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Abstract

The synchronous approach to reactive systems, where time evolves by glob-
ally synchronized discrete steps, has proven successful for the design of safety-
critical embedded systems. Synchronous systems are often distributed over
asynchronous architectures for reasons of performance or physical constraints
of the application. Such distributions typically require communication and syn-
chronization protocols to preserve the synchronous semantics. In practice, pro-
tocols often have a significant overhead that may conflict with design constraints
such as maximum available buffer space, minimum reaction time, and robust-
ness.

The quasi-synchronous approach considers independently clocked, synchronous
components that interact via communication-by-sampling or FIFO channels. In
such systems we can move from total synchrony, where all clocks tick simulta-
neously, to global asynchrony by relaxing constraints on the clocks and without
additional protocols. Relaxing the constraints adds different behaviors depend-
ing on the interleavings of clock ticks. In the case of data-flow systems, one
behavior is different from another when the values and timing of items in a flow
of one behavior differ from the values and timing of items in the same flow of
the other behavior. In many systems, such as distributed control systems, the
occasional difference is acceptable as long as the frequency of such differences
is bounded. We suppose hard bounds on the frequency of deviating items in a
flow with, what we call, weakly-hard requirements, e.g., the maximum number
deviations out of a given number of consecutive items.

We define relative drift bounds on pairs of recurring events such as clock
ticks, the occurrence of a difference or the arrival of a message. Drift bounds
express constraints on the stability of clocks, e.g., at least two ticks of one per
three consecutive ticks of the other. Drift bounds also describe weakly-hard
requirements. This thesis presents analyses to verify weakly-hard requirements
and infer weakly-hard properties of basic synchronous data-flow programs with
asynchronous communication-by-sampling when executed with clocks described
by drift bounds. Moreover, we use drift bounds as an abstraction in a perfor-
mance analysis of stream processing systems based on FIFO-channels.



Résumé

L’approche synchrone aux systémes réactifs, ou le temps global est une séquence
d’instants discrets, a été proposée afin de faciliter la conception des systémes
embarqués critiques. Des systémes synchrones sont souvent réalisés sur des
architectures asynchrones pour des raisons de performance ou de contraintes
physiques de 'application. Une répartition d’un systéme synchrone sur une ar-
chitecture asynchrone nécessite des protocoles de communication et de synchro-
nisation pour préserver la sémantique synchrone. En pratique, les protocoles
peut avoir un cofit important qui peut entrer en conflit avec les contraintes de
I’application comme, par exemple, la taille de mémoire disponible, le temps de
réaction, ou le débit global.

L’approche quasi-synchrone utilise des composants synchrones avec des hor-
loges indépendantes. Les composants communiquent par échantillonnage de
mémoire partagée ou par des tampons FIFO. On peut exécuter un tel systéme
de fagon synchrone, o toutes les horloges avancent simultanément, ou de fagon
asynchrone avec moins de contraintes sur les horloges, sans ajouter des proto-
coles. Plus les contraintes sont relachées, plus de comportements se rajoutent
en fonction de I'entrelacement des tics des horloges. Dans le cas de systémes
flots de données, un comportement est différent d’un autre si les valeurs ou le
cadencement ont changé. Pour certaines classes de systémes 'occurrence des
déviations est acceptable, tant que la fréquence de ces événements reste bornée.
Nous considérons des limites dures sur la fréquence des deviations avec ce que
nous appelons les exigences faiblement dures, par exemple, le nombre maximal
d’éléments divergents d’un flot par un nombre d’éléments consécutifs.

Nous introduisons des limites de dérive sur les apparitions relatives des paires
d’événements récurrents comme les tics d’une horloge, 'occurrence d’une differ-
ence, ou 'arrivée d’un message. Les limites de dérive expriment des contraintes
entre les horloges, par exemple, une borne supérieure de deux tics d’une horloge
entre trois tics consécutifs d’une autre horloge. Les limites permettent égale-
ment de caractériser les exigences faiblement dures. Cette thése présente des
analyses pour la vérification et l'inférence des exigences faiblement dures pour
des programmes de flots de données synchrones étendu avec de la communica-
tion asynchrone par ’échantillonnage de mémoire partagée ou les horloges sont
décrites par des limites de dérive. Nous proposons aussi une analyse de perfor-
mance des systémes répartis avec de la communication par tampons FIFO, en
utilisant les limites de dérive comme abstraction.
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Chapter 1

Introduction

Since their invention computers have permeated our daily lives to the extend
that society has become dependent on them, even for safety-critical tasks. It
is not the machines first identified as computers that we rely most on, e.g.
personal computers and laptops, but rather embedded systems; the computers
embedded in machines that perform tasks without being seen. For example, the
anti-lock brake systems (ABS) of our car, the smoke-detector in our kitchen,
the pacemaker on grandfather’s heart, the control software of a nuclear power
plant, and so on.

The safety of such embedded systems are ensured by systematic engineering
processes. In some industries, such as avionics, the design, development and
maintenance processes are standardized through certification. Validation of
systems — checking if a system behaves as intended — is an essential part
of such engineering processes, both during the design and at deployment.

Embedded systems are increasingly distributed for reasons of performance,
robustness, or physical constraints. They are distributed in the sense that there
is no global time-reference by which components agree on the order of events;
components interact asynchronously. Examples of such distributed systems in-
clude network on chips (NoC), drive-by-wire architectures employed in modern
cars, and distributed control systems in rail transportation.

The validation of asynchronous systems is complicated by their non-deterministic

behavior. That is, system behavior depends on the interleaving of events as ob-
served and generated by different parts of the system. In this thesis, we explore
abstractions and verification methods to facilitate the design of such distributed
systems with the aim of distributing synchronous systems.

1.1 Context

1.1.1 Reactive Systems

Reactive systems were identified [HP85] as a class of systems that are notoriously
hard to design. They interact continuously with their environment at the speed

9



CHAPTER 1. INTRODUCTION 10

of their environment. Several aspects complicate the design of such systems:

e They are often used for safety-critical applications, where system failure
may have grave consequences. Consequently, the correctness of a design
must be validated before deployment insofar this is possible.

e In case of embedded systems where the system interacts with physical
processes, the system operates under real-time constraints because the
system must react on time.

e They are often subject to resource constraints; the system must be con-
structed within a budget of available resources.

Recently, with the advance of computing in general and networking in par-
ticular, the size and complexity of reactive systems has exploded. It has been
widely noted [KopO08] that engineering practice lacks the models to effectively
reason with such complex systems. [Sif11] notes three challenges in particular:
(1) the combined modelling of the computational and physical aspects of a sys-
tem, (2) the need for a compositional approach to design for scalability, and (3)
the efficient use of resources for mixed-criticality systems.

1.1.2 Synchronous Approach to Reactive Systems

The synchronous programming paradigm [BB91] was proposed to facilitate the
development of reactive systems and since proven to be successful [BCET03].
Prominent examples of synchronous programming languages include LUSTRE
[HCRPI1] and its commercial implementation SCADE, SIGNAL [LB87], and Es-
TEREL [BG92]. Synchronous programming languages aim to simplify the pro-
gramming of reactive embedded systems through the adoption of a parallel
model of computation based on a high-level timing model. Moreover, the lan-
guages have mathematically defined semantics to permit formal verification of
properties with the help of automatic tools.

The synchronous languages are based on the synchrony hypothesis that states
that computation and calculation are instantaneous. The synchrony hypothesis
leads to a logical model of time, where time evolves by discrete steps. The logical
time is often made explicit as a clock signal that drives components within its
clock domain similarly to the clocks in digital circuits. Figure 1.1 depicts a
schematic reactive program driven by a global clock signal.

Of course the “real” world does not behave synchronously: neither compu-
tation nor communication are instantaneous. Moreover, synchronous programs
are often compiled to a synchronous program where reactions that are parallel
in the synchronous model actually occur in sequence. This discrepancy is re-
solved by designing systems with sufficient margins in the timing requirements
so that the deployed system will react on time even if reactions are not actually
simultaneous.
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clock

Figure 1.1: Three processes communicating synchronously on a clock signal.

clock clock clock

Figure 1.2: A GALS system where independently clocked components commu-
nicate asynchronously across clock domains.

1.1.3 GALS Systems

In distributed systems it quickly becomes infeasible or too costly to cope with
asynchrony through design with margins in timing or, conversely, because an
asynchronous design can be cheaper and/or more performant. Modern pro-
cessors, for example, are sometimes partitioned in separate clock domains, be-
cause of clock skew clock signals arrive at different times due differences in
travel distance [VHR'08] or to optimize power usage by dynamic (clock) fre-
quency scaling [SMB102]. Distribution can also be a consequence of physical
constraints when, for example, the physical distance between two components
prevents timely communication.

Globally asynchronous, locally synchronous (GALS) systems were originally
defined by Chapiro [Cha84] to unify the synchronous and asynchronous modes of
interaction found in distributed hardware. GALS systems consist of synchronous
components that communicate with each other by asynchronous means. Each
synchronous component has its own, independent clock. Figure 1.2 depicts a
GALS variation of the synchronous program depicted in Figure 1.1

The semantics of GALS systems are defined by the asynchronous primitives
used to communicate between clock domains and the origin and nature of the
clocks. Teehan [TGLO7] distinguishes three GALS design styles by the nature
of the clocks: pausible clocks where clocks can be controlled to synchronize
across domains, asynchronous clocks where clocks are independently generated
and have no known relation between them and mesochronous clocks that have a
known relation but cannot be controlled, e.g., clocks that have a bounded phase
drift, skew, or fixed rate difference.
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1.1.4 Distribution of Synchronous Programs

One approach to the design of GALS is to first design the system leveraging the
synchronous approach and then distribute the synchronous design. The distri-
bution of a synchronous program on a GALS architecture consists in the de-
composition and subsequent asynchronous recomposition of the program. Each
synchronous sub-system in the asynchronous composition has its own time-steps
that may interleave arbitrarily with each other. In general, such a distribution
may behave differently than the original synchronous program.

Benvensite et al. [BCL99, BCCSV03] identified the following conditions un-
der which the asynchronous composition of synchronous systems behaves like
their synchronous composition, that is, the synchronous behavior can be recon-
structed from the asynchronous behavior:

e cach system in the composition must be endochronous (self-timed) to
know, based on its state, whether its inputs are present, as absence/p-
resence of signals cannot be detected; and

e cach pair of components in the composition must be isochronous (same-
timed), i.e., they must agree on the values of all shared variables (or on
the shared state).

It is possible to distribute a synchronous program if one ensures the dis-
tributed components and their compositions are both endo- and isochronous.
Endochrony can, in general, only be determined through model checking. In
practice it is therefore more common to desynchronize a system through pro-
gram transformations that ensure endo- and isochrony of the distributed compo-
nents. That is, to design the system using a synchronous language, repartition
its components into clock domains that interact asynchronously, and introduce
synchronization protocols. Figure 1.3 schematically depicts the distribution of
the synchronous program of Figure 1.1 through the introduction of controllers
and communication protocols that ensure endo- and isochrony.

1.1.5 Quasi-Synchronous Systems

In [Cas01] Caspi narrates how analog (unclocked) circuits in control systems
were gradually replaced with digital (clocked) circuits and software, leading to
a particular kind of GALS systems named quasi-synchronous systems. In such
systems, synchronous programs are composed asynchronously using communication-
by-sampling, where independently clocked synchronous programs communicate
by reading and writing shared memory. All clocks have the same period with
a bounded drift and, consequently, some writes may be overwritten before they
are read and some may be read multiple times. The systems are designed un-
der the quasi-synchrony hypothesis: for any pair of clocks one can tick at most
twice between any two ticks of the other. Thus, the number of overwritten and
duplicated messages is bounded.

Loosely Time-Triggered Architectures (LTTA) [BCG102| provide a quasi-
synchronous platform with independently clocked computing resources that
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Figure 1.3: A distributed synchronous program with controllers to synchronize
the clocks and protocols for the transfer of data.

communicate by sampling and proposes a semantic-preserving distribution method.
The quasi-synchrony hypothesis of LTTAs allows for light-weight synchroniza-
tion protocols and throughput guarantees.

1.2 Motivation and Objectives

The motivation of this work starts with the observation that embedded systems
are increasingly designed as distributed GALS systems. Such systems are either
built as GALS systems from the ground up or designed as synchronous systems
that are subsequently distributed.

In the first case, system validation in general is severely complicated by
the large (possibly infinite) number of possible interleavings of events. Testing
based verification is marred by large number of possible execution scenarios
as well as the practical problems of controlling or even observing the order
of events in distributed systems. Formal verification methods face the state-
space explosion problem that originates in the asynchronous composition of
distributed components.

In the second case, that is, the distribution of synchronous systems, both
testing and formal verification of the original design benefits from the synchrony
hypothesis to avoid the aforementioned problems faced for GALS systems. The
validity of the distribution, however, depends on a semantics-preserving desyn-
chronization. In practice desynchronization entails overhead in reaction time,
(memory) space, use of network bandwidth, and loss of robustness. That is, the
distributed system must exchange extra messages, introduce buffers, and delay
execution to be semantically equivalent to the original synchronous program.

The quasi-synchronous approach with communication-by-sampling suggests
a mixed approach where synchronous programs are distributed without a strict
preservation of the synchronous semantics. With communication-by-sampling
the behavior depends on the interleaving of write and read operations, i.e., de-
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AR A

prod cons

Figure 1.4: A producer whose output is read by a consumer through
communication-by-sampling.

pending on the interleaving of clock ticks. For example, the system depicted in
Figure 1.4 depicts an independently clocked producer and consumer that com-
municate by sampling. Depending on occurrence times of the producer’s and
consumer’s clocks, messages may be lost (overwritten if the consumer under-
samples the memory cell) or duplicated (if the consumer over-samples the mem-
ory cell).

If clocks are stable enough, such a distribution may still behave much like
the original system and diverge only occasionally. Moreover, not all divergence
from the synchronous behavior may imply a malfunction. We deem such a
mixed approach especially useful for embedded systems of certain types:

e Robust systems must maintain a quality of service in spite of disruptions.
Non-blocking communication-by-sampling is robust in the sense that dis-
ruptions where one component stops functioning do not stop the complete
system.This is especially relevant in cases where parts may stop respond-
ing completely. In normal circumstances the system would need to provide
guarantees on reactivity, e.g., reacting within a given number of clock cy-
cles.

e In control systems a controller directs a physical process through actuators
based on information from sensors. Control systems are designed with
tolerances to deal with the finite accuracy of sensors and actuators, as
well as quantization and signal processing in the controller.

o In weakly-hard real-time systems [BBLO1] deadlines for reactions may oc-
casionally be missed, as long as a hard bound is respected, e.g., one out
of ten deadlines may be missed. Similar constraints can be considered for
any error: reactions with the wrong values, absence of reactions, collisions,
etc.

The requirements on these kind of systems fit a pattern: within a given
time-interval the number of some event must be bounded. The number of
events can be bounded from below, e.g., a time-out: react at least once or
sample a sensor-value at least thrice within the interval, or it can be bounded
from above, e.g., the maximum number of missed deadlines. We call these
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weakly-hard requirements as a generalization of Bernat’s notion of weakly-hard
real-time systems.

Consider a synchronous system design that is partitioned into multiple inde-
pendently clocked subsystems that communication by sampling. Starting from
its synchronous execution where all clocks tick simultaneous, we can move to
quasi-asynchronous systems by weakening the synchrony of clocks. Assuming
the synchronous design never violates its requirements, its quasi-synchronous
distribution with will, in general, fail more and more frequently as constraints
on the clocks are relaxed.

This work envisions a mixed approach to the design of GALS systems where
systems are designed principally designed as synchronous systems, but with
foresight of its future distribution. In order to realize such distributions, we
need to (1) describe the degree of (quasi-)synchrony of clocks that drive the
system; (2) express weakly-hard requirements on the frequency of events; and
(3) verify weakly-hard requirements for a quasi-synchronous distribution.

1.3 Contributions and Outline

This thesis introduces a framework for the distribution of synchrononous pro-
grams over a loosely time-triggered architecture with communication-by-sampling,
where the semantics of the distributed system are allowed to diverge from the
original synchronous program as specified by drift bounds on the clocks. We
provide methods to verify and infer weakly-hard properties of such systems
that are necessary for the development of safety-critical systems. This thesis
also gives a method to infer performance characteristics of FIFO-channel based
distributions.

Chapter 2 introduces a discrete event model that is the formal foundation
to describe the processes of GALS systems throughout this work.

Chapter 3 defines clock and drift bounds as abstract descriptions of pro-
cesses. Drift bounds, the first original contribution of this thesis, are is a gener-
alization of the quasi-synchrony hypothesis. A drift bound limits (from below
and/or above) the number of ticks of one clock in for every N consecutive ticks
of another clock. By deriving drift bounds as an abstraction for the possible
behaviors of clocks, we naturally derive useful properties such as the transitivity
of bounds.

Drift bounds turn out to be surprisingly versatile when applied to the oc-
currence of any event and not just clocks. In particular, we show how they can
also be used to express weakly-hard requirements (see Chapter 6).

We also show how drift bounds can be used to describe aspects of resources
and streams. Chapter 4 uses drift bounds in this capacity for a novel perfor-
mance analysis of GALS systems that communicate over FIFO channels. The
analysis is similar to real-time calculus [TCNOO| but, in contrast to the ab-
stractions used in real-time calculus (namely arrival and resource curves), drift
bounds preserve the correlation of events which allows us to derive better (local)
backlog bounds.
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Chapter 5 defines sampling networks, a synchronous data-flow language
extended with an asynchronous communication-by-sampling primitive. Non-
blocking communication-by-sampling permits an arbitrary interleaving of clocks,
ranging from (global) synchrony, to quasi-synchrony, to unbounded asynchrony,
but the arbitrary interleaving of clocks will change the behavior. It is therefore
crucial to analyse the behavior of a distributed sampling network. Chapter 6
introduces methods to verify and infer weakly-hard properties (in the form of
drift bounds) of a sampling network when executed in an environment described
by drift bounds. We provide an exact analysis, based on a full state-space ex-
ploration, and an abstract-interpretation based analysis that trades accuracy
for speed of analysis.

Chapter 4 is independent from Chapters 5 and 6, but all depend on the
event-model introduced by Chapters 2 and the abstractions of Chapter 3.

The analyses have been implemented as prototypes based on a library of
operators for non-decreasing function. The operators and their properties are
described in the Appendix A.



Chapter 2

A Discrete Event Model for
GALS Systems

This chapter introduces an event model for reactive systems with discrete events.
The aim is to facilitate reasoning and modeling of GALS systems. The basic
event model captures the occurrence of recurring events over time. Events
model the ticks of a clock, transitions between states, as well as the values of
boolean flows. The event model serves as the semantic domain of the modelling
language for stream processing systems presented in Chapter 4 and the domain
of the sampling networks programming language of Chapter 5.

A relational view on events is constructed that only shows the interleav-
ing of the occurrences of events, while hiding the absolute time of occurrence.
This allows us to isolate logical and temporal aspects of system behavior. The
motivation is that digital systems cannot observe real-time directly, but only
through a digital clock that generates periodic, discrete events. The behavior of
our stream processing systems and sampling networks is solely determined by
the interleaving of events, not their absolute occurrence times.

Consider the producer-consumer example of Figure 1.4 in the introduction.
We can model the system with four events: the ticks of the clocks that activate
the consumer and producer, the event of a loss of a message and the event where
a message is duplicated. The loss and duplication of messages is determined by
the interleaving of the clocks’ ticks. The event model introduced in this chapter
allows us to reason with precisely this kind of systems and abstract from the
real-time aspects when needed.

2.1 Signals, Counter and Dater Functions

The event model describes the behavior of a system through the presence of
events, such as the tick of a clock. Events are unvalued, discrete and atomic,
viz. they occur at a single indivisible time instant and carry no information other
than their presence. A signal is a set of dates in (in R) at which a recurring

17
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o

Figure 2.1: Possible behavior of the producer-consumer system of Figure 1.4
with signals p (producer clock), I (lost), ¢ (consumer clock) and d (duplicate)
depicted on a timeline.

event occurs.

Definition 1 (Signal (8)). The set 8§ consists of all signals. Each signal x € 8
18 a countable set of events in R such that it is zeno-free, i.e., that only a finite
number of events may occur before any time instant t € R:

VieR: {uez|u<t} eN

An event of a signal x is said to occur at time time ¢ if it contains an event at
that time, i.e., if ¢ € x. Conversely, the event ¢ € x is said to be an occurrence of
the event x. Generally, the signal is named after its event, e.g., signal x contains
the occurrences of x.

Signals group the occurrences of recurring events such as all the ticks of a
single clock or the arrivals of messages in one particular stream. Consider a few
abstract example signals that are revisited later on:

e the empty signal ) where no event occurs;

e a finite signal fin = {t1,t2} of two events t1,¢2 € R; and

e an infinite, periodic signal per = {an + b | n € N} with a,b € R.
The following examples illustrate the restrictions of signals on event sets:

e The set cont = (s,e) consists of a continuous event from s € R to e € R
is not a proper signal, because it has an uncountable number of events.

e The set zeno = {3 | n € N} contains an infinite number of events just
after time 0. It is not a proper signal because this is a zeno-event.

For a concrete example, consider the producer and consumer of Figure 1.4.
Each is triggered by their respective clocks signals p and c¢. The signals [ and d
respectively refer to the events where a message is lost (overwritten) or a message
is duplicated (read twice) in case of non-blocking communication. Figure 2.1
depicts the signals that describe a possible behavior of the producer-consumer
system.
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2.1.1 Counter Function

A signal can also be described by counting the total number of events over time,
because the only distinguishing element of events in one signal is the time at
which they occur. Such a representation is often more convenient than sets of
dates.

Let sets R and N*° denote the set of rational numbers extended with the
limits —oo and oo and the set of natural number extended with the limit oo
respectively. The counter function is then defined as follows.

Definition 2 (Counter function (x,)). The counter function x, € R>® — N>
counts the number of events x.(t) of a signal x that have occurred up to time
t e R>:

oll) = fu e @ u <t}

Others have proposed similar notions (see Section 2.6.1). Our definition does
not differ in any substantial way from the earlier work.
Lemma 1 (Properties of counter function). The counter function

1. starts at zero (xz(—o0) =0); and

2. is non-decreasing (t <u = xs(t) < xs(u)).

Counter functions simplify reasoning with signals, particularly in the case
of data-flow systems. Consider, for example, a variant of the produce-consumer
system depicted in Figure 1.4 where messages are sent over a FIFO channel.
Let the events w and r denote two signals that describe the number of messages
written to (pushed) and the number of read (pulled) elements from the FIFO
channel, then the buffer contains y.,(t) — x.(t) messages at any time ¢.

Revisiting the example signals we obtain the following counter functions:

e the counter function of the empty signal x¢(¢) = 0 for all ¢t € R*°;

e the counter function of the finite signal

0 ift<t1
Xin(t) =<1 ift) <t <ty
2 ity <t

e the counter function of the periodic signal xper(t) = max(0, L%J)

Figure 2.2 shows the counter functions of the clock signals considered earlier
for the producer-consumer system.

2.1.2 Dater Function

A signal can also be described by a dater function that gives the time of each
consecutive event. If the number of events is bounded, then the time of events
beyond the last is co.
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Figure 2.2: The counter functions of clock signals p and ¢ depicted in Figure
2.1.

Definition 3 (Dater function (7,)). The dater function n, € N> — R*> gives
the time n,(n) € R> of the n-th occurrence of signal x:

ne(n) = inf{t € R% [ xx(t) = n}
Lemma 2 (Properties of dater function). The dater function
1. starts at —oo (1(0) = —o0);
2. eventually reaches 0o (ny(n) = oo for n > |z|); and
3. is non-decreasing (n < m = ns(n) < ns(m)).

As for the counter functions, dater functions and comparable concepts have
been proposed before (see Section 2.6.1).

Again, this representation is particularly helpful when studying FIFO chan-
nels. Consider again the producer consumer system that communicate with a
FIFO channel where events w and 7 describe the writing and reading of mes-
sages to and from the FIFO channel respectively. Then, the 7,.(n) —n,,(n) gives
amount of time that the n € N-th element spent in the FIFO channel.

Revisiting the example signals we obtain the following counter functions:

e the dater function ng(n) = oo for n > 0 and 7¢(0) = —oo for the empty
signal;
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Figure 2.3: The dater functions of signals p and ¢ depicted in Figure 2.1.

e for the finite signal the dater function

—o00 ifn=0
tl ifn=1
ty  ifn=2

%) otherwise

e for the periodic signal 7pe,(0) = —oo and 7per(n) = an + b for n > 0

Figure 2.3 shows the dater functions of the producer-consumer clock signals
corresponding to the counter functions depicted in Figure 2.2.

The signal can be reconstructed from its dater function. To do so one takes
the times at which the counter function increases or, equivalently, the date (as
defined by the dater function) of each event:

T = {Ww(”) | n e N} \ {_OO’OO}

The extrema are removed because a date of —oo signifies an event that has never
occurred and a date of co describes an event that will never occur.

Thus, we have gone full circle: from signal to counter function, from counter
function to dater function, and from counter function back to the signal. As
a consequence, a signal may be defined by its counter or dater function. In
the sequel we consider signals defined as a set of events or a counter or dater
function.

Note that the countability of the events and Zeno-freedom is crucial for the
existence of counter and dater functions. For example, the Zeno and continuous
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event sets have the same dater function if ¢; approaches zero, yet they describe
different sets of events.

2.2 Behaviors and Processes

Until now we have only considered single signals. To model systems with mul-
tiple signals, albeit a finite number, we use vectors of signals. For convenience
the vector is indexed by a set V of events or, rather, their names.

Definition 4 (Behavior (8§Y)). A behavior is a vector € 8V of |V| signals
indexed by the events of V.

The set 8V consists of all behaviors, i.e., vectors of signals, and is isomorphic
to the space of functions V — § that gives the signal of each behavior in V. To
distinguish behaviors & € 8V from a signal € 8 we print the former in bold.

A behavior can be regarded as a trace of the system that contains all relevant
events that occur while the system is running. Systems are modelled by processes
that consist of the set of all behaviors that the system may exhibit.

Definition 5 (Process (P)). The process P € PV describes a system as the set
of all possible behaviors x € P with events V. Let PV denote the domain of all
processes with events V, i.e., PV = o(8V).

A process P € PYYW may describe a functional relationship, where the
behavior of input events V are uniquely related to the behavior of output events
W. In general, however, the process may describe the behavior of any discrete
event system with a finite number of recurring events regardless of the relation
between events.

2.2.1 Composition of Processes

Processes may be combined to define new processes, facilitating a compositional
construction of processes. Consider, for example, a system with events ¢ and j
described by process P € P47} such that

P={xecst|vneN: d< Nz; (M) = N, (n) < d"}

That is, P consists of all behaviors where the event 7 is always followed by an
event j with a minimum delay of d’ € RT and a maximum delay of d* € Rt,
where RT denotes the set of positive real numbers and 0.

Define a second process Q € P+ is a similar fashion such that it consists of
all behaviors where the event j is always followed by k£ within a delay bounded
by d' € RT and d'* € RT. We can create a new system P || Q by combining
processes P and @ supposing that the event j in both systems is the same event
and the event i will be followed by k within a delay bounded by d' + d’* and
d* + d"™:

PlQ= {:c c gliok}

' c Pz €qQ, }

— / _ ! 1" _ "
T, =T, T =X; =T, T =X
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To simplify the compositional definition of systems, such as the one above, we
now introduce special operators.

If the processes P and @ had described the behavior of the same sets of
events, i.e., P,Q € PV for some V, they could have been composed by inter-
secting the behavior: P N (. Such a composition restricts the behaviors to
those possible in both behaviors. To perform such a restriction, we first have to
project processes P and @ onto the same domain.

The projection operator my € PV — PW hides all events not in W and adds
events that are in W but not in V. That is, the projection operator projects a
process from domain PV onto the domain PW, keeping all events in VN'W and
adding unrestricted (of any possible behavior) behaviors for all events in W\ V.

Definition 6 (Projection (m)). The projection myw(P) of a process P € PV is
defined such that

mw(P)={xec8W|Va'c P, Vic VNW: x; =z}

The projection enables a much simpler composition of processes P and @
after projecting both onto the same domain: P || Q = 7¢; j x) (P) N7y 5.5 (Q)-
The projection 7y; ; 53 (P) consists of all behaviors x € 8143k} where the event
1 is followed by the event j with the given delay.

The projection operator can also be used to hide the event j from the com-
posed system. This results in the system 7y .3 (P || Q) € Pli-k} where i is
followed by k within a bounded delay.

For convenience we define the composition operator || € PV x PW — pVUW
to compose any two processes, synchronizing only the events in both processes.

Definition 7 (Composition (||)). The composition (P || Q) € PVYW of P € PV
and Q € PV is defined such that

P || Q = myuw(P) Nmyuw(Q)

Note that the composition operator is commutative, associative and idem-
potent.

2.3 Processes as a Semantic Domain

Although quite powerful, the operators for processes — intersection, projection
and composition — are insufficient to describe real systems. That is, we still rely
on general mathematic notation to describe a process. This section informally
introduces three languages to describe processes: labelled transition systems
formally defined in Chapter 5, stream processing components formally defined
in Chapter 4, and sampling networks formally defined in Chapter 5.

Signals, behaviors and processes serve as the domain in which we describe
the semantics of these three languages. That is, we interpret a system in one of
the three language as a formal description of a process.
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Figure 2.4: A transition system (a) and one of its behaviors (b).

2.3.1 A Labelled Transition System

Labelled state-transition systems are one of the most commonly used system
models. We consider transition systems that are labelled with a non-empty set
of event names. These are the events that occur when taking the transition.
Figure 2.4(a) depicts such a transition system with events 7 and j.

A behavior in the process of a transition system describes the occurrences
of events over time for one sequence of transitions. The process of a transition
system consists of all possible timings of all possible sequences of transitions. A
transition that is labelled with multiple events indicates that the events occur
simultaneously. Figure 2.4(b) depicts one behavior of the transition system in
Figure 2.4(a) corresponding to the sequence of transitions

0%31%81%81Qsoﬂslﬂsoﬂslﬂsl

The transition system is untimed and only determines the possible interleav-
ings of events. In fact, the dates of the occurrences of events in the depicted
behavior are chosen arbitrarily. The process of a transition system contains all
possible timings for any given sequence of transitions in the event system.

Section 6.3.1 formally links the language of a transition system with a process
by timing the occurrences of events. In Chapter 5 labelled transition systems
are used to describe the behavior of sampling networks.

2.3.2 A Stream Processing System

Let us now consider a language for stream processing systems that consists
of components that operate over streams of messages, tasks and/or resource
units. It is formalized in Chapter 4 and based on the real-time calculus [CKT03,
HTO07a]. The language provides high-level constructs to model processing sys-
tem that abstract from the precise operations performed by the components in
order to evaluate system performance in terms of throughput, delay and backlog.

Figure 2.5 depicts a simple stream-processing system with a producer and
a consumer. The producer, modelled by a PJD component, produces tokens or
tasks with a fixed periodic rate, bounded jitter and bounded drift. asymptotic
bandwidth and short term bursts. This results in a stream of arrivals at the
consumer. The consumer, modelled by the BD and GPC components, processes
the tokens of the stream using a resource that is modelled as a “stream” of
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Figure 2.5: A producer-consumer system communicating over a FIFO channel
(a) and a possible behavior for the system (b).

resource units. Consuming or processing a single token costs one resource.
Arrivals are buffered in a FIFO buffer until the resources to process them are
available.

The abstraction provided by the system reduces all system behavior three
types of events: the arrival of a token or task, the departure or completion of
a task and the availability of a resource unit. Figure 2.5(b) shows a possible
behavior with events for the arrivals ¢ (for input), resources r, and departures o
(for output). Note how arrivals are buffered and processed as soon as resources
are available and resources are unused when the buffer is empty.

The process of the producer-consumer consists of many behaviors (often
infinitely many) depending on the parameters (bandwidth, period, drift/jitter
bounds) of the PJD and BD components. In Chapter 4 uses abstractions for
processes to determine bounds (if there are any) on backlog, delay and through-
put of the system for all behaviors in the process described by a composition of
stream processing components.

2.3.3 Boolean Data-Flow

Finally, we use boolean data-flow programs to describe systems reminiscent of
synchronous (clocked) electronic circuit. The language, called sampling net-
works, is introduced in Chapter 5 and is very similar to synchronous program-
ming languages such as LUSTRE and SIGNAL. These languages consist of com-
ponents that operate on flows: a series of values that occur over time. The flows
are associated to a clock that indicates the presence or absence of a value in the
flow.

Consider the example depicted in Figure 2.6 where we take the conjunction
of the successive values of the flows x and y to obtain a new flow z. The
conjunction is synchronous which implies the values of x and y as well as the
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Figure 2.6: A clocked electric circuit (a) and a possible behavior (b).

result z always occur simultaneously. In sampling networks this is made evident
by the fact that they are all in the domain of the same clock signal ¢, indicated
by the encompassing box with rounded corners.

The semantics of sampling networks are expressed as unvalued events (pro-
cesses), akin a discretization of asynchronous clocked circuits. That is, a flow
is associated with two signals: its own signal and its clock signal. A flow is
present whenever it clock occurs, it has the value true when its own signal also
occurs at that time instant and false when it does not occur. Thus there is the
(implicit) constraint on processes that the signal of a flow must be a subset of
the flow’s clock signal. The behavior depicted in Figure 2.6 can be interpreted
as the following (untimed) sequences of values where ¢ denotes the value true
and ff the value false.

| o ofF o ot ot
ylfF ottt ff ot ff
I f ot f O ott

The reason for this indirect representation of values is that it allows the
use of the same abstractions for the processes of stream processing systems and
data-flow networks. As it turns out, the abstractions introduced in Chapter 3
and employed for data-flow networks in Chapter 6 express meaningful bounds:
they limit the number of times a flow can be true within a given interval.

2.4 The Relative Counter Function

The counter and dater functions are closely linked. In fact, one might notice
that the counter function is a kind of inverse of the dater function. It is not a
real inverse because 1, (xz(t)) # t, namely when there is no event at time ¢ in
signal z (¢t & x). However, the following equalities and inequalities do hold.

Lemma 3 (Compositions of counter and dater functions). Let x be a signal then
the following (in)equalities hold for the compositions of its dater and counter
functions

1. ne(xz(t)) =1t forallt € x
2. ne(xz(t) +1) <t for allt € R; and
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3. Xz(nz(n)) =n for all n € N such that n < |z|.

Let us now introduce relative counter functions, defined as a composition
of a counter and a dater function. The original motivation for relative counter
functions was to formulate what values are received when communicating by
sampling. Given a valuation function v € N — V such that v(n) gives the
n-th value written to the shared memory by the producer, we sought to define
another valuation function v’ such that v’(n) is the value of the n-th sample
read by the consumer. To formulate the relation between v and v’ we need the
total number of writes at the time of ever n-th sample. The relative counter
function expresses precisely this quantity.

Definition 8 (Relative Counter Function (X,,,)). The relative counter func-
tion X/, € N°© — N gives the total number X, (n) of occurrences of event
x that occurred up to the n-th event of signal y:

Xayy(n) = Xz (ny(n))

With the relative counter function the sampled values are defined by a simple
composition v' = v o X,/ where p and c are the clock signals of the producer
and consumer. Note that this formulation implies instantaneous communication
in case the producer and consumer are activated simultaneously.

Relative counter functions inherit most of the counter functions’ properties.
The most important difference being that relative counter functions can increase
by more than one in a single step.

Lemma 4 (Properties of relative counter functions). The relative counter func-
tion X,/ of all signals x and y

1. starts at zero (X, ;,(0) =0);
2. is non-decreasing (n <m = X, (n) < Xy, (m)); and
3. if x =y it is the identity function (x =y = X,,,(n) =n forn <|z|).

In Appendix A we define a set F C N*° — N of non-decreasing functions
that start at the origin; the set of all possible relative counter functions. It also
defines a point-wise ordering (< C F x F) and various operators over functions
in F.

Figure 2.7 depicts the relative counter functions of the producer-consumer
system’s clock signals. Observe how X/, jumps from 4 to 7, because there are
three occurrences of ¢ between the second and third occurrence of p. We can
also see that only the (non-strict) order of ticks is preserved, in the sense that if
e.g. X¢/p(2) = 4 we do not know if the fourth event in ¢ occurred simultaneously
with the second event in p, or if it preceded the second event in p.

Aside from communication-by-sampling, we find that the relative counter
function provides an excellent abstraction from the temporal behavior that al-
lows us to concentrate only on the observable and often controllable interleavings
of events.
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Figure 2.7: The relative counter functions of signals p and ¢ from Figure 2.1.

2.4.1 Transitivity

The relative counter functions are related by transitivity: the relative counter
functions X X/, and X/, of any three signals z,y and z are not indepen-
dent.

z/ys z/y

Lemma 5 (Transitivity of relative counter functions). Let z, y and z be signals,
then the relative counter function X, is bounded such that for all n € N>
Xw/z(Xz/y(n» < Xz/y < Xw/z(Xz/y(n> + 1)

Proof. The proof of the lower bound follows from the fact that function com-
position is associative and that (1, o x.)(t) < ¢

KXeyz0 Xy
=Xz ©7z 0 Xz Oy (by Definition 8)
<Xz © Ny (by Lemma 3)
=Xz/y (by Definition 8)

The upper bound is proven similarly, but now 7, (x.(¢)+1) > t, and therefore

Xa:/z(Xz/y(n) + 1)

=Xz (1= (xz(ny(n)) + 1)) (by Definition 8)
>Xz(Xy(1)) (by Lemma 3)
=X, /y(n) (by Definition 8)

O

Intuitively one may think of the relative counter function X, both as
an imperfect counter function for x (as observed at occurrences of y) and an
imperfect dater function for y (with occurrences of z as time units). Stated
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Figure 2.8: The relative counter function X,,/. and the pseudo inverse XC_/L for

signals p and ¢ from Figure 2.1.

thusly, the composition X/, o X/, is in fact reminiscent of the definition of
the relative counter function itself with X, . as the counter function of z and
Xy as the dater function of y, both using occurrences of z as a unit of time.
The inequalities of Lemma 5 are due to the quantization of time by z.

2.4.2 Pseudo-Symmetry

Maintaining the intuition of a relative counter function X, ,, as an imperfect
counter function of x with time units y, we can also perform an operation
analogous to the definition of the (real) dater function in Definition 3:

x

X_ly(n) = inf{m e N* | X, (m +1) > n}

This is defined in Appendix A as the pseudo-inverse of functions in &F. It is
essentially a discretized version of the operation that defines the dater function.
The intuitive interpretation would suggest that X;/ly defines an imperfect dater
function for z with time units in y just like the counter function X, ,, The
example in Figure 2.8 shows that this relation indeed holds for the relative
counter functions of signals p and c¢. But it also shows that, for the instances
where the signals ¢ and p occur simultaneously, XC*/; # Xp/c- The following
lemma formalizes and proves this relation.

Lemma 6 (Pseudo-symmetry of relative counter function). Let = and y be
signals then, for all n € N*°

Xy (n) < Xopy(n) < X0 (n) +1

Proof. We will prove this by deriving equal upper and lower bounds of the
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pseudo-inverse. First note that
Xx_/ly(n)
=min{m € N| (xg ony)(m+1) > n} (per Definition 40)

=min{m € N | ,(m + 1) > 1,(n)}

Xz(Mz(n)) = n and 7, (x.(t)) < ¢ imply x.(t) > n < t > 1, (n) because for all
t € R* and n € N*°.

Then, since n,(xy,(t) + 1) > t implies n > x,(¢t) = n,(n + 1) > t for all
t € R* and n € N*°, we have the lower bound

min{m € N | n,(m +1) > n,(n)}
<min{m € N|m > (xy 0 n:)(n)}
=min{m € N|m > X, /,(n)}
= y/w(n)

and, because x,(n,(n)) = n implies 7y(n) >t = n > x,(t) for all t € R> and
n € N,

min{m € N | n,(m +1) > n,(n)}
>min{m e N|m+1> (xyon:)(n)}
=min{m € N|m > X, ,.(n) — 1}
=Xy/z(n) —1

2.5 Synchronous Processes

Taken literally, synchrony implies simultaneity of events. However, such a notion
adds little meaning in the context of our signals: if the events of two signals are
simultaneous, the signals are equal. In stead, we define two signals in a behavior
to be synchronous if there is a third signal in the behavior that contains the
events of both signals. The third signal effectively functions as a clock for
the two synchronous signals. Extending this notion, we define synchronous
behaviors and processes to possess an hierarchical relationship with a single
root that acts as the clock for the whole system.

Definition 9 (Synchronous Process). The process P € PV of a system events
V is synchronous if there is a hierarchy < CV x 'V such that

1. it is a partial order with a single greatest element; and

2. it implies a subset relation on the signals of all behaviors: Vi,j €V, x €
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An asynchronous behavior or process has no such hierarchical relation be-
tween signals. GALS systems are compositions of synchronous systems, result-
ing in a system with multiple hierarchies. Note that any process can be equipped
with a set of hierarchies: namely the trivial partial order where no two signals
are comparable. Hence, technically, any process is GALS.

2.6 Conclusion

2.6.1 Related Work

Our signals and processes are closely related to those in the tagged-signal model
first introduced by Lee and Sangiovanni-Vincentelli in [LSV98]. They define
tagged-signals as values paired with a tag from an (partially or totally) ordered
set. Our model can be interpreted as an instance of the tagged-signal model,
where values are in the trivial singleton set, i.e., there is only a single possible
value, and events are dated by R. In [BCCT07| Benveniste et al. investigates
the structure of different tag sets in a variant of the tagged-signal model to
model heterogeneous (in model of communication and computation) systems.
Again our model can be seen as an instance of this variant as well by using a tag
structure based on R and trivial set of values. Signals are then represented by
a partial function that closely resembles the dater function. The tagged-signal
model, however, does not define counter and dater functions.

Both counter functions and dater functions have been used in max-plus
algebra [BCOQ92] and related work to model the activations of transitions in
marked graphs (conflict-free Petri nets) or similar models. The most prominent
difference, is our restriction to a single event per time instant. In much of the
work related to max-plus algebra negative counts are also permitted.

Counter and dater functions have also been proposed by Nicolas Halbwachs
[Hal84|. His event model is based on dater functions from which he then derives
counter functions. Halbwachs also allows simultaneous events.

In her thesis [Plal0] Florence Plateau proposes counter functions to describe
the clocks of a synchronous programming language. Because her counter func-
tions are used in a synchronous context, they are index not over real-time but
over discrete time instants. This corresponds to a relative counter function X, /,
of a signal € 8§ with respect to its clock signal y € 8§ such that z C y.

2.6.2 Discussion

The main contribution of this chapter consists of the relative counter function
that is the basis of the work presented in the remainder of this document. While
the relative counter function purposefully isolates our reasoning from real-time,
it is always possible to add a clock signal that represents a discretization of
real-time to make it an observable quantity.

Relative counter functions seem to have more potential than we explored in
this thesis. For example, one could establish a notion of equivalence between be-
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haviors based on the comparison of the relative counter functions. It seems this
could be a useful notion of equivalence to compare a synchronous program with
its asynchronous implementation, because it abstracts from the exact timing of
events and compares only the interleavings of events.

Observe that one might construct a relative dater function in analogy to the
relative counter function, i.e., a composition 7, o x, for two signals z and y. It
is, however, unclear what aspects of the system these values represent and what
practical applications such a relative dater functions should have.

The limitation to allow only a single occurrence of a signal at any time
instant does seem to limit the power of our model. Although our definitions
could easily be adjusted to allow multiple simultaneous occurrences of the same
event, it would weaken some of the bounds on relative counter functions because
the composition y,on, would no longer be the identity function. Most notably, it
would invalidate the transitive and pseudo-symmetric upper bounds. Moreover,
the current definitions suffice for our purposes.



Chapter 3

Abstract Domains for GALS
Systems

In this chapter we introduce abstractions to efficiently reason with processes. In
particular, the abstractions help us deal with the non-determinism of the root
clocks in GALS systems by characterizing the possible interleavings of clock
ticks in a GALS architecture:

o Clock bounds C,/,(n) € N limit, for each pair (z,y) of clock signals, the
maximum and minimum, total number of ticks of z up to the n-th clock of
y. Clock bounds include, for example, difference bounds on the number of
ticks of a pair of clocks, e.g., the upper bound C%, (n) =n+5 is satisfied

z/y
if, and only if, z can be at most five ticks ahead of y.

e Drift bounds D, , limit, for each pair (x,y) of clock signals, the maximum
and minimum number of ticks of x in any interval of A ticks of y. Drift
bounds can, for example, express the quasi-synchrony hypothesis that
requires there be no more than two ticks of one clock for every two of
another.

We also found that drift bounds are useful to describe aspects of resources,
streams, and quality-of-service constraints.

Clock and drift bounds are used to describe guarantees of the environment,
e.g., the drift bounds between clocks or the availability of resources such as
a network connection. The bounds are also used to describe guarantees on
system behavior in the context of an environment, e.g., the quality of service of
a system. The analyses presented in this thesis infer guaranteed drift and clock
bounds of a system when executed in an environment with guaranteed drift and
clock bounds.

Such analyses consist in the abstract interpretation [CCT77]| of a program
using drift and clock bounds as the abstract domains. That is, the analyses
evaluate a system’s abstract behavior — drift and clock bounds that describe

33
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system behavior — in the context of an environment’s abstract behavior. Ab-
stract interpretation enables analysis of programs with infinitely many behaviors
and unbounded state-space by, in general, over-approximating the set of behav-
iors or state space, with elements from the abstract domain. Thus, in general,
abstract interpretation yields a sound (conservative approximation) but incom-
plete (imprecise) analysis method.

3.1 The Domain of Processes

The set of all possible processes P is the domain of processes. This section
extends the formal framework of of processes and shows how to introduce ab-
stractions for such processes. It then introduces matrices of relative counter
functions as an abstraction for processes.

3.1.1 Complete Lattices

Complete lattices are partially ordered sets where each subset has unique least
upper and greatest lower bounds. All domains considered in this work are
complete lattices including the domain of processes. Let us quickly review the
essential properties of complete lattices. For a more extensive introduction we
refer to [DP02].

Definition 10 (Partial order (C)). A partially ordered set (S,C) consists of
the set S and the transitive, reflexive and anti-symmetric relation C C S x S.

The domain of processes is partially ordered by the subset relation. That is,
with PC @ <= P C @ the process P is lesser or equal to @, if all behaviors
in P are also in Q).

Definition 11 (Upper and lower bounds). Let (S,C) and S’ C S then

e The least upper bound s = | | S’ is the least element in S larger than or
equal to all elements in S’.

e The greatest lower bound s =[S’ is the greatest element in S less than
or equal to all elements in S’.

The least upper and greatest lower bounds of a powerset ordered by the
subset relation are defined by the union (L = U) and intersection (M = N)
respectively. For example the greatest lower bound P U @Q = P U @ of two
processes P and () consists of all behaviors both in P and Q).

Complete lattices are partially ordered sets equipped with a least upper and
greatest lower bound. Moreover, any subset of a complete lattice has both a
least upper and greatest lower bound.

Definition 12 (Complete lattice (T, L)). A complete lattice (S,C, U, M, T, L)
consists of
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e The partially ordered set (S, C)
e The least (or bottom) element L= |0 =[]S
o The greatest (or top) element T =[10=|]S

The powerset p(A) ordered by the subset relation is a complete lattice with
empty set as a least element (L= (}) and a greatest element that is the set of all
elements (T = A).

3.1.2 Abstractions and their Domains

Abstractions provide a limited view of concrete objects that exposes only specific
aspects of system behavior. For example, the projection of a process where we
consider only a subset of the signals in the complete system is an abstraction
of the unprojected process. The Galois connection (see e.g. [NNH05, Smil0])
formalizes the relation between objects from a concrete domain and objects from
an abstract domain as follows.

Definition 13 (Galois connection (C = A, a,7)). Let (C,C°) and (A,C4) be
partially ordered set and let « € C — A and v € A — C a pair of monotone
functions such that

Vac AceC: alc)Cha <= cCY5(a)

Then the pair of functions forms a Galois connection, written C = A
¥
The C' is the concrete domain and A is the abstract domain. The abstraction
function « relates a concrete object in C' to its abstraction in A. The concretiza-
tion function « does the reverse. Abstractions can be chained [Smil0] because
Galois connections are transitive relations:

C=Aand A= B = C+——B
v v yory!

The simplest abstraction for processes that we use, is the hiding of events
in a process using the abstraction function. That is, let V C W, then the
domain PV of processes with events V is an abstraction for the domain PV of
processes with events W. The projection function defines the Galois connection:
the concretization function is my € PV — PW and abstraction function is
™Yy € fPW — 33\7.

In general there are multiple Galois connections between a concrete domain
and an abstract domain. For example, there is always a connection a(c) =14
and v(a) = T¢. However, a Galois connection is uniquely determined by either
the abstraction or the concretization function as expressed by the following
theorem from [Smil0].

Theorem 1. Let C = A denote a Galois connection between the partially
¥

ordered sets (C,CC) and (A,C4), then
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e a(c)=[1"{a|a € A,cCE 1(a)}
e v(a) =% c|ce C alc) Tt a}

This theorem simplifies the construction of Galois connection through im-
plicit definitions of the abstraction and concretization functions in terms of the
other.

3.1.3 The Abstract Domain of Relative Counter Functions

As a first step towards other abstractions, we define the domain of relative
counter functions as an abstraction of processes. The domain of relative counter
functions abstracts from time, keeping only the interleaving of events.

Like the representation of behaviors as a vector of counter or dater functions,
we group the relative counter functions in a matrix. Let the behavior of a system
with events V be described by a column vector x € (R® — N*°)IVIx1 of counter
functions and the corresponding row vector n € (N*° — R"O)lxw‘ of dater
functions, then we define the matrix X € FIVI*IVl of counter functions as their
product:

X1 X107 - X197Mn

Xn XnOM Xn © Min

Abusing notation, we access elements of the matrix using the names of
events. So X;/; is equivalent to X, /. in the context of a behavior x. Ele-
ments of the domain consist of sets of relative counter function matrices, each
corresponding to one or more behaviors.

Figure 3.1 depicts a relative counter function for the given behavior. The
event names i, j and k are used as indices. That is, the lower left graph depicts
(part of) the relative counter function Xj,/; and the upper right depicts X .

Definition 14 (Domain of Relative Counter Function Matrices (X)). Let XV
denote the domain of all sets of relative counter function matrices with dimen-
sions N x N indexed by elements from V = {z1,...,xn}, ordered by the subset

relation, with P¥ = XV defined by
Y

(P) = {(Xars -+ Xan) © (77I1a---aan)T | (z1,...,oN) € P}

As for processes, we specify the dimension (number of signals) of the domain
in superscript when needed. The concrete domain PV of processes with signals
V is related to the abstract domain XV of relative counter function matrices.

The concretization function is defined implicitly by the abstraction using
Theorem 1 such that a Galois connection is formed. In this case, the concretiza-
tion of a set of relative counter function matrices consists of all behaviors that
have relative counter functions matching one of the matrices.
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Figure 3.1: A matrix (a) of relative counter functions for the behavior (b).
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It is worth noting that sets of relative counter function matrices contain less
information than the original process. In fact, a single relative counter function
matrix abstracts from an infinite number of behaviors. That is, we can obtain an
infinite number of behaviors with the same interleavings of events by stretching
and compressing time.

The intersection of two processes P and @ in PV (with the same number of
signals) can be applied directly to the abstraction, as

a*(P1Q) =™ (P)Na™(Q)

Note that, like for the processes, N =1 and U = LI

The projection operator is also lifted to the domain of relative counter func-
tions where it changes the dimension of the relative counter function matrices.
The projection my € XW — XV is defined such that

XeXV,X'eA
mp(A) =< X ’
v(4) { ‘ Ve, y € (VN'W): Xm/yZX;/y
for all A € XV. As for the domain of concrete processes, the projection defines
a Galois connection between domains XV and X" such that V C W.
The lifting of projection to relative counter functions also extends the com-
position operator || to relative counter functions with

A|| B = myuw(A) Nmyuw(B)

for A e XV and B € XW.

3.2 The Domain of Clock Bounds

The domain X is not a very practical abstraction as its elements consist, in
general, of infinitely large sets of relative counter functions. Clock bounds pro-
vide an abstraction that describes processes by the (point-wise) maximum of all
relative counter functions.

Definition 15 (Clock bound). The bounds C! y ond C3, in F are the lower
resp. upper clock bounds of signals x and y sucé that for all n € N>
Chyy(n) < Xypy(n) < C3 (n)

Clock bounds limit the total number of events at every occurrence of an-
other signal, e.g., the upper clock bound C’;j/y(n) = m states that at the n-th
occurrence of y, x may have occurred at most m times. It constitutes a direct
bound on the relative counter function X/, .

Consider the upper and lower clock bounds C v and Ci /v for a process
with three behaviors depicted in Figure 3.2. The clock bound gives the point-
wise maximum and minimum of all behaviors in a process. That means the
maximum may be determined by different behaviors in the process at different
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Figure 3.2: The upper and lower clock bounds for the relative counter functions
X,y of a process with events x and y containing behaviors depicted with o, ©
and 0.

points of the bound, i.e., the upper clock bound is not necessarily the maximum
counter function.

Elements from the domain of clock bounds describe all processes that respect
a pair of upper and lower drift bound matrices.

Definition 16 (Clock bound domain (€)). The abstract domain CN of clock
bounds consists of the product of upper and lower bound matrices in FN*N,

&
ordered by the element-wise comparison and X = defined by
.Y@

FC) = {X | X eXNVI<ij<N: O < Xy <Ol

Clock bounds can model general difference bounds such as x;(t) —x;(t) > B
through C}; (n) = B+ n as well as relative clock rates such as x;(t) < x;(t)R
through C}; (n) = nR, or combinations of both difference bounds and relative
rates. Even rates or difference bounds that change over time can be modelled, as
long as the behavior is eventually periodic (to have a finite representation of the
bound). For example, the clocks constraints of N-synchronous Kahn networks
[CDE*06] and, in particular, the clock envelopes of [CMPP08| can be presented
as a clock bounds.

Consider the synchronous data-flow (SDF) graph (see [LM87]) depicted in
Figure 3.3(a). The graph consists of three actors (vertices) 4, j, and k connected
by four FIFO-channels (edges) over which the actors contain tokens. Each
time an actor is activated it consumes a number of tokens from the incoming
channels and produces a number of tokens on the outgoing channels. The token
production and consumption rates of the actors are indicated on the channels:
the channel ¢ pb—c> j from actor i to actor j is annotated with numbers p, b, c €

N such that each activation of i it produces p tokens, each activation of j it
consumes ¢ tokens and the channel initially contains b tokens. Actors cannot
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activate if any of the incoming channels does not contain a sufficient number of
tokens, thus the channels impose constraints on the possible activation patterns.

Interpreting each activation of an actor as an event, we can describe the
semantics of a synchronous data-flow graph with a process. Doing so reveals that
the clock bounds can be used to precisely express the constraints imposed by the
production and consumption rates for each channel between the actors. Figure
3.3(b) depicts the clock bounds of the graph in Figure 3.3(a). For example, the

bound % 22—3> 7 implies two clock bounds:

e at (tihe n-th tick of ¢, j cannot tick more than CY;(n) = |(2n+2)/3] times;
an

e at the n-th tick of j, ¢ must have ticked at least Cf/j(n) = max(0, [(3n —

2)/21)-

The behaviors that satisfy these bounds — the behaviors in the concretization
of the clock bounds — capture possible behaviors of the SDF graph.

3.2.1 Composition of Clock Bounds

Like relative counter function abstraction we lift the projection and composition
of processes to the clock bound abstraction. This enables the compositional
description of systems with clock bounds and enables us to work with (infinitely)
large sets of behaviors represented by their clock bounds.

First, the intersection and union of clock bound matrices naturally arise from
the Galois connection because the . The intersection consists in the greatest
lower bound M® and takes the element-wise, point-wise infima. That is, for all
A, B € Cand n € N* the upper bound of the intersection of A and B is defined
such that

[AN® B (n) = min(A;/;(n), Bi/;(n))

The lower bound is defined similarly, but with the point-wise maximum.

As for the relative counter function matrices, the projection operator myy re-
moves and adds dimensions (indexed by event names). Newly added signals are
completely unbounded. Consider, for example, the projection mwy(C) of clock
bound matrices C' € €V where W = {1, ...,2x,¥y1,...} and V = {z1,...,on},
then

Cw NG T .. 77
z1/T1 z1/TN
u. . u. :SF . :ff
. Ca:N/xl Ce C$1/$N T e T
[y (C)]* =
TF e T TV ... 77

e .. 17 Te .. T
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Figure 3.3: The clock bounds (b) of a synchronous data-flow graph (a).

41



CHAPTER 3. ABSTRACT DOMAINS FOR GALS SYSTEMS 42

and similarly for the lower bounds. The important consequence is that the
composition operator C' || C" = my_w (C)Nmyuw(C') with C € €Y and ¢’ € €W
results in a matrix that contains three submatrices: (1) the matrix for signals
V\'W only in C, (2) the matrix for signals W\ 'V only in C’, and (3) the matrix
for signals V N'W shared by C and C’. The upper bound of the composition is
as follows:

C T
maw(C)
[C ¢ C = M
Tyaw (C”)
T C’

The lower bound of the product looks similar, but with L in the place of T, for
the lower bound.

The bounds of the SDF graph depicted in Figure 3.3 can be constructed by
the composition of bound matrices for bounds on pairs of actors. Defining the
process [i % 4] to consist of all behaviors & € 8{%7} such that the number of

produced tokens is always greater or equal to the number of consumed tokens
given:
VteR: x;(t)e—xi(H)p+b>0

We obtain clock bounds C' = o ([ % jl) where
1i(n) = L(pn +b)/c] and Cj ;(n) = O ;(n) = max(0, [(cn — b) /p])

Let [[é % §]€ € €1} denote the clock bounds of the process as defined above.

Then, the bounds of Figure 3.3 are constructed with the composition
.2 3 g€ .6 2 e 1 2 .q¢ .4 02 e
(] I N e ) R (B e & [ (R
The composition of abstractions is generally approximative, that is,

a(P || Q) E a(P) || «(Q)

As the next section shows some of the imprecision can be recovered using prop-
erties of the clock bounds.

3.2.2 Properties of Clock Bounds

Clock bounds inherit the transitivity and pseudo-symmetry of relative counter
functions. These properties are direct consequences of Lemmas 5 and 6.
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Lemma 7 (Transitivity of clock bounds). Let C € CV be a pair of lower and
upper clock bound matrices then, for all X € v¢(C), all i,5,k € V and all
n € N*°

Ci/(Chyy(n)) < Xiyi(n) < G (Cy(n) +1)

Computing the transitive closure of clock bounds is closely related to the
verification of the schedulability of a data-flow system such as SDF [LM87] and
CSDF [BELP96| as well as the N-synchronous Kahn networks [CDET06]. In
particular, if any upper bounds in the diagonal of the transitive closure is less
than the identity (3i € V,n € N*: D}, (n) < n), the system has a deadlock.

Lemma 8 (Pseudo-symmetry of clock bounds). Let (C*,C%) € €V be a pair of
lower and upper clock bound matrices then, for all X € ¢, all i,7 € V and all
n € N

(€7 (n) < Xiy5(n) < [C57 (n) +1

Compositions often yield clock bound matrices that are imprecise in the
sense that there exist other, smaller bounds that abstract the same process.
The practical result of transitivity and symmetry of clock bounds, is that we
can use them to tighten the bounds of the composition. Pseudo-symmetry is
used to infer lower bounds from upper bounds and vice versa and the transitive
closure is used to propagate bounds. Figure 3.4 depicts tightened bounds for
the clock bounds of the SDF graph. Note how all pairs of actors have clock
bounds, because all actors in the SDF graph are connected in a cycle.

The transitively closed bounds of an SDF graph would have revealed an
imbalance in the graph: if an infinite number of tokens could be accumulating
on a buffer, the upper and lower bounds would diverge from one-another and,
conversely, if we would run out of tokens the bounds would cross.

3.3 The Domain of Drift Bounds

Clock bounds cannot model time-invariant properties such as a bound on bursts
or jitter. Neither can they express quasi-synchronous clock constraints. For
those, we introduce drift bounds.

Drift bounds limit the incline of the relative counter function for each inter-
val. As shown in Figure 3.5, the constraint imposed by a drift bound can be
interpreted as a sliding window constraint. In the figure, x occurs at most six
times and at least 3 times in every interval of 5 occurrences of y. Drift bounds
generalize this to a more versatile mechanism to apply different constraints for
each interval size.

Definition 17 (Drift bound). The bounds D;/y and D7, in F are a lower
resp. upper drift bound of the signals x and y such that, for all interval sizes
A € N* and all n € N>

DL, (A) < X,/(n+A)— X

z/y z/y

(n) <Dz, (A)
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Let us introduce a convenient graph-like notation for clock bound constraints
where vertices are events (similar to the actors in an SDF graph) and edges are
drift bound constraints, i.e.,

. Ain . A .
i——j and ¢ ——j

denote lower and upper bounds respectively where the event j can occur at
least resp. most n € N times for every A € N occurrences of j. That is, the
constraints impose the following lower and upper bounds respectively:

0 ifm<A n ifm<A
Db ,.(m) = and DY%,.(m)= -
5/i(m) {n otherwise /() {oo otherwise

It is possible to have multiple constraints on the same pair of events: combi-
nations of upper and lower bounds as well as multiple upper or lower bounds.
Multiple upper bounds are combined by taking the point-wise minimum of the
upper drift bound — the strictest constraints for each interval size — and the
point-wise maximum for the lower bound.

Drift bounds can describe a wide variety of concepts depending on the sig-
nificance of the bounded signals.

e In case of communication-by-sampling, a guaranteed drift bound on the
clock signals p and ¢ of producer resp. consumer can be used to find bounds
on the variability of communicated values. Let v and v' in N — R denote
valuation functions for the producer resp. consumer such that v(n) gives
the n-th produced value (at time n,(n)). Let V € N — R be a variability
bound such that |v(n + A) —v(n)] < V(A) for all n,A € N (note the
similarity with drift bounds). Then the variability of the values read by
the consumer is bounded such that, for all n, A € N,

[v'(n+A) =v'(n)] < [V oD J(A)

e Interpreting clocks either as the availability of resources or the arrivals
and departure of packets in a stream processing network, drift bounds can
express bounds on the availability of resources and burstiness of arrival
streams. This application is explored in the next chapter.

e The requirements for weakly hard real-time systems, where deadlines may
be missed occasionally but not too often, can also be expressed as drift
bounds. Let e be the error event that occurs when a deadline is missed
and ¢ a reference clock representing either an observer’s activations or

a quantization of real-time. A drift constraint c 10019, . expresses the
constraint on behaviors (e, c) that, e.g. 10 deadlines may be missed for
every 100 time units. This principle can be generalized to any type of
error, resulting in a notion of quality of service (QoS).
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We define the drift bound domain in a similar fashion as the clock bound
domain through a Galois connection with the domain of relative counter func-
tions.

Definition 18 (Drift bound domain (D)). The abstract domain DN of drift
bounds consists of the product of all upper and lower drift bound matrices in
a’D
FNXN “ordered by the element-wise comparison and X == D defined by
,Y'D

WQ(D):{X‘ lXeDCN,Vlgi,jgN:Vn,AEN‘”: }

The condition in the definition of ¥ can be rewritten using special operators
that derive from network calculus [LT01], namely the min/max-plus deconvolu-
tions (@ and @) defined such that

f/j(A) > [Xi; 0 Xi)50(A)  =sup{X;/;(n+A) - X;/;(n) [ n € N>}

for all X € XV, all 1 <4, < N and all A € N*°. The deconvolution operators
are the dual of the min/max-plus convolution operators, which allows us to
write

While we will avoid the operators where possible, some proofs rely on their
properties. Appendix A gives a more complete overview of the operators and
their properties.

Drift bounds are composed with the same operators as clock bounds, except
that we give operators the superscript D to distinguish them when necessary,
eg., DUP D'

Figure 3.6 depicts a network of drift bound constraints and the corresponding
drift bound matrix. It describes the possible behavior of a platform with three

. . o4l
independently clocked systems. For example, the constraint j —> ¢ guarantees
that there is at least one tick of i for every four of j resulting in the bound
D!, (A) =0 (unconstrained) for A < 4 and D!, (A) =1 for A > 4.

/] /]

3.3.1 Properties of Drift Bounds

Let us note some important properties of drift bounds. Like the properties of
the clock bounds, these are used to find tighter bounds for any given set of
bounds, in particular systems that are the result of a composition such as the
system of Figure 3.6.

Like the clock bounds, drift bounds inherit transitivity and pseudo-symmetry
of relative counter functions. With the constraints, transitivity of drift bounds
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Figure 3.6: A network of drift bound constraints 3.6(a) and the corresponding
drift bound matrix 3.6(b).
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Figure 3.7: On the left the transitivity of an upper drift bound where & 23, yi
(red) and j Ny (blue) imply the constraint k 24 (dashed). On the right,
an example behavior that satisfy the first two constraints, that are illustrated
by sliding windows, and therefore the transitive constraint.

can be described as the following implications

i Sk = i Sk oand i I L Py
where the chained constraints describe a conjunction of multiple constraints.
Figure 3.7 illustrates transitivity with constraints and a behavior. The behavior,
where the constraints are shown as a sliding windows, shows why the +1 in the
transitive relation of the upper bound is needed: the three occurrences of j that
occur in the illustrated interval of two occurrences of & (the maximum allowed by
the constraint) describe a smaller interval, i.e. the interval of three occurrences
of j does not include the entire interval of two occurrences of k. The addition
of one safely over-approximates the interval. For a counter example add the

constraint j 33, i, which is also satisfied by the given behavior, we see that the

constraint k =25 i, that would be obtained without the over-approximation of
the interval, is not actually satisfied.

The following lemma generalizes transitivity to drift bounds where all inter-
val sizes are treated simultaneously.

Lemma 9 (Transitivity of drift bounds). Let D € DV be a pair of drift bound
matrices then, for all X € vP(D), alln,A € N*® and all 1 <i,j,k <N

(D}, 0 Dy /(D) < Xij5(n+ A) = Xi/5(n) < [Djyy o (D), + 1](A)

Pseudo-symmetry implies a relation between upper and lower drift bounds.
In terms of constraints pseudo-symmetry leads to the following implications

. g, . ptlig . . P . . P,
i—j = i+——j and | —j = i <— ]

That is, an upper bound on j with respect to 7 leads to a lower bound on i
with respect to j and vice versa. Figure 3.8 illustrates pseudo-symmetry with
an example behavior.
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Figure 3.8: On the left the lower drift bound constraint j 24,/ that implies

the upper drift bound constraint i 12, j (dashed). On the right, an example
behavior satisfying the bounds.

Formally, pseudo-symmetry defines a bound on the drift through the pseudo-
inverse defined in Section 2.4.2.

Lemma 10 (Pseudo-symmetry of drift bounds). Let D € DV be a pair of drift
bound matrices then, for all X € ¥2(D), alln,A € N® and all 1 <i,j <N
[D"];1(A) < Xijy(n+ A) = Xi/(n) < [D'];1(A) +1

Like clock bounds, drift bounds are transitive and pseudo-symmetric. Unlike
clock bounds however, drift bounds are additive. Recall the interpretation of
drift bounds as constraints within a sliding window for each interval size. Take
two such intervals and place them next to each other so that one starts where
the other stops. It then stands to reason that the joined interval is bounded by
the sum of the bounds for the two partial intervals. This is the foundation of
additivity of bounds.

In terms of constraints, additivity is expressed by the following implications:

PNy RNy R N T LEN RN I P RN QL SN
Figure 3.9 illustrates additivity with an example and a behavior. As shown
in the behavior, two drift bound constriants can be added to obtain another
constraint.

Additivity is formalized by the following lemma. Note that the upper and
lower drift bounds are bounded from a different direction: upper bounds are
sub-additive while lower bounds are super-additive.

Lemma 11 (Additivity of drift bounds). Let D € DV be a pair of drift bound
matrices then, for all X € vP(D), all n, A, A’ € N>,

Di/;(A) + Dj;(A') < Xiyj(n = (A + A") = Xy/5(n) < Djy(A) + Dy (A)
Proof. By definition of the concretization, for all X € v(D), all n,m, A, A" €
NOO

D}/ (A) < Xiji(n— A) = Xi/5(n) < Diy;(A)
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Figure 3.9: On the left the constraints j EENY (blue) and j REENY (red) that to-

gether imply the constraint j 350 (dashed). On the right an example behavior
that satisfies the depicted constraints.

and
D! (A) € Xyyy(m — A') = X,5(m) < DYy (A)

then, for n = m — A’, we obtain

D;/;(A) + D;;(A)
<Xi/j(n—A) = X,;/;(n) + X;/;(m — A") = X;;(m)
=X;/j(m—(A+ A") - Xi/;(m)
<D} (A) + Dy (A)

O

Similarly to the case of clock bounds, the properties can be used to tighten
the bounds. In particular for systems described by the composition of abstrac-
tions such as the network depicted in Figure 3.6. As in the case of clock bounds,
we can tighten the drift bound in a fix-point computation, effectively adding drift
bound constraints using the already present constraints.

Figure 3.10 depicts the closure for the drift bound constraint network de-
picted in Figure 3.6 that was constructed by the composition of four drift bound
constraints.

An interesting application of computing the closure is the verification of
the realizability of a set of requirements on clocks. That is, the closure can
be used to verify if there are any behaviors that satisfy given drift bounds by
revealing conflicting constraints: a contradicting upper and lower bound. In
compositions such contradictions will not be immediately apparent computing
the closure however may reveal such contradictions, in particular by exploiting
transitivity to propagate constraints through the system.

3.3.2 Interaction of Clock and Drift Bounds

The drift and clock bounds seem quite similar, but capture different aspects of
processes. If the two domains are combined, yielding a product domain, the
question arises how the two domains interact. That is, we seek the drift and
clock bounds of the composition v¢(C)N~y® (D) for a pair (C, D) € €xD. Since
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Figure 3.10: The pseudo-symmetric, transitively closed and additively closed
bounds for the drift bound constraints depicted in Figure 3.6.
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the enumeration of all relative counter functions produced by the concretization
functions is infeasible, we seek bounds that derive directly from the drift and
clock bounds without a concretization step.

First, we consider the clock bound as it is affected by the drift bound. That
is, given a pair of drift and clock bounds, we give tighter clock bounds with
the same concretization. The intuition behind this interaction is that the drift
bounds limit the incline of the relative counter functions in its concretizations,
therefore it should also limit the incline of the clock bounds.

Lemma 12 (Drift bound on clock bound). Let (C, D) € CN x DN then, for all
X eq®C)nyP(D) and all 1 <i,5 < N

l l u u
D ®Ciyy < Xigjy < Cipy @ Dy

Proof. Recall that, by reformulating the concretization function of the drift
bound abstraction with the min/max-plus convolution operators, we have

=l u
X’i/j®Di/j < Xi/j < Xi/j ® Di/j

for all X € ¥P(D) and all 1 < 4,7 < N. Using the fact that the min/max-
plus operators are monotonic and that X & ’ye(C), we substitute X;,; in the
left- and right-hand-side with their lower (Cf / j) respectively upper ( by j) clock
bounds to obtain the result.

Second, we consider the effect of the clock bound on the drift bound. A
drift bound is limited by the maximum incline that is possible for any relative
clock that satisfies the clock bounds. In particular, if the upper and lower clock
bounds are very close to one another, there is little room for bursts.

Lemma 13 (Clock bound on drift bound). Let (C,D) € € x D then, for all
X e~rS(C)YnyP(D), all 1 <i,j < N and all n, A € N®

[CL2CH;(A) < Xiys(n+A) = Xiy(n) < [Cf; @ CLl(A)
Proof. By definition of the min/max-plus deconvolutions, we have

[Xi/;0Xi/;](A) < X, /5(n+A) — Xi/5(n) < [Xi/; © Xi/50(A)
for all X € X, all n,A € N> and all 1 < 4,57 < N. Using the monotonicity of
the deconvolutions and the fact that X € v¢(C), we substitute X; /; by their
lower and upper bounds to obtain the result. Note the order of the operants
of the deconvolution is reversed, i.e., they are monotone for the left-hand-side
operator and antitone for the right-hand-side. O

If we consider that a drift bound can be interpreted as a clock bound, i.e., for
any D € D X € y2(D) implies X € v¢(D) (the reverse does not hold though)
we can, in fact, restate both lemma’s as properties of drift bounds. Lemma 12
then leads to the additivity of drift bounds and Lemma 13 leads to a notion
very similar the causality problem treated in [MA10].
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3.4 Abstract Interpretation of GALS Systems

Chapters 4 and 6 propose analyses for GALS system designs. In those analyses,
the clock and drift bounds serve two purposes. Firstly they specify the behavior
of the environment, i.e., of the input flows and clocks that drive the system.
Secondly, the clock and drift bounds are used to express constraints on, or
guarantees provided by, the GALS system when executed in that environment.
In other words, we seek to compute the abstraction a(P || v(a)) of the system’s
process P € P when constrained to an environment a € A, be it a clock bound,
drift bound, or both.

Abstract interpretation [CC77, CC92] evaluates program behavior in an ab-
stract domain to obtain an abstraction of its concrete behavior. Let C' = A
denote a Galois connection between the concrete domain C' and abstract do-
main A with abstraction function « and concretization function . With con-
crete semantics described by a transfer function f € C' — C that relates objects
(typically input and output) in the concrete domain C, abstract interpretation
uses abstract transfer functions f# € A — A defined such that f# = ao foxy
or approximated by an abstract transfer function such that f#(a) 2 ao fov(a)
for all @ € A. The abstract transfer function yields (an approximation of)
the abstraction of the output of the concrete transfer function for the given,
abstracted, input.

In this thesis processes are specified by equations of the shape x = e where z
is an event name and e is an expression (with an unspecified syntax) over other
events. Let [z = e] denote the process described by the equation x = e, i.e., the
process of all behaviors that satisfy the equation. Systems defined by multiple
equations x; = eq,...,x, = e, are described by the processes that satisfy all
the equations. That is, a process defined by the composition of the individual
equation’s processes:

[t1 =e1;..52n =ex] =[xz =e1] || .- || [xn = €n]

Our task is to compute the abstractions of such composed systems and the
theory of abstract interpretation enables us to do this efficiently by composing
abstractions.

3.4.1 Composition as a Fix-Point of Transfer Functions

In practice, computing the (concrete) process of a composition is infeasible be-
cause we lack finite representations of concrete processes. Even if finite rep-
resentations are available, e.g., as finite transition systems (see Chapter 6, the
representation usually does not scale to large systems. Therefore we propose an
approximative method where each component is modelled by a mapping over
the abstract domain that restricts abstracted behavior to those that are possible
in the presence of the component. To handle cyclic relations, the components’
mappings are combined in a fix-point computation.

Figure 3.11 schematically depicts the approximated abstraction of two com-
posed processes. Pictured at the top is the approximated composition in the
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Figure 3.11: Approximation of the abstraction «(P || @) of a composition.

abstract domain A, which may be the domain of clock bounds, the domain
of drift bounds, or their combination. The lower left and right components
depict the composition of the components with the abstraction of the global
composition in the concrete domain. Because the abstraction only conserva-
tively approximates the behaviors of the environment, each component will also
conservatively approximate the behavior of the global system.

The Knaster-Tarski theorem [Tar55|, stated below for the greatest fix-point,
tells us that there is a unique greatest and a unique least fix-point for any
monotonic function over a complete lattice. For a more complete introduction
we refer to [DP02].

Theorem 2 (Knaster-Tarski). Let S denote a complete lattice and I1 € S — S
a monotonic function, i.e., a function such that s C s’ = Il(s) C II(s") for
all s,s' € S, then the set of fiz-points is a complete lattice with greatest fized
point

gfpIl = |_|{s | s €S, II(s) J s}

The theorem enables us to state the following equality that defines a com-
position as a fix-point:

[r1 =e1;.5mn =e,]) || [7] = €); 520, =€l.]

=gfp ([[561 = €155 T = en]]H? oz = ey, = ein]]”?)

where the concrete transfer function [r1 = ey;...;x, = enﬂHT € P — Pof
equations x7 = eq,...,x, = e, yields the process of the equations composed
with its environment and is defined such that

[t1 =e1;. .52, = en]]HfP(P) =[z1=e1;..;zn=¢€] | P

By itself, the expression of composition as a fix-point of transfer functions seems
unnecessarily complicated. With the following theorem from [CC92], however,
we can use it to justify a fix-point computation in the abstraction.
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Theorem 3 (Sound over-approximation of fix-ponts). Let C = A denote a Ga-

¥
lois connection between complete lattices C' and A, and Il € C' — C' a monotonic
function then

a(gfp(Il)) E gfp(ao Il o)

Consequently, the abstraction of a composed system can be approximated
with the fix-point of their abstract transfer functions, i.e.,

alfry = ey xn =e,]” || [z =€) s2l, =€ ]%)
C gfp ([[xl =€1;..,Tn = en]]”A o [[xll = 6,1; 7xfm = e;nHHA)

where the abstract transfer function of equations 1 = eq;...; z, = e, is defined
such that

[t1 =e1;. .52, = en]]HA =aor; =ep;..;0, = €n]]”T o

This is the ideal abstract transfer function. Most of the time, we will use an
approximative abstract transfer function, such that, for all a € A

Hzl = €15 Tn = en]]HA(a) - (ao Hzl = €1;..iTpn = en]]”? O’Y](a’)

That is, it over-approximates the possible behaviors.

By itself, the fix-point formulation of the approximation does not suffice
to compute the result. The Kleene theorem [Kle52] permits the computation
of the greatest and least fix-points of continuous (limit-preserving) mappings
for infinite lattices by an iterative method. Kleene iteration formalizes the
computation of the abstract composition through a decreasing chain of bounds
described previously.

Theorem 4 (Kleene Iteration). Let S be a complete lattice and I1 € S — S an
upper semi-continuous mapping, i.e.,

|_| II(s) =10 ( |—| s)
ses’ ses’

for any mon-empty, totally ordered subset S C S, then
gfpTl =[ {II™(T) [n €N} =T 1 I(T) N IOII(T)) ...

Assuming the involved abstract transfer functions are continuous, the fix-
point approximation of the composition in Figure 3.11 can be computed with a
Kleene Iteration.

3.4.2 Abstract Mappings for Properties

When approximative abstract transfer functions are used, we can exploit the
properties of the abstract domains to define additional mappings that compen-
sate (in part) for the pessimism of the abstract mappings resulting in tighter
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bounds. The basic problem is that the approximate transfer functions yield
drift and clock bounds that are not tight, in the sense that there exist smaller
bounds that have precisely the same concretization. An abstraction is tight if
there exists no smaller bound that has the same concretization. Theoretically,
the greatest tight abstraction of some a € A can be obtained by computing
a(y(a)) (see e.g. [Smil0]), but in practice this is often impossible to compute
(e.g. because there is no finite representation of the concretization) or infeasi-
ble. The properties of clock and drift bounds provide an opportunity to at least
improve the result by approximating the tight bounds.

To find tighter bounds, we use the properties of clock and drift bounds. The
transitivity mapping, for example, ensures the final result is transitively closed,
and the transitive closure of clock or drift bounds have the same concretization
as the original (not transitively closed) bounds. That is, we define abstract
mappings, such as Il;q,s € € — C for transitivity of clock bounds that computes
the transitive closure of clock bounds within the environment. By integrating
such mappings in the fix-point the computation will yield better bounds by
ensuring the resulting bounds are transitive. Formally, we defend the use of
such mappings by representing them as approximations of « o ~.

To apply a mapping, it is sufficient to show that a (continuous) mapping
over-approximates the abstract identity in order to add it to the fix-point com-
putation. The properties of clock and drift bounds (transitivity of Lemmas 7
and 9, symmetry of Lemmas 8 and 10, additivity of Lemma 11 and the in-
teraction of Section 3.3.2) naturally lead to approximations of « o v, because
the properties are formulated as drift or clock bounds on the relative counter
functions that satisfy a given clock or drift bound. In other words, for a given
abstraction a € A (a clock bound, drift bound or their product) the properties
give a tighter abstraction a’ C a such that all behaviors in the concretization of
a are also in a'.

Consider, for example, the transitivity of clock bounds presented in Lemma
7. Defining the mapping IT4qns such that for all C € €Y and all n € N

[ trans (C)]é/j (n) = r]?ea% ! (Cl (n))

[Mtrans (C)]?/j (n) = glel\r} c*(C*(n) +1)

the Lemma 7 can be restated for all C' € €, such that
VX € 4(C),n € N [irans (C)]'(n) < X (1) < [Mirans (C)]"(n)

That means, that all concretizations of C' € € are bounded by [IL;qns(C)]* and
therefore Il qns(C) 3 (a0 ¥](C).

Such mappings are defined for all the introduced properties and are added to
all fix-point computations to improve the bounds. That is, we include mappings
for transitivity and symmetry of clock and drift bounds, additivity and causality
of drift bounds and interaction between clock and drift bounds in all fix-points.
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3.5 Conclusion

3.5.1 Related Work

In literature there are many concepts with similarities to drift and clock bounds.
Drift and clock bounds can be used as a generalization of these notions by consid-
ering many different types of events such as the completion of tasks, expiration
of a deadline, a change of system state, etc. The generalization enables the
application of our results, such as the transitivity, to those concepts.
Weakly-hard real-time systems [Ber98, BBLO1| permit the occasional dead-
line for the completion of a task to be missed as long as the system satisfies a
given set of constraints. The constraint (771) expresses requires that at least n
out of m consecutive deadlines are met. It can be expressed by a lower drift
bound Di/d(m) = n on the events s of satisfied deadlines with respect to dead-

lines d. The constraint (n) requires that no n consecutive deadlines are ever
missed, and can be expressed by a lower drift bound Di /m(2) = n that requires
at least n occurrences of s (met deadlines) for every two missed deadlines (event
m).
Real-time Calculus [TCNOO] uses arrival curves to describe the maximum
and minimum number of the arrivals of tasks for each time interval. The curves
are a real-time version of drift bounds that constrain the (absolute) counter
function for an event model that permits simultaneous events. The extension
[PRT*10] also introduces a very similar but limited form of (relative) drift
bounds. Chapter 4 uses drift bounds in a similar manner and compares the two
domains in more detail.

Bertrane [Ber08] defines an abstract interpretation of imperfectly-clocked
synchronous systems combining several abstract domains. The behavior of these
systems is defined in a concrete domain of continuous boolean signals closely re-
lated to that of electronic circuits. The global changes-counting domain [Ber06]
consists of constraints (u,d) € N> x R, for each (boolean) signal that are sat-
isfied if the signal changes at most u times in each (real) time-interval of size J.
The same constraint can be expressed with an upper drift bound DY, (§) = u on
the change event ¢ with respect to a discretization of real-time ¢. The integral
bound domain consist of constraints (0, c, f € R &, x N> x N> on a boolean
signal represented by real values in {0,1} that are satisfied if the integral of
real-valued signal is bounded to the interval [, § for every interval of size d.
We express the same bound in Chapter 6 with a drift bound D!, /i (6) = o and
DY /2 () = Hor the signal x of a boolean flow (synchronous signal) with respect
to 1ts clock Z.

3.5.2 Discussion

We introduced the system depicted in Figure 3.12 of abstractions for discrete
event systems. Using the abstraction and concretization functions, we can freely
combine components from different levels of the abstraction by concretizing the
components and combining the resulting processes. That is, we describe the
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exD

Figure 3.12: The Galois connections of the concrete domain P of processes with
the abstract domains of (sets of) relative counter functions X, clock bound €,
drift bound D and the product domain of both clock and drift bounds.

composition as the concretization of components and subsequent intersection at
the same level of abstraction.

In the analysis of distributed systems clock and drift bound abstractions are
used in two capacities:

e The abstractions can be used to express guarantees on the behavior of
the environment of a system. Most notably in the case of (root) clocks
and resources — the original purpose of the abstractions — drift bounds
can model the availability of resources and stability of clocks. But also
in the case of other events originating in the environment with bounded
non-determinism.

e The abstractions can be used to express requirements on the system. This
mainly considers QoS requirements where errors may occur occasionally,
but not too often.

Typically, one would analyze the behavior of a system when executed in
an environment described by the abstractions. The analysis can be used in a
purely informative fashion (e.g. to determine the frequency of certain events in
a complex system) but also for the validation of requirements. We refer to the
latter as verification to distinguish it from the more general concept of analysis.
The analysis is naturally placed between guarantees and requirements: either to
verify if the requirements are fulfilled by a system executed in an environment
with the given guarantees, or to compute the guarantees provided by such a
system.

The combination of such mappings modelling different sub-systems, is then
used in a single fix-point computation that iteratively tightens the abstraction
that describes system behavior.



Chapter 4

Analyzing Stream Processing
Systems

Stream processing systems are GALS systems where the synchronous domains
communicate over FIFO channels. Modern stream processing systems, such as
multimedia applications and embedded automatic control systems, are often re-
alized on heterogeneous, multi-processor architectures. Such architectures have
a large design space, due to the choice in processors, the networks to connect
them, the partitioning of software on the hardware, and the choice of scheduling
regimes to allocate resources. As development progresses, architecture changes
become increasingly expensive. It is therefore essential to evaluate the feasibility
of a design at an early stage.

This chapter shows how to use the drift and clock bounds introduced in
Chapter 3 to analyse the performance characteristics of stream processing sys-
tems. The clock and drift bound abstractions allow us to analyze systems in an
environment with many unknown quantities: either because they have not yet
been decided upon (early in the design phase) or due to the non-determinism
inherent to distributed systems.

Consider, for example, the simple multimedia decoder depicted in Figure 4.1,
that decodes audio and video parts of an incoming multimedia stream separately
and then joins the decoded streams at the output. Each double arrow in the
diagram represents a lossless channel with FIFO semantics (a stream). The PJD
and BD components denote sources of the multimedia stream ¢ and resources
r and s. The greedy processing components (GPC) model the decoding of the
input stream ¢, arriving periodically with bounded jitter and minimum inter-
arrival time (PJD), on two separate processors, consuming resources r and s.
The AND component joins the decoded streams resulting the output stream o.

59
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Figure 4.1: A multimedia decoder with separate audio and video processors.

4.1 Elements and Semantics of Stream Process-
ing Systems

Stream processing systems are modelled by compositions of a few basic com-
ponents that define relations between streams and resources. Components are
processes (see Chapter 2) where signals model both (the availability of) re-
sources and streams. This section defines the stream processing components
as processes using the signals’ counter functions. Many of the presented com-
ponents are based on the components of the MPA real-time calculus toolbox
[CKTO03, HTO0T7a).

4.1.1 Streams and Resources

Streams (the double arrows) tasks or messages to be treated using resources
(single arrows). Both are modelled by signals. In the case of a stream, an event
occurs on arrival or departure of a task or token. In the case of a resource, an
event occurs when a resource is available.

The difference between departure and arrival events is a matter of perspec-
tive: occurrences of an incoming stream’s signal are arrivals and occurrences
of an outgoing stream’s signal are departures. Connecting the output of one
component with the input of another equates the signals thus one component’s
departure is another component’s arrival event.

4.1.2 Source Components

Source components describe the behavior of the environment: the availability of
resources and arriving streams. We capture bounds on availability and variabil-
ity of arrivals with with clock and drift bounds. Such bounds can describe the
non-deterministic behavior of the environment of a distributed system. Bounds
can also be used to describe an environment whose exact behavior is unknown
or has not (yet) been decided on.
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The BD component

The BD component defines a resource with asymptotic rate (bandwidth or pro-
cessing power) and a bounded, but variable, delay. In the long term, the resource
defined by a bd component has a guaranteed rate but availability may be de-
layed occasionally. The rate and delay is defined with respect to a reference
clock which can be any other signal. One possibility is to add a signal that
models a discretization of real-time.

BD[B, d]
r

Figure 4.2: BD[B,d]

Formally the BD component defines the process below.

Definition 19 (BD). The BD component with bandwidth B € R and delay d € N
describes a process BDpg 4 that consists of all behaviors (r,k) such that for all
n € N

[B(n—d)] < X,/x(n) < [Bn]
The PJID component

The PJD component describes a stream that exhibits jitter, but is asymptoti-
cally stable. Moreover, it gives a lower bound on the time between each two

consecutive events.
PID[p, j, d]

| x
Figure 4.3: PID[p, 7, d|
The component has parameters p, j,d € N for the period, jitter, and inter-

arrival time respectively. Formally the BD component defines the process below.

Definition 20 (PJD). The PID component with period p € R and jitter j € N
and inter-arrival time d € N describes a process that consists of all behaviors
(z,k) such that for all n,A € N>

[A/p] —J < Xom(n+A) = Xy /i(n) < [min(A/p+j, A/d)]

4.1.3 The Greedy Processing Component

The most important component is the GPC which models the processing of
a stream according to the availability of a resource. The incoming stream is
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buffered and processed as soon as resources come available. The greedy pro-
cessing component was first introduced in this form in [TCN00]. The original
definition also provides a stream of remaining resources, which we have left out
for simplicity.

r
:
Figure 4.4: apC
The behavior of the GPC is formalized below. It is a deterministic process
as the output stream is defined as a function of the input stream and resource.

Definition 21 (Gpc). The GPC component describes a process with behaviors
(i,0,7) such that, for allt € R

Xo(t) = min{x;(u) + x»(t) — xr(u) | 0 <u <t}

4.1.4 The Synchronous Join Component

The purely logical AND component — logical, because it is not dependent on
resources — synchronously joins two streams. It is based on the component
presented in [Wan06]. The AND component takes one arriving task of each
stream x and y and combines them into a single output task on stream z.

AND 4

Figure 4.5: AND

Combining the tasks is instantaneous, so the total number of events in the
outputs stream at any time is the minimum of the total number of events of the
input streams.

Definition 22 (AND). The AND component defines a process with behaviors
(x,y,2) such that for allt € N

Xz (t) = min(x. (£), xy (1))

4.1.5 Time-Division Multiple Access

The TDMA component defines a static schedule by which a resource is shared.
That is, it periodically assigns access to a resource. For a TDMA component as
depicted below, the first p resource units of resource r are assigned to s, the
next p units to 7, then again p units to s, etc. In effect it splits a resource in
two.
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r
TDMA(p)

s vyu
Figure 4.6: TDMA|[p]

Definition 23 (TDMA). The TDMA component with period p € N defines a
process with behaviors (r,s,u) such that for alln € N

Xoyu(n) =n+p[n/pl

4.1.6 The Delay Component

The DELAY component is a synchronous buffer that holds items for a number of
ticks, imposing a fixed delay. The following diagram represents the component
that delays events of the input stream i for d ticks of the reference clock k
resulting in the output clock o.

7 0
—> DELAY —>

Figure 4.7: DELAY

The synchronous delay consists in a retiming of the counter function y; such
that its timeline is shifted according to the occurrences of reference clock k£ with
the given delay.

Definition 24 (DELAY). The DELAY component with delay d € N defines a
process with behaviors (i,0, k) such that for alln € N

Xo(t) = xi(nk (xx (t) — d))

4.2 Abstract Interpretation of Stream Processing
Systems
Let us now formulate the abstract behavior and transfer functions of the stream

processing elements. The system is to be analyzed in the product domain € x D
of clock and drift bound domains introduced in Chapter 3.
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Figure 4.9: The drift bound imposed by a PJD component.

4.2.1 Source Components

Source components are non-deterministic processes defined by their abstraction.
They directly formulate bounds on the relative counter functions of the signals
in the source component process.

The BD component expresses a clock bound on the relative counter function
X, /i of the resource signal r and reference signal k. Figure 4.8 depicts the clock
bounds imposed by the BD component on the relative counter function of the
resource signal with respect to the reference signal with the parameters B = 3/4
and d = 3.

As for the BD component, the PJD directly imposes a bound. Except that
the PJD component imposes a drift bound. Figure 4.9 shows the drift bounds
of a PJD component on the relative counter function of the resource signal with
respect to the reference clock with period p = 3, jitter j = 2 and minimum
inter-arrival time d = 2.

4.2.2 Greedy Processing Component

The greedy processing component imposes some direct bounds that relate the
input stream and resource with the output stream. That is, the behaviors
(i,0,7) of a GPC process in isolation (with unconstrained resources and input
stream) satisfy the following bounds:

e the number of events in the output stream can never exceed the number
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of events in the input stream, i.e., for all n € N

Xoi(n) <n < Xj/0(n)

e output is produced when input is available: there must be at least one
resource unit for each output event and, conversely, at most one output
for each output event, i.e. for all n € N

Xo/r(n + 1) - Xo/'r(n) <1< Xr/o(n + 1) - X’r-/o(n)

Those bounds are, however, not very very precise: they fail to capture the
greedyness of the processor resulting in the lack of a lower bound on the out-
put stream with respect to the resource and input stream. Because the GPC
is deterministic, however, an abstract system function can be used to obtain
better bounds. That is, if bounds on the input or resources are known due to a
composition with other components, they can be used to obtain bounds on the
output by use of the following lemma.

Lemma 14 (Abstract GpC). Let (i,0,r) €GPC be a behavior of a greedy pro-
cessing component such that (i,0,7) € v(C, D), then

Cl ®id <X,/ < CY, @ id

K2

Chyi Nid <X,y < Cpy Nid

Proof. Let us translate the identity on x, to an identity on relative counter
function X,/ by substituting real-time parameter ¢ for relative time 7,(n).
Next, we substitute u by 7n,(A) which is possible, because the minimum must
occur exactly at each occurrence of r. Finally, X, /. is the identity function.

Xoyr(n)
=min{x;(u) + X,/ (n) = xr(u) | 0 < u < np(n)}
=min{X;/,(A) + X;/r(n) — X,/ (A) [0 < A <}
=min{ X,/ (A) +id(n—A) |0 <A <n}
=X,y ® id

The upper and lower bounds follow by substituting X by C* and C" respectively.
O

The lemma allows us to formulate an abstract system function for the GpcC
component.

4.2.3 The Synchronous Join Component

Like the GPC component, the synchronous join imposes some bounds directly.
Namely, bounds that ensure that the number of inputs (on both streams) can
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Figure 4.10: The clock bound imposed by a TDMA component.

not exceed the number of outputs. That is, each behavior (z,y, z) in the AND
process satisfies the following bounds, for all n € N:

and similar bounds on X,,, and X,,,. In addition, tighter bounds can be
derived if better bounds on the input streams are known using the property
expressed by the following lemma.

Lemma 15 (Abstract AND). Let (x,y,z) €EAND be a behavior of a synchronous
join process such that (x,y,z) € v(C, D), then

C. A Cgl;/k S Xk SO NCyyy,

x

Proof. First we derive a relation on relative counter functions by substituting ¢
by nr(n), which yields X/, = X,/ A X,/x. The upper and lower bounds are
then obtained by substituting X by its bounds. O

4.2.4 Time-Division Multiple Access

The periodic schedule of a TDMA component can in fact be modelled by clock
bounds. Observe that, by Definition 23, the TDMA component consists in a fixed
relative counter functions. The clock bounds can enforce such a requirement
through equal upper and lower bounds, as is depicted in Figure 4.10. The equal
upper and lower bounds force the clock s to occur synchronously with r for
three ticks, and then pause for the same duration while u is given access, etc.

4.2.5 The Delay Component

The process of a delay component imposes the following bounds on the behaviors
e the upper and lower clock bounds are shifted by the delay:

Ciir(n—d) < Xopp(n) < ClYy(n —d)

3

e the drift bound is unaffected by the delay because the same variability
still occurs albeit at a later point in time, because of the delay:

Dj1,(8) < Xopu(A) < Diji(A)
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4.2.6 Interpreting Bounds

If the drift and clock bounds of a system are known, they can be used to derive
the following bounds on system performance:

1. the backlog that the system may accumulate while processing streams;
2. the delay incurred by streams traversing the system; and

3. the processing throughput of the system.

Backlog

Backlog is accumulated when an input stream arrives faster than it can be
processed. It is the difference between the number of arrivals at an input stream
and the number of departures at the input stream. The backlog between two
streams is bounded by the maximal difference of their relative counter function
from the diagonal.

Lemma 16 (Backlog bound). Let (z,y) be a behavior that satisfies the bounds
(C, D). The backlog between signals x and y is bounded for allt € R

Xa(t) = xy(t) < max{n — C; ,(n) | n € N}

Proof. This follows from the observation that the difference x,(t) — xy(t) is
greatest when z has just ticked, it therefore suffices to observe the difference at
each time instant 7:(n) for all n € N. This results in

max{xi(t) — xy(t) [t € R™}
— max{xi(m(n)) — xy (m () | n € R}
=max{n — X, /;(n)) | n € R®}

<max{n — Cé/l(n)) | n e R™}

O

If arrivals are asymptotically faster than the departures, i.e., the system has
insufficient capacity to treat the input, the backlog will accumulate indefinitely
resulting in an infinite backlog.

Delay

Streams incur delay when they are buffered awaiting processing or while being
processed. It is the difference between the arrival time and departure time.

With only the clock and drift bounds, it is impossible to obtain any bound
on the real time, because the bounds only capture information on the relative
occurrences events However, with another signal as reference clock, a bound on
the delay with respect to that clock can be given.
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Let (x,y, k) be a behavior that satisfies the bounds (C, D). The delay be-
tween signals x and y with respect to reference clock k is bounded for all n € N*°:

Xise(n) = Xiyy(n) < sup{Cji 5 (n) = Oy, (n) | n € N}

The delay may become infinite if arrivals come faster than the system can
process them. Note that high backlog does not automatically imply a high delay.
For example, backlog may be large but delay small if the system has a large,
constant capacity and input arrives slowly but with large bursts.

Asymptotic Rate

The throughput of a system is determined by the rate at which it produces
output over the system’s lifetime. That is, the asymptotic rate of the output.
As for the delay bound, the asymptotic rate is defined with respect to a reference
clock.
Let (z, k) be a behavior that satisfies the bounds (€, D) then the asymptotic
rate is bounded by the limit
lim n/Cy(n)

n— oo

4.3 Experiments

We have implemented the mappings and resulting fix-point algorithm in a pro-
totype programmed in Python. At the core is a suite of operators on functions
as documented in Appendix A and the theory developed in Chapter 3. More
precisely, operators on eventually periodic functions that are represented by a
finite transient part (the aperiodic introduction) and a periodic part with a fi-
nite period. The program consists of a few hundred lines of code, of which more
than half is concerned with the operators.

In order to compare to conventional network calculus’ analysis both systems
were modelled with an additional clock that represented real-time. So all bounds
on input streams and availability of resources were modelled with respect to the
added real-time clock k.

4.3.1 DMultimedia Decoder

The multimedia decoder of Figure 4.1 is described and analysed by the follow-
ing code. The system consists of a list of mappings over bound matrices that
correspond to the predicates introduced for the components in Section 4.1.

[k,i,x,y,0,r,s] = range(7) # identifiers

# declare system components

system = [
pjd(i, 4, 24, 1, k),
bd(r, 0.3, 3, k),
bd(s, 0.3, 3, k),
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gpc(i, x, r),
gpc(i, y, s),
and_join(x, y, o),

]
bounds = solve(system) # fizpoint calculation
print backlog_bound(bounds, x, o)

Not visible in the above snippet, are the mappings described in Chapter 3,
that handle the interaction between the bounds; the interaction between lower
on upper bounds, transitivity, and the interaction of drift bounds and clock
bound are applied by the solver implicitly because they are independent of the
system’s components.

The multimedia decoder is modelled with an input stream generated by a PJD
component with period of 4, jitter of 24 and a minimum inter-arrival distance
of 1. The two decoders had resources, generated by the BD components, with
bandwidth of 0.3 units per time-unit and a drift of 3.

We calculate the buffer size using conventional network calculus using the
curves for input stream ¢ and resources r, s defined by the PJD and BD compo-
nents with respect to the real-time clock k, e.g., for stream i the upper arrival
input curve is ;' = D}, . Then we derive a bound max{a¥(n) —al(n) | n € N}
for the buffer size of stream x, where o = (' @B) @ BLABY and ol = (al®pL).

In this particular configuration our analysis calculated, in twelve iterations,
an upper bound of 8 for the backlog of streams x and y, whereas the conventional
method yields a bound of 18. We also confirmed that increasing the jitter of the
input stream 7 has little effect on the estimated buffer size, while the conventional
method’s estimate grows quickly with jitter.

4.3.2 Shared Bus

A second example, depicted in Figure 4.11, shows a server that is connected to
the outside world by a bus. The server responds to update requests that arrive
over a bus and returns a reply over the very same bus. Conflict-free access
to the bus from both sides is achieved through a time-division, multiple-access
(TpDMA) policy. That is, exclusive access to the bus is given periodically to the
requester and the server. The server has a certain delay before it responds. If
this delay corresponds to the TDMA period, then the bus does not introduce
any additional delay since the reply to a received request can immediately be
transmitted.

Two new components are used here: the TDMA component that splits a
resources according to a fixed schedule, and the DEL component that imposes
a fixed delay on a stream. In this example, the GPC components do not model
processors or decoders, but the transmission of messages over the bus.

Experiments on the second example, shown below, where a server responds
to requests over a bus, showed that the analysis effectively handles the regular
nature of requests received over the TDMA bus.
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Figure 4.11: The stream i of update requests passes a bus, represented by
resource 1, to arrive at a server, which, after a fixed delay (DEL), sends a reply
y back over the bus. The resource is shared with a fixed TDMA schedule, over
the resources ¢ and s.

[k,i,x,y,0,r,t,s] = range(8) # identifiers

# declare system components

system = [
pjd(i, 9, 23, 1, r),
bd(r, 0.33, 13, k),
tdma(r, t, u, 9),
gpc(i, x, t),
delay(9, x, y, r),
gpc(y, o, u),

]

bounds = solve(system) # fizpoint calculation
print backlog_bound (bounds, y, o)

Conventional analysis has no straightforward way to model this second ex-
ample. The closest analysis we could make, again taking the drift bounds
for input stream ¢ and resource r, uses fi' = Y% = B¥ @ tdma" ® id where
tdma™(n) = 9[n/16] and B = B = B. ® tdma' ® id where tdma'(n) =
9/(n+7)/16] for the upper (resp. lower) bounds for the shared bus resources.
The delay is modeled according to [LTO01] such that o) = af ® delay where
delay(n) = 0 if n < 9 else 0o and a¥ = (a¥ ® ;') @ BL A Bi*. Then we obtain a
buffer size bound max{a¥(n) — BL(n) | n € N} .

With a TDMA period of 9 and matching delay our analysis consistently
showed, after 14 iterations, a backlog bound of 2 between streams y and o,
whereas the backlog bound calculated by the conventional method is 7. Here
the improved precision of our approach is due to the combined use of clock and
drift bounds.

Clearly conventional analysis has a lower complexity because we model n
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streams with n? bounds, whereas conventional analysis needs only n bounds.
There is room for improvement because the effect of most bounds is local, there
is no need to track all n? relations; the implementation could exploit system
topology to reduce the number of bounds involved in the calculation. It should
also be noted that conventional analysis does not need a fix-point computation
if there are no cyclic dependencies, as is the case for the examples.

Experience suggests that the computational cost is most affected by the
choice of curves. Combining curves with many different prime factors can lead to
very long periods, which affects all further operations on the curve. Conventional
analysis also suffers in this case.

4.4 Related Work

Existing formal verification techniques for real-time systems are based on model-
checking of timed automata [HV06], algebraic techniques like Network calculus
[LT01] and real-time calculus [CKT03], scheduling theory [HKO"93], or combi-
nations thereof [HHJT05].

Data-flow networks are represented naturally through relational constraints.
The first such a notion is synchronic distance [Pet76] for Petri nets. The syn-
chronic distance is the maximum number of times a transition may fire before
another must be fired. If the Petri net models a data-flow system, typically
modelled by conflict-free nets, the synchronous distance of a producer from a
consumer (both modelled by transitions) corresponds to the maximum buffer
occupation between them.

The affine clock calculus used in the validation and compilation of real-time
applications [SGL99| programmed with a combination of SIGNAL and ALPHA,
The calculus relates two clocks through a base clock. Typically, the arrival
of complex tasks is related to their completions through a system clock that
determines execution speed. These relations are expressed by affine transforma-
tions over the occurrence-times of events. The calculus then serves to determine
synchronizability of two event streams.

The more recent work on n-synchrony [CDET06| develops a similar concept
to verify synchronizability of programs written in a synchronous data-flow lan-
guage extended with statically scheduled sample (a periodic selection of elements
in a flow) and merge (a combination of two flows defined by a static schedule)
operations and buffers with FIFO semantics. The verification is based on a type-
system and determines whether the system can be executed with finite buffer
sizes. The clock envelopes introduced in [CMPPO08| further develop this system,
using clock abstractions called envelopes that permit more efficient verification
at the cost of some over-estimated buffer sizes.

The clock bounds, introduced in this paper, express the same essential re-
lations as the data-flow relations of the mentioned work. The formalization of
the relations as bounds on relative counter functions however, is new. And it is
precisely this formalization that allows us to combine clock bounds with drift
bounds. Clock bounds are more general than the synchronic distance on conflict-
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free nets, affine relations and clock envelopes, all of which can be represented
by linear clock bounds in our model. Clock bounds are equal in expressiveness
to the basic model of n-synchrony.

Drift bounds are essentially a relational variant of network calculus’ arrival
and resource curves. The problem of correlating variability of event streams,
such as coincident bursts of arrival streams, has been studied before in various
incarnations of network calculus.

In [RE08, PRT*10] the case where streams are transported over a network
as a single, joined stream, to be separated at arrival, is treated by tracking
the correlations between sub-streams and the aggregated stream. The event
count curves of [PRTT10] are a special case of our drift bounds: a bound on a
sub-stream with respect to the aggregate stream.

Correlated streams are also used in [HTO7b] for the analysis of a fork-join
scenario, where the load of a single event stream is split over several processing
components and then merged in a scenario similar to the multimedia decoder
of Figure 4.1. However, [HTO7b] distribute frames over the processors for load
distribution, like splitting traffic over two lanes and then merging it again, rather
than the synchronous split join of our example.

Finally [WTO05b] exploits correlations between the workload imposed by a
task traversing a chain, which occur e.g. for tasks with variable payloads sizes
that traverse a chain of processors: tasks that require many resources on the
first processor because of a large payload, will also require more work for the
next and vice versa. None of the above approaches uses a general relational
model as presented in this paper.



Chapter 5

Sampling Networks

Sampling networks are comparable to the synchronous data-flow language LUS-
TRE. A sampling network consists of a network of processing nodes that operate
on flows. Flows are sequences of values over time. A node defines the values of
output flows based on the values of the input flows and the internal state of the
node at that instant. Informally, one may think of a node as an actor that reads
its inputs, performs its calculations, and writes its output at each activation.
Nodes are activated by a clock, itself a boolean flow.

Consider the example depicted in Figure 5.1 that implements a distributed
watchdog to detect system failure. It consists of two independently clocked
partitions (of nodes) that communicate an alternating bit by sampling shared
memory cells. System failure is detected if the alternating bit remains constant
for too long.

The example consists of logical nodes depicted as combinational logical cir-
cuit nodes, the synchronous delay pre that delays a signal by one time-step (as
per its clock), and the circular nodes are memory places used to communicate
between the nodes in the domains of clocks ¢ and d. The alive component is
a composition of a pre and exclusive or that compares the last two values.

The following describes the sequence of values for each flow during an exe-
cution of the watchdog system, where ¢ and ff denote the boolean values true
and false respectively and 1 denotes absence of a value. The execution is shown
over discrete time steps with instants t =1,2,...,7.

d
= mmo—

alive

Figure 5.1: A distributed watchdog protocol to detect system failure.
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The values of flows x y and a are absent when their clocks are either absent,
or false. Sampling of is done at the instants when the clock is present. When the
reader and writer of a shared memory cell are active simultaneously the memory
is written before it is read. Consequently, the false value of flow y at ¢t = 3 is
never sampled by the domain of clock ¢ because at ¢t = 5 (the first activation of
c after t = 3) a new value has become available simultaneously. Moreover, the
value of x is true at ¢ = 5 because the synchronous buffer (pre) in domain c
contains the value sampled at the previous activation of ¢ (at t = 2).

In addition to the graphical representation of sampling networks, programs
are defined textually with the syntax of Figure 5.2. The watchdog protocol, for
example, is described as follows

alive s = s xor (false -> pre s)

partA y
let x = false -> pre y;
in (x, alive y);

partB x = not x

system (c,d) =
let (x, a) = partA (sample y on c);
y = partB (sample x on d);
in a

The main difference with the synchronous programming language LUSTRE
[HCRP91] is the addition of a primitive for communication-by-sampling between
differently clocked components without a common root clock.

5.1 Elements of a Sampling Network

Let us review the elements that make up a sampling network. Expressions
are the basic syntactic element of a sampling network that, like nodes in the
graph, define a flow based on input flows (variables). Constants and variables
are mostly self-explanatory: constants create a sequence of the same value, and
variables refer to input flows defined elsewhere.

Tuples combine multiple flows in a group. Note that there are only tuples
of flows, rather than flows of tuples: the flows in a tuple need not be present at
the same time.
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fp=e component definition
d; d definition sequence
z|ponzx|(p,....,p) pattern
K constant flow
T variable
(e,...,e) tuple
letp=e; p=e,...; ine local definitions
eope buit-in opererator
eif eelsee mux operator
fe component instantiation
eonx clocked expression
pree synchronous delay
e—e initialization
ewhene down-sampling
currente up-sampling
sample e asynchronous sampling

identifiers

Figure 5.2: Full syntax of a sampling network.
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5.1.1 Primitive Operators

An operator expression applies a primitive functional operator to the consecutive
values of its input flows. For example the following program depicts a single
node with input and output flows.

V1, V2, ...
U] Op W1, Uz Op W, ...

op

Wi, W2, ...

Figure 5.3: x = y op z

Primitive operators include the boolean conjunct, disjunct and negation as
well as numerical operators such as addition and multiplication.

5.1.2 Synchronous Delay (pre)

The synchronous delay delays the input flow until the next tick of the clock.
Or, said differently, the synchronous delay gives the previous value of the input
flow. The output of a synchronous delay is undefined at the first time instant,
because there is no value for the “previous” time instant. Figure 5.4 shows a
delayed flow.

5.1.3 Initialization (—)

The initialization expression defines a value for the first instant. It is typically
used to define the otherwise undefined value of a delayed stream with a constant
at the right-hand-side, e.g., true -> pre x. The following example shows the
use of a pre-initialized synchronous delay.

Wy, W2, ...

V1,02, o] 1, v9,... 1—‘ W1, V2, ...
re — X
Rl

(.

Figure 5.4: x = y -> (pre z)

5.1.4 Clocks and their Domains (on)

Each flow in a program is associated with a clock that indicates when the values
in a flow occur. The clock c of a signal x is a boolean flow that has the value
true exactly when x has a value.

The domain of a clock consists of all flows with a particular clock. In the
graphical notation, clock domains are depicted as rectangles with rounded cor-
ners connected with a fat arrowhead to the endpoint of the clock. The origin
of a flows (arrows) associates the flow to the clock. For example, the domain of
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the clock c in the distributed watchdog in Figure 5.1, consists of flows a, x and
sample y.

In the textual notation, flows are either explicitly associated to a clock using
the on expression or pattern, or implicitly when the clock can be inferred from
sub-expressions and the context. For example, the expression x + y defines a
flow that is implicitly clocked by the same clock of flows x and y. Explicit an-
notation is typically necessary for sampling expressions. For example, the basic
expression sample x has ambiguous semantics if it is not explicitly associated
to a clock (e.g. sample x on c). The expression x + sample y, however, may
be associated implicitly to the clock of x.

It is possible to write x on ¢ on d for a flow x clocked by flow ¢ which, in
turn, is clocked by flow d. The flows of a tuple are all clocked individually, e.g.,
(x on ¢, y on d). Clock annotations distribute over tuples, i.e., writing (x,
y) on c is equivalent to (x on ¢, y on c).

Flows cannot have arbitrary clocks, so explicit clock annotations must re-
spect certain rules. For example, the expression x on ¢ + y on d is not per-
mitted because the added flows may not be present simultaneously at all times.
Section 5.2.2 formalizes the constraints on clocks through the notion of well-
clocked programs.

5.1.5 Sampling (sample, when, current)

The sample expression realizes communication between two different clock do-
mains through the sampling of memory. At each tick of the clock of the input
flow the value is written to a one-place buffer. At each tick of the output clock,
the output value is the current value in the buffer. If there is no tick of the
output clock for two subsequent inputs the buffered value is simply overwritten.
Two ticks of the output clock without an interceding tick of the input will yield
two subsequent copies of the buffered value. If both input and output are simul-
taneous writing the buffer precedes reading it. Consequently sampling a flow
on its own clock (x = sample y where x on ¢ and y on c) implies equality
of flows x and y. The expression sample (y on c) on d, illustrated in Figure
5.5, creates a flow on clock d that consist of the most recent value of the flow y.

P12, D3 - 0,2, G35 -
C : d

V1, V2, U3, ... V1,03,03, ...

P <pr<p3<2=<g3<..

Figure 5.5: x = sample (y on c) on d

It is an asynchronous construct, because the two clock domains do not need
to be synchronized in any way. As we will now show, the synchronous sampling
primitives when and current of LUSTRE are special cases of our sampling
primitive where the clocks are related hierarchically.
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x = current (y = (y on 4d)
on c) on d when c

Figure 5.6: Synchronous sampling as a special case of asynchronous sampling.

The expression current x over-samples the flow x depending on the clock of
the resulting flow. That is, given the clocked expression current (y on c) on
d, the resulting flow interpolates the flow y by repeating the last value of y, if it
is absent. As shown in Figure 5.6(a) it is defined by the following equivalence
(by equality of the defined flows):

current (y on ¢) on d = sample (y on c¢) on d ifc on d

The expression x when y selects the values in flow x when the value in y
is true. This constitutes down-sampling resulting in a new flow with clock y.
More precisely (as depicted in Figure 5.6(b):

(y on d) when ¢ = sample (y on d) on c ifc on d

The two synchronous sampling primitives can also be combined in a con-
struction that is almost equivalent to the sample expression:

sample (y on ¢) on d = current (y on c¢) when d

Almost, because their combination requires the existence of a clock e such that
c on e and d on e. In Figures 5.6(a) and 5.6(b), the hierarchical relation of
the clocks is illustrated by nesting the clock domains of ¢ and d.

The sampling primitive also simplifies synchronous composition of systems,
i.e., within the same hierarchy, because it allows the communication between
arbitrary levels within the hierarchy. Up- and down-sampling, on the other
hand, only allows communication between the domain of a clock and the domain
of its direct super- or sub-clock.

Consider Figure 5.7 that depicts a synchronous composition of the compo-
nents A and B. Both have the same root-clock r but the components’ clocks are
different: A runs on d, itself a subclock of ¢, and B runs on e. With the sam-
pling primitive, the composition is simple: B (sample (A on d) on e). The
relation between the clocks d and e is irrelevant to the composition itself. The
same composition with up- and down-sampling, however, depends on the re-
lation between the clocks in the hierarchy: B ((current (current (A on d)
on c) on r) when e). The current primitive up-samples a flow to the clock
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r

'

Figure 5.7: Communication between different clock domains within the same
hierarchy with a single sampling primitive.

that is one level higher in the hierarchy and the when primitive down-samples a
flow to a clock that is one level higher. If a change in the modules that define
the clocks introduces or removes a level in the hierarchy, the composition must
be adapted accordingly.

Although the sampling primitive subsumes the functionality of both the
up- and down-sampling primitives, we maintain the latter two to facilitate the
explicit construction of synchronous systems. The up- and down-sampling prim-
itives often obviate the need for explicit clock annotations with on.

5.1.6 Local Definitions and Cycles (let...in)

The let expression binds variables to local definitions and hides the locally
defined flows. Although it may also facilitate reuse and improve legibility (hiding
prevents the cluttering of the name-space and enables variable shadowing) it is
a necessary component to define cyclical circuits in the textual format. For
example, a simple oscillator that has a single output that alternates between
true and false and no input is defined as follows.

—faot}—{pre} ()

Figure 5.8: let x = true -> pre (not x) in x

5.1.7 Components

At the top-level a program consists in a sequence of component definitions. A
component definition fp = e consists in a composition of variables (a pattern)
that declare names for input flows and an expression that defines the output
flows.

Components defined at the top-level, are instantiated by inserting the expres-
sion e while substituting (taking care not to cause name-conflicts) the variables
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in pattern p with the expressions ¢’ in the instantiation fe’. Circular depen-
dencies between components are not allowed, because they would result in an
infinite expansion.

5.2 A Core Language

For the formal treatment of sampling networks we define a small core of ex-
pressions. For simplicity it is limited to boolean values and all expressions are
clocked explicitly. That is, the values of flows must be in B and each flow
expression eonc is associated with a flow variable ¢ that is its clock flow. More-
over, the structure of a program is completely flat: the program is reduced to
collection of atomic equations without let-expressions. Each declaration binds
a variable to a single primitive that operates only on variables, so expressions
cannot be nested. The flattened program is very close to the graphical repre-
sentation: each declaration corresponds to a node and each variable to an edge
in the graph. The core language is as expressive as the full language but less
convenient to write.

Definition 25 (Core sampling network). A core sampling network language
consists in a set of equations of the form x = e where x denotes a variable name
and e an expression of the following syntaz:

e:x= wvonw constant value
| zoryonz disjunction
| zandyonz conjunction
| notyonzx negation
| prexonz synchronous delay
| sample(zonzx)onx asynchronous sampling

where xz,y,z are flow identifiers. Let V denote the set of all flow identifiers
(variables) used in a program.

Not all syntactically correct programs are valid. Following [HCRP91] which
defines the similar constraints on LUSTRE programs, sampling networks must
satisfy the following criteria:

e A program may not redefine the same variable. That is, each equation
in a program {z; = ej;...; &, = e,} must bind different variables (i #

e Programs must be acyclic unless cycles are interrupted by a synchronous
delay. That is, programs can not contain circular dependencies between
flows, unless the cycle contains a synchronous delay. For example, the
expression let x = x and y; in x is invalid because z depends on itself.
The expression let x = (pre x) and y; in x, however, is valid because
the loop is broken by a delay.
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e Programs must be well-clocked. The arguments of primitive operators
(negation, conjunction, and disjunction), delay respectively must have the
same clock. For example, the expression (x on ¢) and (y on d) is ille-
gal unless ¢ = d because the semantics are not well defined if either x or
y is absent.

The following subsections formalize and clarify the last two constraints further.

5.2.1 Causality and Cycles

Programs are required to be acyclic because cyclical definitions of flows may be
non-deterministic and contain deadlocks.

Consider again the cyclic expression let x = x and y; in x and note that
there are flows for x and y that satisfy the equality: e.g. a pair of flows where
x is always false and a pair where both flows are equal. Such a program is not
deterministic; the input does not uniquely determine the output.

Similarly, we want to avoid cyclical clock definitions, such as in the simple
program in Figure 5.9. Even though there is a single solution, the timing of the
flows is non-deterministic.

[erue)
=

Figure 5.9: 1let x = true on y; y = true on x; in x

Additionally cyclic definitions may define deadlocked programs if there is
no solution to the given equations. For example, the simple cyclic expression
let x = not x; in x has no solutions since x cannot be true and false at the
same time. While in this example the contradiction is easy to spot, finding
contradictions in general expressions is a boolean satisfiability problem.

To avoid cyclical programs we require flows to be ordered by a precedence
relation pre that can be interpreted loosely as the (partial) order in which values
can be calculated within one time step. For example, in the expression let x =
y or z on c; in x, each value of the flow x can be computed after the values
of y, z, and ¢ have become available/been calculated.

Definition 26 (Acyclic program (<)). A program is acyclic if there exists a
strict partial order < C 'V x 'V over the variables in a program x1 = e1; ...; Tp =
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en; such that, for all equations x; = e;

r=vonc — c<I
r=yorzonc — Y,z,C<T
r=yandzonc = Y,z,c<ZT
r=mnotyonc — y,c<x
T =preyonc — C—<IT
x = sample(yond)onc = y,d,c <=z

It is important to note that only the synchronous delay can break a cycle
and not the sampling primitive, even though sampling also involves memory.
The following distributed oscillator, for example, is still cyclic even though the
system has a reasonable semantics if the clocks ¢ and d do not occur simulta-
neously.

distr_osc (c,d) =
let x = not (sample y) on c;
y = sample x on d;
in y

The requirement that programs be acyclic is a trade-off between expressive-
ness one one side and complexity on the other. There are useful programs with
well-defined (and deterministic) semantics with loops. For example, a flip-flop
could be defined as follows if cycles were permitted:

flipflop (r,s) =
let q = not (r xor nq)
nq = not (s xor q)
in q

However, cyclic programs are easy to detect and correct (made acyclic) and
can be compiled to efficient sequential code [HRR91]. The general problem of
causality in the related problem of cyclic combinational circuits was shown to
be NP-Hard by Malik [Mal93].

5.2.2 Well-Clocked Programs

Core expressions are clocked explicitly such that each flow (identified by its
variable) is associated with a clock. The association between flows and their
clocks has to be consistent with our expectations of the semantics: the operands
in the expression x or y are expected to be available at the same time. That
is, x and y must be associated with clocks that are present and true at the same
time instants. To make sure the clocks are consistent we require a function
that associates each flow with a clock such that the appropriate streams have
matching clocks.

Additionally, the presence of the flow x defined by a program let ... in
x must be determined by an input flow rather than a locally defined flow.
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Definition 27 (Well-clocked program (%)). A program is well-clocked if there
exists a function © € V — V from wvariable to variable in a program x, =
€1; ... Ty = en; such that for all equations x; = e;,

T, =vonc = I; =c¢

r;=yorzonc = K =§=~2=c
ri=yandzonc — ;= =%Z=c
x; =notyonc = &; = =c
T; =preyonc = L; =) =c
x; = sample(yond)onc = &; =c¢,g=d

The above definition excludes some programs that might in fact be consid-
ered valid because clocks must be syntactically equal. Especially in a larger
system, it is conceivable that two flows are clocked by different flows that are
true at exactly the same instants and therefore do have the same clock with
different names. The more precise alternative would be to require the clock
flows to be equal rather than the same. Verifying the equality of two flows un-
fortunately is undecidable [CPHP87] and we therefore make the same choice as
the designers of LUSTRE to require only syntactic equality of clocks.

The clock relation is functional: each variable is related to a clock, including
variables that serve as clocks themselves. For example, the when expression
depicted in Figure 5.6(b) defines a signal = such that & = ¢ and, in turn, é = d.
Because the precedence relation (<) establishes a strict partial ordering for
signals with respect to their clocks, the transitive closure of the clock function
(%) defines set of clock hierarchies (or forest of clocks). The root clocks of the
hierarchies are their own clock (Z = z). Root clocks are always input clocks as
they cannot be defined without a cycle.

5.3 Semantics of a Sampling Network

The semantics of sampling networks are defined by a labelled state-transition
system which states consist of the values stored in the sampling and delay com-
ponents and transitions are labelled with the set of flow variables that are present
and true at the time of the transition.

Labelled transition systems consist of a set of states and a set of directed,
labelled transitions. It describes behavior as a sequence of transitions through
the states.

Definition 28 (Labelled transition system). Let (S, X, Sy, —) denote a labelled
transition system with states S, alphabet 3, initial states So C S, and transitions
— C S x X x 8. The notation s % s’ is equivalent to (s,0,5') € —.

We only consider only a special case of labelled transition systems where all
labels are sets of events that occur at the time of a transition. That is, we use
transition systems (S, p(V), Sp, —) where V is a finite set of events.
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Figure 5.10: The composition of two labelled transition systems.

Composition of labelled transition systems is achieved by extending the com-
position operator ||, defined for processes in Section 2.2.1, to labelled transition
systems. It composes two transition systems with named events synchronizing
only on events in both events. Figure 5.10 gives an example composition.

Definition 29 (Composition (||)). The composition A || B of two transition
systems is defined as ((s%,s%),S4 x Sp, X4 UXp,—) where

o.Uoy (S/

/ Oa / Obp /
(Savsb) a?sb) <iSCL >A5a7 Sp }B 5b7 UamEB :O'meA

Tq Ta
(Sas Sb) —= (85, 8p) < 84 —=4 54, S € Spy, 0o NZp =1
(Sas55) 2 (84, 8)) <= 54 € Sa, 5 ~Sp sy, D=0,NTA

The semantics of a sampling network are described as a composition of tran-
sition systems that define its elementary components. Each transition represents
a global, discrete, time-step in which a signal is present. The hierarchical nature
of flows implies there is at least one root clock present in each transition. A
flow x is present during a transition s < s, that is it has a value, if & € ¢ and
it is true if z € o.

Definition 30 (Transition system of a sampling network ([z = e]))). The la-
belled transition system of a sampling network with equations {x1 = ey, ...,Tp =
en} input flow variables I as the composition

[zi = el | o || [en = en]

where the labelled transition systems [x = €] for individual equations are defined
wm Figure 5.11.

These semantics only apply to non-cyclic and well-clocked programs. For
example the transition system of the cyclic program let x = not x on ¢ in
x would consists of a single state and a single transition where x and its clock ¢
are present at every transition. The transition system of the program let ¢ =
false -> not (pre c on d); x = sample y on c; in x would have transi-
tions where x is present without its clock c.

5.4 Related Work

Sampling networks consists, for the most part, in synchronous data-flow prim-
itives used in LUSTRE with some syntactical differences. The main difference
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Figure 5.11: Labelled transition systems for sampling network components.

is the sampling primitive: while LUSTRE offers primitives for up- and down-
sampling with current and when it requires the construction of a single clock
hierarchy as was shown in Section 5.1.5. In [CMSW99] a quasi-synchronous
system with communication-by-sampling is designed in Scade, a commercial
implementation of LUSTRE, using a combination of up- and down-sampling to
cross from one clock domain to another.

The data-flow language SIGNAL [LB87, AGAT95] enables the construction of
polychronous systems where clocks are related in a forest of clocks rather than a
clock hierarchy (tree of clocks). Such forests are created by locally joining flows
with the default primitive that merges two differently clocked flows, preferring
the left-hand-side if both are present at the same time. The default statement
can be used to define communication by sampling in a similar fashion: x = y
default (pre x) when c! and a clock constraint x 2 defines the same flow
as x = sample y. As depicted in Figure 5.12 it creates an additional clock k
that is the union of clocks c and e.

IWith adapted syntax; in signal we would write x := y default x$1
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{asfanit}

Figure 5.12: The default primitive of signal, as adapted to our graphic repre-
sentation, joins two flows creating a new clock-domain.




Chapter 6

Analysis of Sampling
Networks

Sampling networks permit us to write programs that can be executed syn-
chronously, when all root-clocks are synchronized, asynchronously, when the
clock ticks interleave arbitrarily, or quasi-synchronously, when the possible in-
terleavings are bounded.

Drift bounds allow us to describe clocks ranging from total synchrony and
complete asynchrony by limiting the maximum and minimum number of ticks
of one clock, for every interval of ticks of another clock.

In this chapter, we explore the semantics of sampling networks where the
root clocks and input signals are described by to drift bounds. First, we will
verify safety properties of such a system by performing a reachability analysis
of the state-transition system. Then, we will show how to extract the drift
bounds of the output flows of such a system through analysis of the labelled
transition system that defines the system. Finally, we show how we can extract
drift bounds of the behavior of such a system without constructing the actual
state space.

6.1 Verification of a Sampling Network

A safety property is a requirement that something bad, as defined by the prop-
erty, never happens. The verification of safety properties is important for safety-
critical embedded systems where failure could be catastrophic, such as a nuclear
power plant. In this section we show how to verify a safety-property of a sam-
pling network in an environment described by drift bounds.

We express safety properties as a reachability problem in of the labelled state-
transition system of a sampling network composed with a labelled transition
system that models all behaviors allowed by the drift bounds on the root clocks
and inputs. The safety property then distinguishes bad states, where safety
property has been violated, from good states. Verification of such a safety

87
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property is achieved through a reachability analysis that computes the set of
all states that are reachable from the initial state. If the set of reachable states
contains any bad state, the system violates the safety property.

Following the example of [HR99] we present the reachability problem as a
sampling network that defines a single output that is true, as long as the safety
property has not been violated. This approach has the advantage that we may
use sampling networks for all aspects of the system.

Satisfaction of the safety-property is checked by a synchronous observer, a
component in the sampling network that defines a boolean flow that is true as
long as the safety-property is satisfied. Multiple observers can be combined to
check multiple safety-properties as well as assumptions on the input.

6.1.1 Drift Bound Observer

The drift bound observer is a sampling network component that verifies if two
flows satisfy their bounds. It is mainly used to verify that the root-clocks be-
haves realistically, but can also serve to express assumptions on the inputs or
requirements on the outputs.

Figure 6.1 depicts the following upper drift bound observer of the flow x
with respect to the flow y. The simple observer counts the number of instants
where x is true during the past four instants where y is true. If the x is true
more than twice for the past four, that is previous three and current, instants
the output flow of the observer false. Otherwise the output is true. Thus, it
implements an observer that verifies that flows x and y respect a drift bound
such that D7/, (4) = 2.

udrift_obs_2_4 (x, y) =

let cnt = counter (y, x);
w_1 =0 -> pre (sample cnt on y);
w_2 =0 -> pre w_1;
w_3 =0 -> pre w_2;

sum = sample cnt + sample w_1 + sample w_2 + sample w_3 on Xx;
sat = true -> sum <= 2 and pre sat;
in sat

counter (reset, incr) =
let cnt = 0 -> (0 if reset else pre cnt) + d;
d =1 if incr else O;
in cnt

The counter component counts the number of instants where incr is true
and resets the counter to zero when reset is true. The drift_obs component to
count the number of events between two consecutive occurrences of y (instances
where y is true) and stores the counts for the last four occurrences of y in w_1,
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Figure 6.1: Drift bound observer whose output sat is true if X, /,(n +4) —
X4 /y(n) < 2 for the n-th occurrence of y. It counts the number of occurrences
of x in each interval of four consecutive occurrences of y and verifies the total.

w_2, and w_3. If the total over the last four is greater than four is less than two,
the drift bound observer is satisfied. Note that the resulting boolean signal sat
is clocked by x because a violation of the drift bound will occur at the activation
of z.

6.1.2 Reachability Analysis of a Watchdog Protocol

Consider the watchdog protocol depicted in Figure 6.2. The watchdog observes
an alternating bit to verify if the other component is still active and raises an
alarm if it no longer receives changes. Under normal circumstances the system
should not raise an alarm, e.g., because the alarm would trigger a irrecoverable
emergency shut-down procedure. If the root clocks p and ¢ do not alternate
regularly it is possible that the alarm will be triggered spuriously either because
the alternating bit doesn’t update on time, or the watchdog doesn’t wait long
enough for the bit to change.

We extend the watchdog protocol with observers to verify correctness un-
der normal operating conditions. First we add rift bound observers to model
assumptions on the root clocks:

e The watchdog cannot oversample the alternating bit. Consequently, the
watchdog’s clock d can tick at most once for every tick of the alternating
bit’s clock c.

e Second, the alternating bit cannot change more than three times for every
two samples of the watchdog. Therefore, the clock c of the alternating bit
may tick at most three times for every two ticks of d.
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Figure 6.2: A distributed watchdog protocol with an alternating bit. The pro-
cess on the left sounds the alarm if the alternating bit signal hasn’t changed for
three instances.

Second, we add an observer that ensure the alarm is not triggered, i.e., the value
of alarm is never true. This leads to following sampling network system that
defines a single output flow that is true, as long as the system behaves correctly.

altbit =
let b = false -> not (pre b);
in b;

watchdog b_0 =
let b_1 = pre b_0;
b_2 = pre b_1;
in not ((b_0 xor b_1) and (b_1 xor b_2));

always p =
let x = p -> p and pre x;
in x;

is_init_2 d = current (true -> true -> pre (pre false) on d)
system (c,d) =

let bit = altbit on c;
alarm = watchdog (sample bit) on d;

real = ldrift_obs_1_1 (c,d) and udrift_obs_3_2(c,d);
correct = not (current alarm);

in correct or not always real or is_init_2 d;

Let us review the components used in the system.

altbit The alternating bit component produces an alternating bit. It is de-
picted on the right of Figure 6.2.
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watchdog The watchdog component detects if the alternating bit changes dur-
ing any of the last three samples. It is depicted on the left of Figure
6.2.

always This component defines a flow for a given boolean input flow, that
becomes false as soon as its input is false and remains false from that
point on. It is used on the output of observers to make sure all states that
have been reached by taking a bad or unrealistic transition are marked as
bad or unrealistic.

is_init_2 Creates a stream that is true for two ticks of d and remains false
after. It is used to allow the system to initialize.

drift_obs_p_q The (upper) drift bound observers for a constraint that allows
at most p events of one flow per ¢ of the another. They are a variants of
the depicted in Figure 6.1 with a window size of ¢ and bound p.

Verification is achieved by constructing the labelled transition system of
the observed sampling network and performing a reachability analysis. The
reachability analysis consists in the computation of the transitive closure of
the transition relation of a finite-transition system. That is, we define the set
reach((S, %, s9,—)) C S of reachable states of a labelled transition system as
follows

reacha = {s| s € S,so =" s}

where —*€ S x S denote the transitive closure of transition relation —.

Constructing the transition system by composition the transition systems
of the separate equations yields the reachable state-space depicted in Figure
6.3. The displayed transition diagram does not contain all states, because there
would be far too many. In particular, the states with unrealistic behavior —
states that can only be reached by violating the drift bounds — have been left
out. There should be an outgoing transition for every combination of the clock
c and d, but the missing ones would have violated the drift bounds. Execution
starts in the initialization state marked 0/000, but the system is only behaving
correctly once it has left the initialization states. That is, it may (spuriously)
raise the alarm during the first two ticks of d, even during normal execution.
Observe that all reachable states outside of the initialization are indeed correct
(have no three equal bits in the watchdog).

With the example we have shown how to verify a safety-property, be it a drift
bound or any other property expressed by an observer, of a sampling network
driven by clocks described by drift bounds. The main purpose was to introduce
drift bound observers and to understand drift bounds in the context of sampling
networks and labelled transition systems.

6.2 Extracting Drift Bounds

This section will show how to extract drift bounds of labelled transition systems
in general, and the labelled transition systems of sampling networks in particu-
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Figure 6.3: Reachable state-space of the watchdog protocol where the drift
bounds are satisfied or are in the initialization phase (in the box). States are
annotated with the values | b_0 b_1 b_2 for the flows of the alternating bit (b)
and the watchdog protocol.
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lar. Where the previous section showed how to verify (weakly-hard) properties
of a system in an environment described by drift-bounds, this section shows how
to infer drift bounds of signals defined by a sampling network. More precisely,
we extract the drift bounds of a sampling network executed in an environment
described by drift bounds. That is, we only consider the behavior of a system
where the environment — the clock signals that drive execution and inputs —
is constrained by drift bounds. For weakly-hard properties the computed drift
bounds reveal how frequently it is violated with respect to a reference clock or
event.

6.2.1 Drift Bounds of a Transition System

Let us first clarify how signals and their drift bounds relate to transition systems.
Realize that a transition system, where transitions are labelled with a set of
event names, defines a process of a system with as many signals as there are event
names. The process of a transition system consists of all behaviors such that
there exists a path from the initial state such that each consecutive transition
corresponds to a consecutive time-instant where the signals in the transition
label are also present at that time-instant.

Consider the labelled transition system depicted in Figure 6.4. One possible
path consist in the following sequence.

st {z.y} 5 %83 {y} 54 {=} S

A corresponding behavior is (z,y) = ({1, 4}, {1,2,3}). It is constructed by enu-
merating the transitions and using the transition numbers as time of occurrence.

By assigning different, but strictly increasing, times to the transitions an
infinite number of behaviors can be constructed for a single path. Note however,
that all such behaviors have the same relative counter functions. This is reflected
by the intuition that the relative counter functions describe the interleaving of
events.

A drift bound limits the number of possible interleavings of events in a path.
For example, an upper drift bound such that DY /y(3) = 2 dictates that each
path segment may have at most two transitions where x is present, per three
transitions where y is present. The above path, for example, satisfies that drift
bound.

More generally we say that a labelled transition system satisfies a drift
bound, if all its behaviors satisfy the drift bound. This means, that the drift
bound is satisfied, if there exists no path (from the initial state) with segments
that violate the drift bound. The labelled transition system depicted in Figure
6.4, for example, satisfies a drift bound Dg/z(Q) = 2. It does not, however,

satisfy a bound where D /y(4) = 2 as evidenced by following path segment:
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Figure 6.4: A labelled transition system (a) and the tightest drift bounds (b)
for its behaviors
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The drift bound D, /,(A) of a labelled transition system bounds the number
of occurrences of z in all path segments (from any reachable state) that contains
exactly A occurrences of y and ends in a transition where y occurs.

6.2.2 An Algorithm to Extract Drift Bounds

We now introduce an algorithm that finds the exact drift bound D, ,, of the
events x and y in of a labelled transition system with states S. That is, an
algorithm to find the maximum and minimum number of occurrences of z in a
path with A occurrences of y and y is present in the last transition.

Algorithm Sketch

The algorithm proceeds in the following steps illustrated in Figure 6.5. For
now, we only compute the upper drift bound D} Iy later we generalize to lower
bounds.

Define the weight of a path as the number of occurrences of x in that path.
Construct transition system H with states S where the transitions are labelled
with weights. The weight is 1 if = is present in the transition and 0 otherwise.
The transition system now H contains the weight of all transitions of the labelled
transition system where y is absent.

Compute the transitive, reflexive closure H* of H to obtain the weight of
all paths (of an arbitrary number of transitions) free of y transitions. If there
are loops (infinitely long paths) where y does not occur but = does, the weight
is infinite and we can stop the algorithm because drift is unbounded. Note that
it is only necessary to maintain the largest weight of all paths connecting two
states.

The upper drift bound DY y(l) for an interval of size one is the maximum
weight of all paths that contain a single transition with y in the last transition.
To obtain the (maximum) weight of all paths ending in a transition with y,
define the weight-labelled transition system K with states S that contains the
transitions where y is present. As for H, the transitions of K are labelled with
a weight of 1 if x is present and 0 otherwise. By concatenating transitions from
H* with transitions K we obtain the weights of all paths ending in a transition
with y. The maximum weight of all paths in the concatenation H* K gives the
upper drift bound D7/, (1).

To compute the drift bound for larger intervals, we concatenate transitions
of H*K to obtain the weight of paths with, at first, two occurrences of y, then
three, etc.

The analysis for the lower drift bound proceeds in the same fashion, except
that we maintain the minimum weight (number of occurrences of z) at each
step rather than the maximum weight.

The analysis is restricted to the reachable part of a labelled transition sys-
tem. This implies that the analysis is preceded by a reachability analysis of the
transition system. Without the reachability analysis the result may overesti-
mate the bounds, because it would take into account (segments of) paths that
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do not come from an initial state.

The Max/Min-Plus Based Algorithm

The algorithm is expressed by matrix computations in the max-plus (for the
upper bounds) and min-plus (for the lower bounds) algebras [BCOQ92] on the
incidence matrices of transition systems H and K. This not only enables a very
concise formulation of the algorithm, but also allows us to use some well-studied
algorithms.

Weight-labelled transition systems are transition systems where all transi-
tions are labelled with a number from N*° that we call weight. The incidence
matrix of a weight-labelled transition system, henceforth the weight matrix, is
a square matrix indexed by states S.

Each element W, € N*© U {¢} of a weight matrix W gives the maximum or
minimum weight of all paths from state p € S to state ¢ € S. For the matrix of
maximum weights the elements have the following significance:

o If W, € N there is a path of finite weight W}, from p to q.
o If W,, = € there is no path from p to q.
o If W,, = oo there is a path of infinite length.

The transition system H contains the weights of all transitions where y is
absent. The transition system K contains the weights of all transitions where
y is present. For example, the weight matrices H and K of Figure 6.5 are

e 1 € € € €
H= e ¢ 0 K= € € €
€ 0 1

These matrices are elements of the max-plus and min-plus algebras. In
these algebras, addition plays the role of multiplication, and the minimum resp.
maximum take the role of addition. We extend the addition operator such that
x4+ € =€ and x + 00 = 00, and extend the maximum such that max(z,€) = x.
In the min-plus algebra € = co.

Matrix multiplication of weight matrices A and B with dimensions N x O
and O x M respectively, is defined in the max-plus algebra such that

[ABl;; = max, A, + By

forall1 <4< N and 1 < j < M and with the minimum in stead of the
maximum for the min-plus algebra.

The concatenation of the paths of two weight-labelled transition systems,
where we add the weight of connecting paths and only keep the paths with
maximum or minimum weight between any two states, consists in the multipli-
cation of their incidence matrices in the max- and min-plus algebras.



CHAPTER 6. ANALYSIS OF SAMPLING NETWORKS 97

{y}

S0 — §1 ——— 82 D{xvy}

{z} {=}

H: M weight of weight of ’ 0
S0 # s1 L) S9 y-free transitions
transitions with y S0 S1 S22 O1
Vv
H*: 0
1 () 0 weight of
0 s —— 81 ——5S2>0  y-free
paths
1 weight of
paths with
single y
H*K: 0

‘/\
ICSOLSI#M%DI &
\_/

2
[H* K] 1
1 5 weight of
2 Sp «—— S1 ——— S2 7O 2 paths with
3 two y

J

Figure 6.5: The subsequent steps of the drift bound extraction algorithm for the
upper drift bound D Iy of the example at the top. Each step yields a weight-

labelled transition system where the weight w of a path p — ¢ is the maximum
number of occurrences of x in a path from p to q.
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Multiplication also leads to powers of square matrices A of dimension N
such that A"*! = AA™ and A° is the identity matrix, i.e., forall 1 <4, < N

0 ifi=j
0

€ otherwise

To compute the longest paths (of any length) and find loops (including loops
longer than one transition), we concatenate paths of increasing lengths to obtain
the transitive closure. For the weight matrices, this amounts to computing
higher powers. Each consecutive power of the matrix give the weight (number
of transitions containing i) of the path between each pair of states. The H*
closure of H is defined for all p,q € S as follows

H,, =sup H,
neN
and consists of all longest paths (of any length) between any two pairs of states.
For example, the closure of H in Figure 6.5 is as follows
011
H*=| ¢ 0 0
e € 0

The closure can be computed using a (modified) Floyd-Warshall [Flo62,
ORE]| algorithm. Values in the diagonal of H* can either be zero or infinite,
ie., H € {0,00} for any state s € S. If any of the elements is infinite there is
a loop and the drift is unbounded.

The concatenation H* K gives the weights (maximum number of occurrences
of z) for all paths between any two pair of states ending in a transition that
contains y. That is, it gives the drift bound for an interval of one for all possible
transitions. To obtain the drift of for larger intervals we iteratively concatenate
the paths in [H* K] (adding their weights) to obtain paths of increasing lengths:

1 € 2 2 € 3 3 € 4
[H*'K]'=| 0 ¢ 1 [H*'KP?P=| 1 € 2 [H*'K]P=| 2 € 3
0 € 1 1 € 2 2 e 3

That is, the upper drift bound is computed as the least upper bound of all
paths, between any two states, with A occurrences of the reference clock y:

* A

2/y(B) = maxmax[H" K],
The lower drift bounds of the examples are computed similarly, except that
computations are performed in the min-plus calculus. Thus, all supremum and

maximum operators are replaced by infinimum and minimum operators respec-
tively.
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Figure 6.6: Simple thermostat that samples environment temperature to control
a heater.

6.2.3 Computing the Drift Bounds of a Thermostat

To illustrate the extraction of drift bounds, we will apply the described al-
gorithm to the following program that models a thermostat and heater in an
environment. The thermostat, depicted in Figure 6.6, must control the heater
in order to keep temperature within a desired range. We will use the drift bound
extraction to determine how many consecutive time units the room will can be
too cold or too warm.

thermostat (too_cold, too_hot) =
let heater_on = false -> (not too_hot and pre heater_on) or too_cold;
in heater_on;

heater command = false -> pre command;

environment heater_state =
let too_hot = not udrift_obs_4_5 (heater_state, true);
too_cold = not 1ldrif_obs_1_5 (heater_state, true);

in (too_hot, too_cold)

system (c,d) =
let command = thermostat (sample (too_cold, too_hot)) on c;
heater_state = heater (sample command) on d;
(too_cold, too_hot) = environment (current heater_state);

realistic = ldrift_obs_1_2 (d, true) and ldrift_obs_1_2 (c, true);
is_temperate = not (too_hot or too_cold);

in (always realistic, is_temperate);

The system defines two output flows: one that is true as long as the envi-
ronment has behaved realistically during execution — the clocks have respected
their drift bounds — and another that verifies that the temperature is within a
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given range. The former is used to delineate realistic behavior and the latter is
subject of the drift bound extraction. Let us review the components that define
the system one-by-one.

thermostat The thermostat switches on the heating if it is too cold and keeps
it enabled until it becomes too hot and leaves it off until it becomes too
cold again.

heater The heater executes its command after a delay of one tick, resulting in a
flow heater_state that is true when the heater is on and false otherwise.

environment The environment component models the environments reactions
to the heating. We consider the clock of the heater to be a discretization
of real time and then consider that it is too warm if the heater was enabled
during 4 out of 5 of the last time units, and too cold if the heater was
disabled during 4 out of 5 time units. We use the drift bound observers
to express these properties.

system The composed system with two observers: one that verifies if the clocks
have behaved realistically, and another that defines the flow is_temperate
that is true when it is neither too warm nor too cold.

The environment runs at the global clock’s speed whereas the thermostat
and heater run on clocks ¢ and d respectively. The clocks are constrained by
the observers such that the thermostat (on ¢) and heater (on d) are activated
at least once per every two global time steps. The addition of the global clock
makes the thermostat system a synchronous system where the sub-clocks ¢ and
d are boolean input signals serving as clocks.

Figure 6.7 shows the reachable state-space of the thermostat. It only shows
the realistic behavior, i.e., it only shows the states that can be reached while
realistic is always true. All transitions correspond with a tick of the root
clock and are marked with ¢ and d when those signals are present.

Note that it is impossible to stay on a path within the colored states indefi-
nitely: eventually the thermostat will start or stop the heater and temperature
will be corrected. The lower drift bound of is_temperate with respect to its
clock (the global root clock) should reflect this because the number of consec-
utive time instants where is_temperate is false (does not occur) should be
bounded. Figure 6.8 depicts the computed upper and lower drift bounds for
is_temperate. The lower drift bound shows that temperature will neither be
too hot (temperate) after at most four time steps (occurrences of the root clock).
The upper drift bound shows that temperature will either be too hot or too cold
(not temperate) after at least four time steps.

6.3 Compositional Analysis of Sampling Networks

The precision of the drift bound extraction comes at a great cost: the state-space
grows exponentially with every composition, making the analysis infeasible for
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Figure 6.7: Reachable state-space of the thermostat when constrained to realis-

tic behavior. Start state has a double circle, and the red and blue states indicate
when temperature is too high or too low respectively.
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Figure 6.8: Upper and lower drift bounds Dy, where ¢ is the signal of flow
is_temperate and r is the global root clock signal.

larger systems. This section proposes a compositional method based on the
approach presented in Section 3.4.1. The idea is to partition the system into
separate components and compute the abstraction of each component’s process
when restricted to the drift bounds of the other components’ processes.

To this end, we introduce a Galois connection between labelled transition
systems, that define the semantics of sampling networks, and drift bounds. The
essential operations have already been introduced: the concretization ~ of drift
bounds with drift bound observers in Section 6.1.1 and the abstraction « of a
labelled transition system as the extraction of drift bounds in Section 6.2. The
Galois connection justifies the application of the compositional analysis based
on abstract interpretation.

6.3.1 The Domain of Languages

Formally, we relate the semantics of sampling networks with processes by con-
necting the domain of languages of transition systems with the domain of pro-
cesses and drift bounds. That is, we define the domain of languages £ of tran-
sition systems as an abstraction for processes. In addition, we show how drift
bounds are indeed an abstraction for the domain of languages. The connections
enable us to base the analysis on an iterative fix-point computation (see Sec-
tion 3.4.1) where components are each modelled by a single mapping over drift
bounds. and connect it with the domain of relative counter functions through
a Galois connection.

The language of a labelled transition system is defined, as is usual, to consist
of the strings that describe all possible paths through the transition system from
the initial state. The string consists of the sequence of the labels, the characters,
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encountered during traversal along a path.

Definition 31 (String). Let the sequence s € ¥* denote a string for a labelled
transition system system with alphabet Y. The empty string is denoted ¢ and
(0 : s) denotes a string where the character o € ¥ precedes the string s.

Consider the labelled transition system depicted in Figure 6.4. The following
sequence describes one possible path in the transition system:

st {z.y} 5 %33 {y} sy {=} 5

The string of that sequence is {z,y} : {y}: {y}: {z} : e

A string of an labelled transition system effectively describes an interleaving
of events, i.e., it describes the order of events in a behavior. We can reconstruct
such a behavior by enumerating the transitions to give them a time-stamp and
reconstruct the signal of each event as the set of all transition numbers that
contain the event in the label. For example, the behavior corresponding to the
path and string above is (z,y) = ({1,4},{1,2,3}). Formally, we define this as
the string behavior 7° for string s.

Definition 32 (String behavior). Let (75 ,...,75 ) € 8¥ with V = {z1,...,an}
describe the behavior of the string s € p(V)* of a system with events V such that
forallz eV

7o =0 and 77° ={n+1| nET;}U{{O} zfa:eg'
0 otherwise

The process of a labelled transition system consists of all behaviors defined
by the alphabet and all possible retimings with a monotonic, bijective retiming
function that, when applied to all signals of a behavior, stretches or compresses
time without changing the interleaving of events.

This is not enough, however, to formally consider drift bounds an abstraction
of labelled transition systems because, while both drift bounds and languages
are abstractions of processes, they are not related to each other. Therefore, we
define the following Galois connection where relative counter functions are an
abstraction of labelled transition systems.

Definition 33 (Concrete of languages (L = X)). Let the domain of languages
LY for events V consist of all languages L C p(V)*. The domain of relative
counter function matrices is an abstract domain for the domain of languages,

ie., LV =V defined by the abstraction function
¥

Ot(L) :{X | XGxVJ,yGV,SGL,Xx/y:XT; 0777;}

In conclusion, the relative counter functions, as well as clock and drift bounds
are formally an abstraction of the languages of labelled transition systems and
sampling networks are an abstraction of processes.



CHAPTER 6. ANALYSIS OF SAMPLING NETWORKS 104

6.3.2 Abstraction by Concretization and Extraction

With the Galois connection between sampling networks and drift bounds we
define the abstract transfer function [z1 = ey; ...]]”D for the transition system
of a sampling network with equations x; = eq;... such that

[x1 = eq; ...]]”D(D) =a([r1 =e1;..] [ 7(D))

The labelled transition system defined by a satisfied drift bound observer of
Section 6.1.1 realizes the concretization ~ of a drift bound. We define the
concretization of a drift bound D /y(m) =n as follows

Y(D) = 7y ([z = udrift_obs_m_n(z,y)] || [z = true])

The composition with a sampling network that defines z, the output of the drift
bound monitor, to be true at all times limits the reachable state space to the
states where the drift bound is satisfied. That is, the above describes a labelled
transition system with a language that consists of all strings that satisfy the
given drift bound.

The extraction of drift bounds presented in Section 6.2 is the abstraction of
sampling networks, i.e.,

A

pq

where H and K are the weight matrices of (reachable) transitions — with resp.
without an occurrence of y as described in Section 6.2.

6.3.3 A Compositional Analysis

The main practical consequence of the introduced Galois connection, is the ap-
plication of the approximation of composed systems, presented in Section 3.4.1.
With it, we may approximate the abstraction of the composition of sampling
networks 21 = ey;...x, = e, and x| = €};...; 2z, = el with the fix-point of their
abstract transfer functions:

a([ry = er; i xn = e]° || [ = €);.52), = €. ]°)

D D
Cefp ([[xl =e€1;..Tp = en]]H oz} =€}, = 6;n]]” )

When the concrete composition has a large transition system due to the com-
binatory explosion of states, the approximation can be used to avoid the con-
struction of the full transition system by analysing only the parts.

Let us illustrate this problem with a simple, synchronous N-place buffer
described equations x;41 = prex;_1 onc for 1 <i < N. It has one input flow
xg on ¢ bounded by a drift bound with respect to the clock signal c. The state-
space of the fully composed system grows exponentially in the number of places
in the buffer. Yet clearly, and this is confirmed by the analysis, D* , = D%

z;/c Ti—1
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forall 1 <4 < N, so the construction of the state space is unnecessary to obtain
the required result. By decomposing the system using the abstract transfer
functions, i.e., by computing

[gfp ([[xl =prexgonc]l®o..o[z, = pre xnfl]]HD)] ;
Tn/C

we obtain the required result, while only computing the composition of a single

synchronous delay (pre) and the concretization of the drift bounds.

In this case, the decomposition gives a precise result, but in general a de-
composition yields an over-approximation, in for sampling networks with cyclical
dependencies between flows. The compositional analysis of a sampling network
x = false -> not (pre x) on c that defines an oscillating flow, for example,
will yield no bound on x (e.g. D;/C(n) = oo for n > 0). Fortunately, the compo-
sitional analysis is flexible and we can, for example, choose to decompose only
equations involved in a cycle and ignore the others.

6.4 Abstract Interpretation of Sampling Networks

Although the compositional analysis can help us to limit the number of states,
the concretization of drift bounds may yield very large transition systems by
itself. The resulting explosion of the state-space is especially striking in the
case of combinatory components even though the operations are stateless. This
section presents an extension where we replace the abstract transfer functions
of combinational sampling networks with an approximative, abstract transfer
function that operates directly on drift bounds without constructing any labelled
transition system.

6.4.1 Drift Bounds of Clocked Signals

Recall that all flows of a well-clocked sampling network are clocked: each signal
x is associated with another signal denoted Z. The flow x is true at the moments
t € R when both its clock is present (¢ € ) and its own signal is present (¢ € x).
It is false when only its clock is present.

By construction a flow in a well-clocked sampling network cannot be present
when its clock is not, i.e., x C Z. The clock relation has consequences for the
drift between the signal of a flow and its clock signal: between any number of
events of x there must be at least an equal number of events in & and between
any number of events of & there can be at most the same number of events.
This is formalized by the following lemma.

Lemma 17 (Abstract clock relation). Let (z,y) denote a behavior such that
x on ¥y if, and only if, for all n and A in N*

Xm/y(n + A) — Xx/y(n) <AL Xy/z(n + A) — Xy/m(n)

! Note, however, that Dy e # Dy, | but D;‘i/c(n—l-l) < Dg, | (n), due to the initialization
of the buffer elements with the value false.
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Proof. To realize that x C y is implies the inequality, note that at the time of
each occurrence of x there must be at least one occurrence of y and, conversely,
for each occurrence of y there must be one occurrence of x. O

In the abstract domain the inequality of Lemma 17 implies that, for any
processes with behaviors (z,y) € 82 where x on y

Dy, (A) <A <Dy, (A)

This drift bound is independent of any input or functional aspect of the anal-
ysed sampling network. The bounds hold for any signal in a sampling network
including input signals and root clocks.

6.4.2 Constant Flow

A constant flow is either true or false at every tick of its clock. Thus, either the
stream associated with the constant is equal to its clock (if the constant is true)
or empty (if it is false). Hence, the relative counter function of the constant
flow with respect to its clock is either a constant zero or the identity function.
Let x = v on c for some constant value v € B define a process of all behaviors
(z, ¢) such that for all n € N>

n ifc
XI/C(TL) = {

0 otherwise

A constant value of true has no drift with respect to its clock:

[[z = true on ¢]P)L , (A) = A = [[x = true on ] P]%, (A)

xz/c z/c

for all A € N*°. A constant value of false never increases at all:

[[x = false on c]”]! . (A) = 0 = [[x = false on ] P]%, (A)

z/c z/c

for all A € N*°. Constant flows are uniquely identified by their drift bounds with
respect to their clock: any signal x with clock ¢ with the bounds Dfp/c(A) =A
or bound D3 /C(A) = 0 is a constant flow of value true or false respectively.

6.4.3 Abstract Negation

Negation, e.g., the equation x = not y on c, defines a signal = that is present
on all events in ¢ where y is not present. Therefore the maximum number of
times x can be true in an interval of A ticks of ¢ is the difference between A
and the minimum number of times y must be true.

Lemma 18 (Abstract negation). Let (z,y,c) be a behavior such that x = not
y on ¢ and (z,y,c) € v(C, D) then, for any signal z and all n, A € N*°

Dg/.(A) = Dy (A) € Xppo(n+ A) = Xy 2 (n) < DYy (A) = Dy (A)
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Figure 6.9: The bound [[z = not yonc] “D(D)]g/z (depicted with O) for bounds

where D, (depicted with o) and Dly /. (depicted with ).

Proof. Realize that, z = ¢\ y and therefore

Xz (t) = Xe(t) — Xy (1)

which implies X, /(n) = X /x(n) — Xy k(n) for any signal k. That leads, with
some arithmetic, to the stated inequalities. O

The abstract negation is defined such that, for all events z and all A € N°°,

[ = oty on ]I (D)].(A) = D).(A) = D}, . (A)
Consider, for example, the negation of a constant: x = not true on c. As
DY) (A) = A and Déme/c(A) = A, the drift D}, .(A) = 0. The negation x =
not y on c of a completely unconstrained (apart from the drift bound due to
the clock relation) flow y on ¢ with bounds
Dy/e(A) =0 < Xy/e(n+A) = X,/ (A) <A = Dy (A)
has the exact same bounds, i.e., D,/ = D, .

Abstract negation is completely symmetric in the sense that a double nega-
tion yields the original bounds. In a way, the abstract negation exchanges the
upper and lower bounds of a flow. We will use this fact to define exclusively
deal with upper bounds, using upper bounds on negated flows in stead of lower
bounds when needed.

Figure 6.9 depicts the bound computed by the abstract transfer function of
the negation for a given drift bound. The computed upper bound for x with
respect to z is, by definition of the abstract transfer function, equal to the

subtraction D}j/z — Dly/z.
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Figure 6.10: The bound [[z = yorzonc]]”D(D)];/z (depicted with O) for bounds
where D}/, (depicted with o) and D7, (depicted with o).

6.4.4 Abstract Disjunction

The drift bound of a binary disjunction x = y or z on c is derived by con-
sidering a best-case scenario, which occurs when signals y and z are true at
different time instances in the interval, i.e., the events in y and z never coincide.

Lemma 19 (Abstract disjunction). Let (z,y,z,c¢) be a behavior such that x =
y or z on c and (z,y, z,¢) € v(C, D) then, for any signal r and all n, A € N
Xojr(n+A) = Xyp(n) < Dy (A) + D2, (A)

y/r

Proof. Realize that © = yNz, which implies x,(t) < xy(t)+ x-(t) for all t € R*
and therefore also for all 7, (n) with n € N°°. O

The abstract disjunction is defined such that, for all events v and all A € N*°,

[[& =y or zon ]IP (D)]3,,(A) = Dy, (A) + DY), (D)

Of course the disjunction z cannot be true more often than its clock is
present. Yet, with the above lemma we would conclude that x = true or true
on c¢ has a bound DY /C(A) = 2A. Therefore we cannot forget the additional
constraint of clocked flows that DY /C(A) <A.

Figure 6.10 depicts the result of the abstract disjunction when applied to a
given drift bound.

6.4.5 Abstract Conjunction

The abstraction of a binary conjunction x = y and z on c is based on a best-
case scenario where y and z are true at exactly the same time-instances (events in
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Figure 6.11: The bound [[x = y and z on c]]"jD(D)]g/z (depicted with 0O) for
bounds where D}/, (depicted with o) and DY, (depicted with ).

x and y occur simultaneously). Logically, the number of time-instances where
both occur simultaneously is bounded by the maximum number of events in
either z or y for any given interval.

Lemma 20 (Abstract conjunction). Let (x,y, z, ¢) be a behavior such thatx = y
and z on c and (x,y,z,¢) € v(C, D) then, for any signal r and all n, A € N>

Xofr(n+A) = Xoyr(n) <min(Dy . (A), D7), (A))

Proof. As for Lemma 19 except that « = y U z which implies x,(t) < x,(t) and
Xz (t) < x:(t) for all t € R*. O

The abstract conjunction is defined such that, for all events v and all A € N*°,

[« = yand z on ¢]'” (D)]}/,(A) = min(Dy, (A), DL, (A))
Remark that it is impossible to derive the abstract conjunction from the
abstract disjunction via the De Morgan laws (or vice versa). This is because
the abstract disjunction only gives an upper drift bound, while the negation
depends on the lower bound.
Figure 6.11 depicts the result of the abstract conjunction when applied to a
given drift bound.

6.4.6 Abstract Boolean Equations

While the introduced operators suffice to represent any boolean operation the
composition of abstractions may lead to a loss of precision in some cases, because
the boolean disjunction will be pessimistic if its operants can be true simultane-
ously. For example, v = (x and y) or (x and z) on c will yield pessimistic
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results for any drift bound where D’y‘/c + DZ/C £ D;‘/C and D;‘/c < D;‘/C and

Dg/c < D} Jer because the result cannot be true more often than x is true.
Rewriting to the equivalent equation v = x and (y or z) on c in conjunc-
tive normal form yields a tighter result in the abstraction.

In other words, the decomposition of boolean equations and subsequent ab-
straction, e.g., to approach the abstraction of [v = (z and y) or (y and z) on (]

with the compositional analysis
efp ([[v =vyorvgonc]l®? ov; =2z andyonc]l” o vy, =y and zon c]]”D>

yields an overly pessimistic approximation.

This brings us to the abstraction of logical equations in the conjunctive
normal form. Intuitively the conjunctive normal form has the advantage that all
elements in a disjunction are independent variables and can interleave arbitrarily
and therefore adding their upper drift bounds is not pessimistic.

An expression in conjunctive normal form consists of a conjunction of clauses,
where each clause consists of a disjunction of atoms and each atom is either
a variable or a negated variable. Following convention, we consider a CNF
expression to consist of a set of clauses and, in turn, a clause to be a set of
atoms. As such we hold an empty CNF expression (without any clauses) to be
a tautology and an empty clause to be unsatisfiable.

Let e denote the expression in conjunctive normal form and e’ an equivalent
expression, not necessarily in conjunctive normal form, that can be transformed
to e using the mutual distributivity of disjunction and conjunction and removal
of tautologies. The conjunctive normal form of an expression has the tightest
abstraction of all forms of that can be obtained by distributivity of the conjunc-
tion and disjunction and the de Morgan laws.

In the abstraction this amounts to distributing addition over the minimum
and vice versa. While addition distributes over the minimum (a + min(b, ¢) =
min(a+b,a+c)), the minimum only weakly distributes over addition (min(a, b+
¢) < min(a, b) + min(a, ¢)).

6.4.7 Analysis of a Resource Sharing Protocol

In this example we analyse a primitive resource sharing system between subcom-
ponents. To negotiate access to the resource a simple priority-based handshake
protocol is used. Because the components are too distant from each other to
share the same clock domain they communicate by sampling. The clocks are
almost synchronous but do drift over large periods. The result is, that the num-
ber of states is very large as the observer’s windows are large. Therefore we
perform the analysis in parts and use abstract interpretation wherever possible.
Figure 6.12 depicts the main components of the following program.

prio (ack, reqHigh, reqlow) =
let req = reqHigh or reqlow;
ackHigh = ack and reqHigh;
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ackLow = ack and not reqHigh and reqlow;
in (req, ackHigh, ackLow)

sustain (set,reset) =
let sig = false -> (set or pre sig) and not reset;
in sig

system (reqA on c, regB on d, reqC on d, reqD on e) =
let (regX, ackY, ackD) = prio (true, sample reqY, reqD_sust) on e;
(reqY, ackA, ackZ) = prio (sample ackY, reqA_sust, sample reqZ) on c;
(reqZ, ackB, ackC) = prio (sample ackZ, regqB_sust, reqC_sust) on d;

reqA_sust = sustain (reqA, ackA) on c;
regB_sust = sustain (reqB, ackB) on d;
reqC_sust = sustain (reqC, ackC) on d;
regD_sust = sustain (reqD, ackD) on e;

real = udrift_obs_3_20 (reqA, c)
and ldrift_obs_2_20 (reqA, c)
and udrift_obs_1_20 (reqB, d)
and ldrift_obs_1_20 (regB, d)
and udrift_obs_1_20 (reqC, d)
and udrift_obs_1_20 (reqD, e)
and udrift_obs_21_20 (c, d)
and 1ldrift_obs_19_20 (c, d)
and udrift_obs_21_20 (e, c)
and ldrift_obs_9_20 (e, c);

col = (current ackA and current ackB)
or (current ackA and current ackC)
or (current ackA and current ackD)
or (current ackB and current ackC)
or (current ackB and current ackD)
or (current ackC and current ackD);

in (always real, col)

The program defines two outputs: one output flow that is true as long as the
system has always behaved realistically and one output flow that is true when a
collision occurs. The system is said to behave realistically if the clocks respect
their drift bounds and the number of resource requests is bounded with respect
to the clocks. Let us review the components one-by-one:

prio The priority protocol assigns access to one of two parties if they so re-
quest and the resource is available. The incoming flow ack is true when
the resource is available. The incoming flows reqHigh and reqlLow are
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true when the party with high resp. low priority request access to the re-
source. The outgoing flow req forwards the request from either party to
the resource. The outgoing flows ackHigh and ackLow are true when the
respective parties are granted access. The protocol is compositional in the
sense that it can be composed with itself as one of the requesting parties.

sustain The sustain component sustains its output signal once it has switched
on by the flow set and stops when it is reset by flow reset. It is used to
keep requesting a resource until satisfied.

system The composition uses three priority components to share access to a
single resource between components A, B, C and D (in order of priority).

Because the system is not synchronized, it is possible for two requesting
parties to be granted access to the resource at the same time, creating a collision.
Such collisions are rare as clocks are nearly synchronous and requests on the
resource are also relatively rare. The analysis has to determine how many
collisions can occur and if they can occur in bursts.

The analysis starts with a decomposition of the system. First, we separate
the stateful components, the sampling primitives and sustain components, from
the combinational components. Then, we further separate the combinational
components into separate components that each define a single flow with a
boolean expression (to be converted to conjunctive normal form later on). We
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sustain l

reset sig

prio

ack req

Figure 6.12: Components of the handshake protocol with priority.
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obtain the following decomposition

[reqY’ = sample(reqY on c) on €]
| [reqX = reqY’ or reqDsust on €]
ackY = true andreqY one
q

ac = true and (notre and re one
kD d qY’) and reqD

| [ackY = sample(ackY one)on ]

| [reqZz’ = sample(reqZond) on c]

| [reqY = reqA sust or reqZ’ on c]

| [ackA = ackY andreqA sust on ]

| [ackZ = ackY’ and (not reqA sust) and reqZ’ on (]

| [ackZ = sample(ackZ on c¢) on d]

|| [reqZ = reqB_sust or reqC_sust on d]

| [ackB = ackZ’ and reqB_sust on d]

| [ackC = ackZ’ and (not reqB_sust) and reqC_sust on d]

|| [reqA sust = sustain(reqA, ackA) on (]
(
(
(

|| [reqD sust = sustain(reqgD, ackD) on €]

| [reqB sust = sustain

reqC, ackC) on d]

)

reqB, ackB) on d]
|| [reqC_sust = sustain )
)

The stateful components are treated with the abstract transfer functions
introduced in the previous section. That is, the abstract transfer functions that
compose the transition system of the component with the concretization of the
environment and extracts the drift bounds of the resulting transition system
system. The combinational components are converted to conjunctive normal
form and represented by the abstract transfer functions that operate directly
on the drift bounds. The components’ abstract transfer functions are combined
with the property mappings (see Section 3.4.2) in a large fix-point computation.

The analysis yields a drift bound for col with respect to the root clock that
tells us there can be at most 11 collisions per 246 time units and there can be
at most 5 consecutive collisions. The example shows that we can decompose
systems and analyze the recomposition of their abstractions. While the analysis
of labelled transition systems is much more exact, the abstract mappings for
combinational circuits are much faster in practice because there is no need to
construct the transition system. The result of the analysis, is a conservatively
inferred weakly-hard constraint on the number of collisions.
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6.5 Conclusion

6.5.1 Related Work

Caspi et al. [CMPO01, Cas01] identified the use of quasi-synchronous systems for
industrial, distributed embedded systems. In such systems, synchronous pro-
grams are composed asynchronously using communication-by-sampling, where
independently clocked synchronous programs communicate by reading and writ-
ing shared memory. All clocks have the same period with a bounded drift and,
consequently, some writes may be overwritten before they are read and some
may be read multiple times. They assume the quasi-synchrony hypothesis: a
bounded drift such that any pair of clocks can tick at most twice between any
two ticks of another. Thus, the number of overwritten and duplicated messages
is bounded. The composed system is then verified for its fitness.

A subsequent paper [CMPO01] shows that it is sufficient to verify the ro-
bustness of synchronous design under distribution. Robustness consists of three
system properties: (1) stability, i.e., when the input is unchanging, the output
will stabilize; (2) order insensitivity, i.e., any interleaving of activations (trig-
gered by clocks) of different components will lead to the same result; and (3)
confluence (of inputs), i.e., the order of changes in the input signal does not af-
fect the result. This method enables a quasi-synchronous, semantics-preserving
distribution of robust synchronous systems.

Julien Bertrane continued the verification-based approach in his PhD [Ber08].
He built a tool for the static analysis of quasi-synchronous systems based on ab-
stract interpretation, using a combination of three different, but interacting
abstract domains. The analysed systems are described with the synchronous
operators of the data-flow language Lustre extended with a non-deterministic,
but bounded delay and a sampling operator.

The first domain presented in [Ber05] consists of two kinds of constraints
on the value of signals in (continuous) time intervals: one that constrains the
signal to have a certain value during the interval and another that requires the
signal to take the value at least once during the interval.

In [Ber06] (revisited in [Berll]) Bertrane adds a local and global changes
counting domain that bound the maximum number of changes within either a
specific time interval (local) or any time interval of a given size (global). The
interaction between local and global changes counting domain, as well as the
constraints, improves the precision of the overall analysis. Both in [Ber06] and
[Berll], the analysis proceeds by the computation of the greatest fix-point of
the system, proving properties by contradiction if the fix-point has no concrete
behavior. The properties themselves can either be expressed directly in the
abstract domain (especially in the case of the global changes counting domain)
or through a monitor that is added to the verified system.

Wandeler et al. [WT05a] propose an algorithm to derive a quantitative char-
acterization of event-stream generating finite state machines for the purpose
of a performance analysis of stream processing systems. Their algorithm that
extracts arrival or resource curves is very similar to the algorithm proposed in
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Section 6.2. The main difference between the two algorithms, due to the relative
nature of our drift bounds, is the computation of the transitive and reflexive
closure H*.

In [LPTO09] an interface between timed automata and real-time calculus is
proposed in order to combine stateful components specified as timed automata
with the functional (stateless) stream-processing components. This is achieved
by composing the timed-automata of curves, an abstraction of streams similar to
drift bounds, with the timed-automaton that defines the component, and then
extract the drift bounds of the resulting system. The representation of curves
as timed-automata and the extraction of curves from the resulting system are
comparable to our concretization and extraction of drift bounds. Apart from
the difference between timed-automata and our models, our concretization and
abstraction are more general in the sense that we are not constrained to specific
forms (e.g. convex) of bounds.

The authors of [AM10] developed a tool that enables the combination of Lus-
TRE programs with components in the real-time calculus. The tool translates
real-time calculus’ curves to an event generator in LUSTRE and uses existing
verification tools for lustre to extract the curves that bound the output. Our
drift-bound observer is very similar to their LUSTRE observers. However, our
extraction algorithm extracts the drift bounds directly from the state transition
system, whereas they rely on repeated calls of verification tools in a binary-
search for the correct bounds. Both methods can yield precise drift bounds.

6.5.2 Discussion

This chapter has presented several important results. First, the verification of
safety-properties of sampling networks in an environment constrained by clock
bounds through reachability analysis, using drift bound observers. Next, the
inference of drift bounds on the output flow of a sampling network through the
construction of weight matrices for the labelled transition system that describes
the behavior of the entire system. Finally, a drift bound inference method
for sampling networks based on abstract-interpretation where we combine the
inference of drift bounds with weight matrices and define specialized abstract
mappings for combinational sampling networks that operate directly on drift
bounds.

Verification is necessary to validate the design of a safety-critical distributed
system. In particular, one needs to ensure that the designed system fulfills its
functions even when messages are lost or duplicated due to communication-by-
sampling.

The inference of drift bounds can be used for verification of weakly-hard
requirements, e.g., if a property may be true at most twice every ten clock ticks,
we can infer the drift of that property with respect to the clock to verify the
requirement. In this capacity, the main advantage of the inference method over
reachability based verification, is the compositionality of the analysis. The infer-
ence can, however, also be used during the design phase when the requirements
and system parameters such as clock drift are not yet exactly defined, because
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the inferred drift bounds allow us to evaluate and compare system designs with-
out set limits.

Currently the decomposition of a system is done manually, because the pre-
cision of the results of an analysis heavily depends on the chosen decomposition.
It should be possible to automate some of the decomposition, for example, by
partitioning strongly connected components. Another option would be to start
with a full decomposition and gradually compose components until the desired
precision has been reached.



Chapter 7

Conclusion

7.1 Recapitulation

We set out to enable the distribution of synchronous system designs by the
relaxation of clock constraints of a synchronous program using communication-
by-sampling and FIFO channels for (asynchronous) communication across clock
domains. Because such a distribution does not preserve the synchronous seman-
tics as messages may be lost or duplicated, we sought to provide methods to
analyze the distributed systems.

With the drift bounds both as a measure of relaxation of the clocks and as
a way to define weakly-hard requirements, we have shown how to analyze and
verify the behavior of such distributed system. Drift bounds have also proven
useful to describe the variable availability of resources and the variability of
arrival times in streams of messages, leading to an analysis for stream processing
systems.

Chapter 2 has shown how the processes of GALS systems can be described
with a simple discrete event model and how to extract a relational view with
relative counter functions. The relative counter functions provide an interest-
ing view on the events of a GALS system, because they hide real-time, which
typically is an uncontrollable (in the sense that we cannot delay or expedite
time) or even unobservable (because observations in a GALS occur are quan-
tized by a clock) aspect at runtime, while clearly revealing the interleaving of
clock ticks (or of other events). It is, for instance, particularly useful to express
communication by sampling as shown in Section 2.4.

Chapter 3 introduced the clock and drift bounds as abstractions of processes.
Clock and drift bounds allow high-level reasoning over the processes of GALS
systems. Drift bounds in particular have shown to be quite versatile to model (a
generalization of) quasi-synchronous clocks as well as weakly-hard requirements.
Our bounds generalize similar concepts in literature in a single framework and,
by formally introducing the bounds as abstractions with Galois connections, we
provide a rigorous framework for further applications and extension.

118
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Chapter 4 proposed a performance analysis for stream-processing systems
based on abstract interpretation of stream-processing components. We have
shown that our drift and clock bound abstractions allow a more detailed analy-
sis resulting in tighter backlog bounds because our relational abstractions reveal
the correlation of events. In addition, the combination of clock and drift bounds
allow us to easily model components such as a TDMA resource sharing compo-
nent.

The sampling networks introduced in Chapter 5 described a programming
language to describe GALS boolean data-flow programs by extending a syn-
chronous data-flow language with asynchronous sampling. While the extension
is unassuming, the resulting language allows us to easily express asynchronous
systems yet remain close to the synchronous approach which was our main goal.
Moreover, the sampling primitive is trivial to realize on any architecture that
provides memory that is shared by different processes.

Chapter 6 introduced a method for the verification and inference of weakly-
hard system invariants in sampling networks where the environment is described
by drift bounds. That is, the chapter enables the analysis of distributed systems
executed on a platform with quasi-synchronous clocks described by drift bounds
and communication-by-sampling. We have shown how to verify properties in
such a setting by a classical reachability analysis and how to infer drift bounds
on events defined by the sampling network. Because inference of clock bounds
can be costly, we suggested different approaches based on the framework of
abstractions, to trade precision of the inferred bounds for performance of the
analysis. The analyses are applied to examples illustrative of the three classes
identified in Section 1.2: a system distributed for robustness (the watchdog pro-
tocol in Section 6.1.2), a distributed control system (the thermostat in Section
6.2.3) and a distributed system with weakly-hard constraints (the distributed
resource sharing system 6.4.7).

7.2 Implementation

The proposed methods have also been implemented in Python based on a library
of operators on ultimately periodic functions, as described in Appendix A, that
we developed during the thesis. In contrast to libraries with similar functions,
see [BTO07, Fid10], is that our library focuses exclusively on functions in the do-
main of natural numbers rather than positive real numbers. This enables more
compact representations and allows an exact implementation of function com-
position and the pseudo-inverse. In retrospect, it would be possible to modify
existing libraries to fit our purposes. Nevertheless, the resulting library is, to
our best knowledge, the only library of this nature for Python.
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7.3 Discussion

The foundational discrete event model that underlies all of the presented work
is no panacea, but we have shown it is nevertheless applicable to many different
kinds of systems. The thermostat analyzed in Chapter 6 shows that it can
even be used to model systems that are normally modelled with continuous
signals, by some simple assumptions that can, once again, be expressed with
drift bounds: the room is warm when the heater has been on for more than
2 out of 5 consecutive time units. In any case, there are many possibilities to
extend our simple model to include valued discrete events, as is the case in the
original tagged-signal model [LSV98|, or even non-discrete (continuous) signals
such as the ambient temperature over time. The use of abstract domains allows
us to extend the model by connecting new abstract domains or new domains
that incorporate more detail for which processes are an abstraction.

The choice the relational model provided by the relative counter functions
and the abstractions was motivated by the idea that the synchronous compo-
nents of a GALS system observe its environment at the moments its clock is
activated. That is, the relational model provides a view more close to the ob-
servations of the digital system. Moreover, we observed that synchronization
protocols that run within a clock domain, such as depicted in Figure 1.3 of
the Introduction, can only control the relative occurrence of evens. Finally, we
showed that it is always possible to introduce at least a discretized notion of
real-time as an extra clock signal.

Clock and especially drift have shown to be powerful abstractions for the
relevant systems. Drift bounds have turned out to be more useful, because they
express a time-invariant abstraction: where clock bounds express constraints
on the number of occurrences at each (relative) point in time, the drift bounds
allow us to constraint behavior at any point in time. Nevertheless clock and
drift bounds complement each other and can be used side-by-side (see Section
3.3.2).

Although drift bounds are very powerful, they often require special monitors
to create an additional event on which the bound can be expressed. For example,
a bound on the number of changes of a boolean signal — from true to false and
vice versa — (a notion similar to the changes counting domain of Bertrane
[Ber08]) necessitates an observer that compares the previous value with the
current one. That is, the change must be made into an explicit signal that
occurs at the time of the change which can then be bounded by drift or clock
bounds.

Chapter 6 has shown that the expression of drift bounds as event-labelled
transitions is often prohibitively expensive because the state-space grows ex-
ponentially with the interval size. The representation of ultimately periodic
functions used in the implementation to represent clock and drift bounds (see
Appendix A) also grows exponentially in the worst, albeit much less common,
case. Approximating drift bounds with convex hulls would enable much com-
pacter and faster implementations, albeit at a loss of precision.
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7.4 Perspectives

One of the original goals was to synthesize bounds on the root clocks of a dis-
tributed system with communication by sampling such that requirements (ex-
pressed by drift bounds on the outputs) are met. A goal shared with [SPST13]
where the authors show how to derive bounds on the number of dropped mes-
sages in a distributed control system, leading to a system design with more
efficient use of resources while ensuring system correctness. Such a synthesis
method would propagate requirements, in the form of drift bounds, backwards
through the system from output to inputs and root clocks. As, in general, there
are multiple solutions, synthesis must be guided towards a unique solution, e.g.,
by allowing only select drift bounds on inputs or clocks to be changed. The ver-
ification and inference methods for sampling networks presented in this thesis
are a necessary step towards synthesis.

We have used a single event model and two abstractions to perform analysis
on two types of apparently quite different systems as well as a general analysis
for labelled transition systems. One logical next step, would be to analyse
heterogeneous systems by combining the analyses of stream-processing systems
and sampling networks.

For example, we could model complex resource sharing schemes with sam-
pling networks by interpreting a boolean signal as a resource consumed by a
greedy processing component, resulting in a approach similar to [AM10] for
network-calculus. The resource sharing system presented in Section 6.4.7 did a
step in this direction, except the consumers of the resource were not included
in the model.

Another example of the analysis of heterogeneous systems would be to ex-
tend sampling networks with FIFO channels for asynchronous communication
similar to the buffers of Lucy-N [MP10]. This enables one to use lossless FIFO
channels and communication-by-sampling when the most recent information is
more important. In such systems, our analysis could be used to determine
boundedness of the used buffer-space using the clock bounds. One might also
consider bounded FIFO channels with either non-blocking writes (losing mes-
sages when the buffer is full) or non-blocking reads (duplicating messages when
the buffer is empty) or both to provide for applications where degraded service
is tolerated. An extension of our analysis could then be used to verify or infer
the provided quality of service.

Finally, there is ample room for improvement in the prototype implementa-
tion. In particular the representation of of ultimately periodic drift and clock
bounds quickly grows for larger systems. The most promising solution would be
to use convex hulls of upper and lower clock and drift bound in the domain of
positive rational or real numbers. Convex hulls can be much less precise, e.g.,
the drift bound D}, ,(A) = [2A/3] that limits the number of events (maximum
two) for one interval (interval of three) has a distinct staircase-like shape that
is lost by its convex hull. However, convex hulls have very compact represen-
tations and allow for very efficient implementations of the used operators (see
[BT07, LT01]). Moreover, drift bounds expressed as convex hulls have compact
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concretizations representation as labelled transition systems.
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Appendix A

Operations over
Non-Decreasing Functions

The principal analysis tool of this thesis are monotonic (non-decreasing) func-
tions over numbers. They are used as counter functions, dater functions, clock
and drift bounds, and resource curves.

A.1 Non-Decreasing Functions

Although occasionally functions with a domain or range of real-numbers are used
(e.g. when dealing with real-time) this chapter only deals with a representation
based on natural numbers, which suffices for our purposes and simplifies the
implementation.

Definition 34 (Extended natural numbers (N°°)). Let N*° be the set of natural
numbers (including 0) extended with co, i.e.,

N> =NU {co}

The extended set of natural numbers is totally ordered by the usual < re-
lation with the least element 0 and greatest element co. The extension makes
the order complete: any subset of the extended natural numbers has a unique
infimum (minimum) and supremum (maximum). Addition of extended natural
numbers is defined such that co +n =mn + oo = oo for all n € N,

Definition 35 (Non-decreasing function (F)). Let F be the set of functions
f € N*® — N* such that

e f is non-decreasing (monotonic) (n <m = f(n) < f(m)); and

e f goes through the origin (f(0) =0).

129
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Relative counter functions are represented in F as functions f € F such that
f(n) =0 for all n <O0.

Non-decreasing functions are partially ordered by their point-wise compari-
son defined by the following extension of the relation <.

Definition 36 (Partial order of F). Let f and g be functions in F then
f<g <= meN*: f(n)<g(n)
The partial order of non-decreasing function forms a complete lattice where
e [\/ §](n) =sup;cg f(n) defines the least upper bound of G C T;
e [ASG](n) =inftcg f(n) defines the greatest lower bound of § C F;
e T(n) = oo for all n > 0 is the top (greatest) element in F; and

e | (n) =0 for all n € N*° is the bottom element.

A.2 Basic Operations

We start with some basic point-wise operations on functions in F and their
properties. Aside from basic properties such as associativity, commutativity
and distributivity, we show each operator to be monotonic (order-preserving)
and continuous.

A.2.1 Point-Wise Minimum and Maximum

First the point-wise upper and lower bound operators. They differ from the least
upper bound and greatest lower bounds only because they are binary operators.

Definition 37 (Point-wise extrema (A, V)). Let f and g be functions in F then
(f A g)(n) = min(f(n), g(n))
(f vV g)(n) = max(f(n), g(n))

The following properties are all trivially inherited from the minimum and
maximum operators on natural numbers.

Lemma 21 (Properties of point-wise extrema). Let f,g,h € F denote non-
decreasing functions.

1. Closed over F: fAgeF and fVvgeF
2. Duality: fANg=—(—fV —g)
8. Idempotent: fANf=fand fV f=Ff

4. Commutativity: fAg=gAfand fVg=gV f
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5. Associativity:
(a) (f Ag)Nh=[fNA(gNnh)
(b)) (fVgVh=fV(gVh)
6. Zero element: fA 15=f and fVTT = f
7. Absorbing element: f AN TF =TF and fv LF=1F
8. Distributivity:
(a) fA(gVR)=(fNg)V(fAh)
(b) fV(gnh)=(fVg)A(fAR)
9. Order-preserving: fAg< f'ANg and fVvg< f'Vg
forany f, f',g9,9 € F such that f < f" and g < ¢’
A.2.2 Point-Wise Addition

The point-wise addition of two function consist in adding their results for each
element in their domain. The same operators is used for both functions and
constants and we may add a constant by writing f + n for some function f in
F and constant n in N*°.

Definition 38 (Point-wise addition). Let f and g be functions in F then

(f +9)(n) = f(n)+g(n)

Again, we inherit the properties of the normal addition. Note that co+n =
oo for any n € N*°.

Lemma 22 (Properties of point-wise addition). Let f,g,h € F denote non-
decreasing functions.

1. Closed over F: f+ge F
Commutativity: f+g=g+ f

Associativity: f+(g+h)=(f+g)+h

BN

Distributivity:

(a) f+(gVvh)=(f+g)V(f+h)
(b) f4+(@Ah)=(f+9) A(f+h)
5. Zero element: f+ 1= f
6. Absorbing element: f+ TF =TF

7. Order-preserving: f+g< f' +¢
forany f,f',g9,9 € F such that f < f" and g < ¢’
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A.2.3 Continuity of Basic Operators

Continuity is important for the application of Kleene’s fixpoint theorem (The-
orem 4). Operators are only required to be continuous for non-empty chains.
Although these results are not new as such we provide the proofs because con-
tinuity is neither trivial nor could we find proofs for our operators elsewhere.
The following lemma shows that continuity of point-wise operators is inherited
from the operators over the natural numbers.

Lemma 23 (Point-wise applications of continuous operators are continuous).
Let m € N*®° x N*° — N* denote an operator such that for all n,m,p,q € N>
and C C N where C # 0, 7 is

1. limit-preserving: 7(0,0) =0 and 7(00, 00) = 00;
commutative: w(n,m) = w(m,n);

monotonic: n < m,p < q = w(n,p) < w(m,q);

RN

lower semi-continuous with constant:
Sup.cc (1, ¢) = m(n,sup.cc); and

5. upper semi-continuous with constant:
inf.ce m(n,c) = w(n,inf.co).

Then the operator Il € F x F — F, defined by point-wise application of 7, i.e.,
II(f,9)(n) = w(f(n),g(n)) for all f,g € F and n € N>, is continuous. That is,
for all totally ordered, nonempty subsets C CF x F

1. II is lower semi-continuous:

\/ (f,g) =10 \/ fin \/ g

(f.9)eC (f.9)eC (f.9)eC

2. 11 is upper semi-continuous:

A ng=uf A 5 A g

(f.9)eC (f.9eC  (f.9)eC

Proof. First note that the quantification over the chain can be separated:

V 9=V V g

(f.9)eC (f,.9")€C (f",9)€C

for any non-empty C, because on one hand we have

Vitgl(hoecy<s \/ \/ 09

(f.9")€C (f'.9)EC
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and, on the other hand, we have the reverse inequality, because for any pair
(f,9) € C such that (f,¢') € C and (f',g) € C, either (f,g9) < (f,¢") (if

(f,9) < (f,9) or (f,9) < (f,9) (f (f,9") < (f',9)) because C'is totally
ordered and, by monotonicity of II, for all such pairs (f, g)

I(f,g9) <I(fV gV g)

Then for all n € N*°

IRAVARRRAVARS ' (A€

(f,9")€C (f',9)€C

= sup sup ﬂ(f(n),g(n))
(f,.9")eC (f',9)eC

= sup 7(f(n), sup g(n))

(f.9")eC (f",9)eC
= sup 7(f(n), sup g(n))
(f.g")eC (f',9)eC

=mc V5V 9l

(f.9)eC  (f'.9)€C

Upper semi-continuity follows in a similar fashion. O

With this lemma, the point-wise maximum and minimum are trivially shown
to be continuous, because the point-wise operations satisfy the listed require-
ments.

A.3 Function Composition

The composition of functions in F is defined as a normal function composition.

Definition 39 (Composition (o)). The composition f o g of non-decreasing
functions f,g € F is defined such that for all n € N

(fog)(n) = f(g(n))
The properties of function composition are well known.

Lemma 24 (Properties of composition). Let f,g,h € F denote non-decreasing
functions.

1. Closed over F: foge F
2. Associativity: (fog)oh= fo(goh)
3. Distributivity:

(a) folgVh)=(fog)V(foh)
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(b) (fVg)oh=(foh)V(goh)
(¢c) folghh)=(fog)A(foh)
(d) (fAg)oh=(foh)A(goh)

4. Zero element: foid =ido f=f
5. Absorbing elements: fo 1 F=1F of =1F

6. Order-preserving: fog < f'og
forany f, f',g9,9 € F such that f < f" and g < ¢’

Proof. Case-by-case

1. Closure: f(g(0)) =0, f(g(c0)) = oo and f o g is non-decreasing because
both f and g are.

2. Associativity follows by expanding the equalities using the definition of
function composition.

3. Distributivity is due to the monotonicity of functions in F.

4. Identity is defined to be the zero element of composition, i.e., id(n) = n
for all n € N*°.

5. Any function that is constant, i.e., any function f € F such that f(n) = K
for some K € N*° is absorbing, which can be seen by expanding definitions.

O

A.3.1 The Pseudo-Inverse

In addition we define the pseudo-inverse for function composition.

Definition 40 (Pseudo-inverse (-=1)). The pseudo-inverse f~1 € F for f € F
is defined as
f~tn) =inf{m |m e N®°, f(m+1) >n}

The pseudo-inverse is derived from the pseudo-inverse of monotonic, but
discontinuous functions over real numbers defined, for monotonic functions g €
R — R*>°:

f7Hn) = inf{r | r e R®, f([r]) = n}

The pseudo-inverse has many properties reminiscent of the real inverse, but

weakened.

Lemma 25 (Properties of pseudo-inverse). Let f,g € F denote non-decreasing
functions.

1. Closed in F: f~tedF

2. Pseudo-inverse:
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(a) (f~Lof)(n)<n forn>0
(b) (fof™h)<id
(c) fo(f~t+1)>id

3. Symmetric: [f~1]7t = f

4. Distributivity:

(a) [fAgl™t=f"vg!
(b) [fvglt=f"tnrg!

5. Strictly antitone (order-reversing):
f<g = flzg"

Proof. Case-by-case

1. Closure: trivially for the extrema f~!(0) = 0 and f~!(cc) = oo and for
p,g € N© st p <gq, inf{m|m e N>®, f(m+1)>p} <inf{m|m e
N f(m+41) >q}as f(m+1) > q > p for all m € N*°.

2. Pseudo-inversion: case-by-case

(a) By monotonicity of f, i.e.,

(f~H(f(n))
=inf{m e N* | f(m+1) > f(n)}
<inf{m € N* | m+1>n}
<n

(b) Idem dito:

()
=f(inf{m € N°°| f(m +1) > n})
<inf{f(m) | m e N, f(m +1) > n}
<inf{f(m) | m € N, f(m) > n}
<n

(f(f7H(n) +1)
=f(inf{m e N*° | f(m+1) >n}+1)
=inf{f(m+1) | meN>* f(m+1)>n}
>n
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3. Symmetry is shown by proving that [f~!]~! is both larger or equal, and
smaller or equal to f (and must therefore be equal). On one hand for all

n € N>
[F1 ()
=inf{m € N | f Y (m + 1) > n}
=inf{m e N® |m+1> f(f 1(m+1)) > f(n)}
>inf{m € N> |m > f(n)}
=f(n)
while at the same time
7 )

=inf{m | f'(m+1)>n}
<inf{f(m) | m € N, f~(f(m) + 1) > n}
<inf{f(m) | m € N*°,m > n}
=f(n)
and therefore [f~1]7! = f.

4. Distributivity over point-wise minimum:

[f Agl™H(n)
=inf{m € N | min(f(m + 1),g(m + 1)) > n}
=inf{m € N* | f(m+1) > n,g(m+1) > n}
=inf({m e N | f(m+1) >n}Nn{m e N> | f(m+1) >n})
=inf{m € N*° | f(m + 1) > n} Vinf{m € N* | f(m + 1) > n})
=[f"'vgT(n)

Distributivity over point-wise maximum follows analogously.

5. Order-reversing:

f=g
= Vn e N*: f(n)<g(n)
= VYmeN*: f(m+1) <g(m+1)
=V,meN°: n<fim+1) = n<gm+1)
=V eN*: {ImeN°| flm+1)>n} C{meN*°|g(m+1)>n}
= Vn e N*: inf{m e N> | f(m+1)>n} >inf{m e N*|g(m+1) >n}
— Vn e N*: fl(n)>g71(n)

— f—l zg—l
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A.3.2 Continuity of Composition and the Pseudo-Inverse

For completeness, we first show functions in F to be continuous operators with
respect to N*°.

Lemma 26 (Continuity of functions in F). All functions in F are continuous.
Proof. Let C' C N*° be a totally ordered nonempty subset, then any f € F is

1. upper semi-continuous, because inf C' = min C and therefore, by mono-
tonicity of f, inf,cc f(n) = f(inf C)

2. lower semi-continuous, because if C' is finite then supC = maxC and
therefore, by monotonicity of f, sup,cc f(n) = f(supC), and if C is
infinite then sup C' = co and therefore, because f is non-decreasing, either
f is constant and f(o0) = k = sup,,c¢ f(n) for some k € N>, otherwise

f(00) = 00 = sup,ec f(n)-
O

Continuity of functions in F leads to the continuity of composition. Note
however, that this is different, than proving the composition of continuous map-
pings to be continuous (which is also true).

Lemma 27 (Continuity of composition operator). The composition operator is
continuous.

Proof. Upper semi-continuity follows from the upper semi-continuity of func-
tions in F. That is, for all totally ordered subsets C' € F x F and all n € N

(N fesltn= it g (it o) <0 A fe A sl

(f,.9)eC (f,9")eC (f".9)eC

Lower semi-continuity follows similarly. O

A.4 Operators from the Min/Max-Plus Algebra

The max-plus and the related min-plus (also known as the tropical algebra)
algebras are defined over natural or real numbers with either the minimum or
the maximum in the place of addition and addition in the place of multiplication
(see [BCOQ92]). In Section 6.2.2 we quickly introduced these in the context of
an algorithm. This section only introduces the convolution in the min-plus and
max-plus algebras and their dual, deconvolution operators. These operators
have seen many applications in the context of network calculus [LT01]. Our
only aim here, is to introduce all used operators. For further information and
proofs we refer to [BCOQ92|, [LT01], and [BTO07].
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A.4.1 The Convolution and Deconvolution Operators

Definition 41 (Min-plus convolution (®)). The min-plus convolution f ® g of
functions f,g € F is defined such that

(f®@g)(n) =nf{f(n—A)+g(n) |0 <A <n}

Lemma 28 (Properties of min-plus convolution). Let f,g € F denote non-
decreasing functions and § C F denote a chain.

1. Closed over F: fgedF

2. Idempotent: f® f = f if, and only if,
Vn,m € N f(n+m) < f(n) + f(m)

. Commutativity: fRQg=g® f
. Associativity: (f®g)@h=fR(g®h)
. Distributivity: f @ (gAh) =(f@9) AN (f®h)

SN S

. Order-preserving: f Qg < f' @4
forany f,f',g9,9 € F such that f < f" and g < ¢’

The deconvolution operator is the dual of the convolution, in the sense that
f<g®hif and only if, f @ g < h.

Definition 42 (Min-plus deconvolution (©)). The min-plus deconvolution f@g
of functions f,g € F is defined such that

(f ©9)(A) = sup{f(n+A) —g(n) [ n e N*}

The deconvolution is not closed over F, but this poses little problems in
practice.

Lemma 29 (Properties of min-plus deconvolution). Let f,g,h € F denote
monotonic functions then

1. Closure: if f > g then fogedF
2. Duality with convolution: f <g®h <— fog®h
3. Distributivity:

e overV: (fVg)oh=(f@h)V(gOh)
o over \: f@Q(gAh)=(fog)V(foh)
e over ®: (fRg)0g<f®(G0g)

4. Composition: (f@g)@oh=fo(g®h)

5. Order-preserving: f @9 < f'®gq' for any f, f',9,9 € F such that f < f'
and g > ¢’
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A.4.2 Sub-additive Closure

Drift-bounds are sub-additive operators (see Lemma 11). Sub-additivity can be
stated in a number of different ways.

Lemma 30 (Sub-additivity). The following statements are equivalent:
1. f(n+m) < f(n)+ f(m) for all n,m € N>
2. fof=f
3. fof=f

The sub-additive closure of f € JF yields the greatest sub-additive function
in F less than or equal to f. It is defined by the fix-point of convolution.

Definition 43 (Sub-additive closere (f*)). The sub-additive closure f* is de-
fined such that

FF=TEAfAFeNANFRfFR A= N\ I
neN

Lemma 31 (Properties of sub-additive closure). Let f, g € F denote monotonic
functions then

1. Sub-additivity: f* @ f* = f*
2. Sub-additive closure: g < f, gg=9g = g < f*

3. Distributivity: [f Ng]* = [f@g]* = f* @ g*

A.4.3 The Dual Max-Plus Operators

The max-plus operators can be defined as a dual (with negation as the inversion)
of the min-plus operators (although not in the domain of F). As such, they are
have very similar properties. We only define the operators, see [LT01], [Wan06]
and [BT07] for more information.

Definition 44 (Max-plus convolution (®)). The maz-plus convolution f®g of
functions f,g € F is defined such that

(f@g)(n) =sup{f(n —A) +g(n) |0 <A <nj}

Definition 45 (Max-plus deconvolution (@)). The maz-plus deconvolution f@g
of functions f,g € F is defined such that

(fog)(A) = imf{f(n+A) —g(n) [n e N*}

Definition 46 (Super-additive closere (f*)). The super-additive closure f* is
defined such that B
=1 ViV IRFV fRfSf V...



