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#### Abstract

Inflationary predictions for the power spectrum of the curvature perturbation have been verified to an excellent degree, leaving many models compatible with observations. In this thesis we studied third-order correlations, that might allow one to further distinguish between inflationary models. From all the possible extensions of the standard inflationary model, we chose to study two-field models with canonical kinetic terms and flat field space. The new feature is the presence of the socalled isocurvature perturbation. Its interplay with the adiabatic perturbation outside the horizon gives birth to non-linearities characteristic of multiple-field models. In this context, we established the second-order gauge-invariant form of the adiabatic and isocurvature perturbation and found the third-order action that describes their interactions. Furthermore, we built on and elaborated the long-wavelength formalism in order to acquire an expression for the parameter of non-Gaussianity fNL as a function of the potential of the fields. We next used this formula to study analytically, within the slow-roll hypothesis, general classes of potentials and verified our results numerically for the exact theory. From this study, we deduced general conclusions about the properties of fNL , its magnitude depending on the characteristics of the field trajectory and the isocurvature component, as well as its dependence on the magnitude and relative size of the three momenta of which the three-point correlator is a function.
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## Chapter 1

## Introduction

In this thesis we study the observational predictions of a period in the early universe called inflation. In this introductory chapter, we present the standard cosmological model and explain why this needs to be supplemented by inflation. Next we introduce inflation and connect it with observations. This introduction is based on [1, 2, 3]. Finally, we give an outline of the further contents of the thesis.

### 1.1 The standard cosmological model

Observing the night sky has always intrigued the human mind and raised questions about the nature of the luminous objects seen, as well as about the medium that separates us from them. Today, the answer to these questions is the goal of astronomy, that studies the physics of stars and galaxies, and cosmology, that studies the evolution of the universe as a whole. Looking at the sky one can observe different types of objects at different scales. Roughly speaking, at small scales one can see stars, massive luminous spherical objects of plasma held together by gravity, like our own sun. There exist different kinds of stars with respect to their radius, luminosity and composition depending on their stage of life and the material available in their surrounding region (the interstellar region) at the time of their creation.

Stars group together to form star systems and star clusters, while at larger scales they form galaxies, gravitationally bound systems that can very in radius from 1 kpc to 100 kpc . The unit of distance $1 \mathrm{pc}=30.9 \times 10^{15} \mathrm{~m}$ can be thought of as the mean distance from the sun to its neighbour stars. The sun belongs to our local galaxy, the Milky Way, that consists of about $10^{11}$ stars. Although there are some galaxies known to be isolated, most of them are part of larger structures such as groups, clusters and superclusters of galaxies. The Milky Way for example is part of the Local Group of galaxies, which in turn belongs to the Virgo supercluster, a supercluster that contains at least 100 galaxy groups within its diameter of 33 Mpc . The different structure at different scales is depicted in figure 1.1.

At even larger scales the clusters of galaxies form structures resembling walls, that are called filaments. These galaxy sheets have a typical length of 50 Mpc to 100 Mpc and form the boundaries between large voids, i.e. almost empty space, in the universe. The universe hereafter is defined as our space-time. Beyond these scales the universe appears to have on average the same matter distribution in all directions, i.e. it is isotropic. All these observations are made from our own galaxy. One can make the further assumption that observations would be the same from any other galaxy in the universe, that is assume that the universe is also homogeneous. This is called the

Cosmological Principle. Cosmological models that are spatially homogeneous and isotropic are called Friedmann Lemaître Robertson Walker models and are studied in section 2.1.

The picture of the universe described above corresponds to a photograph of the universe as we see it today. However, one is also interested in demystifying the evolution of the universe through time. The first observational evidence for the time evolution of the universe was the discovery made by E. Hubble in 1929 that all galaxies observed today move away from our own galaxy with a velocity $v$ proportional to their distance $d_{l}, v=H d_{l}$. This is commonly known as Hubble's law. The constant of proportionality is called the Hubble parameter $H$ and its value today is approximately $H_{0}=67.3 \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}$ (see table 1.1). The usual convention is to parametrise the Hubble constant at the present day as $H_{0}=100 h \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}$. Given the Cosmological Principle this discovery leads to the idea that the universe is expanding with time. One can think of a universe filled with galaxies and clusters of galaxies that do not expand themselves because of the gravitational attraction, but which recede from one another because of the expansion of the universe.

Extrapolating back in time, one discovers a universe that was smaller and more dense. So, the distance between two galaxies changes with time as $d_{l}(t) \propto a(t)$, where $a(t)$ is called the scale factor. Indeed the Hubble constant is just the ratio of the rate of change of the scale factor to the scale factor itself, as explained in subsection 2.1.1. Extrapolating even further back in time, one reaches a singularity where all the matter in the universe was concentrated at a point at time $t=0$. This singularity is called the Big Bang. The standard Big Bang theory assumes that the universe today emerged from such a singularity, like an explosion that fired its expansion and gave it an initial expanding velocity. From there on, the evolution of the universe is governed by the laws of physics at high energies. Since we do not have a quantum theory of gravity for energies higher than $m_{p l}=10^{19} \mathrm{GeV}$, corresponding with times before the Planck time $10^{-43} \mathrm{~s}$, we cannot really study the universe at its very beginning and therefore we do not have a clue about the nature of such a singularity. Although the initial singularity itself and the emergence of a universe out of such a singularity raise mathematical, physical and above all philosophical questions, we shall not further comment on it and we will only follow the evolution of the universe after the Planck time.

None of the above observations and findings would be possible unless the celestial objects were emitting light. Because of the finite speed of light $c=2.99792458 \times 10^{8} \mathrm{~m} \mathrm{~s}^{-1}$, when one observes a light signal from a light source at the sky, one looks back in time. Light emitted from a far away galaxy needs more time to reach us than light from a galaxy in our Local Group, and as a result the far away galaxy is observed in a much earlier stage of its life than the nearby one. Furthermore, the evolution of space-time itself is imprinted in the light signals. Because of the expansion the wavelength of the observed light signal $\lambda_{o b s}$ is redshifted, i.e. is higher than the wavelength of the emitted light signal $\lambda_{e m}$ as $1+z \equiv \lambda_{o b s} / \lambda_{e m}=a_{o b s} / a_{e m}$. Hence, a certain redshift $z$ corresponds to a certain distance and time.

Today, combining supernovae and CMB observations we have managed to understand the content and evolution of our universe to a very good degree. Supernovae are stellar explosions that can occur depending on the mass of a star at the end of its life. The type SNIa supernovae can be used as standard candles to generate diagrams of the Hubble parameter as a function of redshift (Hubble diagrams) and therefore as a function of time. CMB is an abbreviation for the Cosmic Microwave Background, the relic photons created when the universe was hot and dense. These photons survive today with a much lower temperature $T_{0}$ since their wavelength is increased because of the expansion of the universe. The CMB will be further discussed below.

The evolution of the universe depends on its matter and energy content. In table 1.1 we give the values of the density parameters $\Omega_{i}$ of the components of the universe today. The density parameter is the ratio of the energy density of a species $\rho_{i}$ to the critical energy density of the


Figure 1.1: Structure at different scales as depicted in [4].

| Cosmological quantity | Symbol | Value |
| :---: | :---: | :---: |
| Hubble constant | $H_{0}$ | $67.3 \pm 1.2 \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}$ ( $68 \%$ c.l. $)$ |
| Temperature of CMB | $T_{0}$ | $2.7255 \pm 0.0006 \mathrm{~K}$ ( $68 \%$ c.l.) |
| Age of universe | $t_{0}$ | $13.817 \pm 0.048 \mathrm{Gyr}$ ( $68 \%$ c.l.) |
| Baryonic matter density parameter | $\Omega_{b} h^{2}$ | $0.02205 \pm 0.00028$ (68\% c.l.) |
| Cold dark matter density parameter | $\Omega_{c} h^{2}$ | $0.1199 \pm 0.0027$ (68\% c.l.) |
| Total matter density parameter | $\Omega_{m}$ | $0.315_{-0.018}^{+0.016}$ (68\% c.l.) |
| Dark energy density parameter | $\Omega_{\Lambda}$ | $0.685_{-0.016}^{+0.018}$ (68\% c.l.) |
| Curvature | $\Omega_{K}$ | $-0.0010_{-0.0065}^{+0.0062}$ (95\% c.l.) |
| Redshift of matter-radiation equality | $z_{e q}$ | $3391 \pm 60$ (68\% c.l.) |
| Redshift of recombination | $z_{\text {rec }}$ | $1090.43 \pm 0.54$ |
| Curvature power spectrum at $k_{0}=0.05 \mathrm{Mpc}^{-1}$ | $A_{\zeta}$ | $\left(2.196_{-0.060}^{+0.051}\right) \times 10^{-9}(68 \%$ c.l. $)$ |
| Scalar spectral index | $n_{\zeta}$ | $0.9603 \pm 0.0073$ (68\% c.l.) |

Table 1.1: Present values of some cosmological parameters according to Planck (Planck data combined with WMAP polarization data at low multipoles (Planck+WP)) [5] and their confidence limits.
universe $\rho_{c}$, i.e. the energy density that the universe would have if it was spatially flat, so that $\Omega_{t o t}=1$ (equivalently, the curvature density today $\Omega_{K}=\Omega_{t o t}-1$ would be zero). As can be seen in table 1.1 the universe is dominated by matter and an exotic form of energy, called the dark energy. Radiation, comprised of photons and neutrinos, contributes only a tiny fraction to the total energy density of the universe since the wavelengths of these particles are redshifted to very low values due to the expansion of the universe.


Figure 1.2: Rotation curve of a typical spiral galaxy: predicted (A) and observed (B) [6].

As for the matter component this is comprised of baryonic matter and non-baryonic dark matter. Baryonic matter is only a small fraction of the total matter content of the universe. The first evidence for dark matter was based on its gravitational influence on galaxies. Indeed if the only matter present in galaxies was the baryonic matter then the rotational velocity of stars around the center of the galaxy should decrease at large distances following Kepler's laws. In figure 1.2 we see that this is not true. The discrepancy between the observed and predicted curves can be attributed to dark matter. In fact it turns out that the total matter in the universe is much larger than the luminous matter we see directly in stars and even larger than the total baryonic matter
predicted by nucleosynthesis (see the following for details). Baryonic dark matter consists of nonluminous gas and condensed objects such as black holes, planets and brown dwarfs. On the other hand, non-baryonic dark matter is supposed to consist of particles beyond the Standard Model of particle physics, such as supersymmetric partner particles. Dark matter can also be divided into cold dark matter (CDM) consisting of massive particles and hot dark matter (HDM) consisting of light particles with relativistic speeds.

As can be seen in table 1.1, dark energy contributes about $70 \%$ to the total energy density of the universe. A possible candidate for the dark energy is a cosmological constant $\Lambda$ (and hence the name $\Lambda \mathrm{CDM}$ of the standard cosmological model). However, this does not mean that such a dark energy dominated the universe through all its time evolution. Indeed the density of each species depends on time. For relativistic matter and radiation the energy density scales like $a^{-4}$. This can be understood since the energy density is the product of the energy per particle times the number density of particles. The number density decreases with the expansion of the universe as the inverse of its volume, $a^{-3}$, while the energy per relativistic particle decreases as $a^{-1}$ due to the redshift of the particle's wavelength. Matter density decreases as $a^{-3}$, since each particle's energy does not depend on the expansion. Curvature density scales like $a^{-2}$ (for more details see section 2.1). The energy density of a cosmological constant remains constant. Hence, it is possible for a cosmological constant to dominate the universe only on late times, when the rest of the components have diluted away.

### 1.2 Thermal history of the universe

Here we will briefly discuss the thermal history of the universe. This history depends on the interactions of the various species of particles present at each era. Any set of species interacting among themselves at a high enough rate $\Gamma_{A} \gg H$, so that their mean free path is smaller than the Hubble scale $1 / H$, will share the same temperature. When the Hubble parameter becomes larger than the interaction rate, the particles are said to have decoupled from the rest of the thermal bath and from there on they are travelling along geodesics. Hence, the universe can be populated by different sets of species each with its own temperature.

Since we do not have a quantum theory of gravity, we do not know what happened in the universe before the time $10^{-43} \mathrm{~s}$ (or equivalently for mass scales larger than $10^{19} \mathrm{GeV}$ ). Presumably, before this time the universe was highly distorted since quantum fluctuations were very large compared to the size of the universe itself. Much later, at the time $10^{-10} \mathrm{~s}$ the electroweak interaction split into the electromagnetic and weak interactions and the universe became as it is known today. In between we do not have many observational data, but presumably at about $t \sim 10^{-37} \mathrm{~s}$, the strong interaction decoupled from the electroweak at the GUT scale $10^{16} \mathrm{GeV}$. At some energy below the GUT scale we assume that inflation took place. Inflation is a period of rapid expansion of the universe. The reasons for introducing inflation will be explained in the next section. After inflation the universe reheated, while the field driving inflation decayed into particles and filled the universe with Standard Model particles, starting the radiation dominated era of the universe.

At $10^{-10} \mathrm{~s}$ the universe was filled with all kinds of elementary particles. At about $10^{-6} \mathrm{~s}$, when the energy of the universe was 1 GeV , quarks and gluons were bound in hadrons, i.e. baryons and mesons. Due to the low temperature even the lightest hadrons and mesons annihilated (as did the heavier leptons) and by the time $10^{-4} \mathrm{~s}$, when the universe's mass scale was of the order of 100 MeV , the lepton era began. During that period, the universe was filled primarily with photons, neutrinos, electrons and positrons. In addition there were some protons and even less neutrons. At 0.01 s neutrinos decoupled from electrons and from there on they travelled freely. This era ended
when electrons and positrons could not be created any more and most of them annihilated by the time 10 s at a scale 30 keV .

Nucleosynthesis started shortly after. When the universe was 3 min old, the photon energy had dropped enough to allow for the formation of deuterium and then consequently helium could be produced. Except for a little lithium and beryllium no heavier elements could be produced. Indeed these could be formed only later inside stars, where the necessary conditions for high density and temperature are fulfilled. The homogeneous abundances of helium and deuterium observed today in the universe, can have but a cosmological origin and are attributed to the nucleosynthesis period. Nucleosynthesis ended when all free neutrons disappeared, and it is considered as one of the most important successes of the standard Big Bang theory.

Nothing much happened for the next $10^{5}$ years. The universe continued to expand under the domination of radiation. However, although the number of photons and neutrinos was much higher than the number of non-relativistic particles (matter), their energy density dropped more rapidly due to the expansion and at about $10^{4}$ years (at a mass scale of 2 eV ) their energy density became equal to that of matter. Thereafter began the matter domination era of the universe.

At the beginning of matter domination, the universe was filled with photons and ionized matter in thermal equilibrium. Soon electrons and protons combined into neutral hydrogen. This process is called recombination. The largest amount of recombination did not however happen at 13.6 eV (the ionization energy of hydrogen), but rather later, at an energy scale of 0.35 eV , due to the low baryon to photon number. At this time, 380,000 years after the Big Bang, the photons decoupled and the universe became transparent. Ever since, photons travel along geodesics and are continuously cooled down by the expansion of the universe. Today the energy of these relic photons


Figure 1.3: The CMB spectrum from COBE. No spectral distortions from a black body have been discovered to date [7]
is in the microwave regime and hence they are called the Cosmic Microwave Background (CMB). They follow at an excellent accuracy the spectrum of a black body of temperature $T_{0}=2.7255 \mathrm{~K}$
(see figure 1.3) with a number density of photons with frequency between $\nu$ and $\nu+\mathrm{d} \nu$ :

$$
\begin{equation*}
n_{T} \mathrm{~d} \nu=\frac{8 \pi \nu^{2} \mathrm{~d} \nu}{\exp \left(h \nu / k_{B} T\right)-1}, \tag{1.2.1}
\end{equation*}
$$

where $k_{B}=1.3806503 \times 10^{-23} \mathrm{~J} \mathrm{~K}^{-1}$ is Boltzmann's constant and $h=6.62606957 \times 10^{-34} \mathrm{~J}$ s is the Planck constant. ${ }^{1}$ This spectrum was created and maintained during the photons' thermal equilibrium, before their decoupling. Afterwards, the number of photons with frequency $\nu$ remained constant. These photons had frequency $\nu_{d}=\nu a / a_{d}$ at decoupling and hence their distribution function $n$ afterwards obeys

$$
\begin{equation*}
\mathrm{d} N \propto n(\nu, T) \mathrm{d}^{3} \boldsymbol{x} \mathrm{~d} \nu=\frac{8 \pi \nu_{d}^{2} \mathrm{~d} \nu_{d} \mathrm{~d}^{3} \boldsymbol{x}_{d}}{\exp \left(h \nu_{d} /\left(k_{B} T_{d}\right)\right)-1}=\frac{8 \pi \nu^{2} \mathrm{~d} \nu \mathrm{~d}^{3} \boldsymbol{x}}{\exp \left(h \nu a /\left(k_{B} T a_{d}\right)\right)-1}, \tag{1.2.2}
\end{equation*}
$$

where $\mathrm{d} N$ is the number of photons in a physical volume $\mathrm{d}^{3} \boldsymbol{x}$ with a frequency between $\nu$ and $\nu+\mathrm{d} \nu$. Therefore, the photon density follows the black body form even after the photons went out of equilibrium with matter, but with a redshifted temperature $T \propto a^{-1}$.

The main process taking place after recombination and until now, when the universe is $13.81 \times$ $10^{9}$ years old (see table 1.1) is the gravitational collapse of matter, forming the large-scale structure observed in the universe. Only recently the universe started to be dominated by some kind of cosmological constant or perhaps a scalar field, leading once more during its history to an exponential expansion. We still do not know the nature of this dark energy and hence we cannot make any predictions about the future of our universe, but if it is really a cosmological constant the universe will continue eternally to expand exponentially towards an increasingly cold, empty state.

### 1.3 Inflation

The standard Big Bang model is very successful. It incorporates and explains nucleosynthesis, the CMB and the growth of the large scale structure (although not its origin). Furthermore, assuming the standard Big Bang model, different estimates by very different observational methods concerning the age of the universe, the Hubble parameter today and so on are in very good agreement. However there are still some issues that remain unresolved. The most important are

The flatness problem According to observations, the total density parameter today is very close to 1 and the curvature of the universe is practically zero. Hence the universe is almost flat. Since the curvature density scales like $a^{-2}$, it decreases more rapidly than matter or radiation and hence in the past the curvature density parameter would have been even smaller and the universe even more close to flat. Indeed, comparing to radiation that scales like $a^{-4}$ we find

$$
\frac{\rho_{K}}{\rho_{r}} \sim 10^{2}\left(\frac{a}{a_{0}}\right)^{2}=10^{2}\left(\frac{\rho_{r, 0}}{\rho_{r}}\right)^{1 / 2}
$$

where we used that $\Omega_{K} \sim 10^{-3}$ today (see table 1.1) and $\Omega_{r} \sim 10^{-5} 2$. Today the radiation energy density is of order $\left(10^{-4} \mathrm{eV}\right)^{4}$. Then at Planck time, when the energy density of the universe was $\left(10^{19} \mathrm{GeV}\right)^{4}$, this ratio was $10^{-62}$. Given the random initial conditions at the end

[^0]of a quantum gravity stage one would expect that all contributions to the energy density of the universe, namely radiation and curvature, would be of the same order of magnitude. The flatness problem can therefore be formulated as: why should we start from initial conditions in the very early universe such that the curvature density parameter should be fine-tuned to $10^{-62}$ of the total energy density, when it could have taken any value.

The horizon problem The (particle) horizon encompasses that part of space within which causal contact is possible. Since no information can travel faster than light, an event taking place at $\left(t_{1}, \boldsymbol{x}_{1}\right)$ cannot be perceived by an observer at $\left(t_{2}, \boldsymbol{x}_{2}\right)$ if his/her physical distance is larger than the distance light can travel in this time interval. For a matter or radiation dominated universe, the horizon grows faster than space itself ${ }^{3}$ or in other words, going back in time the horizon shrinks faster than space. This means that today we can perceive events that in the past were not in causal contact with us. Hence, the early universe consisted of different regions not exchanging information with each other. Nevertheless, the observable universe today is highly isotropic, apparently nucleosynthesis took place the same way everywhere and the CMB temperature is uniform. But the present observable universe was split into about $10^{6}$ disconnected patches at the time of recombination, when the CMB was formed, and into about $10^{24}$ patches during nucleosynthesis. So the horizon problem is how such disconnected parts of the universe could have evolved in such a similar way.

The monopole problem Phase transitions in the early universe are expected to create topological defects. Among these, monopoles are considered as "dangerous relics", since their very large density would dominate the total density of the universe. These relics are typically nonrelativistic, with en energy density decaying like $a^{-3}$, so they would never allow for radiation or matter domination to take place.

The large-scale homogeneity problem At large scales the universe is highly homogeneous and isotropic. Already at recombination the departure from homogeneity of the background radiation was only $10^{-5}$. This raises questions concerning the initial conditions that produced such a homogeneous universe. Indeed at the Planck time these conditions are expected to be chaotic and it is extremely unlikely that they could evolve into a universe so isotropic and homogeneous.

The small-scale inhomogeneity At the same time this highly uniform universe exhibits inhomogeneities at small scales, like galaxies and clusters of galaxies. It is believed that the inhomogeneities of order $10^{-5}$ of the CMB sourced the formation of this large-scale structure through gravitational collapse. So the question is, how were these small fluctuations created in an otherwise homogeneous universe.

These problems can be solved by introducing a period in the early universe when the expansion was superluminal. Such a period is called (cosmological) inflation. We do not know exactly when this took place, however the upper limit of the energy scale of inflation according to Planck is $1.9 \times 10^{16} \mathrm{GeV}$. It is believed that during at most $10^{-30} \mathrm{~s}$ the universe inflated at least by a factor $10^{26}$. Such an expansion can be achieved when the universe is filled by a scalar field, the inflaton, usually denoted by $\phi$, whose slowly decreasing potential energy dominates the total energy density. During this rapid expansion, the universe cooled down while the rest of its components diluted away. Hence, a period of reheating is needed afterwards, to recover the temperature of the universe to its value needed to preserve all the successful features of the standard Big Bang

[^1]theory. During reheating the energy of the scalar field decays into particles and fills the universe with Standard Model particles. The first stages of reheating can occur in a regime of parametric resonance called preheating, where the inflaton decays extremely efficiently to another scalar field, which then decays into the Standard Model particles (see for example [8]).

The possibility of an early exponential expansion was first noticed by Starobinsky in 1979-1980 [9], but at first it attracted little attention. It was Guth in 1981 [10] that noted that an inflationary period could solve the flatness and horizon problems. In the model proposed by Guth, known as old inflation, a scalar field is trapped at the origin in a local minimum of its potential and hence the universe is dominated by the field's false vacuum energy. Inflation ends when the field tunnels through the barrier and descends quickly to the minimum of the potential. However, this model could not provide sufficient reheating and it was soon abandoned.

In 1982, Linde [11] and Albrecht and Steinhardt [12] proposed the new inflation model. Assuming a phase transition, the inflaton is initially situated on a maximum of its potential at the origin. The field starts slowly rolling down the rather flat potential. Inflation ends when it reaches its minimum and starts oscillating around it, reheating the universe. Although this type of potential was abandoned due to observational constraints, new inflation first introduced the concept of slow-roll inflation (further discussed in chapter 2).

Later on, Linde [13] proposed chaotic inflation, during which the field rolls towards the origin in a $\phi^{2}$ or $\phi^{4}$ potential. Its name derives from the chaotic initial conditions that are used to explain the needed large initial value of the field. During observable inflation the field's magnitude is of the order of $m_{p l}$, and hence it is not easy to make connection with particle physics theories. However, because of their simplicity, monomial models became the favoured paradigms of inflation.

Many models have been built since then. Among these we distinguish hybrid inflation, where two scalar fields were first introduced [14]. One field is responsible for the main part of inflation, while the second achieves a graceful exit. Originally the model used was a combination of chaotic inflation and a second-order phase transition. In hybrid inflation models the magnitude of the inflaton is typically much less than $m_{p l}$ and hence connection with particle theory becomes a realistic possibility. In this thesis we discuss the observational consequences of two-field models. The basics of such models are discussed in chapter 3 .

It is the rapid expansion during inflation that resolves all the problems described in the beginning of this section. Indeed, by the end of inflation, all the components of the universe are diluted away due to the exponential growth of the volume. Among these the curvature and any catastrophic topological defects or inhomogeneities. After inflation the universe is effectively flat and uniform, without requiring that it started with negligible curvature after gravity decoupled from the rest of the forces.

The horizon problem is solved, since the (particle) horizon becomes much larger than it would be in the standard Big Bang theory. Hence, all the observable universe today originated inside the inflationary horizon and causal contact between all its points was achieved already at the GUT scale.

Finally, inflation offers a natural way to produce the initial fluctuations responsible for the small-scale inhomogeneities. Quantum fluctuations of the inflaton are produced during inflation and because of their interplay with gravity, they give rise to curvature perturbations, which one can loosely think of as a gravitational potential. These perturbations become classical once their wavelengths are stretched beyond the Hubble length, the fundamental length scale of the universe, which coincides with the event horizon. The event horizon encompasses the space where causal contact will become possible in the future. In absence of an inflationary period, the event horizon is infinite. During inflation however, the event horizon remains almost constant. As a result any physical scale, that increases like $a$, will eventually exit the event horizon and become causally
disconnected with the universe inside. After inflation, the Hubble length (that now coincides with the particle horizon) grows faster than any other scale and hence the curvature perturbations eventually re-enter (more details about horizons can be found in section 2.1). Single-field models of inflation predict the creation of almost Gaussian, adiabatic perturbations, which once outside the horizon preserve their amplitude and are characterized by an almost scale-invariant profile, i.e. their amplitude does not depend on their scale (see chapter 2). However, the subject of inflationary perturbations within two-field inflation is the main subject of this thesis and it will be extensively studied in the next chapters. There is a qualitative difference compared to the single-field case, in the sense that they introduce a new type of perturbation, called the isocurvature perturbation. The adiabatic and isocurvature perturbations interact and can produce new features in the statistics of the perturbations, most notably non-linearities (non-Gaussianities) created outside the horizon, that could in principle distinguish them from other models.

### 1.4 Connection to observations



Figure 1.4: Comparison of 10 -square-degree patches of all-sky maps created by COBE, WMAP and Planck [15]

We do not know what are the initial conditions that can trigger an inflationary period and we still lack the connection with realistic high energy models. However, its success in solving the problems discussed in the previous section as well as in providing the seeds for the CMB fluctuations that gave rise to all structure in the universe today, has established it as part of the standard cosmological model. Observationally, inflation can be tested by extrapolating the evolution of the primordial perturbations up to today and comparing to data. The richest sets of data we have today are related to the CMB and hence in this section we will discuss the information we can gain from the observed CMB power spectrum.

Since the 60 's when Penzias and Wilson first confirmed the existence of the CMB, much progress has been made and the fluctuations of the order of $10^{-5}$ of the CMB temperature can be measured today to an excellent precision. The COsmic Background Explorer (COBE) satellite launched in 1989 [16], first revealed the perfect fit between the relic photon black-body curve predicted by the Big Bang theory and that observed in the CMB, see figure 1.3. Furthermore, after four years of measurements it provided the first full-sky maps of the anisotropy of the CMB, by subtracting galactic emissions and dipole contributions at various frequencies.

In 2001 NASA launched a follow-up mission to COBE, the Wilkinson Microwave Anisotropy


Figure 1.5: Left: The observed power spectrum from Planck, along with a $\Lambda \mathrm{CDM}$ theoretical model. The parameters of the theoretical curve are calculated combining Planck and low-multipole WMAP polarization data. Right: Comparison of the Planck best-fit power spectrum (pink curve) and the combined South Pole Telescope and 9-year WMAP power spectrum (blue line). The green points show the 9-year WMAP power spectrum. The lower panel shows the residuals. Both figures are taken from [5].

Probe (WMAP) in order to clarify and expand COBE's accomplishments. WMAP observed in five frequencies allowing for the measurement and subtraction of foreground contamination from the Milky Way and extragalactic sources. During nine years of measurements, WMAP determined several cosmological parameters and revealed the geometry, the content and evolution of the universe, while it confirmed the present domination of the universe by dark energy and verified the nearly scale-invariant spectrum predicted by inflation [17].

Following WMAP, the ESA's probe, Planck, has continued to increase the resolution at which the CMB is mapped, measuring the anisotropies up to smaller angular scales and with higher sensitivity than ever before (see figure 1.4, where we compare the resolution of COBE, WMAP and Planck for a 10 -square degree patch of the sky). In 2013, Planck gave its first full-sky maps and estimates of the cosmological parameters [18, 19]. Planck ruled out exact scale invariance of the primordial spectrum, measuring the spectral index to be $0.9603 \pm 0.0073$ (see table 1.1) and constrained the allowed standard inflationary models, showing that exponential, simple hybrid and monomial models of degree $n \geq 2$ do not provide a good fit to the data [20].

The main observable related to the primordial perturbations is the power spectrum of the CMB fluctuations. Roughly speaking, the power spectrum is the amplitude of the perturbations squared as a function of their scale. When the almost scale-invariant primordial curvature perturbations re-enter inside the horizon, they begin to evolve. Due to the Einstein equations this is translated into the evolution of the matter-photon plasma perturbations. After recombination, when photons decouple from baryons, baryonic matter fluctuations grow and eventually gravitationally collapse, giving rise to the large-scale structure we observe today. On the other hand, photons mainly cool down due to the expansion of the universe, carrying the profile of their temperature fluctuations at the time of recombination (in reality, their profile also evolves with time due to sources of secondary anisotropies, like the ISW effect discussed later in this section). Their angular power spectrum today, as measured by Planck, is shown in figure 1.5.

The fluctuations of the CMB are statistically isotropic and it turns out that a harmonic descrip-
tion is more efficient than a real space description. The appropriate harmonics for sky observations are the spherical harmonics $Y_{l m}$, so we express the deviation of the temperature from the mean temperature as

$$
\Theta(\boldsymbol{n}) \equiv \frac{T(\boldsymbol{n})-\bar{T}}{\bar{T}}=\sum_{l m} \Theta_{l m} Y_{l m}(\boldsymbol{n})
$$

where $\boldsymbol{n}$ is the unit vector in the direction of observation. Then the ensemble average of the temperature fluctuations is described by the angular power spectrum

$$
\left\langle\Theta_{l m}^{*} \Theta_{l^{\prime} m^{\prime}}\right\rangle=\delta_{l l^{\prime}} \delta_{m m^{\prime}} C_{l} .
$$

The amplitude of the angular power spectrum $C_{l}$ depends only on the angle under which we observe a certain scale on the sky and not on its orientation. If the fluctuations are Gaussian, the power spectrum contains all of the statistical information. The different features of the power spectrum in figure 1.5 at different scales convey information about the primordial perturbations themselves, as well as about the processes that created these features, and hence the components of the universe (remember that the primordial perturbations had an almost flat power spectrum).

Next we will describe briefly the evolution of the primordial curvature perturbations up to today and relate it with the various features of the angular spectrum. Let us first discuss scales that entered the horizon before recombination but in a matter dominated universe. During that time photons are strongly coupled to electrons through Thomson scattering, and electrons on their side are strongly coupled with baryons by Coulomb interactions. The photon pressure resisted the gravitational compression of the baryons, leading to acoustic oscillations in the baryon-photon plasma [21, 7]. At recombination this coupling came to an end and photons travelled thereafter freely on perturbed geodesics. These oscillations can be seen in the CMB power spectrum for multipoles $l \gtrsim 100$. The modes that were in a minimum or a maximum at the time correspond to a peak in the CMB spectrum (since fluctuations are squared in the power spectrum).

Since recombination is not an instantaneous process, there was a transition period where the photon coupling to baryons was not so effective and the photons had a certain short mean free path. When this mean free path became comparable to the wavelength of the perturbation, the photons diffused and smoothed out the inhomogeneities. This is called Silk damping and it is related to the damped oscillations for multipoles $l \gtrsim 1000$.

The first region of the power spectrum $l \lesssim 100$, corresponds to scales that were still outside the horizon at the time of recombination. Hence, we should be able to see the flat primordial spectrum at these scales and therefore from the point of view of inflation this would be expected to be the most important part of the spectrum. However, this is not true due to the cosmic variance, i.e. the large statistical errors due to the fact that we only have one sky to observe. Furthermore, this region of the power spectrum is tilted due to the late-time ISW effect [21], namely the fact that the recent accelerated expansion, due to dark energy, causes changes in the gravitational potential during the time needed by photons to cross it. This effect is important for scales corresponding with the horizon scale after the transition from matter domination to dark energy domination and hence for the smallest values of $l$.

The features of the power spectrum depend on the exact cosmological model, and hence we can gain valuable information about it. For example, the comparison between the predicted acoustic peak scale and its angular extent provides a measurement of the angular diameter distance to recombination. This in turn depends on the spatial curvature and the expansion history of the universe. Furthermore, the baryon-photon ratio controls the even-odd (minimum-maximum) modulation of peak heights and hence the second peak, that represents a rarefaction of the acoustic wave in a gravitational potential, is suppressed in amplitude by the baryon inertia. So the CMB
places limits on the baryon density. The peaks depend also on the existence of isocurvature perturbations, which if present change the position of the peaks. However, no significant contribution of isocurvature perturbations is detected.

But the Planck satellite provides yet another tool to distinguish between different models of inflation and this is related to non-Gaussianity. Slow-roll single-field models of inflation with standard kinetic terms predict primordial perturbations that are almost Gaussian. This is not true however for other types of models. For example in multiple-field models non-Gaussianity created outside the horizon depends on the potential of the fields and is not a priori negligible. If present, non-Gaussianity could manifest itself through a non-zero three-point function, which is related to what is known as $f_{\mathrm{NL}}$, the parameter of non-Gaussianity. Planck has provided us with unprecedented constraints on primordial non-Gaussianity [22] and in order to exploit them we need a good understanding of the mechanisms creating primordial non-Gaussianity. The aim of this thesis is to study how non-Gaussianity is produced in multiple-field models and examine how this depends on the model's properties and the scales of the three perturbations involved in the correlation function.

### 1.5 Outline of the thesis

In this thesis we will study inflation driven by two scalar fields and the related non-Gaussianity. Given the discussion in the previous sections, such models can appear naturally in the early universe. We will consider the consequences of such models for the background cosmological model, but we will be mainly concerned about perturbations around this background. Two-field models are characterized by the existence of two types of perturbations, the adiabatic perturbation and the isocurvature perturbation. These perturbations interact while they are outside the horizon, so they evolve with time as opposed to the single field case. Furthermore, this interaction induces non-linearities that can manifest themselves as a departure from Gaussianity of the perturbations. We will study the properties of this non-Gaussianity, i.e. its evolution, the criteria for it to be large by the end of inflation or not and its scale dependence. The contents of this thesis are based on papers [23], [24] and [25]. A fourth paper generalising the findings of [24] for inflationary models with general kinetic terms is in its final stages of preparation, but in this thesis we will restrict ourselves to scalar fields with standard kinetic terms.

In more detail, the following chapter 2 , is an introductory chapter where we start by describing the FLRW cosmological models and next we study the single-field paradigm of inflation. We introduce mathematically the concept of slow-roll and study the inflationary background. In section 2.2 we study linear perturbations around this background, introduce the concept of gauge invariance and the Hamiltonian (ADM) formalism of gravity which we will use to construct the action that governs the perturbations. We also study the evolution of the perturbations and introduce their power spectrum. In section 2.3 we review the second-order perturbation theory results and the related non-Gaussianity. Based on the single-field limit of our paper [24], we extend the already known relation between gauge invariance and the action of the perturbations.

In chapter 3 we present the basic tools for treating two-field inflation. We begin by studying the background (section 3.1) and generalizing the slow-roll concept. In the following sections we present two different ways of studying perturbations within the context of multiple-field models: studying first and second order perturbations (sections 3.2 and 3.3 ) as well as studying the fully non-linear quantities outside the horizon (section 3.4). In particular, in sections 3.2 and 3.3 we examine gauge invariance and construct the action that governs the perturbations at linear and second order respectively, based on the findings of [24]. In section 3.4 we introduce the longwavelength formalism, a powerful tool to study perturbations outside the horizon.

In chapter 4 we start by presenting the procedure for solving for the evolution of the perturbations and calculating the parameter of non-Gaussianity within the long-wavelength formalism (section 4.1). In section 4.2 we construct the general solution for the parameter of non-Gaussianity, assuming slow-roll only at horizon crossing, while in section 4.3 we use the slow-roll approximation during the whole inflationary period, in order to compute a semi-analytical expression for the parameter of non-Gaussianity. This chapter as well the next one are based on paper [23].

In chapter 5 we study large classes of inflationary models and examine whether non-Gaussianity can be formed and sustained by the end of inflation. We use the semi-analytical slow-roll expression for the parameter of non-Gaussianity found in chapter 4 for our estimates. In section 5.3 we study numerically the quadratic model in order to compare our findings with other calculations in the literature and construct a model that can produce non-Gaussianity of order $\mathcal{O}(1)$ by the end of inflation.

In chapter 6 we present the findings of our paper [25] concerning the scale dependence of nonGaussianity. In section 6.1 we discuss the sources of this scale dependence, while in sections 6.2 and 6.3 we parametrize the scale dependence by spectral indices and study non-Gaussianity for different triangle configurations.

Finally, in chapter 7 we conclude and comment on the future of studying non-Gaussianity within two-field models. Finally there are four appendices. Appendix A contains some intermediate steps of calculations at first and second order in perturbation theory, while in appendix B we present the main steps of the calculation for the action of the perturbations. In appendix C we present calculations related to the long-wavelength formalism and finally in appendix D we give analytical expressions for the spectral indices discussed in chapter 6 .

## Chapter 2

## Standard Inflationary Predictions

The paradigm of inflation is essentially related to a quasi-de Sitter universe, i.e. a homogeneous and isotropic universe that expands almost exponentially fast, with an almost constant event horizon. Historically the first and simplest realisation of inflation is achieved by a single scalar field dominating the universe. In this chapter the basics of inflationary physics are introduced, starting from the description of the cosmological background and continuing with studying perturbations on this background.

### 2.1 The cosmological background

### 2.1.1 The FLRW metric

We will assume that the universe is dominated by a background homogeneous matter field with a diagonal stress-energy tensor

$$
\begin{equation*}
T_{\nu}^{\mu}=\operatorname{diag}[-\rho(t), p(t), p(t), p(t)] \tag{2.1.1}
\end{equation*}
$$

where $\rho(t)$ is the energy density and $p(t)$ the pressure density of the matter field. The energy momentum tensor $T_{\nu}^{\mu}$ carries information about the energy and pressure density and energy and momentum flux. For an homogeneous and isotropic matter field the latter are zero.

Such a matter field is the source of an homogeneous and isotropic space background. The latter is described by the Friedmann Lemaître Robertson Walker (FLRW) metric

$$
\begin{equation*}
\mathrm{d} s^{2}=-N(t)^{2} \mathrm{~d} t^{2}+a(t)^{2}\left(\frac{\mathrm{~d} r^{2}}{1-K r^{2}}+r^{2} \mathrm{~d} \Omega^{2}\right) \tag{2.1.2}
\end{equation*}
$$

where $K$ is the spatial curvature of the Universe, taking values $K=0$ for a flat, $K=1$ for a closed universe and $K=-1$ for an open universe, while $a(t)$ is the scale factor showing the rate of expansion of the proper distance between two comoving observers. $N(t)$ is merely a redefinition of the time coordinate, for instance $N(t)=1$ corresponds to the cosmological time $t$ and $N(t)=a(t)$ corresponds to the conformal time $\eta$.

The action for any system of gravity and matter is

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x\left(\kappa^{-2} \sqrt{-g}\left(\frac{R}{2}-\Lambda\right)+\mathcal{L}_{m}\right) \tag{2.1.3}
\end{equation*}
$$

where $g$ is the determinant of the metric, $R$ is the Ricci scalar, $\Lambda$ a cosmological constant and $\mathcal{L}_{m}$ the matter Lagrangian density. $\kappa$ is the inverse reduced Planck mass defined by

$$
\begin{equation*}
\kappa^{2} \equiv 8 \pi G=8 \pi / m_{p l}^{2} \tag{2.1.4}
\end{equation*}
$$

Applying the action principle to the above action one gets the Einstein equations

$$
\begin{equation*}
G_{\nu}^{\mu}+\Lambda \delta_{\nu}^{\mu}=\kappa^{2} T_{\nu}^{\mu}, \quad \text { where } \quad T_{\nu}^{\mu}=-2 \frac{g^{\mu \kappa}}{\sqrt{-g}} \frac{\delta \mathcal{L}_{m}}{\delta g^{\kappa \nu}}, \tag{2.1.5}
\end{equation*}
$$

governing the evolution of the system. The Einstein tensor $G_{\nu}^{\mu}$ carries the symmetries of the energy momentum tensor and hence for an homogeneous and isotropic universe it is diagonal. Within the Einstein equations there is also hidden the energy-momentum conservation equation

$$
\begin{equation*}
T_{\nu ; \mu}^{\mu}=0, \tag{2.1.6}
\end{equation*}
$$

since by virtue of the Bianchi identity $G_{\nu ; \mu}^{\mu}=0$. Here we introduced the notation ; or $\mathcal{D}$ for the covariant derivative relative to the space-time metric $g_{\mu \nu}$

$$
\begin{equation*}
\mathcal{D}_{\mu} A^{\nu}=A_{; \mu}^{\nu}=\partial_{\mu} A^{\nu}+\Gamma_{\mu \kappa}^{\nu} A^{\kappa} \tag{2.1.7}
\end{equation*}
$$

ensuring the parallel transport of the vector under differentiation. $\Gamma_{\mu \kappa}^{\nu}$ is the affine connection (for definitions of the affine connection and the Riemannian tensors, see [26, 27]).

For the energy-stress tensor (2.1.1) and the FLRW metric (2.1.2) the Einstein equations become

$$
\begin{align*}
& H^{2} \equiv \frac{\dot{a}^{2}}{N^{2} a^{2}}=\frac{\kappa^{2}}{3} \rho+\frac{\Lambda}{3}-\frac{K}{a^{2}} \\
& \frac{1}{a} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{\dot{a}}{N}\right)=-\frac{\kappa^{2}}{6}(\rho+3 p)+\frac{\Lambda}{3} \quad \text { or } \quad \frac{\dot{H}}{N}=-\frac{\kappa^{2}}{2}(p+\rho)+\frac{K}{a^{2}}, \tag{2.1.8}
\end{align*}
$$

where we have defined the background Hubble parameter $H$ as the rate of change of the scale factor. The first of these equations is called the Friedmann equation. Inspecting the definition of the Hubble parameter we see that choosing $N=1 / H$ the scale factor expands exponentially. In that case $N$ corresponds to a time variable $t$ that coincides with the number of e-folds.

On the other hand, (2.1.6) becomes

$$
\begin{equation*}
\dot{\rho}+3 H N(\rho+p)=0 . \tag{2.1.9}
\end{equation*}
$$

Dividing the Friedmann equation by $H^{2}$ and rearranging we find

$$
\begin{align*}
& 1+\Omega_{K}=\Omega+\Omega_{\Lambda} \equiv \Omega_{t o t} \\
& \Omega \equiv \frac{\rho}{\rho_{c}}, \quad \Omega_{\Lambda} \equiv \frac{\rho_{\Lambda}}{\rho_{c}}, \quad \Omega_{K} \equiv \frac{\rho_{K}}{\rho_{c}}, \quad \rho_{\Lambda} \equiv \frac{\Lambda}{\kappa^{2}}, \quad \rho_{K} \equiv \frac{3 K}{\kappa^{2} a^{2}}, \quad \rho_{c} \equiv \frac{3 H^{2}}{\kappa^{2}} \tag{2.1.10}
\end{align*}
$$

where we define the density parameters $\Omega_{i}$. The critical density $\rho_{c}$ is the total energy density necessary for a flat universe $\Omega_{K}=0$. The energy densities $\rho, \rho_{c}, \rho_{K}$ are all time dependent, because of their dependence on the scale factor. The general matter field energy density $\rho$ has a time dependency that can be found if its equation of state is known. For a perfect fluid the equation of state has the form $p=w \rho$ and hence using (2.1.9) it is straightforward to find that

$$
\begin{equation*}
\rho \propto a^{-3(1+w)} \tag{2.1.11}
\end{equation*}
$$

and then solving for the Friedmann equation one can find the time dependence of the scale factor. In the next subsection we will study separately the case of a scalar field. The most common examples of perfect fluids are non-relativistic matter with $p_{m}=0$ and radiation with $p_{r}=\rho_{r} / 3$. Assuming that such a perfect fluid dominates the total energy density of the universe, one finds

$$
\begin{equation*}
\rho_{m} \propto a^{-3}, \quad a \propto t^{2 / 3} \quad \text { and } \quad \rho_{r} \propto a^{-4}, \quad a \propto t^{1 / 2} \tag{2.1.12}
\end{equation*}
$$

where just for the sake of the example we have set $N=1$, i.e. $t$ is the cosmic time. The conclusion is that the energy density of matter or radiation reduces with time, due to the expansion of the universe. During inflation, which is defined by its quasi-exponential expansion, any such components are quickly decaying and hence we will not take them into account.

The energy density of the cosmological constant is by definition constant. Its pressure is $p_{\Lambda}=-\rho_{\Lambda}$ and hence we find

$$
\begin{equation*}
\rho_{\Lambda}=\frac{\Lambda}{\kappa^{2}}, \quad a \propto \mathrm{e}^{t} \tag{2.1.13}
\end{equation*}
$$

again for $N=1$. If this cosmological constant is the dark energy dominating the universe today, its constant energy density would have been much smaller than any other component in the past. Therefore, from now on we will ignore its contribution and explicitly set $\Lambda=0$, since this is negligible during the era of inflation.

The energy density of the curvature $K$ scales as $\rho_{K} \propto a^{-2}$. Observations indicate that the universe today is almost flat. This is also one of the reasons to introduce inflation. During inflation, the quasi-exponential expansion drives the curvature density quickly to zero and hence we will explicitly set $K=0$ from now on.

### 2.1.2 Scalar-field cosmology

The matter Lagrangian of a scalar field $\varphi\left(x^{\mu}\right)$ with canonical kinetic terms, obeying a potential $W(\varphi)$ is

$$
\begin{equation*}
\mathcal{L}_{m} \equiv \sqrt{-g} P_{m}=\sqrt{-g}\left(-\frac{1}{2} g^{\mu \nu} \partial_{\mu} \varphi \partial_{\nu} \varphi-W(\varphi)\right) . \tag{2.1.14}
\end{equation*}
$$

$P_{m}$ is introduced for later convenience. From this one can derive the field equations

$$
\begin{equation*}
g^{\mu \nu} \mathcal{D}_{\mu} \partial_{\nu} \varphi-W_{, \varphi}=0, \tag{2.1.15}
\end{equation*}
$$

where $W_{, \varphi} \equiv \partial W / \partial \varphi$. The stress-energy tensor (2.1.5) becomes

$$
\begin{equation*}
T_{\nu}^{\mu}=\partial^{\mu} \varphi \partial_{\nu} \varphi-\delta_{\nu}^{\mu}\left(\frac{1}{2} g^{\kappa \lambda} \partial_{\kappa} \varphi \partial_{\lambda} \varphi+W\right) \tag{2.1.16}
\end{equation*}
$$

In the background the scalar field depends only on time. We will denote the background field as $\phi(t)$ to distinguish it from the fully non-linear field $\varphi(t, \boldsymbol{x})$ that we will study in the next sections. The background energy and pressure density turn out to be

$$
\begin{equation*}
\rho=\frac{1}{2} \Pi^{2}+W \quad \text { and } \quad p=\frac{1}{2} \Pi^{2}-W, \tag{2.1.17}
\end{equation*}
$$

where we defined the canonical momentum of the field $\phi$

$$
\begin{equation*}
\Pi \equiv N \frac{\partial P_{m}}{\partial \dot{\phi}}=\frac{\dot{\phi}}{N} \tag{2.1.18}
\end{equation*}
$$

The Einstein equations (2.1.8) reduce to

$$
\begin{equation*}
H^{2}=\frac{\kappa^{2}}{3} \rho=\frac{\kappa^{2}}{3}\left(\frac{1}{2} \Pi^{2}+W\right) \quad \text { and } \quad \frac{\dot{H}}{N}=-\frac{\kappa^{2}}{2} \Pi^{2}, \tag{2.1.19}
\end{equation*}
$$

while the background field equation (2.1.15) can be rewritten in terms of the momentum as

$$
\begin{equation*}
\dot{\Pi}+3 N H \Pi+N W_{, \phi}=0 . \tag{2.1.20}
\end{equation*}
$$



Figure 2.1: The time evolution of the scalar field $\phi$ for the model (2.1.25) with initial condition $\phi_{0}=16 \kappa^{-1}$ and mass $m_{\phi}=12 \times 10^{-6} \kappa^{-1}$.

There exists a simple solution for this set of equations corresponding to a de-Sitter universe: the vacuum solution, i.e. when the field $\phi$ has reached a local or global minimum of its potential and hence $\Pi=0$, while $W=$ constant. It is then easy to check from (2.1.17) that $\rho=-p$ and the scalar field behaves like a cosmological constant. Therefore, the scale factor expands exponentially fast, while the Hubble parameter remains constant. However, this means that the domination of the vacuum would never end since all other components in the universe would dilute away and hence a domination of the vacuum can not serve as an inflationary period.

Let us introduce here the notion of the event horizon closely related to an inflationary period in the history of the universe. An event horizon defines how far into the future light emitted from an observer can reach. In other words, the event horizon bounds that region of space with which causal contact will be possible in the future. Taking the null geodesic, we find from (2.1.2)

$$
\begin{equation*}
\int_{t}^{t_{\max }} \frac{1}{a\left(t^{\prime}\right)} \mathrm{d} t^{\prime}=\int_{r_{0}}^{r_{\max }} \frac{\mathrm{d} r}{\sqrt{1-K r^{2}}} \tag{2.1.21}
\end{equation*}
$$

where for this and the next paragraph we set $N=1$, i.e. we work with cosmic time. The geometrical distance between two points at the same time $t$ separated by a comoving distance $r_{0}$ is

$$
\begin{equation*}
d(t)=a(t) \int_{r_{0}}^{r_{\max }} \frac{\mathrm{d} r}{\sqrt{1-K r^{2}}} \tag{2.1.22}
\end{equation*}
$$

and hence we find for the cosmological horizon

$$
\begin{equation*}
d_{E}(t)=a(t) \int_{t}^{t_{\max }} \frac{1}{a\left(t^{\prime}\right)} \mathrm{d} t^{\prime} \tag{2.1.23}
\end{equation*}
$$

For radiation or matter one can find using (2.1.12) and taking $t_{\max }=\infty$ that $d_{E}=\infty$. In that sense the old standard CDM cosmology does not have an event horizon. For a cosmological constant or vacuum domination we find using (2.1.13) that $d_{E}=1 / H$ and hence the exponential expansion produces an event horizon at a constant proper distance which is equivalent to a shrinking comoving horizon.

On the other hand, the particle horizon encompasses that region in space with which causal contact has been possible in the past. Analogously to equation (2.1.23) we find

$$
\begin{equation*}
d_{P}(t)=a(t) \int_{0}^{t} \frac{1}{a\left(t^{\prime}\right)} \mathrm{d} t^{\prime} . \tag{2.1.24}
\end{equation*}
$$



Figure 2.2: The time evolution of the event horizon, for the model (2.1.25) with initial condition $\phi_{0}=16 \kappa^{-1}$ and mass $m_{\phi}=12 \times 10^{-6} \kappa^{-1}$.

For a radiation $\left(a \propto t^{1 / 2}\right)$ or matter $\left(a \propto t^{2 / 3}\right)$ dominated universe, the particle horizon is $d_{P}=1 / H$ and $d_{P}=2 / H$ respectively. For vacuum domination one obtains $d_{P}=(\exp (H t)-1) / H$.

In order to visualise how inflation is realised by a scalar field, we will consider the example of a free massive field that obeys the quadratic potential

$$
\begin{equation*}
W=\frac{1}{2} m_{\phi}^{2} \phi^{2} . \tag{2.1.25}
\end{equation*}
$$

The only free parameter is the mass of the field, which we take to be $m_{\phi}=12 \times 10^{-6} \kappa^{-1}$. For our numerical calculations we use the initial condition $\phi_{0}=16 \kappa^{-1}$ at $t=0$. In figure 2.1 we plot the evolution of the field as a function of the number of e-folds. The field $\phi$ dominates inflation while rolling down its potential and about 60 e-folds after the initial time $t=0$ it starts oscillating around the minimum of its potential and inflation ends. In figure 2.2 we plot the event horizon as a function of the number of e-folds of inflation. While the field $\phi$ rolls down its potential, $1 / H$ remains effectively constant. It only starts to increase when the inflaton approaches its minimum, when inflation ends.

Finally let us comment on the amount of inflation needed to solve the horizon and flatness problem. In order to solve the horizon problem, we need to demand that the observable universe today $1 / k_{0}=1 /\left(a_{0} H_{0}\right)$ was within the horizon at the beginning of inflation $1 / k_{i n}=1 /\left(a_{\text {in }} H_{\text {in }}\right)$. Ignoring numerical factors, this means that

$$
\begin{equation*}
\frac{1}{a_{0} H_{0}} \leq \frac{1}{a_{\text {in }} H_{\text {in }}} . \tag{2.1.26}
\end{equation*}
$$

Then the minimal amount of inflation can be rewritten by rearranging the above equality

$$
\begin{equation*}
\frac{a_{f i n}}{a_{i n}}=\frac{a_{f i n}}{a_{0}} \frac{H_{i n}}{H_{0}} . \tag{2.1.27}
\end{equation*}
$$

The right hand side of this equation can now be evaluated. The value of the Hubble parameter today according to Planck is $H_{0}=67.3 \pm 1.2 \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}$. As discussed in chapter 1, the
scale factor scales with the temperature of the universe as $a \propto 1 / T$. The temperature today is $T_{0}=2.7255 \pm 0.0006 \mathrm{~K}$. As for the value of the Hubble parameter at the beginning of inflation, this can be approximated through the mass scale of inflation $M$ as $H_{\text {in }} \sim \kappa M^{2}$. We will assume the standard value for this mass scale $M \sim 10^{16} \mathrm{GeV}$. We make the further approximation that all the energy of the inflaton is used for reheating and hence that the temperature at the end of inflation is $T_{f i n} \sim M$. At the end of inflation, the energy of the inflaton is converted into radiation due to its oscillations around its minimum and the universe reheats. The efficacy of this process depends on the exact mechanism, however the final temperature must not be as high as the temperature before inflation, otherwise any catastrophic topological defects will be produced again. Hence, the assumption we make here can only give an upper estimate. Putting everything together we find

$$
\begin{equation*}
\frac{a_{\text {fin }}}{a_{i n}}=\frac{T_{0}}{M} \frac{\kappa M^{2}}{H_{0}}=10^{29} \kappa M \sim \mathrm{e}^{60} \tag{2.1.28}
\end{equation*}
$$

Hence, the minimum amount of inflation (for our observable universe today to be within the inflationary horizon) is roughly evaluated to 60 e-folds. This is the number quoted in the literature, although detailed calculations can vary between $50-60$ e-folds [28].

On the other hand, since the curvature density parameter scales like $\Omega_{K}=K /\left(a^{2} H^{2}\right)$, demanding that the curvature density parameter in the beginning of inflation was equal to the curvature density parameter today (instead of the many orders of magnitude less predicted in absence of inflation), one finds

$$
\begin{equation*}
\frac{1}{a_{0}^{2} H_{0}^{2}}=\frac{1}{a_{i n}^{2} H_{i n}^{2}}, \tag{2.1.29}
\end{equation*}
$$

that reproduces equation (2.1.27) and hence the 60 e-folds also solve the flatness problem.

### 2.1.3 The slow-roll approximation

In order to study this background analytically and get estimates for its properties in the general case, one needs to employ some kind of assumption to simplify equations (2.1.19) and (2.1.20). Fortunately, these are motivated by the concept of inflation itself. As discussed above in order to solve the horizon problem, the universe must expand during inflation by at least the same amount as during all the time after inflation up till now. This points naturally to an exponential type of expansion, which can be achieved by a cosmological constant or in the case of a scalar field dominated universe, by a field that does not roll at all, $\Pi=0$, and hence has reached a minimum of its potential. This vacuum domination is characterised by $\rho=-p=$ constant.

However, if the field does not roll at all inflation would never end. The simplest way to avoid that, is to relax the vacuum dominated universe assumption to a quasi-de Sitter universe $\rho \simeq-p \simeq$ constant. It is exactly this property of a scalar field that makes it the appropriate candidate for an inflaton, i.e. the field that drives inflation. The quasi-de Sitter condition is translated to

$$
\begin{equation*}
\Pi^{2} \ll W \tag{2.1.30}
\end{equation*}
$$

In that case the field rolls only slowly down a very flat potential. Its kinetic term is not exactly zero, but small, and the potential is quasi-constant, leading to a quasi-exponential expansion. Inflation ends when the field rolls more rapidly while reaching its global minimum, while reheating is achieved by oscillations around this minimum. In the next sections we show that the slow-roll assumption is also in agreement with the almost scale-invariant spectrum of density perturbations and the small bispectrum to power spectrum ratio observed, reinforcing the choice of the slow-roll approximation.

The slow-roll condition (2.1.30) can be recast using (2.1.19) into

$$
\begin{equation*}
\epsilon \equiv-\frac{\dot{H}}{N H^{2}}=\frac{\kappa^{2} \Pi^{2}}{2 H^{2}} \ll 1 \tag{2.1.31}
\end{equation*}
$$

This is the first slow-roll assumption. To assure that once $\Pi^{2}$ is much smaller than $W$, it remains so, one should demand that

$$
\begin{equation*}
\eta \equiv \frac{\dot{\Pi}}{H N \Pi} \ll 1 \tag{2.1.32}
\end{equation*}
$$

that is the second slow-roll assumption. Based on (2.1.32) one can construct an infinite hierarchy of slow-roll parameters like [29]

$$
\begin{equation*}
\eta^{(n)} \equiv \frac{1}{H^{n-1} \Pi}\left(\frac{1}{N} \frac{\mathrm{~d}}{\mathrm{~d} t}\right)^{n-1} \Pi, \quad \text { with } \quad n>1 \tag{2.1.33}
\end{equation*}
$$

For $n=1$ we find the trivial result $\eta^{(1)}=1$, while $\eta \equiv \eta^{(2)}$. The second order slow-roll parameter turns out to be

$$
\begin{equation*}
\xi \equiv \eta^{(3)}=\frac{\ddot{\Pi}}{N^{2} H^{2} \Pi}-\frac{\dot{N}}{N^{2}} \eta=-\frac{W_{, \phi, \phi}}{H^{2}}+3(\epsilon-\eta) \tag{2.1.34}
\end{equation*}
$$

and so on.
One can view the slow-roll parameters as short-hand notation for the quantities defined above. The Einstein equations and the field equation (2.1.20) can then be rewritten as

$$
\begin{equation*}
H^{2}\left(1-\frac{\epsilon}{3}\right)=\frac{\kappa^{2}}{3} W, \quad \dot{H}=-\epsilon H^{2} N, \quad \eta=-3-\frac{W_{, \phi}}{H \Pi} \tag{2.1.35}
\end{equation*}
$$

These equations are exact as long as one does not make the slow-roll assumption. When making the slow-roll assumption, one can use expansions in powers of the slow-roll parameters. To zeroth order in this expansion, one recovers the vacuum solution $\rho=-p$. To first order, one can assume the slow-roll parameters as constant. This can be easily shown after calculating the derivatives of the slow-roll parameters. By directly differentiating (2.1.31) and using (2.1.32) one finds

$$
\begin{equation*}
\dot{\epsilon}=2 \epsilon N H(\epsilon+\eta) \tag{2.1.36}
\end{equation*}
$$

while differentiating (2.1.33) one gets

$$
\begin{equation*}
\dot{\eta}^{(n)}=N H\left[(\epsilon-\eta) \eta^{(n)}+\eta^{(n+1)}\right] . \tag{2.1.37}
\end{equation*}
$$

The time derivatives of the slow-roll parameters are one order higher than the slow-roll parameters themselves and hence up to first order the slow-roll parameters can be considered as constant, considering of course an appropriate time interval.

In figure 2.3 we plot the first-order slow-roll parameters for the model (2.1.25). Indeed these remain smal during inflation and only increase towards the end of inflation when the fields approaches its minimum. From now on we will define the end of inflation as the time when $\epsilon=1$.

### 2.2 First-order perturbations

Apart from solving the horizon and flatness problems, inflation also provides the initial seeds for the anisotropies of the CMB and hence eventually, for the structure in the universe today. These


Figure 2.3: The time evolution of the first-order slow-roll parameters, for the model (2.1.25) with initial condition $\phi_{0}=16 \kappa^{-1}$ and mass $m_{\phi}=12 \times 10^{-6} \kappa^{-1}$.
seeds are related to the quantum perturbations of the inflaton. Quantum perturbations are created and annihilated in the vacuum. During inflation the superluminal expansion of space-time itself carries the perturbations to scales larger than the horizon before they have time to annihilate and hence they become classical. But in order to understand the details of this process one needs to find the evolution equations of the scalar perturbations. These inevitably produce and in turn are sourced by perturbations of space-time.

### 2.2.1 The observables

As will be discussed in subsection 2.2.4, slow-roll inflation predicts the creation of almost Gaussian perturbations frozen once outside the horizon. When these perturbations re-enter inside the horizon they will give birth to the anisotropies of the CMB, that can be measured to an excellent precision today. Furthermore, the evolution of the CMB anisotropies can be interpolated back in time to be related with the primordial inflationary perturbations. Gaussian statistics predict that the only quantity that carries all the necessary information about a Gaussian field $f(t, \boldsymbol{x})$ is the two-point correlation function. Assuming that such a field can be expanded in Fourier space as

$$
\begin{equation*}
f(t, \boldsymbol{x})=\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} f_{\boldsymbol{k}}(t) \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}} \tag{2.2.1}
\end{equation*}
$$

the two-point correlation function takes the form [3, 30]

$$
\begin{equation*}
\left\langle f_{\boldsymbol{k}} f_{\boldsymbol{k}^{\prime}}^{*}\right\rangle \equiv \frac{2 \pi^{2}}{k^{3}} \mathcal{P}_{f}(k) \delta^{(3)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \tag{2.2.2}
\end{equation*}
$$

All odd correlation functions are zero, while all even higher order correlation functions are products of the two-point correlation function. The quantity $\mathcal{P}_{f}$ is called the power-spectrum and it is a measure of the amplitude of the fluctuations at a given scale $k$ (see e.g. [3, 30]). Furthermore, if one calculates the mean square value of $f(t, \boldsymbol{x})$, one finds

$$
\begin{equation*}
\left\langle f^{2}(t, \boldsymbol{x})\right\rangle=\int \mathrm{d} \ln k \mathcal{P}_{f}(k) \tag{2.2.3}
\end{equation*}
$$

and hence the power spectrum is also the contribution to the variance per unit logarithmic interval in $k$, if $\langle f(t, \boldsymbol{x})\rangle=0$.

This implies that one can construct another quantity, apart from the amplitude of the perturbations, that is the slope of the power-spectrum, usually described by a spectral index $n_{f}(k)$

$$
\begin{equation*}
n_{f}(k)-1 \equiv \frac{\mathrm{~d} \ln \mathcal{P}_{f}}{\mathrm{~d} \ln k} \tag{2.2.4}
\end{equation*}
$$

In subsection 2.2.4 we will discuss the form of these observable quantities for perturbations produced during inflation.

### 2.2.2 The set-up

In the context of perturbation theory around an homogeneous background any quantity $\bar{A}$ that has a non-zero background value, will be decomposed into an homogeneous part $A(t)$ and an infinite series of perturbations as

$$
\begin{equation*}
\bar{A}(t, \boldsymbol{x})=A(t)+A_{(1)}(t, \boldsymbol{x})+\frac{1}{2} A_{(2)}(t, \boldsymbol{x})+\cdots \tag{2.2.5}
\end{equation*}
$$

where the subscripts in the parentheses denote the order of the perturbation. For the scalar field, as was discussed in the previous section, we shall denote the fully non-linear quantity as $\bar{\varphi}(t, \boldsymbol{x})$ and its background homogeneous part as $\phi$.

We will write the fully non-linear metric in the ADM form as [27]

$$
\begin{equation*}
d s^{2}=-\bar{N}^{2} d t^{2}+\bar{h}_{i j}\left(d x^{i}+N^{i} d t\right)\left(d x^{j}+N^{j} d t\right) \tag{2.2.6}
\end{equation*}
$$

The idea of the ADM formalism is to separate time from the rest of the coordinates and split the space-time into a series of spacelike hypersurfaces of constant time. This is done in order to rewrite the action for gravity in a Hamiltonian formulation. The lapse function $N$ is related to the distance between two adjacent hypersurfaces. The spatial metric on each hypersurface is

$$
\begin{equation*}
\bar{h}_{i j}=a(t)^{2} \exp \left[2 \alpha \delta_{i j}+2 \chi_{i j}\right] \tag{2.2.7}
\end{equation*}
$$

where $\chi_{i j}$ is traceless and $\alpha$ is the scalar curvature perturbation. As any tensor, the spatial metric can be split into a scalar, a vector and a tensor part as

$$
\begin{equation*}
\chi_{i j}=D_{i j} F+F_{(i \mid j)}+\gamma_{i j} \tag{2.2.8}
\end{equation*}
$$

where $\mid$ or $\nabla$ is the covariant derivative on the space hypersurface, i.e. relative to the spatial metric $\bar{h}_{i j}$ (being just $\partial_{i}$ when acting on space scalars) and indices enclosed in parentheses are to be symmetrized. We have also introduced the operator

$$
\begin{equation*}
D_{i j} \equiv \nabla_{i} \nabla_{j}-\frac{1}{3} \delta_{i j} \nabla^{2} \tag{2.2.9}
\end{equation*}
$$

The vector $F_{i}$ is divergence-free, while the pure tensor part $\gamma_{i j}$, that represents gravity waves, is transverse, i.e. traceless and divergence-free

$$
\begin{equation*}
F_{\mid i}^{i}=0, \quad \gamma_{i \mid k}^{k}=0 \quad \text { and } \quad \gamma_{i}^{i}=0 \tag{2.2.10}
\end{equation*}
$$

The shift function $N^{i}$ is related to the distance between two points on a hypersurface and can be split up again in a scalar part and a divergence-free vector

$$
\begin{equation*}
N^{i}=\partial^{i} \psi+N_{\perp}^{i} \quad \text { with } \quad N_{\perp \mid i}^{i}=0 \tag{2.2.11}
\end{equation*}
$$

Here we defined $\partial^{i} \equiv \delta^{i j} \partial_{j}$. Hence we decompose the metric in 4 scalar contributions $\bar{N}, \alpha, \psi$ and $F$, corresponding to 4 degrees of freedom, two divergence-free vectors $N_{i \perp}$ and $F_{i}$, corresponding to another 4 degrees of freedom and a symmetric, transverse and traceless tensor $\gamma_{i j}$, corresponding to 2 degrees of freedom.
$g_{\mu \nu}=\left(\begin{array}{cc}-\bar{N}^{2} & \bar{h}_{i j} \partial^{j} \psi \\ \bar{h}_{i j} \partial^{j} \psi & a^{2} \exp \left[2\left(\alpha \delta_{i j}+D_{i j} F\right)\right]\end{array}\right)+a^{2}\left(\begin{array}{cc}0 & N_{i \perp} \\ N_{i \perp} & \exp \left(2 F_{(i \mid j)}\right)\end{array}\right)+a^{2}\left(\begin{array}{cc}0 & 0 \\ 0 & \exp \left(2 \gamma_{i j}\right)\end{array}\right)$.
Together these account for the 10 degrees of freedom of gravity in 4 dimensions. 4 of these are gauge degrees of freedom related to the choice of coordinates (see next subsection) and can be set explicitly, thus making a gauge choice.

To complete the description of the ADM formalism, we also present here the action for gravity and matter in this $1+3$ decomposition [27]:
$S=\frac{1}{2} \int \mathrm{~d}^{4} x \sqrt{\bar{h}} \bar{N}\left(\frac{R^{(3)}}{\kappa^{2}}-2 \bar{W}-\bar{h}^{i j} \partial_{i} \varphi \partial_{j} \varphi\right)+\frac{1}{2} \int \mathrm{~d}^{4} x \frac{\sqrt{\bar{h}}}{\bar{N}}\left[\frac{1}{\kappa^{2}}\left(\bar{E}_{i j} \bar{E}^{i j}-\bar{E}^{2}\right)+\left(\dot{\varphi}-N^{i} \partial_{i} \varphi\right)^{2}\right]$,
where $\bar{h}$ is the determinant of the space metric $\bar{h}_{i j}, R^{(3)}$ is the intrinsic 3-curvature and the tensor $E_{i j}$ (proportional to the extrinsic curvature $\bar{K}_{i j}=-\bar{N}^{-1} \bar{E}_{i j}$ ) is

$$
\begin{equation*}
\bar{E}_{i j}=\frac{1}{2}\left(\dot{\bar{h}}_{i j}-N_{j \mid i}-N_{i \mid j}\right) \tag{2.2.14}
\end{equation*}
$$

The generalised fully non-linear Hubble parameter is defined as the trace of the extrinsic curvature

$$
\begin{equation*}
\bar{H} \equiv \frac{\bar{E}}{3 \bar{N}} \tag{2.2.15}
\end{equation*}
$$

In the ADM formalism spatial reparametrizations are an explicit symmetry. The formalism is constructed so that one can think of $\bar{h}_{i j}$ and $\varphi$ as the dynamical variables and $\bar{N}$ and $N^{i}$ as Lagrange multipliers giving two constraint equations: the energy and momentum constraints

$$
\begin{align*}
& \kappa^{-2} R^{(3)}-2 W-\kappa^{-2} \bar{N}^{-2}\left(E_{i j} E^{i j}-E^{2}\right)-\bar{\Pi}^{2}-h^{i j} \partial_{i} \varphi \partial_{j} \varphi=0  \tag{2.2.16}\\
& \nabla_{j}\left[\frac{1}{\bar{N}}\left(E_{i}^{j}-E \delta_{i}^{j}\right)\right]=\kappa^{2} \bar{\Pi} \partial_{i} \varphi \tag{2.2.17}
\end{align*}
$$

where we have defined the non-linear canonical momentum as

$$
\begin{equation*}
\bar{\Pi} \equiv \bar{N} \frac{\partial \bar{P}_{m}}{\partial \dot{\varphi}}=\frac{\dot{\varphi}-N^{j} \partial_{j} \varphi}{\bar{N}} \tag{2.2.18}
\end{equation*}
$$

### 2.2.3 Gauge Invariance

Since the definition of perturbations depends in general on the gauge choice, a gauge-invariant definition of the cosmological perturbations is of vital importance to make contact with physical observables, which are obviously gauge-invariant. That was investigated in detail in [31] and later in [32]. While the unperturbed metric (2.1.2) allows for an unambiguous definition of the spatial homogeneous hypersurfaces and a natural time coordinate $t$, this is no longer true in the presence of inhomogeneities. In order to avoid the ambiguity of the choice of coordinates one needs to define gauge-invariant perturbations in any coordinate system by constructing quantities that

| Scalar | Vector | Tensor |
| :--- | :--- | :--- |
| $\tilde{N}_{(1)}=N_{(1)}+\dot{T}_{(1)} N+T_{(1)} \dot{N}$ | $\tilde{N}_{i \perp(1)}=N_{i \perp(1)}+\dot{\beta}_{i \perp(1)}$ | $\tilde{\gamma}_{i j(1)}=\gamma_{i j(1)}$ |
| $\tilde{\psi}_{(1)}=\psi_{(1)}+\dot{\beta}_{(1)}-T_{(1)} \frac{N^{2}}{a^{2}}$ | $\tilde{F}_{i(1)}=F_{i(1)}+\beta_{i \perp(1)}$ |  |
| $\tilde{F}_{(1)}=F_{(1)}+\beta_{(1)}$ |  |  |
| $\tilde{\alpha}_{(1)}=\alpha_{(1)}+T_{(1)} H N+\frac{1}{3} \partial^{2} \beta_{(1)}$ |  |  |

Table 2.1: The gauge transformations for the scalar, vector and tensor parts of the metric $g_{\mu \nu}$
remain invariant under coordinate transformations. Here we will consider arbitrary coordinate transformations that up to second order take the form [33, 34]

$$
\begin{equation*}
\widetilde{x}^{\mu}=x^{\mu}+\beta_{(1)}^{\mu}+\frac{1}{2}\left(\beta_{(1) \mid \nu}^{\mu} \beta_{(1)}^{\nu}+\beta_{(2)}^{\mu}\right) \quad \text { with } \quad \beta^{0}=T \quad \text { and } \quad \beta^{i}=\partial^{i} \beta+\beta_{\perp}^{i} \tag{2.2.19}
\end{equation*}
$$

where again we split the space part of the coordinate transformation in a derivative of a scalar and a divergence-free vector.

Under such coordinate transformations the perturbations of a tensor transform as [33]

$$
\begin{align*}
& \widetilde{A}_{(1)}=A_{(1)}+L_{\beta_{(1)}} A \\
& \widetilde{A}_{(2)}=A_{(2)}+L_{\beta_{(2)}} A+L_{\beta_{(1)}}^{2} A+2 L_{\beta_{(1)}} A_{(1)} \tag{2.2.20}
\end{align*}
$$

where $L_{\beta}$ is the Lie derivative along the vector $\beta$

$$
\begin{equation*}
\left(L_{\beta} A\right)_{\nu_{1} \nu_{2} \ldots}^{\mu_{1} \mu_{2} \ldots}=\beta^{\kappa} \partial_{\kappa} A_{\nu_{1} \nu_{2} \ldots}^{\mu_{1} \mu_{2} \ldots}-\partial_{\kappa} \beta^{\mu_{1}} A_{\nu_{1} \nu_{2} \ldots}^{\kappa \mu_{2} \ldots}-\cdots+\partial_{\nu_{1}} \beta^{\kappa} A_{\kappa \nu_{2} \ldots}^{\mu_{1} \mu_{2} \ldots}+\ldots \tag{2.2.21}
\end{equation*}
$$

Note here that spatial gradients, i.e. quantities of the form $\partial_{i} \bar{A}$, having vanishing background values are automatically gauge-invariant at first order, while at second order they transform as

$$
\begin{equation*}
\partial_{i} \widetilde{A}_{(2)}=\partial_{i} A_{(2)}+2 L_{\beta_{(1)}} \partial_{i} A_{(1)} . \tag{2.2.22}
\end{equation*}
$$

From the infinite number of possible gauge-invariant combinations, we choose to work with quantities constructed from the energy density and the logarithm of the spatial curvature $\alpha$. This is the reason why these are referred to as adiabatic cosmological perturbations, since they are related to the perturbation of the total energy density. We will consider a gauge transformation between two gauges, where for the moment both gauges are taken to be arbitrary. Up to first order we find using (2.2.20) that space-time scalar quantities (like the energy density perturbation or the field perturbation) transform as

$$
\begin{equation*}
\tilde{A}_{(1)}=A_{(1)}+\dot{A} T_{(1)} \tag{2.2.23}
\end{equation*}
$$

The transformations of the metric functions (2.2.6) are summarised in table 2.1. The gradient in the gauge transformation for $\alpha_{(1)}$ is defined as $\partial^{2} \equiv \partial^{i} \partial_{i}$. Out of the 10 degrees of freedom of the metric, 4 are gauge degrees of freedom related to the choice of coordinates.

The tensor $\gamma_{i j}$, that carries two physical degrees of freedom, is gauge invariant. Actually, its degrees of freedom can be identified with the two polarizations of gravitational waves directly in
the transverse gauge. We will restrict ourselves to gauges with $F_{i}=0$ and $F=0$ at all orders. At first order, this is equivalent to moving between gauges with $\beta_{(1)}=0$ and $\beta_{i \perp(1)}=0$ as can be checked from table 2.1. The advantage of this choice, is that the former condition reduces the gauge transformation for $\alpha_{(1)}$ to its form valid on super-horizon scales, where gradients can be ignored. Furthermore, vector perturbations are known to be irrelevant for scalar field inflation and it turns out that this choice simplifies calculations a lot and implies that $N_{i \perp}=0$ at least up to second order. After fixing the spatial reparametrizations (having eliminated 3 degrees of freedom), the remaining scalar (3 metric and 1 energy density) and vector ( 2 metric) degrees of freedom at first order transform as

$$
\begin{align*}
& \tilde{\rho}_{(1)}=\rho_{(1)}+\dot{\rho} T_{(1)}, \quad \tilde{\alpha}_{(1)}=\alpha_{(1)}+T_{(1)} H N, \\
& \tilde{N}_{i \perp(1)}=N_{i \perp(1)}, \quad \tilde{\psi}_{(1)}=\psi_{(1)}-T_{(1)} \frac{N^{2}}{a^{2}}, \quad \tilde{N}_{(1)}=N_{(1)}+\dot{T}_{(1)} N+T_{(1)} \dot{N} . \tag{2.2.24}
\end{align*}
$$

Since $\bar{N}$ and $N_{i}$ (accounting for 4 degrees of freedom) are already known to provide only constraint equations, once $T_{(1)}$ is fixed we will be left with only 1 scalar dynamical degree of freedom.

In order to fix $T_{(1)}$ we will construct a gauge-invariant quantity that reduces to $\alpha_{(1)}$ in the uniform energy-density gauge or equivalently the uniform-field gauge. From now on, we identify the tilded gauge as the uniform-energy gauge, so that $\tilde{\rho}_{(r)}=0$, where the subscript $(r)$ denotes the $r$ th order in the perturbation expansion. This is equivalent to $\bar{N} \bar{H}=1$ and the time variable coincides with the number of e-folds $t=\ln a+\alpha$. Setting $\tilde{\rho}_{(1)}=0$ in the first equation of (2.2.24) we find

$$
\begin{equation*}
T_{(1)}=-\frac{\rho_{(1)}}{\dot{\rho}} \tag{2.2.25}
\end{equation*}
$$

and using the transformation for $\alpha_{(1)}$ in (2.2.24), we obtain

$$
\begin{equation*}
\zeta_{(1)} \equiv \tilde{\alpha}_{(1)}=\alpha_{(1)}-\frac{H N}{\dot{\rho}} \rho_{(1)} \tag{2.2.26}
\end{equation*}
$$

This is the first-order adiabatic perturbation $\zeta$. It is constructed in such a way, that it remains invariant under first-order gauge transformations. For an arbitrary gauge, the adiabatic perturbation is a combination of the scalar curvature and the energy density perturbation of the scalar field ${ }^{1}$. It is the main quantity for the rest of the calculations in this chapter. Working with a gauge-invariant quantity is the natural choice, since the two scalar degrees of freedom are combined to give the one and only scalar physical degree of freedom in a theory with one scalar field, while at the same time one avoids the confusion of gauge-dependent results. Notice that the initial gauge is still arbitrary, but if one was to associate it with the flat gauge $\hat{\alpha}_{(r)}=0$ (from now on denoted as hatted), then the time shift would become $T_{(1)}=\zeta_{(1)} /(N H)$.

For a single scalar field it can be shown that the first-order energy density perturbation is proportional to the first-order field perturbation. This is equivalent to showing that the uniform energy density gauge $\rho_{(1)}=0$ coincides with the uniform scalar field gauge $\varphi_{(1)}=0$ at linear order. Indeed using the $0 i$ first-order Einstein equation (A.1.2) derived in appendix A and perturbing up to first order $N H=\dot{a} / a$,

$$
\begin{equation*}
N_{(1)} H+H_{(1)} N=\dot{\alpha}_{(1)}, \tag{2.2.27}
\end{equation*}
$$

one can show that for an arbitrary gauge

$$
\begin{equation*}
H_{(1)}=-\frac{\kappa^{2} \Pi}{2} \varphi_{(1)} \tag{2.2.28}
\end{equation*}
$$

[^2]and since the energy density perturbation is proportional to the Hubble parameter perturbation (perturbing equation (2.1.19)), the above statement is proved, while using (2.1.31), the adiabatic perturbation becomes
\[

$$
\begin{equation*}
\zeta_{(1)}=\alpha_{(1)}-\frac{H}{\Pi} \varphi_{(1)} . \tag{2.2.29}
\end{equation*}
$$

\]

### 2.2.4 Scalar Perturbations

We start by investigating the first-order perturbation predictions for scalars. We need to expand the Einstein equations (2.1.5) and the field equation (2.1.20) up to first order. An intermediate step for this calculation where we have kept the field perturbation $\varphi_{(1)}$ (instead of the gauge-invariant perturbation $\zeta_{(1)}$ ) can be found in appendix A. It turns out that the remaining scalar degrees of freedom of the metric are the only ones interacting with the scalar field perturbation. The Einstein equations become

$$
\begin{array}{ll}
00: & \partial^{2} \psi_{(1)}=-\frac{N}{H a^{2}} \partial^{2} \alpha_{(1)}+\epsilon \dot{\zeta}_{(1)} \equiv-\frac{N}{H a^{2}} \partial^{2} \alpha_{(1)}+\partial^{2} \lambda \\
0 i: & N_{(1)}=\frac{\dot{\alpha}_{(1)}}{H}-\epsilon N\left(\zeta_{(1)}-\alpha_{(1)}\right) \\
i j: & \ddot{\alpha}_{(1)}+H N\left(3+\epsilon-\frac{\dot{N}}{H N^{2}}\right) \dot{\alpha}_{(1)}-H N \epsilon \dot{\zeta}_{(1)}-H \dot{N}_{(1)}+H^{2} N\left(-3+\epsilon+\frac{\dot{N}}{H N^{2}}\right) N_{(1)} \\
& -(H N)^{2} \epsilon(3+\epsilon+\eta)\left(\zeta_{(1)}-\alpha_{(1)}\right)=0 . \tag{2.2.32}
\end{array}
$$

Here we have defined for later use $\lambda=\epsilon \partial^{-2} \dot{\zeta}_{(1)}$. The gradient will remind us that this quantity vanishes outside the horizon as we will show in subsection 2.2.7. Keeping in mind the gauge transformation for $\psi_{(1)}(2.2 .24)$ one can perform a consistency check and verify that $\lambda$ is gauge invariant. The field equation takes the form

$$
\begin{align*}
& \ddot{\varphi}_{(1)}+\left(3 H N-\frac{\dot{N}}{N}\right) \dot{\varphi}_{(1)}-\frac{N^{2}}{a^{2}} \partial^{2} \varphi_{(1)}+N^{2} W_{, \phi, \phi} \varphi_{(1)}+2 N W_{, \phi} N_{(1)} \\
&-\dot{\phi}\left(\frac{\dot{N}_{(1)}}{N}-\frac{\dot{N} N_{(1)}}{N^{2}}-3 \dot{\alpha}_{(1)}+\partial^{2} \psi_{(1)}\right)=0 \tag{2.2.33}
\end{align*}
$$

Combining equations $(2.2 .33),(2.2 .30),(2.2 .31)$ and (2.2.32) one finds the equation for the firstorder gauge-invariant perturbation $\zeta_{(1)}$ to be

$$
\begin{equation*}
\ddot{\zeta}_{(1)}+H N\left(3+2 \epsilon+2 \eta-\frac{\dot{N}}{H N^{2}}\right) \dot{\zeta}_{(1)}-\frac{N^{2}}{a^{2}} \partial^{2} \zeta_{(1)}=0 \tag{2.2.34}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{a^{3} \epsilon}{N} \dot{\zeta}_{(1)}\right)-a \epsilon N \partial^{2} \zeta_{(1)}=0 \tag{2.2.35}
\end{equation*}
$$

The adiabatic perturbation can be represented in Fourier space by an infinite series of harmonic oscillators $\zeta_{k}$

$$
\begin{equation*}
\zeta(\tau, \boldsymbol{x})=\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \zeta_{\boldsymbol{k}}(\tau) \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}} \tag{2.2.36}
\end{equation*}
$$

For the rest of this subsection, we drop the subscript (1) to lighten the notation and set $N=a$, i.e. we choose to work with the conformal time $\tau$. That choice allows the metric to become manifestly
conformal to Minkowski space. In order to be able to quantize the field, one needs to rewrite equation (2.2.34) in canonical form, namely eliminate the first order derivative. It is easy to see that this can be achieved by defining a new variable

$$
\begin{equation*}
\zeta=-\frac{\kappa}{a \sqrt{2 \epsilon}} q . \tag{2.2.37}
\end{equation*}
$$

The variable $q$ was first introduced by Sasaki and Mukhanov [35, 36]. The factor $\kappa / \sqrt{2}$ is needed to assure that the Lagrangian for $q$ has the canonical form (see subsection 2.2.7). After this redefinition, equation (2.2.34) in Fourier space reads

$$
\begin{equation*}
q_{k}^{\prime \prime}+\left(k^{2}-\frac{a^{\prime \prime}}{a}+m_{q}^{2}\right) q_{k}=0 . \tag{2.2.38}
\end{equation*}
$$

with

$$
\begin{equation*}
m_{q}^{2}=-\mathcal{H}^{2}\left(3 \epsilon+3 \eta+2 \epsilon^{2}+4 \epsilon \eta+\xi\right) . \tag{2.2.39}
\end{equation*}
$$

A prime denotes differentiation with respect to conformal time, while $\mathcal{H} \equiv a^{\prime} / a=a H$. Equation (2.2.38) implies that the redefined adiabatic perturbation behaves like a free massive field. Each harmonic oscillator has a time dependent mass $m_{q}$. The Lagrangian associated with this equation of motion is

$$
\begin{equation*}
\mathcal{L}_{2}=\frac{1}{2}\left(q_{\boldsymbol{k}}^{\prime}\right)^{2}-\frac{1}{2}\left(k^{2}-\frac{a^{\prime \prime}}{a}+m_{q}^{2}\right) q_{\boldsymbol{k}}^{2} \tag{2.2.40}
\end{equation*}
$$

Now $q_{k}$ can be promoted to a quantum operator $q_{\boldsymbol{k}}$, introducing the creation and annihilation operators $a_{\boldsymbol{k}}$ and $a_{\boldsymbol{k}}^{\dagger}$

$$
\begin{equation*}
q_{\boldsymbol{k}}(t)=q_{k}(t) a_{\boldsymbol{k}}+q_{k}^{*}(t) a_{-\boldsymbol{k}}^{\dagger}, \tag{2.2.41}
\end{equation*}
$$

where $q_{k}$ is a classical solution of (2.2.38). Note that different choices of of $q_{k}$ correspond to different choices of vacua for the perturbation. The creation and annihilation operators satisfy the standard commutation relations

$$
\begin{equation*}
\left[a_{\boldsymbol{k}}, a_{\boldsymbol{k}^{\prime}}\right]=0, \quad\left[a_{\boldsymbol{k}}^{\dagger}, a_{\boldsymbol{k}^{\prime}}^{\dagger}\right]=0, \quad\left[a_{\boldsymbol{k}}, a_{\boldsymbol{k}^{\prime}}^{\dagger}\right]=\delta^{(3)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \tag{2.2.42}
\end{equation*}
$$

which imply a normalization condition for $q_{k}$ and its conjugate momentum $q_{k}^{\prime}$

$$
\begin{equation*}
q_{k}^{*} q_{k}^{\prime}-q_{k} q_{k}^{\prime *}=-\mathrm{i} . \tag{2.2.43}
\end{equation*}
$$

There exist two regimes where we can study equation (2.2.38) easily. These regimes can be described in terms of time during inflation or in terms of the scale of the perturbation under study. Let us elaborate on this point since it is crucial for the rest of our discussion. The horizon during inflation $1 / H$ is almost constant by construction in the slow-roll approximation. On the other hand perturbations are characterised by their wavelength $a / k$, where $k$ is the comoving scale of the perturbation. Let us consider such a scale $k$. Initially, for early times, the perturbation is well inside the horizon meaning that $k \gg a H$. As time goes by, due to the exponential growth of the scale factor, the wavelength of the perturbation grows and the perturbation crosses the horizon when $k=a H$. At late times, the perturbation is well outside the horizon implying that $k \ll a H$.

For early times the wavelength of the mode $k$ is much smaller than the Hubble scale $(a H)^{-1}$ and hence it feels it lives in an almost flat space, obeying

$$
\begin{equation*}
q_{k}^{\prime \prime}+k^{2} q_{k}=0 \tag{2.2.44}
\end{equation*}
$$

Hence well within the horizon the modes should approach the plane wave solution of the ordinary flat space-time Minkowski quantum field theory

$$
\begin{equation*}
q_{k}=\frac{1}{\sqrt{2 k}} \mathrm{e}^{-\mathrm{i} k \tau} \tag{2.2.45}
\end{equation*}
$$

At late times, well outside the horizon, we can neglect the $k$ contribution. Assuming also that the slow-roll parameters remain small during inflation, we can find an approximate solution for the perturbations in a de Sitter universe obeying

$$
\begin{equation*}
q_{k}^{\prime \prime}-\frac{a^{\prime \prime}}{a} q_{k}=0 \tag{2.2.46}
\end{equation*}
$$

This is essentially the equation of a massless field in a de Sitter universe. Its solution is

$$
\begin{equation*}
q_{k}=c_{+}(k) a+\frac{c_{-}(k)}{a^{2}} \tag{2.2.47}
\end{equation*}
$$

Matching this solution with the sub-horizon solution (2.2.45) at horizon crossing $k=a H$ and using (2.2.43), we find for the growing mode that $\left|c_{+}(k)\right|=H / \sqrt{2 k^{3}}$ and hence outside the horizon the curvature perturbation is frozen

$$
\begin{equation*}
\left|\zeta_{k}\right|=\frac{\kappa H}{2 \sqrt{\epsilon k^{3}}} \tag{2.2.48}
\end{equation*}
$$

This is an important result, since it implies that the adiabatic perturbation produced during single-field inflation will remain constant as long as it is outside the horizon. Actually the operator (2.2.36) behaves as

$$
\begin{equation*}
\zeta(\tau, \boldsymbol{x})=\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \frac{\kappa H}{2 \sqrt{\epsilon k^{3}}}\left(a_{\boldsymbol{k}}+a_{-\boldsymbol{k}}^{\dagger}\right) \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}} \tag{2.2.49}
\end{equation*}
$$

that is, it behaves like a Gaussian variable. That means that outside the horizon quantum operators can be replaced by a stochastic variable with Gaussian statistics:

$$
\begin{align*}
& q_{\boldsymbol{k}}(\tau)=q_{k}(\tau) b(\boldsymbol{k}) \\
& \langle b(\boldsymbol{k})\rangle=0, \quad\left\langle b(\boldsymbol{k}) b^{*}\left(\boldsymbol{k}^{\prime}\right)\right\rangle=\delta^{(3)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \tag{2.2.50}
\end{align*}
$$

The quantity we are interested in is the power-spectrum, discussed in subsection 2.2.1. For our rough calculation for a massless field, the power spectrum is

$$
\begin{equation*}
\mathcal{P}_{\zeta}=\frac{\kappa^{2} H^{2}}{8 \pi^{2} \epsilon} \tag{2.2.51}
\end{equation*}
$$

The dependence of $\epsilon$ and $H$ in the above equation on the horizon exit time $\tau_{*}$ leads to an additional momentum dependence, parametrized by the spectral index

$$
\begin{equation*}
n_{\zeta}-1=\frac{\mathrm{d}}{\mathrm{~d} \ln k} \ln \left(\frac{H^{2}}{\epsilon}\right)=\frac{1}{(1-\epsilon) a H} \frac{\mathrm{~d}}{\mathrm{~d} \tau_{*}} \ln \left(\frac{H^{2}}{\epsilon}\right)=-4 \epsilon-2 \eta \tag{2.2.52}
\end{equation*}
$$

The second equality in (2.2.52) comes from the derivative $\left(\mathrm{d} \ln k / \mathrm{d} \tau_{*}\right)^{-1}=\left(\mathrm{d} \ln (a H) / \mathrm{d} \tau_{*}\right)^{-1}$. Although this is a rough calculation, one can show that solving equation (2.2.38) analytically up to first order in slow-roll, one recovers the same result

$$
\begin{equation*}
\mathcal{P}_{\zeta}=\frac{\kappa^{2} H_{*}^{2}}{8 \pi^{2} \epsilon_{*}}\left(\frac{k}{k_{*}}\right)^{-4 \epsilon_{*}-2 \eta_{*}} \tag{2.2.53}
\end{equation*}
$$

where $k_{*}$ is some pivot scale corresponding to the horizon exit time $\tau_{*}$. The conclusion is that slow-roll inflation predicts an almost scale invariant power-spectrum. Observations are in total agreement with this prediction. Planck has measured the amplitude of the adiabatic inflationary perturbations to be $\ln \left(10^{10} \mathcal{P}_{\zeta}\left(k_{*}\right)\right)=3.089_{-0.027}^{+0.024}$, while the spectral index is indeed very close but not equal to $1, n_{\zeta}\left(k_{*}\right)=0.9603 \pm 0.0073$, for a pivot scale $k_{*}=0.05 \mathrm{Mpc}^{-1}$ in the middle of the logarithmic scales probed by Planck.

### 2.2.5 Vector Perturbations

We now turn to vector perturbations. For the class of gauges under study the only vector perturbation at first order is $N_{i \perp(1)}$. Vector perturbations are not created during scalar field inflation, since there is no vector component of the stress-energy tensor. However, we present here the first order Einstein equations for a general stress-energy tensor, that simplify to

$$
\begin{align*}
0 \mathrm{i}: & \frac{1}{2 N^{2}} \partial^{2} N_{i \perp(1)}=\kappa^{2} T_{i \perp(1)}^{0}  \tag{2.2.54}\\
\text { ij }: & \frac{\delta^{i k}}{N^{2}}\left[\left(\frac{\dot{N}}{N}-3 H N\right) N_{(k \perp(1), j)}-\dot{N}_{(k \perp(1), j)}\right]=\kappa^{2} T_{j \perp(1)}^{i} . \tag{2.2.55}
\end{align*}
$$

For scalar field domination the right hand side of these equations is identically zero and hence no vector perturbations are produced, $N_{i \perp(1)}=0$. For the case of a perfect fluid, it can be shown that $T_{j \perp(1)}^{i}=0$ and hence the right-hand side of the second equation is still zero. This can be rewritten as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{a^{3}}{N} N_{(k \perp(1), j)}\right)=0 \tag{2.2.56}
\end{equation*}
$$

which implies that even if there were any vector perturbations created at some time, these are diluted away during inflation.

### 2.2.6 Tensor Perturbations

The tensor perturbations, although not sourced by the scalar field at first order, evolve on their own and represent the two polarizations of the graviton. The only non-zero Einstein equation is the $i j$, giving

$$
\begin{equation*}
\ddot{\gamma}_{i j}+H N\left(3-\frac{\dot{N}}{H N^{2}}\right) \dot{\gamma}_{i j}-\frac{N^{2}}{a^{2}} \partial^{2} \gamma_{i j}=0 \tag{2.2.57}
\end{equation*}
$$

where again we have dropped the (1) subscript. We can expand $\gamma_{i j}$ in plane waves

$$
\begin{equation*}
\gamma_{i j}=\int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3 / 2}} \sum_{s= \pm} \epsilon_{i j}^{s}(k) \gamma_{\boldsymbol{k}}^{s} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}, \tag{2.2.58}
\end{equation*}
$$

where the polarization tensors satisfy $\epsilon_{i i}=k^{i} \epsilon_{i j}=0$ and $\epsilon_{i j}^{s}(k) \epsilon_{i j}^{s^{\prime}}(k)=2 \delta_{s s^{\prime}}$. So each polarization mode obeys

$$
\begin{equation*}
\ddot{\gamma}_{k}+H N\left(3-\frac{\dot{N}}{H N^{2}}\right) \dot{\gamma}_{k}+k^{2} \frac{N^{2}}{a^{2}} \gamma_{k}=0 . \tag{2.2.59}
\end{equation*}
$$

As we did for the adiabatic perturbation, we set the time coordinate to be the conformal time $\tau$ and we perform a redefinition

$$
\begin{equation*}
\gamma_{k}=\frac{2 \kappa}{a} \Gamma_{k} \tag{2.2.60}
\end{equation*}
$$

to bring this equation to the canonical form

$$
\begin{equation*}
\Gamma_{k}^{\prime \prime}+\left(k^{2}-\frac{a^{\prime \prime}}{a}\right) \Gamma_{k}=0 \tag{2.2.61}
\end{equation*}
$$

This equation is the same as equation (2.2.38) in subsection 2.2 .4 for $m_{q}=0$, so each redefined polarization mode obeys essentially the equation of a massless scalar field. The procedure remains the same and one can find the same result from the matching of the growing super-horizon solution at horizon crossing. Hence one finds in the end

$$
\begin{equation*}
\left|\gamma_{k}\right|=\frac{2 \kappa H}{\sqrt{2 k^{3}}} \tag{2.2.62}
\end{equation*}
$$

One can now calculate the power spectrum for the tensor modes

$$
\begin{equation*}
\left\langle\gamma_{\boldsymbol{k}}^{s} \gamma_{\boldsymbol{k}^{\prime}}^{s^{\prime}}\right\rangle=\frac{2 \pi^{2}}{k^{3}} \delta^{3}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \delta_{s s^{\prime}} \mathcal{P}_{T} \quad \text { with } \quad \mathcal{P}_{T}=\frac{2 \kappa^{2} H^{2}}{\pi^{2}} \tag{2.2.63}
\end{equation*}
$$

Comparing to the power spectrum of the adiabatic perturbation we notice that it does not depend on $\epsilon$. Indeed, the amplitude of the tensor perturbations is directly proportional to the energy scale at which inflation occurred. The scale dependence of the tensor power spectrum is parametrized by the spectral index $n_{T}$ :

$$
\begin{equation*}
n_{T}=\frac{\mathrm{d} \ln H^{2}}{\mathrm{~d} \ln k}=-2 \epsilon \tag{2.2.64}
\end{equation*}
$$

Therefore, tensor perturbations have an almost scale-invariant power spectrum as does the scalar adiabatic perturbation, but with a different scale dependence. Furthermore, one can write down a consistency relation between the scalar and the tensor modes by considering the ratio of their power spectra

$$
\begin{equation*}
r=\frac{\mathcal{P}_{T}}{\mathcal{P}_{\zeta}}=16 \epsilon=-8 n_{T} \tag{2.2.65}
\end{equation*}
$$

The constraint from Planck of the tensor to scalar ratio is $r<0.11$, assuming no running of the spectral indices, i.e. a first-order slow-roll approximation, where the slow-roll parameters are constant and $r<0.26$ allowing for running, both values at $95 \% \mathrm{CL}$ and a pivot scale $k_{*}=$ $0.002 \mathrm{Mpc}^{-1}$.

### 2.2.7 The second-order action

All of the above results can be reproduced by perturbing the action (2.2.13) to second order and solving for the equations of motion for the first order perturbations, instead of perturbing the equations themselves to first order as we have done up to now. To do so we shall work in the ADM formalism described in subsection 2.2.2.

To that end, we make the same gauge choice made in previous paragraphs, namely set $F_{i \perp}=0$ and $F=0$. In order to find the second order action one first needs to solve for the constraint equations (2.2.16) and (2.2.17) to first order. The resulting equations are just the 00 and $0 i$ Einstein equations (2.2.30) and (2.2.31) respectively, along with the constraint $N_{i \perp}=0$. It turns out that we do not need to calculate the shift or the lapse function to higher order, since in the action those terms are multiplied by constraint relations and hence vanish.

In order to simplify calculations, we will work in the flat gauge $\hat{\alpha}_{(1)}=0$. The only scalar degree of freedom is the field $\hat{\varphi}_{(1)}=-\Pi / H \zeta_{(1)}$. Perturbing the action (2.2.13) to second-order, we find
(for details, see appendix B)

$$
\begin{align*}
\hat{S}_{2}=\frac{1}{2} \int \mathrm{~d}^{4} x\{ & a^{3}\left[\frac{1}{N} \dot{\hat{\varphi}}_{(1)}^{2}-N W_{, \phi, \phi} \hat{\varphi}_{(1)}^{2}-2 \hat{N}_{(1)}\left(W_{, \phi} \hat{\varphi}_{(1)}+\frac{\dot{\phi} \dot{\hat{\varphi}}_{(1)}}{N^{2}}\right)+\frac{\hat{N}_{(1)}^{2}}{N^{3}}\left(-\frac{6}{\kappa^{2}}(N H)^{2}+\dot{\phi}^{2}\right)\right] \\
& \left.-a N\left(\partial \hat{\varphi}_{(1)}\right)^{2}\right\} . \tag{2.2.66}
\end{align*}
$$

Rewriting $\hat{\varphi}_{(1)}$ in terms of $\zeta_{(1)}$ and using the $0 i$ constraint (2.2.31) along with the background equations (2.1.35) and the derivatives (2.1.36) and (2.1.37) to perform integrations by parts, the action can be rewritten in the gauge-invariant form

$$
\begin{equation*}
S_{2}=\int \mathrm{d}^{4} x \mathcal{L}_{2}=\frac{1}{2} \int \mathrm{~d}^{4} x\left[2 a^{3} \frac{\epsilon}{\kappa^{2} N} \dot{\zeta}_{(1)}^{2}-2 a \frac{\epsilon N}{\kappa^{2}}\left(\partial \zeta_{(1)}\right)^{2}\right] \tag{2.2.67}
\end{equation*}
$$

where $\mathcal{L}_{2}$ is the second-order Lagrangian. $\zeta_{(1)}$ would be a pure gauge mode in de-Sitter space and it gets a non-trivial action only to the extent that $\epsilon$ is non-zero. The equation of motion for $\zeta_{(1)}$, which we will denote by $\delta \mathcal{L}_{2} / \delta \zeta_{(1)}$, is

$$
\begin{align*}
\frac{\delta \mathcal{L}_{2}}{\delta \zeta_{(1)}} & \equiv \partial_{\mu} \frac{\partial \mathcal{L}_{2}}{\partial\left(\partial_{\mu} \zeta_{(1)}\right)}-\frac{\partial \mathcal{L}_{2}}{\partial \zeta_{(1)}}=-2 \frac{a^{3} \epsilon}{N \kappa^{2}}\left[\ddot{\zeta}_{(1)}+N H\left(3+2 \epsilon+2 \eta^{\|}-\frac{\dot{N}}{H N^{2}}\right) \dot{\zeta}_{(1)}\right]+2 \frac{a \epsilon N}{\kappa^{2}} \partial^{2} \zeta_{(1)} \\
& =-\frac{\mathrm{d}}{\mathrm{~d} t}\left(2 \frac{a^{3}}{N \kappa^{2}} \partial^{2} \lambda\right)+2 \frac{a \epsilon N}{\kappa^{2}} \partial^{2} \zeta_{(1)}=0 \tag{2.2.68}
\end{align*}
$$

where we remind the reader that $\partial^{2} \lambda=\epsilon \dot{\zeta}_{(1)}$. Thus we have found the evolution equation for the first-order adiabatic perturbation. One can show that the first-order energy constraint, which outside the horizon reduces to

$$
\begin{equation*}
\dot{\zeta}_{(1)}=0, \tag{2.2.69}
\end{equation*}
$$

is the first integral of the super-horizon part of (2.2.68), i.e. without the spatial gradient.
For the conformal time coordinate choice $N=a$, the Lagrangian in terms of the variable $q$, defined in (2.2.37), takes the form (2.2.40) (after an integration by parts). It now becomes apparent why we included the factor $\kappa / \sqrt{2}$ in (2.2.37): it is necessary for the Lagrangian to attain the canonical form.

The second-order tensor part of the action takes the form

$$
\begin{equation*}
S_{2 \gamma}=\int \mathrm{d}^{4} x \mathcal{L}_{2 \gamma}=\frac{1}{2} \int \mathrm{~d}^{4} x\left\{\frac{a^{3}}{4 N \kappa^{2}}\left(\dot{\gamma}_{i j(1)}\right)^{2}-\frac{a N}{4 \kappa^{2}}\left(\partial_{k} \gamma_{i j(1)}\right)^{2}\right\} \tag{2.2.70}
\end{equation*}
$$

where $\mathcal{L}_{2 \gamma}$ is the second-order Lagrangian for the tensor modes. To calculate this action there is no need for setting the time reparametrization (relevant to the scalar physical mode), since there is no interaction between tensor and scalar modes. Finally, the equation of motion for the gravitational waves takes the form

$$
\begin{equation*}
\frac{\delta L_{2 \gamma}}{\delta \gamma_{i j(1)}} \equiv-\frac{1}{4} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{a^{3}}{N} \dot{\gamma}_{i j(1)}\right)+\frac{a N}{4} \partial^{2} \gamma_{i j(1)}=0 \tag{2.2.71}
\end{equation*}
$$

which agrees with equation (2.2.59).

### 2.3 Second-order perturbations

Inflationary first-order perturbation predictions have been verified by observations, making inflation a part of the standard cosmological model despite the theoretical uncertainties related to its initial conditions (see discussion in chapter 1 ).

However, the exact model of inflation remains yet unknown. The observable quantities, i.e. the amplitude and the spectral index of the power spectrum, are in agreement with several different models of inflation. As far as single field inflation is concerned, they can be accommodated by different types of potentials and initial conditions for the scalar field. Furthermore, high energy theories of physics predict the existence of various different species of scalar fields during the early universe. This implies that more than one field could be the inflaton(s). In addition, these fields can live in a curved field space or have non-standard kinetic terms, remnants from extra-dimension space-time theories.

Ideally, one would need to find new observables that could distinguish between these different models. Such a new observable, widely considered lately, is the departure of the inflationary perturbations from the Gaussian distribution. Such a non-Gaussianity would manifest itself through a non-zero odd-point correlation function of the perturbations. The lowest order odd correlation function to study is the three-point correlation function

$$
\begin{equation*}
\left\langle\zeta_{\boldsymbol{k}_{\mathbf{1}}} \zeta_{\boldsymbol{k}_{\mathbf{2}}} \zeta_{\boldsymbol{k}_{\mathbf{3}}}\right\rangle(2 \pi)^{-3 / 2} \delta^{3}\left(\boldsymbol{k}_{\mathbf{1}}+\boldsymbol{k}_{\mathbf{2}}+\boldsymbol{k}_{\mathbf{3}}\right) B_{\zeta}\left(k_{1}, k_{2}, k_{3}\right) . \tag{2.3.1}
\end{equation*}
$$

The quantity $B_{\zeta}$ is called the bispectrum. The three-point correlation function is computed by definition on a triangle on the sky. The position and orientation of the triangle is irrelevant for the calculation, but its magnitude and shape can parametrize the information we gain. In Fourier space, the three-point correlation function involves three scale vectors $\boldsymbol{k}_{i}$ that are constrained by a $\delta$ function, again forming a triangle. Therefore, the bispectrum depends only on three parameters, that can be chosen among the magnitude of the three scale vectors and the three angles of the triangle.

In order to compute such a correlation function, one needs to move to second-order perturbation theory. In this section, we will present the second-order results for single-field inflation, study gauge invariance and summarize the computation of the bispectrum for scalar perturbations.

### 2.3.1 Gauge invariance

It was not until 2003 that Malik and Wands in [34] defined the gauge-invariant quantity at second order that reduces to the curvature perturbation in the uniform energy-density gauge. In [37] the super-horizon equations of motion of these quantities were derived (but see also [38] for a gauge-ready formulation of the perturbations and their equations).

Here, we start by computing the gauge-invariant curvature perturbation at second order. This corresponds to the second-order curvature perturbation on hypersurfaces orthogonal to comoving wordlines, hence $\tilde{\varphi}_{(r)}=0$, where $(r)$ is the order of the perturbation. This gauge is not necessarily equivalent to the uniform energy density gauge $\tilde{\rho}_{(r)}=0$ beyond first order. Indeed, a space-time scalar transforms to second order as

$$
\begin{equation*}
\tilde{A}_{(2)}=A_{(2)}+\dot{A} T_{(2)}+T_{(1)}\left(2 \dot{A}_{(1)}+\dot{A} \dot{T}_{(1)}+\ddot{A} T_{(1)}\right) \tag{2.3.2}
\end{equation*}
$$

and using (2.2.25) we find for the second-order time shift assuming $\tilde{\rho}_{(2)}=0$ and $\tilde{\varphi}_{(2)}=0$ respectively

$$
\begin{align*}
& T_{(2)}=-\frac{\rho_{(2)}}{\dot{\rho}}+T_{(1)}\left[2 \eta\left(\zeta_{(1)}-\alpha_{(1)}\right)+\frac{1}{N H}\left(\dot{\zeta}_{(1)}-\dot{\alpha}_{(1)}\right)\right]  \tag{2.3.3}\\
& T_{(2)}=-\frac{\varphi_{(2)}}{\dot{\phi}}+T_{(1)}\left[(\epsilon+\eta)\left(\zeta_{(1)}-\alpha_{(1)}\right)+\frac{1}{N H}\left(\dot{\zeta}_{(1)}-\dot{\alpha}_{(1)}\right)\right], \tag{2.3.4}
\end{align*}
$$

with $T_{(1)}=\left(\zeta_{(1)}-\alpha_{(1)}\right) /(H N)$. For the above calculation we have taken into account that $\beta_{i(1)}=0$. In order to check the equivalence or not of the two gauge choices we will use the single-field limit
of the second-order $0 i$ Einstein equation (A.2.5) derived in appendix A

$$
-\epsilon N H\left[-\frac{H}{\Pi} \varphi_{(2)}+N H \frac{\rho_{(2)}}{\dot{\rho}}+\left(\epsilon-\eta^{\|}\right)\left(\zeta_{1(1)}-\alpha_{(1)}\right)^{2}\right]+\partial^{2} \mathcal{A}=0
$$

where $\partial^{2} \mathcal{A}$ denotes spatial gradients involving $\psi$, vanishing outside the horizon (for the exact expression, see (A.2.5) in appendix A). During slow-roll inflation both the first part of this equation, multiplying $\epsilon$, and the gradient $\partial^{2} \mathcal{A}$ are small. However the gradient term is exponentially suppressed as $a^{-2}$, while $\epsilon$ remains only constant at a small value. Indeed, if one was to start from a long-wavelength action the gradient term would not appear at all, as we comment in section 3.4. ${ }^{2}$ Hence, the two gauges agree only in the super-horizon limit, where

$$
\begin{equation*}
-\frac{H}{\Pi} \varphi_{(2)}=-N H \frac{\rho_{(2)}}{\dot{\rho}}+(\eta-\epsilon)\left(\zeta_{(1)}-\alpha_{(1)}\right)^{2} \tag{2.3.5}
\end{equation*}
$$

where we remind that $\Pi=\dot{\phi} / N$. Indeed using the above expression in (2.3.4), one recovers (2.3.3) and the two time shifts become identical. Since we are interested mainly in super-horizon results, we will use the term adiabatic perturbation for $\zeta$ even at second order.

As for the first-order study, we will focus on gauges with $F_{i(2)}=0$ and $F_{(2)}=0$. Calculating the Lie derivatives and rewriting the first order part of the second order contributions to $\tilde{g}_{i j(2)}$ in terms of the arbitrary gauge, we find

$$
\begin{align*}
\tilde{\alpha}_{(2)} \delta_{i j}+\tilde{\gamma}_{i j(2)}= & \alpha_{(2)} \delta_{i j}+\gamma_{i j(2)}+N H T_{(2)} \delta_{i j}+\partial_{(j} \beta_{i)(2)}+\partial_{(i} T_{(1)} \partial_{j)}\left(2 \psi_{(1)}-\frac{N^{2}}{a^{2}} T_{(1)}\right) \\
& +T_{(1)}\left[\left(\dot{\alpha}_{(1)}+\dot{\zeta}_{(1)}\right) \delta_{i j}+2 \dot{\gamma}_{i j(1)}\right] \tag{2.3.6}
\end{align*}
$$

where we also used that $N_{i \perp(1)}=0$. The intermediate steps and the result for an arbitrary $\beta_{i(1)}$ can be found in appendix A .

Taking the trace of the above equation we find

$$
\begin{equation*}
\tilde{\alpha}_{(2)}=\alpha_{(2)}+T_{(2)} N H+\frac{1}{3} \partial^{2} \beta_{(2)}+T_{(1)}\left(\dot{\alpha}_{(1)}+\dot{\zeta}_{(1)}\right)-\frac{N^{2}}{3 a^{2}}\left(\partial T_{(1)}\right)^{2}+\frac{2}{3} \partial_{i} T_{(1)} \partial_{i} \psi_{(1)} \tag{2.3.7}
\end{equation*}
$$

while acting with $D_{i j}$, we find the form of $\partial^{2} \beta_{(2)}$ :

$$
\begin{align*}
\frac{1}{3} \partial^{2} \beta_{(2)} \equiv & \frac{1}{3} \partial_{i} T_{(1)} \partial_{i} \psi_{(1)}-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} T_{(1)} \partial_{j} \psi_{(1)}\right)-\frac{N^{2}}{6 a^{2}}\left(\partial T_{(1)}\right)^{2}+\frac{N^{2}}{2 a^{2}} \partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} T_{(1)} \partial_{j} T_{(1)}\right) \\
& -\partial^{-2}\left(\dot{\gamma}_{i j(1)} \partial^{i} \partial^{j} T_{(1)}\right) \tag{2.3.8}
\end{align*}
$$

Putting everything together we find the second-order gauge transformation for the adiabatic perturbation

$$
\begin{align*}
\frac{1}{2} \zeta_{(2)} \equiv & \frac{1}{2} \tilde{\alpha}_{(2)}  \tag{2.3.9}\\
= & \frac{1}{2} \alpha_{(2)}+\frac{1}{2} Q_{(2)}+\frac{\epsilon+\eta}{2}\left(\zeta_{(1)}-\alpha_{(1)}\right)^{2}+\dot{\zeta}_{(1)} T_{(1)}-\frac{N^{2}}{4 a^{2}}\left[\left(\partial_{i} T_{(1)}\right)^{2}-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} T_{(1)} \partial_{j} T_{(1)}\right)\right] \\
& +\frac{1}{2}\left[\partial_{i} T_{(1)} \partial^{i} \psi_{(1)}-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} T_{(1)} \partial_{j} \psi_{(1)}\right)\right]-\frac{1}{2} \partial^{-2}\left(\dot{\gamma}_{i j(1)} \partial^{i} \partial^{j} T_{(1)}\right)-\frac{1}{2 \epsilon N H} \partial^{2} \mathcal{A},
\end{align*}
$$

[^3]where the exact expression for $\mathcal{A}$ can be found in appendix A and we have introduced the short notation
\[

$$
\begin{equation*}
Q_{(r)}=-\frac{H}{\Pi} \varphi_{(r)} . \tag{2.3.10}
\end{equation*}
$$

\]

This second-order gauge transformation was computed in our paper [24]. The original computation was done for two fields, but we present here the single-field limit.

If one is to identify the arbitrary gauge with the flat gauge $\hat{\alpha}_{(r)}=0$, the curvature perturbation becomes using (2.2.30)

$$
\begin{align*}
\frac{1}{2} \zeta_{(2)} \equiv & \equiv \frac{1}{2} \hat{Q}_{(2)}+\frac{\epsilon+\eta}{2} \zeta_{(1)}^{2}+\dot{\zeta}_{(1)} \zeta_{(1)}+\frac{1}{2}\left[\partial_{i} \zeta_{(1)} \partial^{i} \lambda-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \zeta_{(1)} \partial_{j} \lambda\right)\right]-\frac{1}{2 \epsilon N H} \partial^{2} \hat{\mathcal{A}} \\
& -\frac{N^{2}}{4 a^{2}}\left[\left(\partial_{i} \zeta_{(1)}\right)^{2}-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \zeta_{(1)} \partial_{j} \zeta_{(1)}\right)\right]-\frac{1}{2} \partial^{-2}\left(\gamma_{i j(1)} \partial^{i} \partial^{j} \zeta_{(1)}\right) \tag{2.3.11}
\end{align*}
$$

where we used (2.2.30) for $\psi_{(1)}$ and the fact that $T_{(1)}=\zeta_{(1)} /(N H)$ in the particular gauge. In the next subsection we will relate this gauge transformation to the action governing the cubic interactions of the adiabatic perturbations.

### 2.3.2 The action

An alternative way to calculate the second-order gauge-invariant perturbation and reconsider its meaning, is to compute the third-order action for the adiabatic perturbation. Maldacena [39] was the first to perform that calculation for a single field, in the uniform energy-density gauge. In this way he managed to find the cubic interaction terms due to non-linearities of the Einstein action as well as of the field potential, which among other consequences change the ground state of the adiabatic perturbation $\zeta_{1(1)}$. This change can be quantified through a redefinition that on super-horizon scales takes the form [39]

$$
\begin{equation*}
\zeta_{1(1)}=\zeta_{1 c(1)}+\frac{\epsilon+\eta^{\|}}{2} \zeta_{1(1)}^{2} \tag{2.3.12}
\end{equation*}
$$

where $\zeta_{1 c}$ is the redefined perturbation. One sees that the correction term of the redefinition coincides with the surviving gauge-invariant quadratic term of the transformation (2.3.10), taking into account that the super-horizon adiabatic perturbation is constant. In [39] the curvature perturbation was considered a first-order quantity, while the second-order curvature perturbation was not taken into account, since its contribution in the uniform energy-density gauge is trivial: it introduces a redefinition of the form $\zeta_{1(1)}+\zeta_{1(2)} / 2=\zeta_{1 c(1)}$ (for proof, see the end of this subsection).

In order to compute the third order action and find the cubic interactions that contribute in the bispectrum, we shall work in the flat gauge $\hat{\alpha}_{(r)}=0$. The way to do that is similar to the procedure followed for the second order action. We need to perturb all fields in (2.2.13) to second order. It turns out that the overall factor multiplying the second order energy and momentum constraint in the action is zero, so we need not calculate these. The scalar part of the action takes
the form (for details on the calculation see appendix B)

$$
\begin{align*}
& \hat{S}_{3}=\hat{S}_{3 c}+\hat{S}_{3(2)} \\
&=\int \mathrm{d}^{4} x\left\{a ^ { 3 } \epsilon \left[\frac{\epsilon}{N}\left(1-\frac{\epsilon}{2}\right) \zeta_{(1)} \dot{\zeta}_{(1)}^{2}-\frac{2}{N} \dot{\zeta}_{(1)} \partial^{i} \lambda \partial_{i} \zeta_{(1)}+\left(2 \epsilon^{2}+3 \epsilon \eta-\eta^{2}+\xi\right) H \zeta_{(1)}^{2} \dot{\zeta}_{(1)}\right.\right. \\
&\left.\left.+\frac{1}{2 N} \zeta_{(1)} \partial^{i} \partial^{j} \lambda \partial_{i} \partial_{j} \lambda\right]+a \epsilon^{2} N \zeta_{(1)}\left(\partial \zeta_{(1)}\right)^{2}\right\}+\int \mathrm{d}^{4} x \frac{\delta \mathcal{L}_{2}}{\delta \zeta_{(1)}} \frac{\hat{Q}_{(2)}}{2} \tag{2.3.13}
\end{align*}
$$

where $\partial^{2} \lambda=\epsilon \dot{\zeta}_{1}$ and $\delta \mathcal{L}_{2} / \delta \zeta$ is the first-order equation of motion. We have split the action in a part $\hat{S}_{3 c}$ that comes from the first-order scalar field $\hat{\varphi}_{(1)}$ and is gauge-invariant and a part $\hat{S}_{3(2)}$ coming from the second-order field $\hat{\varphi}_{(2)}$ that turns out to be proportional to the first-order equation of motion. One can use $\hat{S}_{3 c}$ to easily calculate the non-Gaussianity related to the interaction terms of the action as is explained in detail in [40, 41]. This is related to what is known in the literature as $f_{N L}^{(3)}$, the parameter of non-Gaussianity related to the three-point correlation function of three first-order perturbations, which is only non-zero in the case of intrinsic non-Gaussianity.

The last term in expression (2.3.13) comes from the second-order field contribution of $\hat{\varphi}_{(2)}$ and using (2.3.11) it can be rewritten in terms of gauge invariant quantities

$$
\begin{equation*}
\frac{\delta \mathcal{L}_{2}}{\delta \zeta_{(1)}} \frac{\hat{Q}_{(2)}}{2}=\frac{\delta \mathcal{L}_{2}}{\delta \zeta_{(1)}}\left(\frac{\zeta_{(2)}}{2}-f\right) \tag{2.3.14}
\end{equation*}
$$

with $f$ corresponding to the quadratic terms of the gauge transformation (2.3.11)

$$
\begin{align*}
f= & \frac{\epsilon+\eta}{2} \zeta_{(1)}^{2}+\dot{\zeta}_{(1)} \zeta_{(1)}-\frac{1}{4 a^{2} H^{2}}\left(\partial \zeta_{(1)}\right)^{2}+\frac{1}{4 a^{2} H^{2}} \partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \zeta_{(1)} \partial_{j} \zeta_{(1)}\right)+\frac{1}{2} \partial^{i} \zeta_{(1)} \partial_{i} \lambda \\
& -\frac{1}{2} \partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \lambda \partial_{j} \zeta_{(1)}\right)-\frac{1}{2 \epsilon N H} \partial^{2} \mathcal{A} \tag{2.3.15}
\end{align*}
$$

Therefore, $\hat{S}_{3(2)}$ is also gauge invariant. A way to think about this term, is that one needs to incorporate all quadratic first-order terms found by the second-order gauge transformation (2.3.11) directly as a correction to the first-order perturbation

$$
\begin{equation*}
\zeta_{(1)} \rightarrow \zeta_{(1)}+\frac{1}{2} \zeta_{(2)} \tag{2.3.16}
\end{equation*}
$$

The terms proportional to $\delta \mathcal{L}_{2} / \delta \zeta_{(1)}$ can be removed by a redefinition of $\zeta_{(1)}$ [39] and lead to a change in the ground state of the perturbations. This works as follows. The cubic terms of the action (i.e. $S_{3 c}$ ) are not affected by the redefinition, because the redefinition always involves second-order terms, which would give quartic and not cubic corrections. It is only the second-order terms (i.e. $S_{2}$ ) that change. Indeed one can show that under a redefinition of the form

$$
\begin{equation*}
\zeta_{(1)}=\zeta_{c(1)}+A\left(\zeta_{c(1)}\right) \tag{2.3.17}
\end{equation*}
$$

the second-order action changes as $S_{2}=S_{2 c}+\left(\delta \mathcal{L}_{2} / \delta \zeta_{(1)}\right) A$. These new terms cancel out the relevant terms coming from the cubic action and one is left with $S_{3}\left(\zeta_{c}\right)=\hat{S}_{3 c}\left(\zeta_{c}\right)$ (remember that the total action up to cubic order is the sum of the second and third-order action). The relevant redefinition in our case is

$$
\begin{equation*}
\zeta_{(1)}+\frac{1}{2} \zeta_{(2)}=\zeta_{c(1)}+f\left(\zeta_{c(1)}\right) \tag{2.3.18}
\end{equation*}
$$

This redefinition also contributes to the non-Gaussianity and it is related to $f_{N L}^{(4)}$, the parameter of non-Gaussianity related to the three-point correlation function of a second-order perturbation (in terms of products of first-order ones) and two first-order perturbations, which reduces to products of two-point functions of the first-order perturbations.

The cubic action is manifestly gauge invariant. One can check that by computing the action in any other gauge, for example in the uniform-field gauge $\tilde{\varphi}_{(r)}=0$, to verify that one recovers the same result. In the latter gauge the product of the $f$ term times the first-order field equation occurs already from the first-order field, while the second-order field contribution is trivial:

$$
\begin{equation*}
\tilde{S}_{3}=\tilde{S}_{3 c}+\tilde{S}_{3(2)}, \quad \text { with } \quad \tilde{S}_{3 c}=\hat{S}_{3 c}-\int \mathrm{d}^{4} x \frac{\delta \mathcal{L}_{2}}{\delta \zeta_{(1)}} f \quad \text { and } \quad \tilde{S}_{3(2)}=\int \mathrm{d}^{4} x \frac{\delta \mathcal{L}_{2}}{\delta \zeta_{(1)}} \frac{\zeta_{(2)}}{2} \tag{2.3.19}
\end{equation*}
$$

Therefore, it is of vital importance to incorporate in the calculation the second-order field contributions $S_{3(2)}$, otherwise the action is not gauge invariant as it was shown in our paper [24].

### 2.3.3 The bispectrum

The aim of constructing the cubic action (2.3.13) for the adiabatic perturbation is to compute the three-point function for $\zeta$. This was done in [39]. Since in this thesis we are mostly interested in the super-horizon non-Gaussianity, we will not elaborate on how to compute the three-point correlation function related to the interaction terms of this action. We are going to summarize the result found in [39] and comment on the part induced by the redefinition of the field (2.3.18) that is relevant for the super-horizon calculation.

For a redefined field of the type $\zeta=\zeta_{c}+A \zeta_{c}^{2}$ the three-point correlation function will contain two terms

$$
\begin{equation*}
\langle\zeta \zeta \zeta\rangle=\left\langle\zeta_{c} \zeta_{c} \zeta_{c}\right\rangle+2 A(\langle\zeta \zeta\rangle\langle\zeta \zeta\rangle+\text { cyclic }) . \tag{2.3.20}
\end{equation*}
$$

The first term is computed by the interaction terms in the action, while the second one comes from the redefinition. By performing different redefinitions one can reshuffle the contributions between the two terms. In the literature the bispectrum defined in (2.3.1) is split in two terms

$$
\begin{equation*}
B_{\zeta} \equiv B_{\zeta}^{(3)}+B_{\zeta}^{(4)} \equiv-\frac{6}{5}\left(f_{\mathrm{NL}}^{(3)}+f_{\mathrm{NL}}^{(4)}\right)\left(2 \pi^{2} \mathcal{P}_{\zeta *}\right)^{2} \frac{\sum_{i} k_{i}^{3}}{\prod_{i}\left(k_{i}^{3}\right)}, \tag{2.3.21}
\end{equation*}
$$

where the preferred redefinition is set by respecting the form of the action (2.3.13). The first part $B_{\zeta}^{(3)}$ is related to the interactions in this action and the second part $B_{\zeta}^{(4)}$ is related to the redefinition (2.3.18). Here we also defined the parameter of non-Gaussianity $f_{\mathrm{NL}}$ that is roughly the ratio of the three-point correlation function to the product of two two-point correlation functions. Writing this expression we have assumed that the three scales $k_{i}$ are of the same order and hence the power spectra in the product $\mathcal{P}_{\zeta *}^{2}$ are evaluated at the same pivot scale $k_{*}$ (the general expression for the bispectrum, allowing for arbitrary amplitude of the scales, is given in (4.1.22)). Since $B_{\zeta}^{(4)}$ is computed by the redefinitions of the second part of the right-hand side of (2.3.20), its only scale dependence will be in the form of a product of power spectra and hence $f_{\mathrm{NL}}^{(4)}$ itself should be scale independent.

The bispectrum related to the interaction terms is calculated, within the assumption of slow-roll at the time when the relevant scales cross the horizon, in [39] and $f_{\mathrm{NL}}^{(3)}$ is found to be

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}^{(3)}=\frac{\epsilon_{*}}{2} \frac{1}{\sum_{i} k_{i}^{3}}\left[\sum_{i \neq j} k_{i} k_{j}^{2}+8 \frac{\sum_{i>j} k_{i}^{2} k_{j}^{2}}{k_{1}+k_{2}+k_{3}}-\sum_{i} k_{i}^{3}\right] \tag{2.3.22}
\end{equation*}
$$

where again the three scales $k_{1}, k_{2}$ and $k_{3}$ are assumed to be of the same order, around some pivot scale $k_{*}$.

The parameter $f_{\mathrm{NL}}^{(4)}$ related to the redefinition is indeed scale independent and takes the form

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}^{(4)}=\epsilon_{*}+\eta_{*}, \tag{2.3.23}
\end{equation*}
$$

since outside the horizon only the first term in the redefinition (2.3.15) survives. Hence, within slow-roll single-field inflation, the non-Gaussianity produced is $\mathcal{O}(\epsilon)$ and thus negligible; single-field inflation models produce almost Gaussian perturbations. This remains true unless some non-trivial potential is used [42] or higher derivative contributions are introduced as for the Dirac-Born-Infeld action [43, 44, 45, 46] or K-inflation [47, 48].

The second characteristic of single-field non-Gaussianity is related to the shape of the bispectrum. It turns out that the bispectrum peaks for triangles with $k_{1}=k_{2} \equiv k^{\prime} \gg k_{3} \equiv k$. Such triangles are called squeezed triangles. In that case one finds

$$
\begin{equation*}
B_{\zeta}=-\frac{n_{\zeta}\left(k^{\prime}\right)-1}{2}\left(\frac{2 \pi^{2}}{k^{3}} \mathcal{P}_{\zeta}(k)\right)\left(\frac{2 \pi^{2}}{k^{\prime 3}} \mathcal{P}_{\zeta}\left(k^{\prime}\right)\right) . \tag{2.3.24}
\end{equation*}
$$

In this picture, the scale $k$ crosses the horizon much earlier than the scales $k^{\prime}$. By the time $t_{k^{\prime}}$, the perturbation $\zeta_{k}$ is already constant and its only effect on the large scales is that it makes them cross the horizon earlier by a time shift $\delta t_{k^{\prime}}=-\zeta_{k} /(N H)$. This time shift changes the amplitude of the perturbations that cross the horizon at a given time, since this depends on the time dependent slow-roll parameters and hence the appearance of the spectral index in the final expression.

This type of bispectrum, proportional to a product of two power spectra, is called local and becomes maximum for squeezed triangles. It can be reproduced by a field $\zeta$ departing from Gaussianity as

$$
\begin{equation*}
\zeta=\zeta_{g}-\frac{3}{5} f_{\mathrm{NL}}\left(\zeta_{g}^{2}-\left\langle\zeta_{g}^{2}\right\rangle\right) \tag{2.3.25}
\end{equation*}
$$

where $\zeta_{g}$ is a Gaussian field. The factor $-3 / 5$ is a remnant of the original definition of $f_{\mathrm{NL}}$ in terms of the gravitational potential $\Phi$ instead of $\zeta$ [49]

$$
\begin{equation*}
\Phi=\Phi_{\mathrm{L}}+f_{\mathrm{NL}}\left(\Phi_{\mathrm{L}}^{2}-\left\langle\Phi_{\mathrm{L}}^{2}\right\rangle\right) . \tag{2.3.26}
\end{equation*}
$$

During recombination (matter domination) the two are related by $\zeta=-(5 / 3) \Phi$. Moreover, when computing the ratio of the bispectrum to the three permutations of the power spectra squared using expression (2.3.26) for $\Phi$, one obtains $2 f_{\mathrm{NL}}$ due to the two ways the two $\Phi_{\mathrm{L}}$ inside the second-order solution can be combined with the two linear solutions to create the power spectrum. Together these two effects explain the factor $-6 / 5$ in front of $f_{\mathrm{NL}}$ in its definition (2.3.21).

Summarizing, single-field slow-roll inflation models with standard kinetic terms predict local and slow-roll suppressed non-Gaussianity. In order to discriminate them from other inflation models, one needs to examine the shape dependence and magnitude of $f_{\mathrm{NL}}$ that these produce. For example, models with more than one inflaton produce a local bispectrum with amplitude that depends on the potential, while models with non-canonical kinetic terms are known to peak for equilateral triangles, with $f_{\mathrm{NL}}$ that varies depending on the number of fields and their potential. The Planck satellite has constrained the local and equilateral primordial non-Gaussianity to be $f_{\mathrm{NL}}^{\text {local }}=2.7 \pm 5.8$ and $f_{\mathrm{NL}}^{\text {equil }}=-42 \pm 75$ respectively.

## Chapter 3

## Two-field Inflation

The simplest extension to the basic single-field model of inflation is to assume the existence of more than one inflaton. Indeed, if one is to associate the process of inflation with high-energy theories, one needs to consider the possible existence of more than one scalar field that can have potentials flat enough to sustain inflation. This is due to the fact that any high energy extension of the Standard Model of physics, such as GUTs, SUSY and so on, contain several scalar fields that are candidates for the fields driving inflation.

In this chapter we introduce the tools to study multiple-field inflation. The new feature in these models, is that each field added in the theory introduces an extra physical degree of freedom, which we expect to interact with the adiabatic perturbation studied in the previous chapter. In particular, there exists a combination of the field perturbations that is orthogonal to the energy density perturbation in the flat gauge, usually referred to as the entropic perturbation. This is also known as the isocurvature perturbation, i.e. the perturbation corresponding to a compensation of the individual components with each other in order to leave the curvature perturbation constant. The super-horizon interaction of the two perturbations is expected to produce distinctive non-Gaussian features and hence a non-zero bispectrum, that can in principle distinguish observationally multiple-field models from other models in the literature. In order to understand the physical implications of the isocurvature perturbation, it is enough to introduce one extra field. We shall concentrate on the two-field paradigm, being the easiest to study, but the generalisation to more fields is straightforward although possibly much more cumbersome.

We will only examine scalar fields with canonical kinetic terms and we will not consider higherderivative field interactions. Such models motivated by extra-dimensional theories are known to have a completely different phenomenology with regard to inflationary perturbations and are well distinct from the models under study in this thesis (see [43, 50, 51]). We are however dealing with this subject in a paper that is currently in its final stages of preparation, although we choose not to present its results here, since this thesis is dedicated to inflation models with standard kinetic terms which produce non-Gaussianity outside the horizon. Models with non-canonical kinetic terms are known to produce non-Gaussianity before horizon crossing, with different characteristics from those we are studying here.

Furthermore, we will only consider real fields, since complex fields can always be rewritten in terms of two real fields. We will combine the two scalar fields in a vector $\varphi^{A}$, where the index $A=1,2$ labels the fields. If one is to think of these scalar fields as the coordinates of a real manifold, the concept of a field metric $G_{A B}$ becomes relevant. A generic two-dimensional space is conformally flat, since it is a surface, and its Riemann tensor has only one independent component, the Ricci scalar. In this thesis we will assume that the field space is flat and hence the field metric


Figure 3.1: The time evolution of the fields (left) and the field trajectory (right), for the model (3.1.7) with initial conditions $\phi_{0}=\sigma_{0}=13 \kappa^{-1}, m_{\sigma}=10^{-5} \kappa^{-1}$ and mass ratio $m_{\phi} / m_{\sigma}=12$.
is trivial (for a study in curved field space see e.g. [29]). Although canonical two-field models with a trivial field metric are the simplest models to study, we expect that they still highlight the dominant effects of generic multiple-field inflation. However, we also study such models in our paper under preparation.

In this chapter we will first study the background of two-field models and its characteristics. Next, we will generalise the concept of gauge invariance for the perturbations of the two fields and present the tools for studying these perturbations up to second order (and eventually, in the next chapter, calculate their bispectrum), namely the action that governs the gauge invariant perturbations at all scales and the long-wavelength formalism relevant for their study in the superhorizon regime.

### 3.1 The two-field background

The matter properties of a universe dominated by two scalar fields with a potential $W$ are determined from the Lagrangian

$$
\begin{equation*}
\mathcal{L}_{m}=\sqrt{-g}\left(-\frac{1}{2} g^{\mu \nu} \partial_{\mu} \varphi_{A} \partial_{\nu} \varphi^{A}-W\left(\varphi^{A}\right)\right) \tag{3.1.1}
\end{equation*}
$$

where $\varphi_{A}$ should be understood as

$$
\begin{equation*}
\varphi_{A}=G_{A B} \varphi^{B}, \quad \text { with } \quad \mathbf{G}=\mathbf{I}_{\mathbf{2}} \tag{3.1.2}
\end{equation*}
$$

The stress-energy tensor (2.1.5) becomes

$$
\begin{equation*}
T_{\nu}^{\mu}=\partial^{\mu} \varphi_{A} \partial_{\nu} \varphi^{A}-\delta_{\nu}^{\mu}\left(\frac{1}{2} g^{\kappa \lambda} \partial_{\kappa} \varphi_{A} \partial_{\lambda} \varphi^{A}+W\left(\varphi^{A}\right)\right) \tag{3.1.3}
\end{equation*}
$$

The background of such a theory is still described by the FLRW metric (2.1.2) and the Einstein and field equations take the form

$$
\begin{equation*}
H^{2} \equiv\left(\frac{\dot{a}}{a N}\right)^{2}=\frac{\kappa}{3}\left(\frac{\Pi^{2}}{2}+W\right), \quad \frac{\dot{H}}{N}=-\frac{\kappa^{2}}{2} \Pi^{2}, \quad \dot{\Pi}^{A}+3 N H \Pi^{A}+N W^{, A}=0 \tag{3.1.4}
\end{equation*}
$$

where we denote $W^{, A_{1} \cdots A_{n}} \equiv \partial^{n} W /\left(\partial \phi^{A_{1}} \cdots \partial \phi^{A_{n}}\right)$. The background canonical momentum becomes

$$
\begin{equation*}
\Pi^{A}=\frac{\dot{\phi}^{A}}{N} \tag{3.1.5}
\end{equation*}
$$



Figure 3.2: The time evolution of the comoving Hubble length scale, for the model (3.1.7) with initial conditions $\phi_{0}=\sigma_{0}=13 \kappa^{-1}$ and mass ratio $m_{\phi} / m_{\sigma}=12$.
while its norm can be found as

$$
\begin{equation*}
\Pi^{2} \equiv \Pi_{A} \Pi^{A} . \tag{3.1.6}
\end{equation*}
$$

In order to visualise the inflationary picture described by these equations, we will consider the example of two free massive fields that obey the quadratic potential

$$
\begin{equation*}
W_{q}=\frac{1}{2} m_{\phi}^{2} \phi^{2}+\frac{1}{2} m_{\sigma}^{2} \sigma^{2} \tag{3.1.7}
\end{equation*}
$$

The only free parameter is the mass ratio of the fields, which we take to be $m_{\phi} / m_{\sigma}=12$, hence $\phi$ is a heavy field compared to $\sigma$. For our numerical calculations we use the initial conditions $\phi_{0}=\sigma_{0}=13 \kappa^{-1}$ at $t=0$. In figure 3.1 we plot the evolution of the fields as a function of the number of e-folds and the field trajectory around the time that the heavy field $\phi$ is approaching zero and oscillates. In the beginning of inflation $\phi$ dominates the expansion while rolling down its potential and about 40 e-folds after the initial time $t=0$ it starts oscillating around the minimum of its potential. The heavier $\phi$ is, the more persistent are the damped oscillations. During these oscillations the light field $\sigma$ starts driving inflation and rolls down its potential until it also reaches its minimum and starts oscillating at about 85 e-folds, when inflation ends.

In figure 3.2 we plot the Hubble length scale as a function of the number of e-folds of inflation. There are clearly two different regimes regarding the rate of change of $1 / H$. During the domination of the heavy field this remains almost constant, while during the second phase of inflation, dominated by the light field, initially the Hubble length scale increases slowly, while that increase becomes faster when $\sigma$ approaches the minimum of its potential.

### 3.1.1 The field-space basis

While working on a two-field space one can introduce an orthonormal basis $\left\{e_{1 A}, e_{2 A}\right\}$ that is induced by the dynamics of the system [29, 52]. It turns out that such a basis not only simplifies the equations, but also makes it possible to distinguish between effectively single-field effects ( $e_{1 A}$ ) and truly multiple-field effects $\left(e_{2 A}\right)$.


Figure 3.3: The time evolution of the components of the unit vector $\mathbf{e}_{\mathbf{1}}$, for the model (3.1.7) with initial conditions $\phi_{0}=\sigma_{0}=13 \kappa^{-1}$ and mass ratio $m_{\phi} / m_{\sigma}=12$.

We define the first unit vector $e_{1 A}$ as parallel to the canonical momentum of the fields

$$
\begin{equation*}
e_{1}^{A} \equiv \frac{\Pi^{A}}{\Pi} \tag{3.1.8}
\end{equation*}
$$

while the second unit vector is defined as parallel to the component of the time derivative of the momentum orthogonal to the momentum itself

$$
\begin{equation*}
e_{2}^{A} \equiv \frac{\dot{\Pi}^{A}-e_{1}^{A} e_{1 B} \dot{\Pi}^{B}}{\left|\dot{\Pi}^{A}-e_{1}^{A} e_{1 B} \dot{\Pi}^{B}\right|} \tag{3.1.9}
\end{equation*}
$$

The two basis vectors satisfy the orthogonality relation and the completeness relation

$$
\begin{equation*}
e_{m}^{A} e_{n A}=\delta_{m n}, \quad \text { and } \quad e_{m}^{A} e_{m B}=\delta_{B}^{A} \tag{3.1.10}
\end{equation*}
$$

where low-case indices $m, n=1,2$ denote components in terms of the basis vectors as opposed to capital indices $A, B=1,2$ that label the fields. Moreover, all repeated indices obey the Einstein summation convention.

Finally, for the two field case under study the components of the unit vector $e_{2 A}$ are completely determined in terms of $e_{1 A}$ modulo a sign. In order to avoid sudden sign flips of the basis vectors, and thus make the numerics easier to deal with during the oscillations of the fields, we impose the extra relation [23]

$$
\begin{equation*}
\varepsilon_{A_{1} A_{2}} e_{1}^{A_{1}} e_{2}^{A_{2}}=-1 \tag{3.1.11}
\end{equation*}
$$

were $\varepsilon_{A B}$ is the fully antisymmetric symbol. Indeed, using the orthogonality relation (3.1.10) and (3.1.11) one finds

$$
\begin{equation*}
\mathbf{e}_{\mathbf{1}}=\left(e_{1}^{1}, e_{1}^{2}\right), \quad \text { and } \quad \mathbf{e}_{\mathbf{2}}=\left(e_{1}^{2},-e_{1}^{1}\right) \tag{3.1.12}
\end{equation*}
$$

In figure 3.3 we plot the two components of the unit vector $\mathbf{e}_{\mathbf{1}}$ for the model (3.1.7). During the domination of the heavy field, inflation is effectively single-field with $e_{1 \phi} \simeq 1$ and $e_{2 \sigma} \simeq 0$, while this picture is inverted during the domination of the light field. It is during the turn of the trajectory of the fields, that both fields dominate inflation, and the oscillations of the heavy field are imprinted on the components of the unit vector $e_{1 A}$.

### 3.1.2 The slow-roll parameters

The concept of slow-roll can be generalised to the case of two-field inflation. The assumption (2.1.30) remains the same as for the single field case (2.1.31)

$$
\begin{equation*}
\epsilon \equiv-\frac{\dot{H}}{N H^{2}}=\frac{\kappa^{2} \Pi^{2}}{2 H^{2}} \tag{3.1.13}
\end{equation*}
$$

The only difference is that now $\Pi$ is the norm of the momentum vector (3.1.6). From now on we shall use $\epsilon$ to define the end of inflation, as the time during the domination of the light field that $\epsilon=1$.

In order to generalise assumption (2.1.32), that the time derivative of the momentum is much smaller than the momentum itself, as well as the whole hierarchy of slow-roll parameters defined in (2.1.33), we will make use of the unit vectors defined in the previous subsection. We introduce the vector $\eta^{(n) A}$

$$
\begin{equation*}
\eta^{(n) A} \equiv \frac{1}{H^{n-1} \Pi}\left(\frac{1}{N} \frac{\mathrm{~d}}{\mathrm{~d} t}\right)^{n-1} \Pi^{A} \tag{3.1.14}
\end{equation*}
$$

Note that $\eta^{(1) A}$ is simply $e_{1}^{A}$. We will use the short-hand notation $\eta^{A}$ for $\eta^{(2) A}$ and $\xi^{A}$ for $\eta^{(3) A}$. We shall decompose these vectors in components parallel (e.g. $\eta^{\|}, \xi^{\|}$) and perpendicular (e.g. $\eta^{\perp}, \xi^{\perp}$ ) to the momentum as [53] (see also [54]).

$$
\begin{equation*}
\eta^{\|}=\eta^{A} e_{1 A}, \quad \xi^{\|}=\xi^{A} e_{1 A}, \cdots, \quad \eta^{\perp}=\eta^{A} e_{2 A}, \quad \xi^{\perp}=\xi^{A} e_{2 A}, \cdots \tag{3.1.15}
\end{equation*}
$$

Using the field equation (2.1.35) these can be rewritten as

$$
\begin{equation*}
\eta^{\|}=-3-\frac{W_{1}}{H \Pi}, \quad \eta^{\perp}=-\frac{W_{2}}{H \Pi}, \cdots, \quad \xi_{m}=-\frac{W_{1 m}}{H^{2}}+3\left(\epsilon-\eta^{\|}\right) \delta_{m 1}-3 \eta^{\perp} \delta_{m 2}, \cdots \tag{3.1.16}
\end{equation*}
$$

where we have defined $W_{m n \cdots}=W^{, A B \cdots} e_{m A} e_{n B} \cdots$. In the above relation for $\xi_{m}, m=1$ and $m=2$ should be understood as $\xi^{\|}$and $\xi^{\perp}$ respectively. At first order in a slow-roll expansion, these relations imply that $\eta^{\|}=\epsilon-W_{11} /\left(3 H^{2}\right)$ and $\eta^{\perp}=-W_{12} /\left(3 H^{2}\right)$. Notice that in the single field limit all the perpendicular components are zero by definition (since they are in the $e_{2 A}$ direction), while the parallel slow-roll parameters reduce to those defined in (2.1.33).

Generalising the single-field definition introduced in subsection 2.1.3, one can see that the slowroll condition is related to the parallel components of the vector $\eta^{(n) A}$. Indeed, the initial idea was that in order to ensure slow-roll one needs to demand $\Pi^{2} \ll W$ (in other words that the energy density is almost equal to the pressure density of the fields, corresponding to $\epsilon \ll 1$ ), and in order to preserve this, demand that $\dot{\Pi} \ll \Pi$. But $\Pi$ is simply $e_{1 A} \Pi^{A}$ and hence the relevant direction for slow-roll is the parallel direction, i.e. the component of the momentum parallel to the field trajectory. Strictly speaking, a period during inflation when $\eta^{\perp}$ acquires large values, while $\eta^{\|} \ll 1$, is considered a slow-roll period. We expect that perpendicular components can only become large during the turning of the field trajectory, i.e. during the transition time when the fields exchange the domination of the universe. However, in all our calculations hereafter, when we assume slow-roll in order to simplify expressions, we will be taking all slow-roll parameters (parallel and perpendicular) to be small. Notice though that regarding the calculation of the bispectrum, the slow-roll approximation during inflation will only be used for finding analytical estimates, while for numerical results we will be using the exact, non slow-roll, expressions. It is only at horizon-crossing that we will be imposing the slow-roll assumption, by demanding that inflation is effectively dominated by one field (as in the example of the quadratic potential) and hence the perpendicular slow-roll parameters will also be small.


Figure 3.4: The time evolution of the first-order slow-roll parameters and $\chi$ around the turn of the field trajectory, for the model (3.1.7) with initial conditions $\phi_{0}=\sigma_{0}=13 \kappa^{-1}$ and mass ratio $m_{\phi} / m_{\sigma}=12$.

Finally we also define a short-hand notation for the second derivative of the potential projected in the 22 direction

$$
\begin{equation*}
\chi \equiv \frac{W_{22}}{3 H^{2}}+\epsilon+\eta^{\|} \tag{3.1.17}
\end{equation*}
$$

Although we will be referring to it as a slow-roll parameter, $\chi$ can be large during slow-roll inflation (see the discussion below).

In figure 3.4 we plot the first-order slow-roll parameters as a function of the number of e-folds. Notice that solving equations (3.1.4) we have not made any slow-roll assumption and hence the slow-roll parameters should be thought of simply as short-hand notation. The slow-roll parameters remain indeed small during the effectively single-field domination of the heavy or the light field. During the oscillations of the heavy field the slow-roll parameters oscillate too. Although $\epsilon<1$ during the turning of the fields for the specific mass ratio that we use, both $\eta^{\|}$and $\eta^{\perp}$ vary to values larger than 1 and hence slow-roll is not a good assumption at this time.

The behaviour of $\chi$ merits some more discussion. $\chi$ represents effectively the second derivative of the potential in the 22 direction (see the right-hand side of figure 3.1). Before the turning of the fields the trajectory goes down the potential in the relatively steep $\phi$ direction, which means that $W_{22}$ then corresponds with the relatively shallow curvature in the direction of the light field $\sigma$ and hence $\chi$ is small. After the turning of the fields the trajectory goes along the bottom of the valley in the $\sigma$ direction and $W_{22}$ corresponds with the large curvature of the potential in the perpendicular direction, leading to large values of $\chi$ (for a model where $\chi$ remains small during all inflation, see for example [55]).

We conclude by deriving a number of results for the derivatives of the slow-roll parameters and the unit vectors that can be computed from their definitions

$$
\begin{aligned}
\dot{\epsilon} & =2 N H \epsilon\left(\epsilon+\eta^{\|}\right), \quad \dot{\eta}^{\|}=N H\left(\xi^{\|}+\left(\eta^{\perp}\right)^{2}+\left(\epsilon-\eta^{\|}\right) \eta^{\|}\right), \quad \dot{\eta}^{\perp}=N H\left(\xi^{\perp}+\left(\epsilon-2 \eta^{\|}\right) \eta^{\perp}\right), \\
\dot{\chi} & =N H\left(\epsilon \eta^{\|}+2 \epsilon \chi-\left(\eta^{\|}\right)^{2}+3\left(\eta^{\perp}\right)^{2}+\xi^{\|}+\frac{2}{3} \eta^{\perp} \xi^{\perp}+\frac{\sqrt{2 \epsilon}}{\kappa} \frac{W_{221}}{3 H^{2}}\right), \\
\dot{\xi}^{\|} & =N H\left(-\frac{\sqrt{2 \epsilon}}{\kappa} \frac{W_{111}}{H^{2}}+2 \eta^{\perp} \xi^{\perp}+2 \epsilon \xi^{\|}-3 \xi^{\|}+9 \epsilon \eta^{\|}+3\left(\eta^{\perp}\right)^{2}+3\left(\eta^{\|}\right)^{2}\right) \\
& =N H\left(\eta^{(4) \|}+2 \epsilon \xi^{\|}-\eta^{\|} \xi^{\|}+\eta^{\perp} \xi^{\perp}\right)
\end{aligned}
$$

$$
\begin{align*}
\dot{\xi}^{\perp} & =N H\left(-\frac{\sqrt{2 \epsilon}}{\kappa} \frac{W_{211}}{H^{2}}-\eta^{\perp} \xi^{\|}+2 \epsilon \xi^{\perp}-3 \xi^{\perp}+9 \epsilon \eta^{\perp}+6 \eta^{\perp} \eta^{\|}-3 \eta^{\perp} \chi\right) \\
& =N H\left(\eta^{(4) \perp}+2 \epsilon \xi^{\perp}-\eta^{\|} \xi^{\perp}-\eta^{\perp} \xi^{\|}\right), \\
\dot{e}_{1}^{A} & =N H \eta^{\perp} e_{2}^{A}, \quad \quad \dot{e}_{2}^{A}=-N H \eta^{\perp} e_{1}^{A} . \tag{3.1.18}
\end{align*}
$$

As in the single-field case the derivative of a slow-roll parameter is one order higher in slow-roll. Notice that the derivatives of the parallel slow-roll parameters $\eta^{\|}$and $\xi^{\|}$involve perpendicular slow-roll parameters. This implies that during a slow-roll period with large perpendicular slowroll parameters, these derivatives can become large ruining the slow-roll assumption (which as discussed above concerns only the parallel components). However this is only artificial and it is due to our definition (3.1.14). In [56] an alternative definition was introduced

$$
\begin{equation*}
\eta_{m}^{(n)} \equiv \frac{1}{H^{n-1} \Pi}\left(\frac{1}{N} \frac{\mathrm{~d}}{\mathrm{~d} t}\right)^{n-2}\left(e_{m A} \frac{\dot{\Pi}^{A}}{N}\right) \tag{3.1.19}
\end{equation*}
$$

(only valid for $m=1,2$ ), which avoids this confusion, in the sense that time derivatives of parallel slow-roll parameters no longer contain perpendicular components. Although we believe that this new definition is an improvement for the physical interpretation of results in the case where $\eta^{\|}$ remains small and $\eta^{\perp}$ becomes large, in this thesis we keep the definition we used in our original papers, and we will always consider the situation where both $\eta^{\|}$and $\eta^{\perp}$ are either small or large at the same time. Note that this definition does not change $\eta^{\|}$and $\eta^{\perp}$, only $\xi$ and higher order slow-roll parameters.

### 3.2 First-order perturbations

Given that we now consider a universe filled with two scalar fields, we encounter two types of perturbations $\varphi_{(r)}^{A}, A=1,2$, one for each field ( $(r)$ denotes the order of the perturbation). We expect that a certain combination of the scalar-field perturbations should be equivalent to the adiabatic perturbation introduced for the single-field case. Furthermore, we anticipate the existence of a new type of gauge-invariant perturbation related to the orthogonal combination to the adiabatic one. It is the interaction of these two scalar modes during the turning of the field trajectory that can give rise to non-linearities, characteristic of multiple-field domination.

In order to study perturbations on the background described in the previous section, one has to extend the set-up described in chapter 2 to include a second scalar field. The gravitational part of the theory remains the same, i.e. the gravitational part of the action (2.2.13) and hence the left-hand side of the Einstein equations (2.1.5). What changes is the field content, so that the action within the ADM formalism that determines this physical system is

$$
\begin{align*}
S & =\frac{1}{2} \int \mathrm{~d}^{4} x \sqrt{\bar{h}} \bar{N}\left(\frac{R^{(3)}}{\kappa^{2}}-2 W-\bar{h}^{i j} \partial_{i} \varphi^{A} \partial_{j} \varphi_{A}\right) \\
& +\frac{1}{2} \int \mathrm{~d}^{4} x \frac{\sqrt{\bar{h}}}{\bar{N}}\left[\frac{1}{\kappa^{2}}\left(\bar{E}_{i j} \bar{E}^{i j}-\bar{E}^{2}\right)+\left(\dot{\varphi}^{A}-N^{i} \partial_{i} \varphi^{A}\right)\left(\dot{\varphi}_{A}-N^{i} \partial_{i} \varphi_{A}\right)\right] . \tag{3.2.1}
\end{align*}
$$

The fully non-linear canonical momentum becomes

$$
\begin{equation*}
\bar{\Pi}^{A}=\frac{\dot{\varphi}^{A}-N^{i} \partial_{i} \varphi^{A}}{\bar{N}} \tag{3.2.2}
\end{equation*}
$$

while the energy and momentum constraints take the form

$$
\begin{align*}
& \kappa^{-2} R^{(3)}-2 W-\kappa^{-2} \bar{N}^{-2}\left(E_{i j} E^{i j}-E^{2}\right)-\bar{\Pi}^{2}-h^{i j} \partial_{i} \varphi_{A} \partial_{j} \varphi^{A}=0,  \tag{3.2.3}\\
& \nabla_{j}\left[\frac{1}{\bar{N}}\left(E_{i}^{j}-E \delta_{i}^{j}\right)\right]=\kappa^{2} \bar{\Pi}^{A} \partial_{i} \varphi_{A} \tag{3.2.4}
\end{align*}
$$

We will not study vector perturbations, since we have shown that vector perturbations decay during inflation. From now on we shall focus on scalar perturbations, although in appendix B we also calculate the tensor part of the perturbed action governing the interactions of the perturbations up to cubic order.

### 3.2.1 Gauge Invariance

For this section and the next one, we will work within gauges with $F=0$ and $F_{i}=0$, resulting in $N_{i \perp}=0$ at least up to second order. As explained in subsection 2.2.3 there exist one scalar, $\alpha$, and two tensor, $\gamma_{i j}$, degrees of freedom for gravity. To these, one has to add the two scalar-field degrees of freedom. After setting the remaining time parametrization, one is left with two scalar degrees of freedom that can be combined to give the adiabatic perturbation and the new gauge-invariant perturbation that we call the isocurvature perturbation.

## First-order gauge-invariant perturbations

As in the case of single-field inflation, we want to find the first-order gauge-invariant quantity that reduces to the curvature perturbation $\tilde{\alpha}_{(1)}$ in the uniform energy density gauge. This was already done in subsection 2.2 .3 for the single-field case and we found the result (2.2.29) for the linear adiabatic perturbation in terms of the scalar-field perturbation. At the level of the energy density perturbation, the result remains the same. This however is not true for the field perturbation. In order to find the new relation between the energy density perturbation and the field perturbation, we will make use of the first-order momentum constraint (3.2.4) or equivalently the $0 i$ Einstein equation, which turns out to be

$$
\begin{equation*}
N_{(1)}-\frac{\dot{\alpha}_{(1)}}{H}+\epsilon N Q_{1(1)}=0 \tag{3.2.5}
\end{equation*}
$$

where generalising the single-field definition (2.3.10) we defined

$$
\begin{equation*}
Q_{m(r)} \equiv-\frac{H}{\Pi} e_{m A} \varphi_{(r)}^{A} \tag{3.2.6}
\end{equation*}
$$

Perturbing equations $N H=\dot{a} / a$ and $H^{2}=\left(\kappa^{2} / 3\right) \rho$ to first order we find that the gauge choice $\tilde{\rho}_{(1)}=0$ is equivalent to demanding $e_{1 A} \tilde{\varphi}_{(1)}^{A}=0$ and we find for the adiabatic perturbation (see also [34, 58, 59])

$$
\begin{equation*}
\zeta_{1(1)}=\alpha_{(1)}-\frac{H}{\Pi} e_{1 A} \varphi_{(1)}^{A} . \tag{3.2.7}
\end{equation*}
$$

Notice that in order to distinguish the adiabatic perturbation from the second type of perturbation that we are going to define, we will use the subscript 1 , remnant of the $e_{1 A}$ unit vector involved in its definition.

If one was to start from the field transformation

$$
\begin{equation*}
\tilde{\varphi}_{(1)}^{A}=\varphi_{(1)}^{A}+\dot{\phi}^{A} T_{(1)} \tag{3.2.8}
\end{equation*}
$$

one would recover the above result defining the tilded gauge as $e_{1 A} \tilde{\varphi}_{(1)}^{A}=0$ with $T_{(1)}=Q_{1(1)} / N$. Furthermore, multiplying (3.2.8) with $e_{2 A}$ the second term in the right-hand side of (3.2.8) vanishes, and one finds a new gauge invariant quantity

$$
\begin{equation*}
\zeta_{2(1)}=-\frac{H}{\Pi} e_{2 A} \varphi_{(1)}^{A} \tag{3.2.9}
\end{equation*}
$$

We identify this quantity as the isocurvature or entropy gauge-invariant perturbation at linear order. It can be defined as the perturbation orthogonal to the adiabatic one, while working in the flat gauge $\hat{\alpha}_{(r)}$, i.e. it is independent of the energy density perturbation. As promised, the basis we constructed in subsection 3.1.1 discriminates between effectively single-field effects, here the adiabatic perturbation $\zeta_{1}$, and purely multiple-field effects as the isocurvature perturbation $\zeta_{2}$.

Usually the isocurvature perturbation is described in terms of the pressure perturbation of the content of the universe in the uniform-energy density gauge, as for example in [59]. Here we choose to characterize it in terms of the fields themselves and the vector $e_{2 A}$ (an alternative approach, generalizing for non-canonical scalar fields, was proposed in [60] and in that context a numerical study for the isocurvature perturbation was performed in [61]). The latter indicates we are dealing with a purely multiple field effect and hence it is an appropriate quantity to use during the inflationary period to describe the non adiabatic perturbations. The pressure for a scalar field is nothing but the matter Lagrangian. It's background value is given in (2.1.17). One can show that the isocurvature perturbation defined in [59] is equal to

$$
\begin{equation*}
\Gamma_{(1)} \equiv p_{(1)}-\frac{\dot{p}}{\dot{\rho}} \rho_{(1)}=2 \Pi^{2}\left(\eta^{\perp} \zeta_{2(1)}-\frac{1}{N H} \dot{\zeta}_{1(1)}\right) \tag{3.2.10}
\end{equation*}
$$

In the super-horizon regime, where as we will show in (3.2.23) there exists a simple relation between the time derivative of the adiabatic perturbation and the isocurvature perturbation, $\dot{\zeta}_{1(1)}=$ $2 \mathrm{NH} \eta^{\perp} \zeta_{2(1)}$, this definition becomes

$$
\begin{equation*}
\Gamma_{(1)}=-2 \Pi^{2} \eta^{\perp} \zeta_{2(1)} \tag{3.2.11}
\end{equation*}
$$

and $\Gamma_{(1)}$ becomes directly proportional to $\zeta_{2(1)}$.

## The gradient of the perturbations

As an alternative to the $\zeta_{m}$ defined to first order above, one can use the gradient quantity $\zeta_{1 i}$ along with the isocurvature analogue $\zeta_{2 i}$, relevant for working in the super-horizon regime. The use of spatial gradients was first advocated in [62] in the context of the covariant formalism. Later on the authors of [63] constructed invariant quantities under long-wavelength changes of time-slicing, by considering the following combination of the spatial gradients of two spacetime scalars $A$ and $B$ :

$$
\begin{equation*}
\mathcal{C}_{i} \equiv \partial_{i} \bar{A}-\frac{\partial_{t} \bar{A}}{\partial_{t} \bar{B}} \partial_{i} \bar{B} \tag{3.2.12}
\end{equation*}
$$

Hence, in this part we restrict ourselves to super-horizon calculations. In the super-horizon regime one can employ the long-wavelength approximation to simplify calculations. The latter boils down to ignoring second-order spatial derivatives when compared to time derivatives. As a consequence the traceless part of the extrinsic curvature quickly decays and can be neglected, see section 3.4 and [64]. Hence the space part of the metric can be described by

$$
\begin{equation*}
h_{i j}=a(t)^{2} e^{2 \alpha(t, x)} \chi_{i j}(\boldsymbol{x}) . \tag{3.2.13}
\end{equation*}
$$

The field and Einstein equations in that case are identical to (2.1.35), but now the quantities involved are fully non-linear. Additionally the momentum constraint (3.2.4) can be written as [63]

$$
\begin{equation*}
\partial_{i} \bar{H}=-\frac{\kappa^{2}}{2} \bar{\Pi}_{A} \partial_{i} \varphi^{A} . \tag{3.2.14}
\end{equation*}
$$

We will study the long-wavelength approximation in detail in section 3.4.
The gradient quantities that we are introducing here (not gauge-invariant to all orders) are constructed from the curvature perturbation and the field perturbation. Indeed, (3.2.12) becomes for that choice

$$
\begin{equation*}
\zeta_{m i}=\delta_{m 1} \partial_{i} \alpha-\frac{\bar{H}}{\bar{\Pi}} \bar{e}_{m A} \partial_{i} \varphi^{A} \tag{3.2.15}
\end{equation*}
$$

where now $\bar{e}_{m A}$ represents the fully non-linear super-horizon version of the orthonormal basis vectors, e.g. $\bar{e}_{1 A}=\bar{\Pi}_{A} / \bar{\Pi}$, with $\bar{\Pi}_{A}=\dot{\varphi}_{A} / \bar{N}$ since we are working in the super-horizon regime. Notice that the basis vectors still obey (3.1.11) as was shown in [23]. $\zeta_{m i}$ is by construction gauge-invariant at first order, since it has no background value: it is just the gradient of the gauge-invariant $\zeta_{m(1)}$ defined before.

### 3.2.2 The second-order action

In order to study the evolution of the first-order adiabatic and isocurvature perturbations we will calculate the second-order action governing these perturbations. To that end, we need to perturb the action (3.2.1) to second order. The scalar part of the extrinsic curvature terms appearing in the energy and momentum constraints, as well as in the action itself can be found using the definition (2.2.14)

$$
\begin{align*}
& \bar{E}_{i j} \bar{E}^{i j}-\bar{E}^{2}=-6(N H+\dot{\alpha})^{2}+4(N H+\dot{\alpha}) \nabla_{k} \partial^{k} \psi+\left(\nabla_{i} \partial_{j} \psi\right)^{2}-\left(\nabla_{k} \partial^{k} \psi\right)^{2} \\
& \bar{E}_{i}^{j}-\bar{E} \delta_{i}^{j}=-2(N H+\dot{\alpha}) \delta_{i}^{j}-\left(\nabla_{i} \partial^{j} \psi-\nabla_{k} \partial^{k} \psi \delta_{i}^{j}\right) \tag{3.2.16}
\end{align*}
$$

In this result we have already set $N_{i \perp}=0$, which we have checked to be true at least up to second order. Assuming that this remains true to all orders, the above expressions are valid for the fully non-linear quantities. The first-order energy (3.2.3) and momentum constraint (3.2.4) equations (or equivalently the first-order 00 and $0 i$ Einstein equations) become

$$
\begin{align*}
& \partial^{2} \psi_{(1)}=-\frac{N}{H a^{2}} \partial^{2} \alpha_{(1)}+\epsilon\left(\dot{\zeta}_{1(1)}-2 N H \eta^{\perp} \zeta_{2(1)}\right) \equiv-\frac{N}{H a^{2}} \partial^{2} \alpha_{(1)}+\partial^{2} \lambda, \\
& N_{(1)}=\frac{\dot{\alpha}_{(1)}}{H}-\epsilon N\left(\zeta_{1(1)}-\alpha_{(1)}\right) \tag{3.2.17}
\end{align*}
$$

The term $\partial^{2} \lambda$, as in the single-field case, represents a term that vanishes outside the horizon, see (3.2.23). This is why we use the gradient in its definition, to remind us that it can be neglected on long wavelengths.

We start by performing our calculation in the gauge $e_{1 A} \tilde{\varphi}_{(1)}^{A}=0$. This constraint is equivalent to working in the uniform energy-density gauge, as was discussed in subsection 3.2.1. We give the basic elements of the calculation in appendix B.1. In the same appendix one can also find the
tensor part of the action. The second-order action takes the form

$$
\begin{align*}
& S_{2}= \int \mathrm{d}^{4} x \mathcal{L}_{2}  \tag{3.2.18}\\
&=\int \mathrm{d}^{4} x \frac{\epsilon a^{3}}{N \kappa^{2}}\left\{(N H)^{2}\left(\sqrt{\frac{2 \epsilon}{\kappa}} \frac{W_{221}}{3 H^{2}}-2 \epsilon^{2}-\left(\eta^{\|}\right)^{2}+3\left(\eta^{\perp}\right)^{2}+\frac{2}{3} \eta^{\perp} \xi^{\perp}-3 \epsilon\left(\eta^{\|}-\chi\right)+2 \eta^{\|} \chi\right) \zeta_{2(1)}^{2}\right. \\
&\left.+\dot{\zeta}_{1(1)}^{2}+\dot{\zeta}_{2(1)}^{2}-4 N H \eta^{\perp} \dot{\zeta}_{1(1)} \zeta_{2(1)}+2 N H \chi \dot{\zeta}_{2(1)} \zeta_{2(1)}-\frac{N^{2}}{a^{2}}\left(\left(\partial \zeta_{1(1)}\right)^{2}+\left(\partial \zeta_{2(1)}\right)^{2}\right)\right\},
\end{align*}
$$

where $\mathcal{L}_{2}$ is the second-order Lagrangian. While we have started from an action describing the evolution of the fields $\tilde{\alpha}_{(1)}$ and $e_{2 A} \tilde{\varphi}_{(1)}^{A}$ we have now constructed an action in terms of the adiabatic and isocurvature perturbations $\zeta_{1(1)}$ and $\zeta_{2(1)}$. The equations of motion that $\zeta_{1(1)}$ and $\zeta_{2(1)}$ obey are ( $\delta \mathcal{L}_{2} / \delta \zeta_{m}$ being a short-hand notation for the relevant variations of the Lagrangian)

$$
\begin{align*}
& \frac{\delta \mathcal{L}_{2}}{\delta \zeta_{1}}=-2 \frac{a^{3} \epsilon}{N \kappa^{2}} {\left[\ddot{\zeta}_{1(1)}+N H\left(3+2 \epsilon+2 \eta \|-\frac{\dot{N}}{H N^{2}}\right) \dot{\zeta}_{1(1)}-2(N H)^{2}\left(3 \eta^{\perp}+2 \epsilon \eta^{\perp}+\xi^{\perp}\right) \zeta_{2(1)}\right.} \\
&\left.-2 N H \eta^{\perp} \dot{\zeta}_{2(1)}-\frac{N^{2}}{a^{2}} \partial^{2} \zeta_{1(1)}\right]=-\frac{\mathrm{d}}{\mathrm{~d} t}\left(2 \frac{a^{3}}{N \kappa^{2}} \partial^{2} \lambda\right)+2 \frac{a \epsilon N}{\kappa^{2}} \partial^{2} \zeta_{1(1)}=0 \\
& \frac{\delta \mathcal{L}_{2}}{\delta \zeta_{2}}=-2 \frac{a^{3} \epsilon}{N \kappa^{2}}\left[\ddot{\zeta}_{2(1)}+N H\left(3+2 \epsilon+2 \eta^{\|}-\frac{\dot{N}}{H N^{2}}\right) \dot{\zeta}_{2(1)}+(N H)^{2}\left(3 \chi+2 \epsilon^{2}+4 \epsilon \eta^{\|}+\xi^{\|}\right) \zeta_{2(1)}\right. \\
&\left.+2 N H \eta^{\perp} \dot{\zeta}_{1(1)}-\frac{N^{2}}{a^{2}} \partial^{2} \zeta_{2(1)}\right]=0 . \tag{3.2.19}
\end{align*}
$$

Thus we have found the evolution equations for the first-order adiabatic and isocurvature perturbations. In the next two subsections we are going to study these equations, considering their slow-roll limit, as well as their behaviour deep inside or far outside the horizon.

While working in the flat gauge we find the same action (3.2.18) (see appendix B.1). So the curvature perturbations $\zeta_{m(1)}$ satisfy to first order the same equations in both gauges as expected, due to the gauge invariance of $\zeta_{m(1)}$ (or equivalently the gauge invariance of the action).

### 3.2.3 The equations of motion

In order to study the general properties of the equations of motion (3.2.19), let us move to Fourier space, where

$$
\begin{equation*}
\zeta_{m}(t, \boldsymbol{x})=\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \zeta_{m \boldsymbol{k}}(t) \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}} \tag{3.2.20}
\end{equation*}
$$

We start by defining the time derivative of the perturbations $\theta_{m} \equiv \dot{\zeta}_{m}$, in order to split equations (3.2.19) in a set of first-order differential equations. To simplify the form of the equations we also set the time variable. In order to make connection with the long-wavelength formalism, introduced in section 3.4, we choose to work with a time coordinate that coincides with the number of e-folds, i.e. $N=1 / H$. Then, equations (3.2.19) for the Fourier components of the perturbations simplify
to

$$
\begin{align*}
& \dot{\theta}_{1}+\left(3+\epsilon+2 \eta^{\|}\right) \theta_{1}-2 \eta^{\perp} \theta_{2}-2\left(3 \eta^{\perp}+2 \epsilon \eta^{\perp}+\xi^{\perp}\right) \zeta_{2}+\frac{k^{2}}{a^{2} H^{2}} \zeta_{1}=0 \\
& \dot{\zeta}_{1}=\theta_{1} \\
& \dot{\theta}_{2}+\left(3+\epsilon+2 \eta^{\|}\right) \theta_{2}+2 \eta^{\perp} \theta_{1}+\left(3 \chi+2 \epsilon^{2}+4 \epsilon \eta^{\|}+\xi^{\|}\right) \zeta_{2}+\frac{k^{2}}{a^{2} H^{2}} \zeta_{2}=0 \\
& \dot{\zeta}_{2}=\theta_{2} \tag{3.2.21}
\end{align*}
$$

where we dropped the $\boldsymbol{k}$ index denoting the Fourier component and the (1) subscript denoting the order of the perturbations, to lighten the notation. These equations for the first-order adiabatic and isocurvature perturbations can also be derived by perturbing the background field and Einstein equations, as was done in [65]. Notice that in the general case, each type of time derivative of the perturbations $\theta_{m}$ is sourced by both $\theta_{1}$ and $\theta_{2}$ and the isocurvature perturbation $\zeta_{2}$.

In the super-horizon limit, one can ignore the contribution of the $k^{2}$ term when working up to zeroth order in a gradient expansion and the set of equations coincides with that derived in [63] for the gradient of the perturbations (see section 3.4 for details), since up to first order $\zeta_{m i(1)}=\partial_{i} \zeta_{m(1)}$. Then one can show (using the time derivative of $\eta^{\perp}$ derived in (3.1.18)) that the constraint equation

$$
\begin{equation*}
\theta_{1}=2 \eta^{\perp} \zeta_{2} \tag{3.2.22}
\end{equation*}
$$

is a solution of the super-horizon part of the first equation of (3.2.21). This constraint equation is just the super-horizon limit of the first-order energy constraint (3.2.17). Indeed outside the horizon gradients can be ignored and hence we can set $\partial^{2} \psi_{(1)}=0$. Since $\partial^{2} \lambda$ is a gauge invariant quantity, it has to be zero independently of $\partial^{2} \alpha_{(1)}$ and we find

$$
\begin{equation*}
\partial^{2} \lambda=\epsilon\left(\dot{\zeta}_{1(1)}-2 N H \eta^{\perp} \zeta_{2(1)}\right)=0 \tag{3.2.23}
\end{equation*}
$$

In fact it was shown in [53] that this is the case at all orders for the gradient of the adiabatic perturbation, where now $\eta^{\perp}, N$ and $H$ generalise to the fully non-linear quantities. Rewriting the equations of motion for the time derivatives of the perturbations in the super-horizon limit, using (3.2.22), we find

$$
\begin{align*}
& \theta_{1}=2 \eta^{\perp} \zeta_{2}, \quad \dot{\zeta}_{1}=\theta_{1} \\
& \dot{\theta}_{2}+\left(3+\epsilon+2 \eta^{\|}\right) \theta_{2}+\left(3 \chi+2 \epsilon^{2}+4 \epsilon \eta^{\|}+4\left(\eta^{\perp}\right)^{2}+\xi^{\|}\right) \zeta_{2}=0, \quad \dot{\zeta}_{2}=\theta_{2} \tag{3.2.24}
\end{align*}
$$

One can see that outside the horizon the evolution of the isocurvature perturbation is decoupled from the adiabatic one and hence the adiabatic perturbation does not source the isocurvature perturbation on these scales.

Working up to first order in a slow-roll expansion, we can further simplify the equation for the isocurvature perturbation

$$
\begin{equation*}
\dot{\theta}_{2}+3 \theta_{2}+3 \chi \zeta_{2}=0 . \tag{3.2.25}
\end{equation*}
$$

One can check that this equation has the simple solution

$$
\begin{equation*}
\theta_{2}=-\chi \zeta_{2} \tag{3.2.26}
\end{equation*}
$$

where we neglected the $\dot{\theta}_{2}$ contribution since it is second order in slow-roll. In paper [53] it was found that for the fully non-linear gradient of the perturbation $\zeta_{2 i}$ this remains true outside the horizon at all orders assuming slow-roll. In the next chapter, we will use the super-horizon slow-roll expressions for $\theta_{m}$, in order to calculate the non-Gaussianity immediately after horizon crossing (where we will assume that slow-roll holds), as well as to study the evolution of non-Gaussianity during slow-roll inflation.

### 3.2.4 The scalar perturbations at horizon-crossing

In order to solve for the perturbations and promote them to quantum operators as we did for the single-field case in subsection 2.2.4, we shall work with the conformal time coordinate $N=a$ and we will define the new variables

$$
\begin{equation*}
\zeta_{m}=-\frac{\kappa}{a \sqrt{2 \epsilon}} q_{m} \tag{3.2.27}
\end{equation*}
$$

For the rest of this subsection we drop the subscript (1) to lighten the notation. Now the Lagrangian (3.2.19) for the $k$ mode vector $\mathbf{q}_{k}^{T}=\left(q_{1 k}, q_{2 k}\right)$ becomes

$$
\begin{equation*}
\mathcal{L}_{2}=\frac{1}{2}\left(\mathbf{q}_{k}^{\prime}+\mathbf{S} \mathbf{q}_{k}\right)^{T}\left(\mathbf{q}_{k}^{\prime}+\mathbf{S} \mathbf{q}_{k}\right)-\frac{1}{2}\left(k^{2}-\frac{a^{\prime \prime}}{a}\right) \mathbf{q}_{k}^{T} \mathbf{q}_{k}-\frac{1}{2} \mathbf{q}_{k}^{T} \boldsymbol{\Omega} \mathbf{q}_{k} \tag{3.2.28}
\end{equation*}
$$

where the matrices $\mathbf{S}$ and $\boldsymbol{\Omega}$ take the form

$$
\mathbf{S}=-\mathcal{H} \eta^{\perp}\left(\begin{array}{cc}
0 & 1  \tag{3.2.29}\\
-1 & 0
\end{array}\right) \quad \text { and } \quad \boldsymbol{\Omega}=-\mathcal{H}^{2}\left(\begin{array}{cc}
3 \epsilon+3 \eta^{\|}+2 \epsilon^{2}+4 \epsilon \eta^{\|}+\xi^{\|} & (3+2 \epsilon) \eta^{\perp}+\xi^{\perp} \\
(3+2 \epsilon) \eta^{\perp}+\xi^{\perp} & -3\left(\epsilon+\eta^{\|}-\chi\right)
\end{array}\right)
$$

and we remind that $\mathcal{H}=a H$. This Lagrangian has the canonical form, while the canonical momentum of the perturbation $q_{m}$ is

$$
\begin{equation*}
\mathbf{\Pi}_{\mathbf{k}}=\mathbf{q}_{\mathbf{k}}^{\prime}-\mathcal{H} \eta^{\perp} \varepsilon \mathbf{q}_{\mathbf{k}} \tag{3.2.30}
\end{equation*}
$$

where $\varepsilon$ is the fully antisymmetric Levi-Civita matrix. The equations of motion turn out to be

$$
\begin{equation*}
\mathbf{q}_{k}^{\prime \prime}+2 \mathbf{S} \mathbf{q}_{k}^{\prime}+\left(\left(k^{2}-\frac{a^{\prime \prime}}{a}\right) \mathbf{I}_{\mathbf{2}}+\dot{\mathbf{S}}+\mathbf{S}^{2}+\boldsymbol{\Omega}\right) \mathbf{q}_{k}=0 \tag{3.2.31}
\end{equation*}
$$

In order to remove the first order derivatives and study analytically the system of equations, we perform a rotation of the perturbations $q_{m}=R_{m n} \widetilde{q}_{n}$, where $\mathbf{R}$ is a rotation matrix, hence real and with unit determinant [29]. The equations are then rewritten as

$$
\begin{equation*}
\widetilde{\mathbf{q}}_{k}^{\prime \prime}+\left(\left(k^{2}-\frac{a^{\prime \prime}}{a}\right) \mathbf{I}_{\mathbf{2}}+\boldsymbol{\Omega}\right) \widetilde{\mathbf{q}}_{k}=0, \quad \mathbf{R}^{\prime}+\mathbf{S R}=0, \quad \tilde{\boldsymbol{\Omega}} \equiv \mathbf{R}^{-\mathbf{1}} \boldsymbol{\Omega} \mathbf{R} \tag{3.2.32}
\end{equation*}
$$

The canonical momentum in terms of the rotation matrix becomes $\Pi_{m}=R_{m n} \tilde{q}_{n}$. One can study the matrix equation (3.2.32) the same way we did for the single-field case.

We can now promote $q_{m}$ and $\Pi_{m}$ to quantum operators

$$
\begin{equation*}
\mathbf{q}_{\boldsymbol{k}}=\mathbf{q}_{k} \mathbf{a}_{\boldsymbol{k}}+\mathbf{q}_{k}^{*} \mathbf{a}_{\boldsymbol{k}}^{\dagger}=\mathbf{R} \tilde{\mathbf{q}}_{k} \mathbf{a}_{\boldsymbol{k}}+\mathbf{R} \tilde{\mathbf{q}}_{k}^{*} \mathbf{a}_{\boldsymbol{k}}^{\dagger} \quad \text { and } \quad \boldsymbol{\Pi}_{\boldsymbol{k}}=\boldsymbol{\Pi}_{k} \mathbf{a}_{\boldsymbol{k}}^{\dagger}+\boldsymbol{\Pi}_{k}^{*} \mathbf{a}_{\boldsymbol{k}} \tag{3.2.33}
\end{equation*}
$$

$\mathbf{q}_{k}$ is now a $2 \times 2$ matrix coupling to the creation and annihilation operators which are vectors with components in the $e_{m}$ basis. They satisfy

$$
\begin{equation*}
\left[\mathbf{a}_{\boldsymbol{k}}, \mathbf{a}_{\boldsymbol{k}^{\prime}}\right]=\left[\mathbf{a}_{\boldsymbol{k}}^{\dagger}, \mathbf{a}_{\boldsymbol{k}^{\prime}}^{\dagger}\right]=\mathbf{0}, \quad\left[\mathbf{a}_{\boldsymbol{k}}, \mathbf{a}_{\boldsymbol{k}^{\prime}}^{\dagger}\right]=\delta^{(3)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \mathbf{I}_{\mathbf{2}} \tag{3.2.34}
\end{equation*}
$$

As a result the perturbations and their canonical momentum satisfy the equation

$$
\begin{equation*}
\mathbf{q}_{k}^{*} \boldsymbol{\Pi}_{k}^{T}-\mathbf{q}_{k} \boldsymbol{\Pi}_{k}^{* T}=-\mathrm{i} \mathbf{I}_{\mathbf{2}} \tag{3.2.35}
\end{equation*}
$$

Following the study of the single-field case we shall solve this equation in the two limits of the sub-horizon $k \gg a H$ and super-horizon $k \ll a H$ regimes. In the sub-horizon limit equation (3.2.32) becomes

$$
\begin{equation*}
\widetilde{\mathbf{q}}_{k}^{\prime \prime}+k^{2} \widetilde{\mathbf{q}}_{k}=0, \quad \text { with solution } \quad \tilde{\mathbf{q}}_{k}=\frac{1}{\sqrt{2 k}} \mathrm{e}^{-\mathrm{i} k \tau} \mathbf{I}_{2}, \quad \boldsymbol{\Pi}_{k}=\frac{\mathrm{i} \sqrt{k}}{\sqrt{2}} \mathrm{e}^{-\mathrm{i} k \tau} \mathbf{R} \tag{3.2.36}
\end{equation*}
$$

In the super-horizon regime and assuming that the interaction terms (of order at least $\mathcal{O}(\epsilon)$ ) remain small during inflation, (3.2.32) reduces to

$$
\begin{equation*}
\widetilde{\mathbf{q}}_{k}-\frac{a^{\prime \prime}}{a} \widetilde{\mathbf{q}}_{k}=0, \quad \text { with solution } \quad \widetilde{\mathbf{q}}_{k}=\mathbf{C}_{+} a+\frac{1}{a^{2}} \mathbf{C}_{-}, \quad \boldsymbol{\Pi}_{k}=a H \mathbf{R}\left(\mathbf{C}_{+} a-\frac{2}{a^{2}} \mathbf{C}_{-}\right) \tag{3.2.37}
\end{equation*}
$$

Matching the two solutions at horizon crossing we find $\mathbf{C}_{+}=H / \sqrt{2 k^{3}} \mathbf{I}_{2}$ and hence using the redefinition (3.2.27) we find for the first-order perturbation at horizon crossing

$$
\begin{equation*}
\boldsymbol{\zeta}_{k}=-\frac{\kappa H}{2 \sqrt{\epsilon k^{3}}} \mathbf{R} \tag{3.2.38}
\end{equation*}
$$

The operator $\boldsymbol{\zeta}_{\boldsymbol{k}}$ behaves like a classical random variable on super-Hubble scales, i.e.

$$
\begin{equation*}
\boldsymbol{\zeta}_{\boldsymbol{k}}=\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \frac{\kappa H}{2 \sqrt{\epsilon k^{3}}} \mathbf{R} \mathbf{b}_{\boldsymbol{k}} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}, \quad \text { with } \quad\left\langle\mathbf{b}_{\boldsymbol{k}} \mathbf{b}_{\boldsymbol{k}^{\prime}}^{* T}\right\rangle=\delta^{(3)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \mathbf{I}_{\mathbf{2}} . \tag{3.2.39}
\end{equation*}
$$

The $\mathbf{R}$ matrix is evaluated at horizon crossing. When computing observable quantities, for example the power spectrum, the $\mathbf{R}$ matrix cancels out with its inverse

$$
\begin{equation*}
\left\langle\zeta_{\boldsymbol{k}} \zeta_{\boldsymbol{k}^{\prime}}^{* T}\right\rangle=\frac{\kappa^{2} H^{2}}{4 \epsilon k^{3}}\left\langle\mathbf{R b}_{\boldsymbol{k}} \mathbf{b}_{\boldsymbol{k}^{\prime}}^{* T} \mathbf{R}^{T}\right\rangle=\frac{\kappa^{2} H^{2}}{4 \epsilon k^{3}} \mathbf{R}\left\langle\mathbf{b}_{\boldsymbol{k}} \mathbf{b}_{\boldsymbol{k}^{\prime}}^{* T}\right\rangle \mathbf{R}^{T}=\frac{\kappa^{2} H^{2}}{4 \epsilon k^{3}} \delta^{(3)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \mathbf{I}_{\mathbf{2}} \tag{3.2.40}
\end{equation*}
$$

Hence, we can set the value of $\mathbf{R}=\mathbf{I}_{\mathbf{2}}$ at horizon crossing, since it does not carry any relevant information for measurable quantities.

Although we computed this solution for a massless field around horizon-crossing, it turns out to be in agreement with the detailed calculation done in [29]. Given this one can compute the power spectrum for the adiabatic perturbations, the isocurvature perturbations or the mixed power spectrum at horizon crossing from equation (3.2.40) as

$$
\begin{equation*}
\mathcal{P}_{\zeta_{1}}=\frac{\kappa^{2} H_{*}^{2}}{8 \pi^{2} \epsilon_{*}}, \quad \mathcal{P}_{\zeta_{2}}=\frac{\kappa^{2} H_{*}^{2}}{8 \pi^{2} \epsilon_{*}}, \quad \mathcal{P}_{\zeta_{1} \zeta_{2}}=0 \tag{3.2.41}
\end{equation*}
$$

However, unlike the single-field case where the adiabatic perturbation once outside the horizon remains constant, both the adiabatic and the isocurvature perturbations evolve in the superhorizon regime and interact with each other. Hence, these values of the power-spectra are only the initial values around horizon-crossing. In order to find the value of the power spectra at the end of inflation, one needs to solve the evolution equations for $\zeta_{1}$ and $\zeta_{2}$ (3.2.19) outside the horizon. We are going to do that in section 3.4 within the long-wavelength formalism.

### 3.3 Second-order perturbations

We move next to studying second-order perturbations, since in the end of the day we want to study the non-linearities produced during two-field inflation and calculate the bispectrum of the adiabatic perturbations. Again, we shall not consider vector perturbations. Nevertheless, it is known that at second order, isocurvature perturbations source vorticity and hence vector perturbations are generated. However, this is likely to be a subdominant contribution and hence we shall assume that it does not affect the observables we calculate in this thesis (for details see [57]).

In this section we first define the second-order gauge invariant quantities. Next we compute the cubic action, since we already know from the single-field case that the redefinitions of the fields occurring in this action can be compared to the second-order gauge-invariant definitions and contribute to the super-horizon $f_{\mathrm{NL}}^{(4)}$.

### 3.3.1 Gauge invariance

As for the first-order gauge invariant quantities, the second-order gauge-invariant quantities can be calculated fairly easily given that we have already done so for the single-field case. The gravitational part of the calculation remains the same. What changes is the matter content which can be easily generalised to two fields. This subsection is based on our paper [24].

## Second-order gauge invariant perturbations

Already in chapter 2 we found the second order gauge transformation of the adiabatic perturbation at second order

$$
\begin{align*}
\frac{1}{2} \zeta_{(2)} \equiv & \frac{1}{2} \tilde{\alpha}_{(2)} \\
= & \frac{1}{2} \alpha_{(2)}+\frac{1}{2} N H T_{(2)}+\frac{1}{2}\left(\dot{\alpha}_{(1)}+\dot{\zeta}_{1(1)}\right) T_{(1)}-\frac{N^{2}}{4 a^{2}}\left[\left(\partial T_{(1)}\right)^{2}-\partial^{-2} \partial_{i} \partial_{j}\left(\partial_{i} T_{(1)} \partial_{j} T_{(1)}\right)\right] \\
& +\frac{1}{2}\left[\partial_{i} T_{(1)} \partial_{i} \psi_{(1)}-\partial^{-2} \partial_{i} \partial_{j}\left(\partial_{(i} T_{(1)} \partial_{j)} \psi_{(1)}\right)\right]-\frac{1}{2} \partial^{-2}\left(\dot{\gamma}_{i j(1)} \partial_{i} \partial_{j} T_{(1)}\right), \tag{3.3.1}
\end{align*}
$$

where the tilded gauge is the uniform energy density gauge. The second order time shift in terms of the energy density perturbation was calculated in (2.3.4) for the single-field case and for two fields it generalises to

$$
\begin{equation*}
T_{(2)}=-\frac{\rho_{(2)}}{\dot{\rho}}+T_{(1)}\left[2 \eta^{\|}\left(\zeta_{1(1)}-\alpha_{(1)}\right)+\frac{1}{N H}\left(\dot{\zeta}_{1(1)}-\dot{\alpha}_{(1)}\right)\right], \tag{3.3.2}
\end{equation*}
$$

where the first-order time shift is $T_{(1)}=\left(\zeta_{1(1)}-\alpha_{1(1)}\right) / N H$.
As for the single-field case, the uniform energy density gauge is not equivalent to the uniform field gauge at second order and as a consequence the gauge invariant quantities defined in each gauge have different expressions. Indeed at second order the fields transform as

$$
\begin{equation*}
\tilde{\varphi}_{(2)}^{A}=\varphi_{(2)}^{A}+T_{(2)} \dot{\phi}^{A}+T_{(1)}\left(\dot{T}_{(1)} \dot{\phi}^{A}+T_{(1)} \ddot{\phi}^{A}+2 \dot{\varphi}_{(1)}^{A}\right) \tag{3.3.3}
\end{equation*}
$$

and multiplying with $e_{1 A}$ and using expressions (B.1.4) one can find the second-order time shift for the uniform-field gauge $e_{1 A} \tilde{\varphi}_{1(2)}^{A}=0$ in terms of the first-order gauge-invariant perturbations:

$$
\begin{equation*}
T_{(2)}=\frac{1}{N H} Q_{1(2)}+T_{(1)}\left[\left(\epsilon+\eta^{\|}\right)\left(\zeta_{(1)}-\alpha_{(1)}\right)+\frac{1}{N H}\left(\dot{\zeta}_{(1)}-\dot{\alpha}_{(1)}\right)-2 \eta^{\perp} \zeta_{2(1)}\right] . \tag{3.3.4}
\end{equation*}
$$

In the single-field case the two time shifts were found to be equal outside the horizon and hence in this regime one can identify the uniform-field gauge with the uniform energy density gauge. This also remains true for the multiple-field case. The relation between $\rho_{(2)}$ and $Q_{1(2)}$ is calculated in (A.2.5) for two fields

$$
\begin{align*}
-\epsilon N H & {\left[Q_{1(2)}+N H \frac{\rho_{(2)}}{\dot{\rho}}+\left(\epsilon-\eta^{\|}\right)\left(\zeta_{1(1)}-\alpha_{(1)}\right)^{2}-\left(\epsilon+\eta^{\|}\right) \zeta_{2(1)}^{2}-2 \eta^{\perp} \zeta_{2(1)}\left(\zeta_{1(1)}-\alpha_{(1)}\right)\right.} \\
& \left.-\frac{2}{N H} \partial^{-2} \partial_{i} \dot{\zeta}_{2(1)} \partial_{i} \zeta_{2(1)}\right]+\partial^{2} \mathcal{A}=0, \tag{3.3.5}
\end{align*}
$$

where $\partial^{2} \mathcal{A}$ are terms involving gradients $\partial^{2} \psi$ and hence they can be ignored on super-horizon scales. Once the super-horizon terms are neglected, substitution of (3.3.5) in (3.3.2) shows that
the two time shifts become the same also in the multiple field case and therefore the uniform energy density gauge coincides with the uniform-field gauge outside the horizon.

Now the second-order gauge invariant perturbation becomes

$$
\begin{align*}
\frac{1}{2} \zeta_{1(2)}= & \frac{1}{2} \alpha_{(2)}+\frac{1}{2} Q_{1(2)}+\frac{\epsilon+\eta^{\|}}{2}\left[\left(\zeta_{1(1)}-\alpha_{(1)}\right)^{2}-\zeta_{2(1)}^{2}\right]+\left(\frac{\dot{\zeta}_{1(1)}}{N H}-\eta^{\perp} \zeta_{2(1)}\right)\left(\zeta_{1(1)}-\alpha_{(1)}\right) \\
& -\frac{1}{N H} \partial^{-2} \partial_{i}\left(\dot{\zeta}_{2(1)} \partial_{i} \zeta_{2(1)}\right)-\frac{N^{2}}{4 a^{2}}\left[\left(\partial T_{(1)}\right)^{2}-\partial^{-2} \partial_{i} \partial_{j}\left(\partial_{i} T_{(1)} \partial_{j} T_{(1)}\right)\right]-\frac{1}{2 \epsilon N H} \partial^{2} \mathcal{A} \\
& +\frac{1}{2}\left[\partial_{i} T_{(1)} \partial_{i} \psi_{(1)}-\partial^{-2} \partial_{i} \partial_{j}\left(\partial_{(i} T_{(1)} \partial_{j)} \psi_{(1)}\right)\right]-\frac{1}{2} \partial^{-2}\left(\dot{\gamma}_{i j(1)} \partial_{i} \partial_{j} T_{(1)}\right) \tag{3.3.6}
\end{align*}
$$

In the flat gauge $\hat{\alpha}_{(2)}=0$ this takes the form

$$
\begin{align*}
\frac{1}{2} \zeta_{1(2)}= & \frac{1}{2} \hat{Q}_{1(2)}+\frac{\epsilon+\eta^{\|}}{2}\left(\zeta_{1(1)}^{2}-\zeta_{2(1)}^{2}\right)+\left(\frac{\dot{\zeta}_{1(1)}}{N H}-\eta^{\perp} \zeta_{2(1)}\right) \zeta_{1(1)}-\frac{1}{N H} \partial^{-2} \partial_{i}\left(\dot{\zeta}_{2(1)} \partial_{i} \zeta_{2(1)}\right) \\
& -\frac{N^{2}}{4 a^{2}}\left[\left(\partial \zeta_{1(1)}\right)^{2}-\partial^{-2} \partial_{i} \partial_{j}\left(\partial_{i} \zeta_{1(1)} \partial_{j} \zeta_{1(1)}\right)\right]-\frac{1}{2 \epsilon N H} \partial^{2} \hat{\mathcal{A}}-\frac{1}{2} \partial^{-2}\left(\dot{\gamma}_{i j(1)} \partial_{i} \partial_{j} \zeta_{1(1)}\right) \\
& +\frac{1}{2}\left[\partial_{i} \zeta_{1(1)} \partial_{i} \lambda-\partial^{-2} \partial_{i} \partial_{j}\left(\partial_{(i} \zeta_{1(1)} \partial_{j)} \lambda\right)\right] . \tag{3.3.7}
\end{align*}
$$

The super-horizon limit of this is just the first line of the expression. Notice that unlike in the original definition of $\zeta_{1(2)}$ in terms of $\rho_{(2)}$, a non-local term appears in (3.3.7) in the super-horizon limit (because of (3.3.5)). The time derivatives of the first-order perturbations for super-horizon scales were found in subsection 3.2.2 to be

$$
\begin{equation*}
\dot{\zeta}_{1(1)}=2 N H \eta^{\perp} \zeta_{2(1)} \tag{3.3.8}
\end{equation*}
$$

for the adiabatic perturbation and

$$
\begin{equation*}
\dot{\zeta}_{2(1)}=-N H \chi \zeta_{2(1)} \tag{3.3.9}
\end{equation*}
$$

for the isocurvature perturbation, the latter valid only in the slow-roll regime. Using these expressions we find that just after horizon-crossing, when we assume that slow-roll holds

$$
\begin{equation*}
\frac{1}{2} \zeta_{1(2)}=\frac{1}{2} \hat{Q}_{1(2)}+\frac{\epsilon+\eta^{\|}}{2} \zeta_{1(1)}^{2}-\frac{\epsilon+\eta^{\|}-\chi}{2} \zeta_{2(1)}^{2}+\eta^{\perp} \zeta_{1(1)} \zeta_{2(1)} \tag{3.3.10}
\end{equation*}
$$

i.e. without a non-local term.

Multiplying (3.3.3) with $e_{2 A}$ we find the second-order transformation for the field perturbation in the $\mathbf{e}_{2}$ direction

$$
\begin{equation*}
\frac{1}{2} \tilde{Q}_{2(2)}=\frac{1}{2} Q_{2(2)}+\left(\zeta_{1(1)}-\alpha_{(1)}\right)\left[\left(\epsilon+\eta^{\|}\right) \zeta_{2(1)}+\frac{1}{H N} \dot{\zeta}_{2(1)}+\frac{\eta^{\perp}}{2}\left(\zeta_{1(1)}-\alpha_{(1)}\right)\right] . \tag{3.3.11}
\end{equation*}
$$

Notice how the $Q_{2(2)}$ gauge transformation does not involve any gradient terms and hence remains the same for all scales. Although $Q_{2(2)}$ is gauge invariant we cannot identify it with the isocurvature perturbation, since it is not orthogonal to the second-order adiabatic perturbation in the flat gauge
(that is the original definition of the isocurvature perturbation). We will find the second-order isocurvature perturbation in the next paragraph. If we identify the arbitrary gauge with the flat gauge, the transformation takes the form

$$
\begin{equation*}
\frac{1}{2} \tilde{Q}_{2(2)}=\frac{1}{2} \hat{Q}_{2(2)}+\zeta_{1(1)}\left[\left(\epsilon+\eta^{\|}\right) \zeta_{2(1)}+\frac{1}{H N} \dot{\zeta}_{2(1)}+\frac{\eta^{\perp}}{2} \zeta_{1(1)}\right] . \tag{3.3.12}
\end{equation*}
$$

## The gradient of the perturbations

Expanding to second order the gradient of the perturbations (3.2.15) we find for the adiabatic perturbation

$$
\begin{align*}
\frac{1}{2} \zeta_{1 i(2)} & =\frac{1}{2} \partial_{i}\left(\alpha_{(2)}+Q_{1(2)}\right)-\frac{\dot{\alpha}_{(1)}}{N \Pi} e_{1 A} \partial_{i} \varphi_{(1)}^{A}-\frac{H}{N \Pi^{2}} \dot{\varphi}_{(1)}^{A} \partial_{i} \varphi_{A(1)}-2 \frac{1}{N \Pi} e_{1 A} \dot{\varphi}_{(1)}^{A} \partial_{i} Q_{1(1)} \\
& =\frac{1}{2} \partial_{i} \zeta_{1(2)}-\frac{1}{H N}\left(\zeta_{1(1)}-\alpha_{(1)}\right) \partial_{i} \dot{\zeta}_{1(1)} \tag{3.3.13}
\end{align*}
$$

where we used the basis completeness relation and (B.1.4) to rewrite the terms. The second order adiabatic perturbation appearing in the second line is the super-horizon limit of (3.3.6). In the uniform energy-density gauge this gives

$$
\begin{equation*}
\frac{1}{2} \tilde{\zeta}_{1 i(2)}=\frac{1}{2} \partial_{i} \tilde{\alpha}_{(2)} \tag{3.3.14}
\end{equation*}
$$

while in the flat gauge where $\partial_{i} \hat{\alpha}=0$ and $\zeta_{1(1)}=\hat{Q}_{1(1)}$, we find

$$
\begin{align*}
\frac{1}{2} \hat{\zeta}_{1 i(2)}= & \partial_{i}\left[\frac{1}{2} \hat{Q}_{1(2)}+\frac{\epsilon+\eta^{\|}}{2}\left(\zeta_{1(1)}^{2}-\zeta_{2(1)}^{2}\right)-\eta^{\perp} \zeta_{1(1)} \zeta_{2(1)}+\frac{1}{H N} \dot{\zeta}_{1(1)} \zeta_{1(1)}\right]-\frac{1}{H N} \dot{\zeta}_{2(1)} \partial_{i} \zeta_{2(1)} \\
& -\frac{1}{H N} \zeta_{1(1)} \partial_{i} \dot{\zeta}_{1(1)} \tag{3.3.15}
\end{align*}
$$

$\tilde{\zeta}_{1 i(2)}$ in the uniform energy-density gauge (3.3.14) coincides with the gradient of the gauge-invariant second-order adiabatic perturbation. However, by comparing (3.3.7) to (3.3.15) we see that in the flat gauge $\hat{\zeta}_{1 i(2)}$ is the gradient of the gauge-invariant curvature perturbation $\zeta_{1(2)}$ expressed in the flat gauge plus a new non-local term. This is in agreement with the findings in [59]. This new term is nothing else but the gauge transformation of $\zeta_{1 i(2)}$. A quantity with zero background value as $\zeta_{i}$ is, transforms as (2.2.22). One can check, using the gauge transformations (2.2.20) for $\rho$ and for $\alpha$ and requiring that $\tilde{\rho}_{(1)}=0$, that

$$
\begin{equation*}
\frac{1}{2} \tilde{\zeta}_{m i(2)}=\frac{1}{2} \zeta_{m i(2)}+\frac{1}{N H}\left(\zeta_{1(1)}-\alpha_{(1)}\right) \dot{\zeta}_{m i(1)} \tag{3.3.16}
\end{equation*}
$$

where we replaced $T_{(1)}=\left(\zeta_{1(1)}-\alpha_{(1)}\right) /(N H)$. If we identify the second gauge with the flat gauge we find

$$
\begin{equation*}
\frac{1}{2} \tilde{\zeta}_{m i(2)}=\frac{1}{2} \hat{\zeta}_{m i(2)}+\frac{1}{N H} \zeta_{1(1)} \dot{\zeta}_{m i(1)} . \tag{3.3.17}
\end{equation*}
$$

Next we try to find the second-order gauge-invariant part of the isocurvature perturbation $\zeta_{2 i}$ by expanding (3.2.15) and using (3.1.11) to express $\boldsymbol{e}_{2}$ in terms of $\boldsymbol{e}_{1}$,

$$
\begin{equation*}
\frac{1}{2} \zeta_{2 i(2)}=\frac{1}{2} \partial_{i} Q_{2(2)}-\frac{\dot{\alpha}_{(1)}}{N \Pi} e_{2 A} \partial_{i} \varphi_{(1)}^{A}+\frac{H}{N \Pi^{2}} \varepsilon^{B A} \dot{\varphi}_{B(1)} \partial_{i} \varphi_{A(1)}-2 \frac{1}{N \Pi} e_{1 A} \dot{\varphi}_{(1)}^{A} \partial_{i} \zeta_{2(1)} \tag{3.3.18}
\end{equation*}
$$

or equivalently using (B.1.4) to rewrite the two last terms

$$
\begin{align*}
\frac{1}{2} \zeta_{2 i(2)} & =\partial_{i}\left[\frac{1}{2} Q_{2(2)}+\frac{\eta^{\perp}}{2}\left[\left(\zeta_{1(1)}-\alpha_{(1)}\right)^{2}-\zeta_{2(1)}^{2}\right]+\left(\epsilon+\eta^{\|}\right)\left(\zeta_{1(1)}-\alpha_{(1)}\right) \zeta_{2(1)}\right.  \tag{3.3.19}\\
& \left.+\frac{1}{N H} \dot{\zeta}_{2(1)}\left(\zeta_{1(1)}-\alpha_{(1)}\right)+\partial^{-2} \partial_{j}\left(\dot{\zeta}_{1(1)} \partial_{j} \zeta_{2(1)}\right)\right]-\frac{1}{N H}\left(\zeta_{1(1)}-\alpha_{(1)}\right) \partial_{i} \dot{\zeta}_{2(1)}
\end{align*}
$$

In the uniform energy density gauge where $\tilde{\alpha}_{(2)}=\zeta_{1(2)}$ we find

$$
\begin{equation*}
\frac{1}{2} \tilde{\zeta}_{2 i(2)}=\partial_{i}\left[\frac{1}{2} \tilde{Q}_{2(2)}-\frac{\eta^{\perp}}{2} \zeta_{2(1)}^{2}+\frac{1}{N H} \partial^{-2} \partial_{j}\left(\dot{\zeta}_{1(1)} \partial_{j} \zeta_{2(1)}\right)\right] \tag{3.3.20}
\end{equation*}
$$

For the flat gauge $\hat{\alpha}_{(r)}=0$ we find

$$
\begin{align*}
\frac{1}{2} \hat{\zeta}_{2 i(2)}=\partial_{i} & {\left[\frac{1}{2} \hat{Q}_{2(2)}+\frac{\eta^{\perp}}{2}\left(\zeta_{1(1)}^{2}-\zeta_{2(1)}^{2}\right)+\left(\epsilon+\eta^{\|}\right) \zeta_{1(1)} \zeta_{2(1)}+\frac{1}{N H} \dot{\zeta}_{2(1)} \zeta_{1(1)}\right.} \\
& \left.+\frac{1}{N H} \partial^{-2} \partial_{j}\left(\dot{\zeta}_{1(1)} \partial_{j} \zeta_{2(1)}\right)\right]-\frac{1}{N H} \zeta_{1(1)} \partial_{i} \dot{\zeta}_{2(1)} \tag{3.3.21}
\end{align*}
$$

We notice that the last term in the second line corresponds again to a gauge transformation familiar from the curvature perturbation case studied earlier (3.3.17). Using the gauge transformation (3.3.11) we verify that the rest of the expression is a gauge-invariant quantity corresponding to the one in (3.3.20). Indeed this expression is gauge-invariant beyond the long-wavelength approximation

$$
\begin{align*}
\frac{1}{2} \zeta_{2(2)}= & \frac{1}{2} Q_{2(2)}+\frac{\eta^{\perp}}{2}\left[\left(\zeta_{1(1)}-\alpha_{(1)}\right)^{2}-\zeta_{2(1)}^{2}\right]+\left(\epsilon+\eta^{\|}\right)\left(\zeta_{1(1)}-\alpha_{(1)}\right) \zeta_{2(1)} \\
& +\frac{1}{N H} \dot{\zeta}_{2(1)}\left(\zeta_{1(1)}-\alpha_{(1)}\right)+\frac{1}{N H} \partial^{-2} \partial_{j}\left(\dot{\zeta}_{1(1)} \partial_{j} \zeta_{2(1)}\right) \tag{3.3.22}
\end{align*}
$$

We conclude that the gradients of the perturbations allow not only to define the adiabatic gauge-invariant perturbation, but also the isocurvature one, which otherwise could not be defined using the gauge-transformation procedure followed in the previous subsection. In addition, as will be shown in the next section (and originally shown in [63]), since the gradients are defined using fully non-linear quantities, they allow for an easy treatment of the second-order perturbation system.

### 3.3.2 The cubic action

As we did for the single-field case, we want to compute the cubic action of the perturbations in order to find the interactions that contribute to the intrinsic non-Gaussianity, related to $f_{\mathrm{NL}}^{(3)}$, and find the redefinitions related to the second-order gauge-invariant quantities and contributing to $f_{\mathrm{NL}}^{(4)}$. Seery and Lidsey [66] performed this calculation for the multiple-field case in the flat gauge in terms of the scalar fields $\varphi^{A}$ and not of the adiabatic and isocurvature perturbations $\zeta_{m}$. They found no redefinitions, but their results would have to be supplemented by the $\delta N$ formalism (with its associated slow-roll approximation at horizon-crossing) to say anything about the non-Gaussianity of the gauge-invariant perturbations $\zeta_{m}$.

In this section we present our findings in [24] where we generalized this calculation to second order in the expansion of the curvature perturbation in both the uniform energy-density gauge and the flat gauge. Doing so we computed the full form of the third-order action. The latter not only consists of the cubic interactions of the first-order curvature perturbations, but also of lower order interaction terms of the second order quantities. Here, we first perform the calculation relevant to the first-order quantities and then add the second-order effects. In this subsection we only present the scalar part of the action, but in appendix B. 2 the tensor part can be found as well. We emphasize that in this subsection we no longer make the long-wavelength approximation, so that the results are valid at any scale. We present here only the final results, while in appendix B. 2 we give the intermediate steps of the calculation. The scalar cubic action in the uniform energy-density gauge due to the first-order perturbations $\zeta_{m}$ takes the form

$$
\begin{equation*}
\tilde{S}_{3(1)}=S_{3(1)}-\int \mathrm{d}^{4} x \frac{\delta L_{2}}{\delta \zeta_{m}} f_{m} \tag{3.3.23}
\end{equation*}
$$

with

$$
\begin{align*}
f_{1}= & \frac{\epsilon+\eta^{\|}}{2} \zeta_{1}^{2}-\eta^{\perp} \zeta_{1} \zeta_{2}+\frac{1}{N H} \dot{\zeta}_{1} \zeta_{1}-\frac{N^{2}}{4 a^{2}}\left(\left(\partial \zeta_{1}\right)^{2}-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \zeta_{1} \partial_{j} \zeta_{1}\right)\right) \\
& +\frac{1}{2}\left(\partial^{i} \lambda \partial_{i} \zeta_{1}-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \lambda \partial_{j} \zeta_{1}\right)\right) \\
f_{2}= & \left(\epsilon+\eta^{\|}\right) \zeta_{1} \zeta_{2}+\frac{1}{N H} \dot{\zeta}_{2} \zeta_{1}+\frac{\eta^{\perp}}{2} \zeta_{1}^{2} \tag{3.3.24}
\end{align*}
$$

where we remind that $\partial^{2} \lambda=\epsilon\left(\dot{\zeta}_{1}-2 N H \eta^{\perp} \zeta_{2}\right)$ and we have dropped the (1) subscript of the first-order perturbations. The exact form of $S_{3(1)}$ can be found in appendix B. 2 or equivalently it is the cubic part of (3.3.33). The reason for introducing $S_{3(1)}$ without the tilde will become clear below.

The terms proportional to $\delta L_{2} / \delta \zeta_{m}$, i.e. the first-order equations of motion, can be removed by a redefinition of $\zeta_{m}[39]$ and lead to a change in the ground state of the perturbations. As explained already in subsection 2.3.2, the cubic terms of the action (i.e. $\tilde{S}_{3(1)}$ ) are not affected by the redefinition, because the redefinition always involves terms proportional to $\zeta_{m}^{2}$, which would give quartic and not cubic corrections. It is only the second-order terms (i.e. $\tilde{S}_{2}$ ) that change. Indeed one can show that under a redefinition of the form $\zeta_{m}=\zeta_{m c}+f_{m}$, the second-order action changes as $S_{2}=S_{2 c}+\left(\delta L_{2} / \delta \zeta_{m}\right) f_{m}$. These new terms cancel out the relevant terms coming from the cubic action (remember that the total action up to cubic order is the sum of the second and third-order action) and we are left with

$$
\begin{equation*}
\tilde{S}_{3(1)}=S_{3(1)}\left(\zeta_{m c}\right) \tag{3.3.25}
\end{equation*}
$$

If we repeat the same calculations for the flat gauge (see appendix B.2), performing several integrations by part, we find that

$$
\begin{equation*}
\hat{S}_{3(1)}=S_{3(1)}\left(\zeta_{m}\right) \tag{3.3.26}
\end{equation*}
$$

This is a consequence of the action staying invariant under a gauge transformation. Nevertheless if one associates the redefinition appearing in the uniform energy-density gauge to a change in the ground state of $\zeta_{m}$, it would mean that directly after horizon crossing, when super-horizon effects have not yet been switched on, the second-order contribution to $\zeta_{1}$ would be zero for the flat gauge and non-zero for the uniform energy-density gauge. In terms of non-Gaussianity, this can be restated as: the non-Gaussianity present after horizon-crossing is different for the two
gauges. Indeed if one was to calculate the three-point functions for the above action, one would need to perform two steps. First, change to the interaction picture, where it can be proved that the interaction Hamiltonian up to and including cubic order is just $H_{\text {int }}=-L_{\text {int }}$, where $L_{\text {int }}$ are the cubic terms of the Lagrangian, and compute the expectation value $\left\langle\zeta_{c} \zeta_{c} \zeta_{c}\right\rangle$ as in [39]. Second, take into account that the fields have been redefined as $\zeta=\zeta_{c}+A \zeta_{c}^{2}$. Then the three-point correlation function can be written as

$$
\begin{equation*}
\langle\zeta \zeta \zeta\rangle=\left\langle\zeta_{c} \zeta_{c} \zeta_{c}\right\rangle+2 A\left[\left\langle\zeta_{c} \zeta_{c}\right\rangle\left\langle\zeta_{c} \zeta_{c}\right\rangle+\text { cyclic }\right] \tag{3.3.27}
\end{equation*}
$$

These new terms, products of the second-order correlation functions, are only present in the uniform energy-density gauge if we restrict ourselves to $S_{3(1)}$.

In order to cure this bad behavior we need to add to the above results the effect of the secondorder fields. We find (see appendix B.2)

$$
\begin{equation*}
\tilde{S}_{3(2)}=\int \mathrm{d}^{4} x\left\{\frac{\delta L_{2}}{\delta \zeta_{1}}\left(\frac{\tilde{Q}_{1(2)}}{2}+\frac{\zeta_{1(2)}}{2}\right)+\frac{\delta L_{2}}{\delta \zeta_{2}} \frac{\tilde{Q}_{2(2)}}{2}\right\} \tag{3.3.28}
\end{equation*}
$$

Since all terms in $\tilde{S}_{3(2)}$ are proportional to $\delta L_{2} / \delta \zeta_{m}, \tilde{S}_{3(2)}$ only contains redefinitions of $\zeta_{m}$. Notice that the second-order lapse and shift functions do not appear in the final action, since these two are multiplied by a factor equal to the energy and momentum constraint equations (B.1.2). On the other hand, the second-order field perturbations are dynamical variables that obey second-order equations of motion that cannot be set to zero in the action. The single-field limit of this action is just the term proportional to $\zeta_{1(2)}$, since $\tilde{Q}_{m(i)}=0$ identically in that case for the uniform energydensity gauge. The term proportional to $\zeta_{1(2)}$ in $\tilde{S}_{3(2)}$, along with the terms proportional to $\lambda$ in $\tilde{S}_{3(1)}$, originate from the contribution of $N^{i}$ in the action. The latter vanish outside the horizon since then $\partial^{2} \lambda$ coincides with the super-horizon energy constraint and hence is identically zero. So if we were to study only the quadratic contributions of the first-order perturbations outside the horizon, we would be allowed not only to ignore the tensor parts of the metric [64], but also work in the time-orthogonal gauge $N^{i}=0$.

Coming back to the redefinition, its final form, including the tensor parts (see appendix B.2), is

$$
\begin{align*}
\zeta_{1}= & \zeta_{1 c}-\frac{\zeta_{1(2)}}{2}-\frac{\tilde{Q}_{1(2)}}{2}+\frac{1}{N H} \dot{\zeta}_{1} \zeta_{1}+\frac{\epsilon+\eta^{\|}}{2} \zeta_{1}^{2}-\eta^{\perp} \zeta_{1} \zeta_{2}-\frac{N^{2}}{4 a^{2}}\left(\left(\partial \zeta_{1}\right)^{2}-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \zeta_{1} \partial_{j} \zeta_{1}\right)\right) \\
& +\frac{1}{2}\left(\partial^{i} \lambda \partial_{i} \zeta_{1}-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \lambda \partial_{j} \zeta_{1}\right)\right)-\frac{1}{4} \partial^{-2}\left(\dot{\gamma}_{i j} \partial^{i} \partial^{j} \zeta_{1}\right) \\
\zeta_{2}= & \zeta_{2 c}-\frac{\tilde{Q}_{2(2)}}{2}+\frac{1}{N H} \dot{\zeta}_{2} \zeta_{1}+\frac{\eta^{\perp}}{2} \zeta_{1}^{2}+\left(\epsilon+\eta^{\|}\right) \zeta_{1} \zeta_{2} \tag{3.3.29}
\end{align*}
$$

Finally we perform the above calculations for the flat gauge and find the action

$$
\begin{equation*}
\hat{S}_{3(2)}=\int \mathrm{d}^{4} x\left\{\frac{\delta L_{2}}{\delta \zeta_{1}} \frac{\hat{Q}_{1(2)}}{2}+\frac{\delta L_{2}}{\delta \zeta_{2}} \frac{\hat{Q}_{2(2)}}{2}\right\} \tag{3.3.30}
\end{equation*}
$$

The redefinitions in the flat gauge take the simple form

$$
\begin{align*}
& \zeta_{1}=\zeta_{1 c}-\frac{\hat{Q}_{1(2)}}{2} \\
& \zeta_{2}=\zeta_{2 c}-\frac{\hat{Q}_{2(2)}}{2} \tag{3.3.31}
\end{align*}
$$

We want to write these redefinitions as well as the action itself in terms of gauge-invariant quantities and compare them. We would also like to compare with the definitions of the second-order gauge-invariant perturbations found in subsection 3.3.1. After using the second-order constraint (A.2.5) and the uniform energy gauge definition of $\zeta_{2(2)}(3.3 .20)$ we can rewrite (3.3.29) as

$$
\begin{align*}
\zeta_{1}+\frac{\zeta_{1(2)}}{2}= & \zeta_{1 c}+\frac{1}{N H} \dot{\zeta}_{1} \zeta_{1}+\frac{\epsilon+\eta^{\|}}{2}\left(\zeta_{1}^{2}-\zeta_{2}^{2}\right)-\eta^{\perp} \zeta_{1} \zeta_{2}-\frac{1}{N H} \partial^{-2} \partial^{i}\left(\dot{\zeta}_{2} \partial_{i} \zeta_{2}\right)-\frac{1}{4} \partial^{-2}\left(\dot{\gamma}_{i j} \partial^{i} \partial^{j} \zeta_{1}\right) \\
& -\frac{N^{2}}{4 a^{2}}\left(\left(\partial \zeta_{1}\right)^{2}-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \zeta_{1} \partial_{j} \zeta_{1}\right)\right)+\frac{1}{2}\left(\partial^{i} \lambda \partial_{i} \zeta_{1}-\partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \lambda \partial_{j} \zeta_{1}\right)\right)-\frac{1}{2 \epsilon N H} \partial^{2} \hat{\mathcal{A}} \\
\zeta_{2}+\frac{\zeta_{2(2)}}{2}= & \zeta_{2 c}+\frac{1}{N H} \dot{\zeta}_{2} \zeta_{1}+\frac{1}{N H} \zeta_{2} \dot{\zeta}_{1}+\frac{\eta^{\perp}}{2}\left(\zeta_{1}^{2}-\zeta_{2}^{2}\right)+\left(\epsilon+\eta^{\|}\right) \zeta_{1} \zeta_{2}-\frac{1}{N H} \partial^{-2} \partial^{i}\left(\zeta_{2} \partial_{i} \dot{\zeta}_{1}\right) . \tag{3.3.32}
\end{align*}
$$

When comparing the first equation of (3.3.32) with (3.3.7), we see that we recover (3.3.31). The same is true for the isocurvature part of the redefinition: comparing the second equation of (3.3.32) with (3.3.21), we recover the redefinition for $\zeta_{2}$ (3.3.31). Hence the two redefinitions are the same, as is necessary for the action to be gauge-invariant. Notice that the single-field limit of (3.3.32) is $\zeta_{1}+\zeta_{1(2)} / 2=\zeta_{1 c}+\left(\epsilon+\eta^{\|}\right) \zeta_{1}^{2} / 2$ in agreement with the total redefinition found in the uniform energy-density gauge.

Equation (3.3.32) is the implicit definition of the redefined, gauge-invariant $\zeta_{m c}$. One can see that up to and including second order, it is a function of only the combination $\zeta_{m(1)}+\zeta_{m(2)} / 2$. One can also notice that the purely second-order perturbation $\zeta_{m(2)}$ does not occur explicitly in the cubic action (see e.g. (3.3.33) below). Hence once could in principle consider the quantities $\zeta_{m(2)}$ (and similarly $\left.Q_{m(2)}\right)$ as auxiliary quantities and try to avoid introducing them in the first place, but consider the quadratic first-order terms directly as a correction to the first-order perturbations, as is done for the single-field case in [67]. While the calculations would be roughly equivalent, we have chosen not to follow this route for two reasons. In the first place it seems conceptually simpler to us to expand the perturbations and the action consistently up to the required order, and more logical to view quadratic first-order terms as a correction to a second-order quantity than to a first-order one. Secondly, in the multiple-field case (as opposed to the single-field case), one would have to introduce the second-order quantities at some intermediate steps anyway in order to find the correct non-linear relation between the $Q_{m}$ and $\zeta_{m}$ (which is derived from the second-order gauge transformation performed in subsection 3.3.1).

So in the end we have managed to find the source of the non-Gaussianity present at horizon crossing due to first-order perturbations and identify it with the quadratic terms of (3.3.32). With source here we mean the second-order perturbation that, when contracted with two first-order perturbations, gives the bispectrum. Equation (3.3.32) is gauge-invariant, as it should be. Additionally, the redefinition of the perturbations that we perform is essential not only to simplify calculations but also to find the gauge-invariant form of the action itself. We clearly see that the quadratic corrections in the flat gauge seem to be zero if one takes into account only the firstorder fields. In that gauge all of the second-order contributions are hidden in the second-order fields as opposed to the uniform energy-density gauge where part of the quadratic contributions is attributed to the redefinition of the first-order $\zeta_{m}$ and the rest of them lie in the second-order field.

## Summary

Let us summarize our results for the cubic action. Cosmological gauge-invariant perturbations should obey a gauge-invariant action. Using first-order perturbations the action up to third order
is the same in the uniform energy-density gauge and the flat gauge only after a redefinition of $\zeta_{m}$ in the uniform energy-density gauge $\zeta_{m}=\zeta_{m c_{1}}+f_{m 1}$ (3.3.24) (the subscript 1 indicating the use of only first-order perturbations) and takes the form

$$
\begin{align*}
& S=\hat{S}\left(\zeta_{m}\right)=\tilde{S}\left(\zeta_{m c_{1}}\right)=\int \mathrm{d}^{4} x a \epsilon N\left(\epsilon \zeta_{1}-1\right)\left(\left(\partial \zeta_{1}\right)^{2}+\left(\partial \zeta_{2}\right)^{2}\right) \\
&+\int \mathrm{d}^{4} x\left\{\frac{a^{3} \epsilon}{N}[ \right.\left(1+\epsilon \zeta_{1}\right)\left(\dot{\zeta}_{1}^{2}+\dot{\zeta}_{2}^{2}\right)-2 \partial^{i} \lambda\left(\dot{\zeta}_{2} \partial_{i} \zeta_{2}+\dot{\zeta}_{1} \partial_{i} \zeta_{1}\right) \\
&-2\left(\epsilon+\eta^{\|}\right) \zeta_{2} \partial^{i} \lambda \partial_{i} \zeta_{2}+4 \eta^{\perp} \zeta_{2} \partial^{i} \lambda \partial_{i} \zeta_{1}+\frac{1}{2} \zeta_{1}\left(\partial^{i} \partial^{j} \lambda \partial_{i} \partial_{j} \lambda-\left(\partial^{2} \lambda\right)^{2}\right) \\
&+2 N H \dot{\zeta}_{2}\left(\chi \zeta_{2}+\epsilon \zeta_{1}\left(\left(\epsilon+\eta^{\|}\right) \zeta_{2}+\eta^{\perp} \zeta_{1}\right)\right)+N H \dot{\zeta}_{1}\left(-4 \eta^{\perp} \zeta_{2}+\epsilon \zeta_{1}^{2}\left(3 \eta^{\|}+2 \epsilon\right)\right) \\
&+(N H)^{2} \zeta_{1}^{2}\left(\left(\sqrt{\left.\frac{2 \epsilon}{\kappa} \frac{W_{211}}{H^{2}}-2 \epsilon\left(\epsilon \eta^{\perp}+\eta^{\|} \eta^{\perp}+\xi^{\perp}+3 \eta^{\perp}\right)\right) \zeta_{2}}\right.\right. \\
&\left.+\left(\sqrt{\frac{2 \epsilon}{\kappa}} \frac{W_{111}}{3 H^{2}}-\epsilon\left(\xi^{\|}+3 \eta^{\|}-\left(\eta^{\perp}\right)^{2}-\left(\eta^{\|}\right)^{2}\right)\right) \zeta_{1}\right) \\
&+(N H)^{2} \zeta_{2}^{2}\left(\sqrt{\frac{2 \epsilon}{\kappa} \frac{W_{221}}{3 H^{2}}-2 \epsilon^{2}-\left(\eta^{\|}\right)^{2}+3\left(\eta^{\perp}\right)^{2}+\frac{2}{3} \eta^{\perp} \xi^{\perp}-3 \epsilon\left(\eta^{\|}-\chi\right)+2 \eta^{\|} \chi}\right. \\
&+\left(\sqrt{\left.\frac{2 \epsilon}{\kappa} \frac{W_{221}}{H^{2}}+\epsilon\left(-3\left(\eta^{\perp}\right)^{2}+\left(\epsilon+\eta^{\|}\right)^{2}\right)+3 \epsilon\left(\chi-\epsilon-\eta^{\|}\right)\right) \zeta_{1}}\right. \\
&+\sqrt{\left.\left.\left.\frac{2 \epsilon}{\kappa} \frac{W_{222}}{3 H^{2}} \zeta_{2}\right)\right]\right\}} \tag{3.3.33}
\end{align*}
$$

where we have kept the notation $\partial^{2} \lambda=\epsilon\left(\dot{\zeta}_{1}-2 N H \eta^{\perp} \zeta_{2}\right)$ in order to mark clearly the terms that vanish outside the horizon, namely the terms proportional to $\lambda$ along with the terms involving second-order space derivatives. This is one of our main results. We managed to compute the cubic action for adiabatic and isocurvature perturbations in the exact theory, beyond any super-horizon or slow-roll approximation. Its single-field limit coincides with the action computed by Maldacena in [39] or by Rigopoulos in [67], namely expression (2.3.13). Let us examine the implications of this action. Forgetting about the redefinition of the perturbations in the uniform energy-density gauge, the form of the action is gauge-invariant. One can use it to easily calculate the non-Gaussianity related to the interaction terms as is explained in detail in [40, 41]. This is known in the literature as $f_{N L}^{(3)}$, the parameter of non-Gaussianity related to the three-point correlation function of three first-order perturbations, which is only non-zero in the case of intrinsic non-Gaussianity.

However, taking into account the need for a redefinition of the perturbations in the uniform energy-density gauge, one might worry that the action is not actually gauge-invariant. The action in the uniform energy-density gauge before the redefinition has extra terms that are proportional to the second-order equations that the perturbations obey. This means that when calculating the non-Gaussianity in the uniform energy-density gauge, one not only has contributions due to the interaction terms in the cubic action, but also ones due to the redefinition of $\zeta_{m}$, which contribute as explained in (3.3.27). They are part of what is known in the literature as $f_{N L}^{(4)}$, the parameter of non-Gaussianity related to the three-point correlation function of a second-order perturbation (in terms of products of first-order ones) and two first-order perturbations, which reduces to products of two-point functions of the first-order perturbations.

This would mean that the non-Gaussianity calculated in the two gauges would not be the same due to the lack of any redefinition in the flat gauge. However, if one takes into account only the corrections coming from first-order perturbations, the redefinition associated to the secondorder perturbation is not complete as one can check by comparing the super-horizon version of the adiabatic part of (3.3.24) with (3.3.7). As we showed, the solution of this issue is to include second-order fields since they also contribute to the cubic action. As one would expect these do not change the action itself, so that (3.3.33) still holds. The effect of the new terms is to redefine the perturbations in both gauges. It should be noted that, if one had incorporated all quadratic first-order terms (found by a second-order gauge transformation as in subsection 3.3.1) directly as a correction to the first-order perturbations, one would have found the two contributions $S_{3(1)}$ and $S_{3(2)}$ together and hence there would have been no initial discrepancy between the two gauges. However, we explained before our reasons for proceeding in this way. So in any case we finally obtain

$$
\begin{equation*}
S=\hat{S}\left(\zeta_{m c}\right)=\tilde{S}\left(\zeta_{m c}\right) \tag{3.3.34}
\end{equation*}
$$

where $\zeta_{m c}$ is given in (3.3.32). Now the two redefinitions as well as the action itself are the same for the two gauges, hence the action is truly gauge-invariant and the $f_{N L}^{(4)}$, related to the products of first-order $\zeta_{m}$ in the redefinitions, is the same in the two gauges. In the next chapter we will use these redefinitions to calculate the related super-horizon $f_{\mathrm{NL}}^{(4)}$ and incorporate them as the horizon-crossing source of non-Gaussianity in the long-wavelength formalism.

This exact action allows one to compute $f_{N L}^{(4)}$ without the need for the slow-roll approximation at horizon crossing that is essential for both the long-wavelength formalism and the $\delta N$ formalism: the long-wavelength formalism needs slow-roll at horizon crossing in order to allow for the decaying mode to vanish rapidly, while the $\delta N$ formalism requires it in order to ignore the derivatives with respect to the canonical momentum. Additionally, up to now only the slow-roll field action [66] (and not the action of the $\zeta_{m}$ themselves) was known, so in order to compute the non-Gaussianity at horizon crossing one had to use the long-wavelength or $\delta N$ formalism to transform to $\zeta_{m}$ and hence one was in any case required to make the assumption of slow-roll, even if the exact action for the fields would have been known. It will be interesting to investigate models that do not satisfy the conditions for the long-wavelength or $\delta N$ formalism using the action (3.3.33).

It is worth noting that the super-horizon limit of the tensor part of the cubic action, found in appendix B , contains interactions only of the tensor and the adiabatic perturbations. The isocurvature perturbations do not interact with the gravity waves outside the horizon. Although interesting, we will not further elaborate on this subject, since the study of tensor perturbations is beyond the scope of this thesis.

### 3.4 The long-wavelength formalism

Up until now, we distinguished our study of perturbations in first and second order. Indeed, we found the action and gauge-invariant expressions for both cases and managed to solve the equations of motion for the first-order perturbations around horizon crossing (notice that the study of the super-horizon evolution of the first-order perturbations was done in [52, 29]). However, studying the evolution of the second-order system turns out to be non-trivial and one needs to simplify the calculation by using assumptions. Since we are mainly interested in the super-horizon evolution of the perturbations, this is the first assumption to make. Furthermore, it turns out that it is easier to first find the super-horizon equations of motion for the fully non-linear quantities and then perturb up to second order.

The above procedure is called the long-wavelength formalism and was originally developed by Rigopoulos, Shellard and Van Tent [63, 68, 53], hereafter refered to as RSvT, based on the pioneer work of [64]. The long-wavelength formalism corresponds to the leading-order approximation of the spatial gradient expansion (see $[64,69]$ and references therein). In this expansion all quantities are expanded in terms of a small parameter $1 /(H L)$, where $L$ is the characteristic physical length scale of the perturbations (i.e. proportional to $a$ ). The leading-order approximation of the spatial gradient expansion is equivalent to neglecting the $k^{2}$ term (which comes from the second-order spatial gradient and is of order $\mathcal{O}\left(1 /(H L)^{2}\right)$ ) with respect to the $\mathcal{O}(1)$ terms in the equation for the perturbation modes. Because of the very rapid growth of $a$ during inflation, this is in principle a well-justified approximation from just a few e-folds after horizon crossing of the perturbation mode under consideration, when the decaying mode will have disappeared. However, as pointed out in [70, 71], if slow roll is broken at horizon crossing and for some e-folds afterwards, a cancellation of the $\mathcal{O}(1)$ terms can cause the decaying mode to remain important during this period. This is easily seen even in the single-field case

$$
\ddot{\zeta}_{1}+N H\left(3+2 \epsilon+2 \eta^{\|}-\frac{\dot{N}}{H N^{2}}\right) \dot{\zeta}_{1}-\frac{N^{2}}{\alpha^{2}} \partial^{2} \zeta_{1}=0
$$

When the slow-roll parameters become of order $\mathcal{O}(1)$ the factor of the first derivative of the perturbation can be of the same order as the gradient term. In those papers it was shown that for single-field inflation there may be an enhancement of the curvature perturbation both at first and second order due to the effect of the $k^{2}$ term even on super-horizon scales, if the decaying mode has not yet vanished. Hence, in order for the long-wavelength approximation to be valid on super-horizon scales (our first assumption), we also need to assume slow roll to hold around horizon crossing (our second assumption), for the decaying mode to quickly disappear.

### 3.4.1 The set-up

We start by considering the form of the metric (2.2.6) relevant for super-horizon calculations and how can this be simplified. We shall choose a gauge where $N_{i}=0$, hence we set 3 degrees of freedom, $N_{i \perp}=0$ and $\partial_{i} \psi=0$. The trace $\bar{E}$ and traceless part $\widehat{E}$ of the extrinsic curvature become with this gauge choice

$$
\begin{equation*}
\bar{E}=3(N H+\dot{\alpha})=\partial_{t} \ln \sqrt{\bar{h}}, \quad \widehat{E}_{i j} \equiv \bar{E}_{i j}-\frac{1}{3} \bar{E} \delta_{i j}=\frac{1}{2} a^{2} \mathrm{e}^{2 \alpha \delta_{i j}} \partial_{t} \mathrm{e}^{\chi_{i j}} \tag{3.4.1}
\end{equation*}
$$

Within the long-wavelength approximation, where we can ignore spatial gradients, the action (2.2.13) becomes

$$
\begin{equation*}
S=\frac{1}{2} \int \mathrm{~d}^{4} x \sqrt{\bar{h}}\left\{-2 \bar{N} W+\frac{1}{\bar{N}}\left[\frac{1}{\kappa^{2}}\left(\bar{E}_{i j} \bar{E}^{i j}-\bar{E}^{2}\right)+\dot{\varphi}^{2}\right]\right\} \tag{3.4.2}
\end{equation*}
$$

where we ignored all gradient terms, i.e. the intrinsic curvature and gradients of the fields. We can find the evolution of the traceless part of the extrinsic curvature varying this action with respect to the spatial metric [64]

$$
\begin{equation*}
\frac{\partial}{\partial t} \ln \left(\frac{\widehat{E}_{j}^{i}}{N}\right)=-\bar{E}, \quad \text { with solution } \quad \widehat{E}_{j}^{i}=C_{j}^{i}(\boldsymbol{x}) \frac{1}{a^{3}} \tag{3.4.3}
\end{equation*}
$$

Hence, $\widehat{E}_{j}^{i}$ decays exponentially fast during inflation. From now on we will set it to zero. From equation (3.4.1) we see that this is equivalent to demanding that $\chi_{i j}$ depends on $\boldsymbol{x}$ only. In other
words, $\chi_{i j}$ does not participate in the long-wavelength dynamics. We have already checked at first order in subsection 2.2.6 and appendix B that gravity waves freeze on such scales. Given the above, the metric (2.2.6) reduces to

$$
\begin{equation*}
\mathrm{d} s^{2}=-\bar{N}^{2} \mathrm{~d} t^{2}+a^{2} \mathrm{e}^{2 \alpha} \chi_{i j}(\boldsymbol{x}) \mathrm{d} x^{i} \mathrm{~d} x^{j} \tag{3.4.4}
\end{equation*}
$$

To make the connection with the previous paragraphs, the above arguments are in agreement with our findings so far assuming $N^{i}=0$.

The generalised fully non-linear Hubble parameter (2.2.15) takes the form

$$
\begin{equation*}
\bar{H}=\frac{1}{\bar{N}}(\dot{\alpha}+H N) \tag{3.4.5}
\end{equation*}
$$

In order to simplify super-horizon calculations we choose to work in a flat gauge

$$
\begin{equation*}
\bar{N} \bar{H}=1 \tag{3.4.6}
\end{equation*}
$$

that is we choose time slices in which the expansion of the universe is homogeneous and the time variable coincides with the number of e-folds $t=\alpha+\ln a$. From now on we will drop the hat for quantities in the flat gauge to lighten the notation.

The energy and momentum constraints become for the fully non-linear fields

$$
\begin{equation*}
\bar{H}^{2}=\frac{\kappa^{2}}{3}\left(\frac{1}{2} \bar{\Pi}^{2}+\bar{W}\right), \quad \partial_{i} \bar{H}=-\frac{\kappa^{2}}{2} \bar{\Pi}_{A} \partial_{i} \varphi^{A} \tag{3.4.7}
\end{equation*}
$$

Variation of the action (3.4.2) with respect to $\bar{h}_{i j}$ gives the dynamical equation for the evolution of the Hubble parameter

$$
\begin{equation*}
\dot{\bar{H}}=-\frac{\kappa^{2}}{2 \bar{H}} \bar{\Pi}^{2} \tag{3.4.8}
\end{equation*}
$$

Finally the field equation becomes

$$
\begin{equation*}
\mathcal{D}_{t} \bar{\Pi}^{A}=-3 \bar{\Pi}^{A}-\frac{1}{\bar{H}} \bar{W}^{, A} \tag{3.4.9}
\end{equation*}
$$

where a superscript, $A$ denotes a derivative $W^{, A} \equiv \partial W / \partial \varphi_{A}$. In the context of the separate universe picture, these fully non-linear equations represent the FLRW separate evolution of each point of the long-wavelength universe, related with each other by the second equation in (3.4.7).

Combining these equations one can construct the long-wavelength evolution equation for the gradient of the perturbations $\zeta_{i m}$

$$
\begin{align*}
& \dot{\theta}_{i 1}+\left(3+\bar{\epsilon}+2 \bar{\eta}^{\|}\right) \theta_{i 1}-2\left(3 \bar{\eta}^{\perp}+2 \bar{\epsilon} \bar{\eta} \|+\bar{\xi}^{\perp}\right) \zeta_{i 2}-2 \bar{\eta}^{\perp} \theta_{i 2}=0 \\
& \dot{\theta}_{i 2}+2 \bar{\eta}^{\perp} \theta_{1 i}+\left(3 \bar{\chi}+2 \bar{\epsilon}^{2}+4 \bar{\epsilon} \bar{\eta}^{\|}+\bar{\xi}^{\|}\right) \zeta_{i 2}+\left(3+\bar{\epsilon}+2 \bar{\eta}^{\|}\right) \theta_{i 2}=0 \tag{3.4.10}
\end{align*}
$$

where we defined the time derivative of the perturbations $\theta_{i m} \equiv \dot{\zeta}_{i m}$. No slow-roll assumption has been made, the slow-roll parameters can be thought of as short-hand notation. Notice that the slow-roll parameters and the unit vectors appearing in this equations are the fully non-linear quantities

$$
\begin{equation*}
\dot{\bar{H}} \equiv-\bar{\epsilon} \bar{N} \bar{H}^{2}, \quad \bar{\eta}^{(n) A} \equiv \frac{1}{\bar{H}^{n-1} \overline{\bar{\Pi}}}\left(\frac{1}{\bar{N}} \frac{\mathrm{~d}}{\mathrm{~d} t}\right)^{n-1} \bar{\Pi}, \quad \bar{e}_{1 A} \equiv \frac{\bar{\Pi}^{A}}{\bar{\Pi}} \tag{3.4.11}
\end{equation*}
$$

Their time derivatives retain the form (3.1.18) where now all quantities should be substituted by the fully non-linear ones. Eventually, we are interested in expanding the equation of motion (3.4.10) for the adiabatic perturbation up to second order (in order to calculate the bispectrum), so one also needs expressions for the gradients of the slow-roll parameters and the unit vectors. The gradients involved in this calculation can be found using the four equations (3.4.7-3.4.10)

$$
\begin{align*}
\partial_{i} \bar{\epsilon}= & -2 \bar{\epsilon}\left(\bar{\epsilon}+\bar{\eta}^{\|}\right) \zeta_{i 1}-2 \bar{\eta}^{\perp} \zeta_{i 2}, \\
\partial_{i} \bar{e}_{1 A}= & -\bar{e}_{2 A}\left(\bar{\eta}^{\perp} \zeta_{i 1}-\left(\bar{\epsilon}+\bar{\eta}^{\|}\right) \zeta_{i 2}-\theta_{i 2}\right), \quad \partial_{i} \bar{e}_{2 A}=\bar{e}_{1 A}\left(\bar{\eta}^{\perp} \zeta_{i 1}+\left(\bar{\epsilon}+\bar{\eta}^{\|}\right) \zeta_{i 2}+\theta_{i 2}\right), \\
\partial_{i} \bar{\eta}^{\|}= & \left(-\bar{\epsilon} \bar{\eta}^{\|}+\left(\bar{\eta}^{\|}\right)^{2}-\left(\bar{\eta}^{\perp}\right)^{2}-\bar{\xi}^{\|}\right) \zeta_{i 1}-\left(\bar{\epsilon} \bar{\eta}^{\perp}+\bar{\xi}^{\perp}\right) \zeta_{i 2}-\bar{\eta}^{\perp} \theta_{i 2} \\
\partial_{i} \bar{\eta}^{\perp}= & \left(-\bar{\epsilon} \bar{\eta}^{\perp}+2 \bar{\eta}^{\Pi^{\prime}} \bar{\eta}^{\perp}-\bar{\xi}^{\perp}\right) \zeta_{i 1}+\left(\bar{\epsilon} \bar{\eta}+\left(\bar{\eta}^{\|}\right)^{2}+\left(\bar{\eta}^{\perp}\right)^{2}+3 \bar{\chi}\right) \zeta_{i 2}+\left(3+\bar{\eta}^{\|}\right) \theta_{i 2} \\
\partial_{i} \bar{\chi}= & -\left(W_{221}-\left(\bar{\eta}^{\|}\right)^{2}+3\left(\bar{\eta}^{\perp}\right)^{2}+\bar{\xi}^{\|}+\frac{2}{3} \bar{\eta}^{\perp} \bar{\xi}^{\perp}+\bar{\epsilon}\left(\bar{\eta}^{\|}+2 \bar{\chi}\right)\right) \zeta_{i 1} \\
& -\left(W_{222}+3 \bar{\epsilon} \bar{\eta}^{\perp}+\bar{\xi}^{\perp}+\frac{2}{3}\left(\bar{\epsilon}+\bar{\eta}^{\|}\right)\left(3 \bar{\eta}^{\perp}+\bar{\xi}^{\perp}\right)\right) \zeta_{i 2}-\left(3 \bar{\eta}^{\perp}+\frac{2}{3} \bar{\xi}^{\perp}\right) \theta_{i 2} \\
\partial_{i} \bar{\xi} \|= & 3\left(W_{111}-3 \bar{\epsilon} \bar{\eta}^{\|}-\left(\bar{\eta}^{\|}\right)^{2}-\left(\bar{\eta}^{\perp}\right)^{2}+\bar{\xi}^{\|}-\frac{2}{3}\left(\bar{\epsilon} \bar{\xi}^{\|}+\bar{\eta}^{\perp} \bar{\xi}^{\perp}\right)\right) \zeta_{i 1} \\
& +3\left(W_{211}-3 \bar{\epsilon} \bar{\eta}^{\perp}-2 \bar{\eta}^{\|} \bar{\eta}^{\perp}+\bar{\xi}^{\perp}-\frac{2}{3}\left(\bar{\epsilon}+\bar{\eta}^{\|}\right) \bar{\xi}^{\perp}\right) \zeta_{i 2}-\left(3 \bar{\eta}^{\perp}+2 \bar{\xi}^{\perp}\right) \theta_{i 2} \tag{3.4.12}
\end{align*}
$$

Two comments are in order regarding the first-order limit of the equations (3.4.10). First, comparing to (3.2.21) one can check that in the long-wavelength limit these agree with the first order version of (3.4.10). Indeed at linear order, the slow-roll parameters reduce to their background values and $\zeta_{i m(1)}=\partial_{i} \zeta_{m(1)}$, so that the gradient can be removed. Second, it was shown in (3.2.23) that at first order in the perturbation expansion $\dot{\zeta}_{1(1)}=2 N H \eta^{\perp} \zeta_{2(1)}$. One can check by direct substitution in equations (3.4.10) that this relation is generalised for the gradient of the perturbations to the fully non-linear case [53]

$$
\begin{equation*}
\theta_{i 1}=2 \bar{N} \bar{H} \bar{\eta}^{\perp} \zeta_{i 2} \tag{3.4.13}
\end{equation*}
$$

so that we do not need to consider $\theta_{i 1}$ as an independent variable.
Hence, using the above constraint equation, we can rewrite equations (3.4.10) as a matrix equation for the vector $v_{i a} \equiv\left(\zeta_{i 1}, \zeta_{i 2}, \theta_{i 2}\right)^{T}$

$$
\begin{equation*}
\dot{v}_{i a}(t, \boldsymbol{x})+A_{a b}(t, \boldsymbol{x}) v_{i b}(t, \boldsymbol{x})=0, \tag{3.4.14}
\end{equation*}
$$

where the matrix $A_{a b}$ has the form

$$
\mathbf{A}=\left(\begin{array}{ccc}
0 & -2 \bar{\eta}^{\perp} & 0  \tag{3.4.15}\\
0 & 0 & -1 \\
0 & \left(3 \bar{\chi}+2 \bar{\epsilon}^{2}+4 \bar{\epsilon} \bar{\eta}^{\|}+4\left(\bar{\eta}^{\perp}\right)^{2}+\bar{\xi}^{\|}\right) & \left(3+\bar{\epsilon}+2 \bar{\eta}^{\|}\right)
\end{array}\right)
$$

### 3.4.2 Solving the equations

Equation (3.4.14) is a long-wavelength equation. To first order it is the super-horizon limit of equations (3.2.21), i.e. ignoring the gradient of the perturbations. Hence, it needs to be supplemented
with initial conditions at horizon crossing, that will act as source terms in the right-hand side of the equation. Expanding to second order, we find

$$
\begin{align*}
\dot{v}_{i a}^{(1)}+A_{a b}^{(0)}(t) v_{i b}^{(1)} & =b_{i a}^{(1)}(t, \boldsymbol{x}),  \tag{3.4.16}\\
\dot{v}_{i a}^{(2)}+A_{a b}^{(0)}(t) v_{i b}^{(2)} & =-A_{a b}^{(1)}(t, \boldsymbol{x}) v_{i b}^{(1)}+b_{i a}^{(2)}(t, \boldsymbol{x}) . \tag{3.4.17}
\end{align*}
$$

In order to understand how the source term $b_{i a}^{(1)}$ arises, let us consider the full equations of motion at linear order (3.2.21). We then define smoothed long-wavelength variables, corresponding to the perturbations we are solving for within the long-wavelength formalism, using a window function $\mathcal{W}$ with smoothing length $R \equiv c /(a H)$ and $c$ a constant of the order of a few. In Fourier space this means $\zeta_{m}(k)=\mathcal{W}(k R) \zeta_{m, \operatorname{lin}}(k)$, where $\zeta_{m, \operatorname{lin}}(k)$ are the solutions of the exact equations (3.2.21), and an identical expression for $\theta_{m}$. Rewriting equations (3.2.21) in terms of the smoothed variables, one is left with terms that depend on the exact variable $\zeta_{m}$. These terms form the source $b_{i a}^{(1)}$.

The window function is chosen so that it ensures that short wavelengths are cut out, making our long-wavelength approximation applicable, $\mathcal{W}(k R) \rightarrow 0$ for $k \gg 1 / R$ and ensuring that at sufficiently late times the solution of the linear-order equation (3.4.16) does not depend on the exact shape of $\mathcal{W}, \mathcal{W}(k R) \rightarrow 1$ for $k \ll 1 / R$. These conditions imply that $\mathcal{W}(k R)$ peaks around a time just after horizon crossing and hence we only need to know $\zeta_{m, \text { lin }}$ around this time. The source $b_{i a}^{(1)}$ can then be expressed in terms of the horizon-crossing solutions $X_{a m}$ as

$$
\begin{equation*}
b_{i a}^{(1)}=\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \dot{\mathcal{W}}(k) X_{a m}^{(1)}(k) a_{m \boldsymbol{k}}^{\dagger} \mathrm{i}_{i} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}+\text { c.c.. } \tag{3.4.18}
\end{equation*}
$$

The quantum creation $\left(a_{m \boldsymbol{k}}^{\dagger}\right)$ and conjugate annihilation ( $a_{m \boldsymbol{k}}$ ) operators satisfy the usual commutation relations. The linear horizon-crossing solutions can be determined exactly numerically, or analytically within the slow-roll approximation (which, as observations indicate, seems to be a very good approximation at horizon crossing). Within the long-wavelength formalism we have to assume slow-roll during horizon crossing, as was explained in the beginning of this section, and hence we will use the analytical expression for the linear perturbation at horizon crossing derived in subsection 3.2.4 (see (4.1.15)).

The matrix $A_{a b}^{(1)}$ is found by perturbing the exact $\mathbf{A}$ matrix, using (3.4.12), giving $A_{a b}^{(1)}(t, \boldsymbol{x})=$ $\bar{A}_{a b c}^{(0)}(t) v_{c}^{(1)}(t, \boldsymbol{x})$. The explicit form of $\overline{\mathbf{A}}$ is given in (C.3.6), where we have dropped the superscript (0) for notational convenience. We have also defined $v_{c}^{(1)} \equiv \partial^{-2} \partial^{i} v_{i c}^{(1)}$.

The effect of the source term $b_{i a}^{(2)}$ on $f_{\mathrm{NL}}^{(4)}$ is expected to be small, since it is a second-order horizon-crossing contribution. Nevertheless, we compute it explicitly in order to allow for an exact comparison with known results in the literature. Identically to the first-order case, $b_{i a}^{(2)}$ is the second-order exact perturbation smoothed by the window function $\mathcal{W}$. As was explained above, because of the form of the window function we only need the second-order exact solution around horizon crossing. These contributions can be found from the cubic action, found in section 3.3.2 and they are just the quadratic terms in the super-horizon redefinitions of the perturbations (3.3.32), or equivalently the quadratic terms of the second-order gauge transformation that survive outside the horizon and therefore can be computed analytically within the slow-roll assumption. Therefore,
the second-order source term is a convolution integral

$$
\begin{align*}
b_{i a}^{(2)}=\quad & \int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \int \frac{\mathrm{~d}^{3} \boldsymbol{k}^{\prime}}{(2 \pi)^{3 / 2}} \dot{\mathcal{W}}\left(\max \left(k^{\prime}, k\right)\right) \\
& \times\left\{L_{a b c}(t) X_{b m}^{(1)}\left(k^{\prime}, t\right) X_{c n}^{(1)}(k, t) a_{m \boldsymbol{k}^{\prime}}^{\dagger} a_{n \boldsymbol{k}}^{\dagger} \mathrm{i}\left(k_{i}^{\prime}+k_{i}\right) \mathrm{e}^{\mathrm{i}\left(\boldsymbol{k}^{\prime}+\boldsymbol{k}\right) \cdot \boldsymbol{x}}\right. \\
& \left.\quad+N_{a b c}(t) X_{b m}^{(1)}\left(k^{\prime}, t\right) X_{c n}^{(1)}(k, t) a_{m \boldsymbol{k}^{\prime}}^{\dagger} a_{n \boldsymbol{k}^{\prime}}^{\dagger} \mathrm{i}_{i} \mathrm{e}^{\mathrm{i}\left(\boldsymbol{k}^{\prime}+\boldsymbol{k}\right) \cdot \boldsymbol{x}}+\text { c.c. }\right\} \tag{3.4.19}
\end{align*}
$$

where the derivative of the window function peaks at the scale that exits the horizon last. We have split $b_{i a}^{(2)}$ into a local part proportional to $L_{a b c}$ and a non-local part proportional to $N_{a b c}$. The explicit components of $L_{a b c}$ and $N_{a b c}$ are given in (4.1.17) and appendix C.1.

We are ready now to solve (3.4.16) and (3.4.17) in order to compute the evolution of the superhorizon observable quantities. These are the power spectrum and bispectrum of the adiabatic primordial perturbations, along with their scale dependence encoded through their spectral indices.

## Chapter 4

## The super-horizon evolution of the perturbations

Here we find the expression for the super-horizon bispectrum within the long-wavelength formalism. We first derive an exact result, assuming slow-roll only at horizon crossing. We compute this for an equilateral triangle, effectively assuming that the three scales of the triangle are of the same order and hence $f_{\mathrm{NL}}$ can be computed at a single pivot scale $k_{*}$. We also provide the formula for a squeezed triangle. Next we apply the slow-roll assumption during all the inflationary period in order to simplify the expressions and eventually, in the next chapter, deduce qualitative conclusions about the behaviour of $f_{\mathrm{NL}}$. This chapter is based on our findings in [23].

### 4.1 The set-up

In this section we discuss the tools needed to solve equations (3.4.16) and (3.4.17) and make contact between the solution and the bispectrum of the adiabatic perturbations. We also discuss the properties of the $\delta \mathrm{N}$ formalism, another formalism to compute the super-horizon non-Gaussianity.

### 4.1.1 Green's functions

Equations (3.4.16) and (3.4.17), together with the initial condition $v_{i a}(t \rightarrow-\infty)=0$, can be solved using a simple Green's function $G_{a b}\left(t, t^{\prime}\right)$. In matrix notation it satisfies [53, 68]

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbf{G}\left(t, t^{\prime}\right)+\mathbf{A}(t) \mathbf{G}\left(t, t^{\prime}\right)=\mathbf{0}, \quad \mathbf{G}(t, t)=\mathbf{1} \tag{4.1.1}
\end{equation*}
$$

Starting from this equation, to lighten the notation, when we write $\mathbf{A}$ we actually mean $\mathbf{A}^{(0)}$, i.e. the matrix in (3.4.15) with all local slow-roll parameters replaced by their background version that depends on time only. Looking at this equation of motion and its initial condition, we see that the solution can be written as

$$
\begin{equation*}
\mathbf{G}\left(t, t^{\prime}\right)=\mathbf{F}(t) \mathbf{F}^{-1}\left(t^{\prime}\right), \tag{4.1.2}
\end{equation*}
$$

where $\mathbf{F}(t)$ satisfies the same equation of motion (4.1.1) as $\mathbf{G}\left(t, t^{\prime}\right)$ with an arbitrary initial condition. From this we immediately derive that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t^{\prime}} \mathbf{G}\left(t, t^{\prime}\right)-\mathbf{G}\left(t, t^{\prime}\right) \mathbf{A}\left(t^{\prime}\right)=\mathbf{0} \tag{4.1.3}
\end{equation*}
$$

The solution of (3.4.16) and (3.4.17) can now be written as the time integral of $G_{a b}$ contracted with the terms on the right-hand side of these equations:

$$
\begin{equation*}
v_{i a}^{(1)}(t, \boldsymbol{x})=\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} v_{a m}(k, t) \hat{a}_{m}^{\dagger}(\boldsymbol{k}) \mathrm{i} k_{i} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}+\text { c.c. }, \tag{4.1.4}
\end{equation*}
$$

with

$$
\begin{equation*}
v_{a m}(k, t)=\int_{-\infty}^{t} \mathrm{~d} t^{\prime} G_{a b}\left(t, t^{\prime}\right) \dot{\mathcal{W}}\left(k, t^{\prime}\right) X_{b m}^{(1)}\left(k, t^{\prime}\right) \tag{4.1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{i a}^{(2)}(t, \boldsymbol{x})=-\int_{-\infty}^{t} \mathrm{~d} t^{\prime} G_{a b}\left(t, t^{\prime}\right) \bar{A}_{b c d}\left(t^{\prime}\right) v_{i c}^{(1)}\left(t^{\prime}, \boldsymbol{x}\right) v_{d}^{(1)}\left(t^{\prime}, \boldsymbol{x}\right)+\int_{-\infty}^{t} \mathrm{~d} t^{\prime} G_{a b}\left(t, t^{\prime}\right) b_{i b}^{(2)}\left(t^{\prime}, \boldsymbol{x}\right) \tag{4.1.6}
\end{equation*}
$$

As before, $v_{d}^{(1)} \equiv \partial^{-2} \partial^{i} v_{i d}^{(1)}$.
Written in components (4.1.1) gives the following equations for the Green's functions:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} G_{1 x}\left(t, t^{\prime}\right) & =2 \eta^{\perp}(t) G_{2 x}\left(t, t^{\prime}\right) \\
\frac{\mathrm{d}}{\mathrm{~d} t} G_{2 x}\left(t, t^{\prime}\right) & =G_{3 x}\left(t, t^{\prime}\right)  \tag{4.1.7}\\
\frac{\mathrm{d}}{\mathrm{~d} t} G_{3 x}\left(t, t^{\prime}\right) & =-A_{32}(t) G_{2 x}\left(t, t^{\prime}\right)-A_{33}(t) G_{3 x}\left(t, t^{\prime}\right), \\
G_{a b}(t, t) & =\delta_{a b}
\end{align*}
$$

We can also rewrite this as a second-order differential equation for $G_{2 x}$ :

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} G_{2 x}\left(t, t^{\prime}\right)+A_{33}(t) \frac{\mathrm{d}}{\mathrm{~d} t} G_{2 x}\left(t, t^{\prime}\right)+A_{32}(t) G_{2 x}\left(t, t^{\prime}\right)=0 \tag{4.1.8}
\end{equation*}
$$

For the derivatives with respect to $t^{\prime}$ we find:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t^{\prime}} G_{x 2}\left(t, t^{\prime}\right) & =-2 \eta^{\perp}\left(t^{\prime}\right) \delta_{x 1}+A_{32}\left(t^{\prime}\right) G_{x 3}\left(t, t^{\prime}\right), \\
\frac{\mathrm{d}}{\mathrm{~d} t^{\prime}} G_{x 3}\left(t, t^{\prime}\right) & =-G_{x 2}\left(t, t^{\prime}\right)+A_{33}\left(t^{\prime}\right) G_{x 3}\left(t, t^{\prime}\right) . \tag{4.1.9}
\end{align*}
$$

The solutions for the $x=1$ components of (4.1.7) are simple: $G_{11}=1, G_{21}=G_{31}=0$. To find the solutions for the $x=2,3$ components we assume that we have found a solution $g(t)$ that satisfies (4.1.8). Then a second, independent, solution is given by

$$
\begin{equation*}
f(t)=g(t) \int^{t} \mathrm{~d} \bar{t} Y(\bar{t}), \quad Y(t) \equiv \frac{1}{g^{2}(t)} e^{-\int^{t} \mathrm{~d} \bar{t} A_{33}(\bar{t})}=\frac{1}{g^{2}(t)} \frac{\mathrm{e}^{-3 t}}{H(t) \epsilon(t)} \tag{4.1.10}
\end{equation*}
$$

Hence

$$
\begin{align*}
G_{23}\left(t, t^{\prime}\right) & =\frac{1}{g\left(t^{\prime}\right) Y\left(t^{\prime}\right)} f(t)-\frac{f\left(t^{\prime}\right)}{g^{2}\left(t^{\prime}\right) Y\left(t^{\prime}\right)} g(t),  \tag{4.1.11}\\
G_{22}\left(t, t^{\prime}\right) & =\left(\frac{\dot{g}\left(t^{\prime}\right) f\left(t^{\prime}\right)}{g^{3}\left(t^{\prime}\right) Y\left(t^{\prime}\right)}+\frac{1}{g\left(t^{\prime}\right)}\right) g(t)-\frac{\dot{g}\left(t^{\prime}\right)}{g^{2}\left(t^{\prime}\right) Y\left(t^{\prime}\right)} f(t)=\frac{g(t)}{g\left(t^{\prime}\right)}-\frac{\dot{g}\left(t^{\prime}\right)}{g\left(t^{\prime}\right)} G_{23}\left(t, t^{\prime}\right), \tag{4.1.12}
\end{align*}
$$

and

$$
\begin{equation*}
G_{33}\left(t, t^{\prime}\right)=\frac{\dot{g}(t)}{g(t)} G_{23}\left(t, t^{\prime}\right)+\frac{g(t) Y(t)}{g\left(t^{\prime}\right) Y\left(t^{\prime}\right)}, \quad G_{32}\left(t, t^{\prime}\right)=\frac{\dot{g}(t)}{g(t)} G_{22}\left(t, t^{\prime}\right)-\frac{\dot{g}\left(t^{\prime}\right)}{g\left(t^{\prime}\right)} \frac{g(t) Y(t)}{g\left(t^{\prime}\right) Y\left(t^{\prime}\right)} \tag{4.1.13}
\end{equation*}
$$

Of course $G_{13}\left(t, t^{\prime}\right)=2 \int_{t^{\prime}}^{t} \mathrm{~d} \bar{t} \eta^{\perp}(\bar{t}) G_{23}\left(\bar{t}, t^{\prime}\right)$ and $G_{12}\left(t, t^{\prime}\right)=2 \int_{t^{\prime}}^{t} \mathrm{~d} \bar{t} \eta^{\perp}(\bar{t}) G_{22}\left(\bar{t}, t^{\prime}\right)$. For exact calculations the Green's functions will be determined numerically, but in an approximate slow-roll treatment we can sometimes find analytic solutions, see section 4.3.

For the linear mode solutions at horizon crossing, $X_{a m}^{(1)}$, we will assume the analytic slow-roll solutions. Observations of the spectral index indicate that slow roll is a good approximation at horizon crossing. Note however that, with the exception of section 4.3, we do not assume slow roll to hold after horizon crossing. Moreover, the assumption of slow roll at horizon crossing is not a requirement to compute these linear solutions, we could just as well numerically compute the linear mode solutions exactly. For the window function used in the calculation of the linear solution we take a step function, see [63,53], so that its time derivative is a delta function: $\dot{\mathcal{W}}=\delta(k c /(a H \sqrt{2})-1)$, where $c$ is a constant of the order of a few, e.g. $c=3$. Then

$$
\begin{equation*}
v_{a m}(t)=G_{a b}\left(t, t_{*}\right) X_{b m}^{(1)}\left(t_{*}\right) \Theta\left(t-t_{*}\right) \tag{4.1.14}
\end{equation*}
$$

where the step function $\Theta(x)$ equals 1 for $x \geq 0$ and 0 for $x<0$. The time $t_{*}$ is defined by $a H=k c / \sqrt{2}$, i.e. a time slightly after horizon crossing when we have entered the long-wavelength regime. While results right at $t_{*}$ of course depend on the details of the window function, a few e-folds later any dependence on $\mathcal{W}$ has disappeared. Moreover, under the assumption of slow roll at horizon crossing, all quantities change very little between horizon crossing and $t_{*}$, so that final results do not depend on the choice of $c$ and $t_{*}$ can be taken equal to the horizon-crossing time determined from $k=a H$ in the final expressions. For a detailed study of the impact of the first few e-folds after horizon crossing on the evaluation of observable quantities, see [72]. Defining $\gamma$ as $\gamma \equiv-\kappa H /\left(2 k^{3 / 2} \sqrt{\epsilon}\right)$ the matrix $\mathbf{X}^{(1)}\left(t_{*}\right)$ is given by

$$
\mathbf{X}^{(1)}\left(t_{*}\right)=\gamma_{*}\left(\begin{array}{cc}
1 & 0  \tag{4.1.15}\\
0 & 1 \\
0 & -\chi_{*}
\end{array}\right)
$$

where the subscript $*$ means evaluation at $t=t_{*}$. The $2 \times 2$ upper part of this matrix is just the result we found in (3.2.38), corresponding to the values of $\zeta_{1(1) k}$ and $\zeta_{2(1) k}$, coupling initially only to the quantum operators $a_{1 \mathbf{k}}, a_{1 \mathbf{k}}^{\dagger}$ and $a_{2 \mathbf{k}}, a_{2 \mathbf{k}}^{\dagger}$ respectively. The third line, corresponding to the time derivative of the isocurvature perturbation $\theta_{2(1)}$, can be found by the slow-roll version of (3.2.19) immediately after horizon crossing (hence ignoring the space gradient), equation (3.3.9). Hence we have

$$
\begin{array}{cl}
v_{11}=\gamma_{*} \Theta\left(t-t_{*}\right), & v_{12}(t)=\gamma_{*}\left(G_{12}\left(t, t_{*}\right)-\chi_{*} G_{13}\left(t, t_{*}\right)\right) \Theta\left(t-t_{*}\right), \\
v_{21}=0, & v_{22}(t)=\gamma_{*}\left(G_{22}\left(t, t_{*}\right)-\chi_{*} G_{23}\left(t, t_{*}\right)\right) \Theta\left(t-t_{*}\right), \\
v_{31}=0, & v_{32}(t)=\gamma_{*}\left(G_{32}\left(t, t_{*}\right)-\chi_{*} G_{33}\left(t, t_{*}\right)\right) \Theta\left(t-t_{*}\right) \tag{4.1.16}
\end{array}
$$

We also define the short-hand notation $\bar{v}_{a m}$ by $v_{a m}(t)=\gamma_{*} \Theta\left(t-t_{*}\right) \bar{v}_{a m}(t)$.
For the second-order horizon-crossing solutions we find from (3.3.15) and (3.3.21) (see appendix
C.1) that the slow-roll matrices $L_{a b c}$ and $N_{a b c}$ have elements satisfying

$$
\begin{array}{ll}
L_{111 *}=\epsilon_{*}+\eta_{*}^{\|}, & L_{122 *}=-\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}\right), \\
L_{211 *}=\eta_{*}^{\perp}, & L_{222 *}=\eta_{*}^{\perp}, \\
L_{112 *}+L_{121 *}=2 \eta_{*}^{\perp}, & N_{112 *}+N_{121 *}=-2 \eta_{*}^{\perp}, \\
L_{212 *}+L_{221 *}=2\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}\right), & N_{212 *}+N_{221 *}=\chi_{*}, \tag{4.1.17}
\end{array}
$$

with the other elements of $N_{a b c}$ being zero. As explained in the appendix, the slow-roll approximation which expresses $\theta_{2(1)}$ in terms of $\zeta_{2(1)}$ (3.3.9) has been used. This means in particular that the subscripts $a, b, c$ only take the values 1 and 2 , but not 3 . However, for consistency in the notation, we will define here all entries of $L_{a b c}$ and $N_{a b c}$ to be equal to zero if one or more of the indices are equal to 3 .

### 4.1.2 Two and three point statistics

Having now expressed the first and second order perturbations outside the horizon in terms of their value at horizon crossing and the Green's functions, we move to computing the quantities that can be measured observationally, namely the power spectrum and the bispectrum of the perturbations.

We start by computing the power spectrum for the adiabatic perturbation introduced in (2.2.2). From equation (4.1.4) we see that the Fourier coefficients of $\zeta_{1(1)}(\boldsymbol{x}, t)$ are given by $\zeta_{k}^{(1) 1}(t)=$ $v_{1 m}(k, t)\left(a_{m \boldsymbol{k}}^{\dagger}+a_{m-\boldsymbol{k}}\right)$. Hence the power spectrum for the adiabatic perturbation becomes

$$
\begin{equation*}
\mathcal{P}_{\zeta}(k, t) \equiv \frac{k^{3}}{2 \pi^{2}} v_{1 m}(k, t) v_{1 m}(k, t) \tag{4.1.18}
\end{equation*}
$$

The scalar spectral index is then defined as

$$
\begin{equation*}
n_{\zeta}-1 \equiv \frac{\mathrm{~d} \ln \mathcal{P}_{\zeta}}{\mathrm{d} \ln k}=\frac{\mathrm{d} \ln \mathcal{P}_{\zeta}}{\mathrm{d} t_{*}} \frac{\mathrm{~d} t_{*}}{\mathrm{~d} \ln k}=\frac{\mathrm{d} \ln \mathcal{P}_{\zeta}}{\mathrm{d} t_{*}} \frac{1}{1-\epsilon_{*}} \tag{4.1.19}
\end{equation*}
$$

where we used that $k=a H \sqrt{2} / c$ and $\dot{H}=-\epsilon H$ for the time coordinate choice $N H=1$.
For our calculations performed so far within the long-wavelength formalism we have used time slices on which the expansion of the universe is homogeneous, $\partial_{i} \alpha=0$, since it simplifies superhorizon calculations (see (3.4.6)). However, to make contact with the proper gauge-invariant expression for the second-order $\zeta_{1}$ it turns out to be necessary to change to uniform energy density time slices, $\partial_{i} \rho=0$ in order to obtain the gauge-invariant quantity corresponding to the curvature perturbation $\zeta_{1}$. This is done by the gauge transformation (3.3.17).

By combining the different permutations of $\left\langle\zeta_{1(2) \boldsymbol{k}_{1}} \zeta_{1(1) \boldsymbol{k}_{2}} \zeta_{1(1) \boldsymbol{k}_{3}}\right\rangle$ of the Fourier components of the linear and second-order adiabatic solutions (first subtracting the average of $\tilde{\zeta}_{1(2)}(\boldsymbol{x}, t)$ to get rid of the divergent part), we find the bispectrum ${ }^{1}$ [53]

$$
\begin{align*}
\left\langle\zeta_{1 \boldsymbol{k}_{1}} \zeta_{1 \boldsymbol{k}_{2}} \zeta_{1 \boldsymbol{k}_{3}}\right\rangle^{(2)} & =(2 \pi)^{-3 / 2} \delta^{3}\left(\sum_{s} \boldsymbol{k}_{s}\right)\left[f\left(k_{1}, k_{2}\right)+f\left(k_{1}, k_{3}\right)+f\left(k_{2}, k_{3}\right)\right] \\
& \equiv(2 \pi)^{-3 / 2} \delta^{3}\left(\sum_{s} \boldsymbol{k}_{s}\right) B_{\zeta}\left(k_{1}, k_{2}, k_{3}\right) \tag{4.1.20}
\end{align*}
$$

[^4]where
\[

$$
\begin{align*}
& f\left(k, k^{\prime}\right) \equiv v_{1 m}(k) v_{1 n}\left(k^{\prime}\right)\left(\eta^{\perp} v_{2 m}(k) v_{1 n}\left(k^{\prime}\right)+\frac{1}{2} G_{1 a}\left(t, t_{k^{\prime}}\right)\left(L_{a b c}+N_{a b c}\right)\left(t_{k^{\prime}}\right) X_{b m}\left(k, t_{k^{\prime}}\right) X_{c n}\left(k^{\prime}, t_{k^{\prime}}\right)\right. \\
&\left.-\frac{1}{2} \int_{-\infty}^{t} \mathrm{~d} t^{\prime} G_{1 a}\left(t, t^{\prime}\right) \bar{A}_{a b c} v_{b m}(k) v_{c n}\left(k^{\prime}\right)\right)+k \leftrightarrow k^{\prime} \tag{4.1.21}
\end{align*}
$$
\]

where $k^{\prime}$ refers to the scale that exits the horizon last. The first term in the parenthesis comes from the gauge transformation (3.3.17). Finally we introduce the parameter $f_{\mathrm{NL}}$, basically defined as the bispectrum divided by the power spectrum squared, which gives a relative measure of the importance of non-Gaussianities of the bispectral type (see e.g. [39, 73]):

$$
\begin{align*}
-\frac{6}{5} f_{\mathrm{NL}} & \equiv \frac{B_{\zeta}\left(k_{1}, k_{2}, k_{3}\right)}{\frac{2 \pi^{2} \mathcal{P}_{\zeta}\left(k_{1}\right) \frac{2 \pi^{2}}{k_{2}^{3}} \mathcal{P}_{\zeta}\left(k_{2}\right)+\left(k_{2} \leftrightarrow k_{3}\right)+\left(k_{1} \leftrightarrow k_{3}\right)}{k_{1}}} \\
& =\frac{f\left(k_{1}, k_{2}\right)+f\left(k_{1}, k_{3}\right)+f\left(k_{2}, k_{3}\right)}{v_{1 m}\left(k_{1}\right) v_{1 m}\left(k_{1}\right) v_{1 n}\left(k_{2}\right) v_{1 n}\left(k_{2}\right)+2 \text { perms } .} \tag{4.1.22}
\end{align*}
$$

This is essentially $f_{\mathrm{NL}}^{(4)}$, but we suppress from now on the superscript (4). Notice that unlike definition (2.3.21), here we assume no pivot scale for our computation and $f_{\mathrm{NL}}$ depends on all three relevant scales.

### 4.1.3 $\delta N$-formalism

An alternative formalism to compute $f_{\mathrm{NL}}$ is the so-called $\delta N$-formalism [74, 75, 76, 77, 78]. In order to compare our results of the next sections to those obtained using the $\delta N$ formalism, for those cases where the latter are available, we give here a brief overview.

The $\delta N$ formalism uses the fact that the adiabatic perturbation $\zeta_{1}$ on large scales is equal to the perturbation of the number of e-folds $\delta N\left(t, t_{*}\right)$ between an initial flat hypersurface at $t=t_{*}$, which is usually taken to be the horizon crossing time, and a final uniform density hypersurface at $t$. One can then expand the number of e-folds in terms of the perturbations of the fields and their momenta on the initial flat hypersurface

$$
\begin{equation*}
\delta N\left(t, t_{*}\right)=\frac{\partial N}{\partial \phi_{*}^{A}} \delta \phi_{*}^{A}+\frac{\partial N}{\partial \Pi_{*}^{A}} \delta \Pi_{*}^{A}+\frac{1}{2} \frac{\partial^{2} N}{\partial \phi_{*}^{A} \partial \phi_{*}^{B}} \delta \phi_{*}^{A} \delta \phi_{*}^{B}+\ldots \tag{4.1.23}
\end{equation*}
$$

So instead of integrating the evolution of $\zeta_{1}$ through equations (3.4.16) and (3.4.17) one can evaluate the derivatives of the number of e-folds at horizon crossing and thus calculate $\zeta_{1}$.

Because of the computational difficulty associated with the derivatives with respect to $\Pi^{A}$, slow roll is assumed at horizon exit so that the terms involving the momentum of the fields can be ignored. This is a crucial assumption for the $\delta N$ formalism. The final formula then reads

$$
\begin{equation*}
\delta N\left(t, t_{*}\right)=\frac{\partial N}{\partial \phi_{*}^{A}} \delta \phi_{*}^{A}+\frac{1}{2} \frac{\partial^{2} N}{\partial \phi_{*}^{A} \partial \phi_{*}^{B}} \delta \phi_{*}^{A} \delta \phi_{*}^{B}, \tag{4.1.24}
\end{equation*}
$$

up to second order. From it one finds the following expression for the bispectrum:

$$
\begin{equation*}
\left\langle\zeta_{1 \boldsymbol{k}_{1}} \zeta_{1 \boldsymbol{k}_{2}} \zeta_{1 \boldsymbol{k}_{3}}\right\rangle^{(2)}=\frac{1}{2} N_{, A} N_{, B} N_{, C D}\left\langle\delta \phi_{k_{1}}^{A} \delta \phi_{k_{2}}^{B}\left(\delta \phi^{C} \star \delta \phi^{D}\right)_{k_{3}}\right\rangle+\text { perms. } \tag{4.1.25}
\end{equation*}
$$

where $\star$ denotes a convolution and the average of $(\delta \phi \star \delta \phi)$ has been subtracted to avoid divergences. $N_{, A}$ denotes the derivative of $N$ with respect to the field $\phi_{*}^{A}$. Using Wick's theorem this can be rewritten as products of two-point correlation functions to yield finally

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}, \delta \mathrm{~N}}=\frac{N^{, A} N^{, B} N_{, A B}}{\left(N_{, C} N^{, C}\right)^{2}} . \tag{4.1.26}
\end{equation*}
$$

Notice that this result is momentum independent and local in real space, although attempts to generalize to a scale-dependent situation have recently been made in [79, 80]. This formula can be used numerically or analytically to calculate $f_{\mathrm{NL}}$. However, for any analytical results and insight one must assume the slow-roll approximation to hold at all times after horizon exit (see for example [73, 81, 82]), except for the special case of a separable Hubble parameter [83, 84].

### 4.2 General analytic expression for $f_{\mathrm{NL}}$ for two fields

In this section we will further work out the exact long-wavelength expression for $f_{\mathrm{NL}}$ given in (4.1.22). No slow-roll approximation is used on super-horizon scales in this section. In particular this means the formalism can deal with sharp turns in the field trajectory after horizon crossing during which slow roll temporarily breaks down. In the first subsection we restrict ourselves to the case where $k_{1}=k_{2}=k_{3}$ to lighten the notation. In the second subsection we show how the result for $f_{\mathrm{NL}}$ changes in the case of arbitrary momenta.

### 4.2.1 Equal momenta

In the case of equal momenta, equation (4.1.22) reduces to

$$
\begin{align*}
-\frac{6}{5} f_{\mathrm{NL}}=\frac{-v_{1 m}(t) v_{1 n}(t)}{\left(v_{1 m}(t) v_{1 m}(t)\right)^{2}}\{ & \int_{-\infty}^{t} \mathrm{~d} t^{\prime} G_{1 a}\left(t, t^{\prime}\right) \bar{A}_{a b c}\left(t^{\prime}\right) v_{b m}\left(t^{\prime}\right) v_{c n}\left(t^{\prime}\right)-2 \eta^{\perp}(t) v_{2 m}(t) v_{1 n}(t) \\
& \left.-G_{1 a}\left(t, t_{*}\right) M_{a b c *} v_{b m}\left(t_{*}\right) v_{c n}\left(t_{*}\right)\right\} \tag{4.2.1}
\end{align*}
$$

We remind the reader that indices $l, m, n$ take the values 1 and 2 (components in the two-field basis), while indices $a, b, c, \ldots$ take the values 1,2 , and 3 (labeling the $\zeta_{1}, \zeta_{2}$, and $\theta_{2}$ components). To make the expressions a bit shorter, we will drop the time arguments inside the integrals, but remember that for the Green's functions the integration variable is the second argument. Using the result (C.3.1) proved in C.3.1 we can write $\bar{A}_{a b 1}$ as a time derivative and do an integration by parts, with the result

$$
\begin{equation*}
\int_{-\infty}^{t} \mathrm{~d} t^{\prime} G_{1 a} \bar{A}_{a b c} v_{b m} v_{c n}=2 \eta^{\perp} v_{2 m} v_{1 n}+\int_{-\infty}^{t} \mathrm{~d} t^{\prime} A_{a b} \frac{\mathrm{~d}}{\mathrm{~d} t^{\prime}}\left[G_{1 a} v_{b m} v_{1 n}\right]+\int_{-\infty}^{t} \mathrm{~d} t^{\prime} G_{1 a} \bar{A}_{a b \bar{c}} v_{b m} v_{\bar{c} n} \tag{4.2.2}
\end{equation*}
$$

where the index $\bar{c}$ does not take the value 1 . Here we used that the linear solutions $v_{a m}$ are zero at $t=-\infty$ (by definition), that the Green's function $G_{1 a}(t, t)=\delta_{1 a}$, and that $A_{1 b}=-2 \eta^{\perp} \delta_{b 2}$ (exact). We see that the first term on the right-hand side exactly cancels with the gauge correction (the second term in (4.2.1)) that is necessary to create a properly gauge-invariant second-order result.

We start by working out the second term on the right-hand side of (4.2.2). We find

$$
\begin{align*}
I & \equiv \int_{-\infty}^{t} \mathrm{~d} t^{\prime} A_{a b} \frac{\mathrm{~d}}{\mathrm{~d} t^{\prime}}\left[G_{1 a} v_{b m} v_{1 n}\right]=\gamma_{*}^{2} \int_{-\infty}^{t} \mathrm{~d} t^{\prime} A_{a b} \frac{\mathrm{~d}}{\mathrm{~d} t^{\prime}}\left[G_{1 a} \bar{v}_{b m} \bar{v}_{1 n} \Theta\left(t^{\prime}-t_{*}\right)\right] \\
= & A_{a b *} G_{1 a}\left(t, t_{*}\right) v_{b m *} v_{1 n *}+\gamma_{*}^{2} \Theta\left(t-t_{*}\right) \int_{t_{*}}^{t} \mathrm{~d} t^{\prime} A_{a b}\left[G_{1 d} A_{d a} \bar{v}_{b m} \bar{v}_{1 n}-G_{1 a} A_{b d} \bar{v}_{d m} \bar{v}_{1 n}\right. \\
& \left.\quad-G_{1 a} \bar{v}_{b m} A_{1 d} \bar{v}_{d n}\right] \\
= & A_{a b *} G_{1 a}\left(t, t_{*}\right) v_{b m *} v_{1 n *}-\gamma_{*}^{2} \Theta\left(t-t_{*}\right) \int_{t_{*}}^{t} \mathrm{~d} t^{\prime} A_{a b} A_{1 d} G_{1 a} \bar{v}_{b m} \bar{v}_{d n} \tag{4.2.3}
\end{align*}
$$

where, as before, a subscript $*$ means that a quantity is evaluated at $t_{*}$. Using the explicit form of the matrix $\mathbf{A}(3.4 .15)$ and the solutions $v_{a m}$ (4.1.16) this becomes

$$
\begin{align*}
I= & \gamma_{*}^{2} \Theta\left(t-t_{*}\right) \delta_{m 2} \delta_{n 1}\left(-2 \eta_{*}^{\perp}+\chi_{*} G_{12}\left(t, t_{*}\right)+A_{32 *} G_{13}\left(t, t_{*}\right)-\chi_{*} A_{33 *} G_{13}\left(t, t_{*}\right)\right)  \tag{4.2.4}\\
& +\gamma_{*}^{2} \Theta\left(t-t_{*}\right) \delta_{m 2} \delta_{n 2} \int_{t_{*}}^{t} \mathrm{~d} t^{\prime} 2 \eta^{\perp} \bar{v}_{22}\left[-2 \eta^{\perp} \bar{v}_{22}-G_{12} \bar{v}_{32}+A_{32} G_{13} \bar{v}_{22}+A_{33} G_{13} \bar{v}_{32}\right] .
\end{align*}
$$

From now on we will drop the overall step function, which just encodes the obvious condition that $t \geq t_{*}$. Realizing that $A_{32} \bar{v}_{22}+A_{33} \bar{v}_{32}=-\frac{\mathrm{d}}{\mathrm{d} t^{\prime}} \bar{v}_{32}$ we can do an integration by parts:

$$
\begin{align*}
I= & \gamma_{*}^{2} \delta_{m 2}
\end{aligned} \begin{aligned}
& {\left[\delta_{n 1}\left(-2 \eta_{*}^{\perp}+\chi_{*} G_{12}\left(t, t_{*}\right)+A_{32 *} G_{13}\left(t, t_{*}\right)-\chi_{*} A_{33 *} G_{13}\left(t, t_{*}\right)\right)\right.} \\
&\left.-\delta_{n 2} 2 \eta_{*}^{\perp} \chi_{*} G_{13}\left(t, t_{*}\right)\right]  \tag{4.2.5}\\
&+\gamma_{*}^{2} \delta_{m 2} \delta_{n 2} \\
& \int_{t_{*}}^{t} \mathrm{~d} t^{\prime} 2 \eta^{\perp}\left[-2 \eta^{\perp}\left(\bar{v}_{22}\right)^{2}+\left(-2 G_{12}+A_{33} G_{13}+\frac{\dot{\eta}^{\perp}}{\eta^{\perp}} G_{13}\right) \bar{v}_{22} \bar{v}_{32}+G_{13}\left(\bar{v}_{32}\right)^{2}\right] .
\end{align*}
$$

To this result we have to add the final term on the right-hand side of (4.2.2). Using the explicit expression for the matrix $\overline{\mathbf{A}}$ and doing some more integrations by parts this can be worked out further, as can be found in appendix C.3.2. The final result for $f_{\mathrm{NL}}$ in the equal momenta limit is (including also the final term of (4.2.1))

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\frac{-2 \bar{v}_{12}^{2}}{\left[1+\left(\bar{v}_{12}\right)^{2}\right]^{2}}\left(g_{i s o}+g_{s r}+g_{i n t}\right), \tag{4.2.6}
\end{equation*}
$$

where

$$
\begin{align*}
g_{\text {iso }} & =\left(\epsilon+\eta^{\|}\right)\left(\bar{v}_{22}\right)^{2}+\bar{v}_{22} \bar{v}_{32}, \quad g_{s r}=-\frac{\epsilon_{*}+\eta_{*}^{\|}}{2 \bar{v}_{12}^{2}}+\frac{\eta_{*}^{\perp} \bar{v}_{12}}{2}-\frac{3}{2}\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}+\frac{\eta_{*}^{\perp}}{\bar{v}_{12}}\right), \\
g_{\text {int }} & =-\int_{t_{*}}^{t} \mathrm{~d} t^{\prime}\left[2\left(\eta^{\perp}\right)^{2}\left(\bar{v}_{22}\right)^{2}+\left(\epsilon+\eta^{\|}\right) \bar{v}_{22} \bar{v}_{32}+\left(\bar{v}_{32}\right)^{2}-G_{13} \bar{v}_{22}\left(C \bar{v}_{22}+9 \eta^{\perp} \bar{v}_{32}\right)\right] . \tag{4.2.7}
\end{align*}
$$

Here we have defined

$$
\begin{equation*}
C \equiv 12 \eta^{\perp} \chi-6 \eta^{\|} \eta^{\perp}+6\left(\eta^{\|}\right)^{2} \eta^{\perp}+6\left(\eta^{\perp}\right)^{3}-2 \eta^{\perp} \xi^{\|}-2 \eta^{\|} \xi^{\perp}-\frac{3}{2}\left(\tilde{W}_{211}+\tilde{W}_{222}\right) \tag{4.2.8}
\end{equation*}
$$

where $\tilde{W}_{l m n} \equiv(\sqrt{2 \epsilon} / \kappa) W_{l m n} /\left(3 H^{2}\right)$. We should add that although no slow-roll approximation has been used on super-horizon scales, we did assume slow roll to hold at horizon crossing, in order to use the analytic linear short-wavelength solutions (4.1.16) and to remove any dependence on the window function $\mathcal{W}$. Observations of the scalar spectral index seem to indicate that slow roll is a good approximation at horizon crossing. In a numerical treatment we could use the exact numerical solutions instead.

Looking at (4.2.6), which is one of our main results, we can draw a number of important conclusions. In the first place there is a part of $f_{\mathrm{NL}}$, namely the first term in $g_{s r}$, that survives in the single-field limit. It corresponds to the single-field non-Gaussianity produced at horizon crossing and comes from the $b_{i a}^{(2)}$ source term. It agrees with the single-field result of Maldacena [39] for $f_{\mathrm{NL}}^{(4)}(2.3 .23)$. The rest of the result is proportional to $\bar{v}_{12}$, which describes the contribution of the isocurvature mode to the adiabatic mode. In the single-field case it is identically zero, so that there is no super-horizon contribution to $f_{\mathrm{NL}}$ in that case. Moreover, since $\theta_{1}=2 \eta^{\perp} \zeta_{2}$, such a contribution only builds up when $\eta^{\perp}$ is non-zero, i.e. when the field trajectory makes a turn in field space. We also see that there are three different sorts of terms in the expression for $f_{\mathrm{NL}}$. The $g_{s r}$ terms are proportional to a slow-roll parameter evaluated at $t_{*}$ and thus are always small because we assume slow roll to hold at horizon-crossing. Although the terms proportional to $\bar{v}_{12}$ and $1 / \bar{v}_{12}$ in $g_{s r}$ are time varying, one can easily show that neither $\bar{v}_{12} /\left(1+\bar{v}_{12}^{2}\right)^{2}$ nor $\bar{v}_{12}^{3} /\left(1+\bar{v}_{12}^{2}\right)^{2}$ are ever bigger than 0.33 . The $g_{\text {iso }}$ terms are proportional to $\bar{v}_{22}$, the pure isocurvature mode. These terms can be big, in particular during a turn in field space, but in the models that we consider, where the isocurvature mode has disappeared by the end of inflation, they become zero again and cannot lead to observable non-Gaussianities. The reason that we do not consider models with surviving isocurvature modes is that in that case the evolution after inflation is not clear. In the presence of isocurvature modes the adiabatic mode is not necessarily constant (indeed, that is the source of the non-Gaussianities we are considering here), which means that the final results at recombination might depend on the details of the transition at the end of inflation and of (p)reheating. Hence we will make sure that in all models we consider the isocurvature modes have disappeared by the end of inflation, which means in particular that the turn of the trajectory in field space has to occur a sufficient number of e-folds before the end of inflation. Note, however, that this is a constraint we impose voluntarily to simplify the evolution after inflation, it is in no way a necessary condition for the validity of our formalism during inflation. Finally, the third type of term in (4.2.6) is the integral in $g_{i n t}$. It is from this integrated effect that any large, persistent non-Gaussianity originates.

For completeness we also calculate the power spectrum, which according to equation (4.1.18) takes the simple form

$$
\begin{equation*}
\mathcal{P}_{\zeta}=\frac{\kappa^{2} H_{*}^{2}}{8 \pi^{2} \epsilon_{*}}\left(1+\bar{v}_{12}^{2}\right), \tag{4.2.9}
\end{equation*}
$$

and the spectral index, calculated analytically using equations (4.1.19), (4.1.3) and (3.1.18),

$$
\begin{align*}
n_{\zeta}-1= & \frac{1}{1-\epsilon_{*}}\left[-4 \epsilon_{*}-2 \eta_{*}^{\|}+2 \frac{\bar{v}_{12}}{1+\bar{v}_{12}^{2}}\left(-2 \eta_{*}^{\perp}+\chi_{*} \bar{v}_{12}\right.\right.  \tag{4.2.10}\\
& \left.\left.+G_{13}\left(t, t_{*}\right)\left(-\tilde{W}_{221 *}+2 \epsilon_{*}^{2}+\eta_{*}^{\| 2}+\eta_{*}^{\perp 2}+3 \epsilon_{*}\left(\eta_{*}^{\|}-\chi_{*}\right)-2 \eta_{*}^{\|} \chi_{*}+\chi_{*}^{2}\right)\right)\right]
\end{align*}
$$

### 4.2.2 General momenta

We turn now to the more general case where each scale exits the horizon at a different time $t_{k_{i}}$, defined by $a H=k_{i} c / \sqrt{2}$, where $c \approx 3$ is a constant allowing for some time to pass after horizon
exit so that the long-wavelength approximation is valid (see the discussion in section 4.1.1). It is important to realize that it is not the momentum dependence of the bispectrum that we are discussing here, but of $f_{\mathrm{NL}}$. The momentum dependence of the local bispectrum is dominated by the momentum dependence of the power spectrum squared, leading to the well-known result (see e.g. [85]) that it peaks on squeezed triangles where one of the momenta is much smaller than the other two. Here we are discussing the momentum dependence of $f_{\mathrm{NL}}$, so one has divided by the power spectrum squared. This $f_{\mathrm{NL}}$, that is really $f_{\mathrm{NL}}^{(4)}$ in the literature, is usually assumed to be momentum-independent. However, as we will show this is not true and its momentum dependence can lead to relative effects of order $10 \%$ even within the range of momenta that are observable by Planck.

Assuming $k_{1} \geq k_{2}$, i.e. $t_{k_{1}} \geq t_{k_{2}}$, we find that (4.1.21) reduces to

$$
\begin{align*}
f\left(k_{1}, k_{2}\right)= & -\frac{\gamma_{k_{1}}^{2} \gamma_{k_{2}}^{2}}{2} \bar{v}_{1 m k_{2}}(t) \bar{v}_{1 n k_{1}}(t)\left[\int_{t_{k_{1}}}^{t} \mathrm{~d} t^{\prime} G_{1 a}\left(t, t^{\prime}\right)\left[\bar{A}_{a \bar{b} \bar{h}}+\bar{A}_{a \bar{h} \bar{b}}\right] \bar{v}_{\bar{b} m k_{2}}\left(t^{\prime}\right) \bar{v}_{\bar{h} n k_{1}}\left(t^{\prime}\right)\right. \\
& -\int_{t_{k_{1}}}^{t} \mathrm{~d} t^{\prime} G_{1 a}\left(t, t^{\prime}\right)\left[A_{a b} A_{1 e}+A_{a e} A_{1 b}\right] \bar{v}_{b m k_{2}}\left(t^{\prime}\right) \bar{v}_{e n k_{1}}\left(t^{\prime}\right) \\
& +A_{a b}\left(t_{k_{1}}\right) G_{1 a}\left(t, t_{k_{1}}\right)\left[\bar{v}_{b m k_{2}}\left(t_{k_{1}}\right) \delta_{1 n}+\bar{v}_{1 m k_{2}}\left(t_{k_{1}}\right) \delta_{b n}\right] \\
& \left.-G_{1 a}\left(t, t_{k 1}\right) M_{a b c}\left(t_{k_{1}}\right)\left[\bar{v}_{c m k_{2}}\left(t_{k_{1}}\right) \delta_{b n}+\bar{v}_{b m k_{2}}\left(t_{k_{1}}\right) \delta_{c n}\right]\right] \tag{4.2.11}
\end{align*}
$$

where again we have used the result (C.3.1) and have done an integration by parts that cancels the gauge correction term as in (4.2.2). The indices $\bar{b}$ and $\bar{h}$ do not take the value 1. We have introduced the notation $\bar{v}_{i 1 k_{l}} \equiv \delta_{i 1}$ and $\bar{v}_{i 2 k_{l}} \equiv G_{i 2}\left(t, t_{k_{l}}\right)-\chi_{k_{l}} G_{i 3}\left(t, t_{k_{l}}\right)$, where $\chi_{k_{l}}$ is evaluated at $t_{k_{l}}$. We notice that due to the step functions the integral's lower limit corresponds to the time when both scales have entered the long-wavelength regime, i.e. the time when the larger $k_{1}$ (smaller wavelength) exits the horizon. The expression has become more complicated as compared to (4.2.2) and (4.2.3) since the $\bar{v}_{b m k_{i}}$ refer to a different initial value depending on the horizon crossing time of each scale $k_{i}$. Following the same procedure as in the previous section we find that

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}\left(k_{1}, k_{2}, k_{3}\right)=\frac{f\left(k_{1}, k_{2}\right)+f\left(k_{2}, k_{3}\right)+f\left(k_{1}, k_{3}\right)}{\gamma_{k_{1}}^{2} \gamma_{k_{2}}^{2}\left[1+\left(\bar{v}_{12 k_{1}}\right)^{2}\right]\left[1+\left(\bar{v}_{12 k_{2}}\right)^{2}\right]+2 \text { perms }} \tag{4.2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
f\left(k_{1}, k_{2}\right)=-2 \gamma_{k_{1}}^{2} \gamma_{k_{2}}^{2}\left(\widetilde{v}_{12}\right)^{2}\left(g_{i s o}\left(k_{1}, k_{2}\right)+g_{s r}\left(k_{1}, k_{2}\right)+g_{\text {int }}\left(k_{1}, k_{2}\right)\right) \tag{4.2.13}
\end{equation*}
$$

with

$$
\begin{align*}
g_{\text {iso }}\left(k_{1}, k_{2}\right)= & \left(\epsilon+\eta^{\|}\right)\left(\widetilde{v}_{22}\right)^{2}+\widetilde{v}_{22} \widetilde{v}_{32}, \\
g_{s r}\left(k_{1}, k_{2}\right)= & \eta_{k_{1}}^{\perp}\left(\frac{G_{22 k_{1} k_{2}} \bar{v}_{12 k_{1}}}{2}-\frac{1}{\bar{v}_{12 k_{2}}}-\frac{G_{22 k_{1} k_{2}}}{2 \bar{v}_{12 k_{1}}}\right)+\frac{3 \chi_{k_{2}}}{4} G_{33 k_{1} k_{2}}-\frac{3}{2}\left(\epsilon_{k_{1}}+\eta_{k_{1}}^{\|}\right) G_{22 k_{1} k_{2}} \\
& +\frac{\chi_{k_{1}}}{4}\left(2 \frac{\bar{v}_{12 k_{1}}}{\bar{v}_{12 k_{2}}}+G_{22 k_{1} k_{2}}\right)-\frac{\epsilon_{k_{1}}+\eta_{k_{1}}^{\|}}{2\left(\widetilde{v}_{12}\right)^{2}} \\
& +\frac{G_{13}\left(t, t_{k_{1}}\right)}{2}\left[\frac{3\left(\chi_{k_{1}} G_{22 k_{1} k_{2}}-\chi_{k_{2}} G_{33 k_{1} k_{2}}\right)}{2 \bar{v}_{12 k_{1}}}+G_{32 k_{1} k_{2}}\left(\frac{3+\epsilon_{k_{1}}+2 \eta_{k_{1}}^{\|}}{2 \bar{v}_{12 k_{1}}}+\eta \eta_{k_{1}}^{\perp}\right)\right] \\
& -\frac{3}{4} G_{32 k_{1} k_{2}}-\frac{1}{2} G_{12 k_{1} k_{2}}\left(\epsilon_{k_{1}}+\eta_{k_{1}}^{\|}+2 \eta_{k_{1}}^{\perp}-\frac{\chi_{k_{1}}}{2}\left(1+\bar{v}_{12 k_{1}}\right)+\frac{\epsilon_{k_{1}}+\eta_{k_{1}}^{\|}}{\bar{v}_{12 k_{1}}}\right), \\
g_{\text {int }}\left(k_{1}, k_{2}\right)= & -\int_{t_{k_{1}}}^{t} \mathrm{~d} t^{\prime}\left[2\left(\eta^{\perp}\right)^{2}\left(\widetilde{v}_{22}\right)^{2}+\left(\epsilon+\eta^{\|}\right) \widetilde{v}_{22} \widetilde{v}_{32}+\left(\widetilde{v}_{32}\right)^{2}-G_{13} \widetilde{v}_{22}\left(C \widetilde{v}_{22}+9 \eta^{\perp} \widetilde{v}_{32}\right)\right],(4.2 .14 \tag{4.2.14}
\end{align*}
$$

for $k_{1} \geq k_{2} \geq k_{3}$ and $C$ was defined in (4.2.8). We introduced the notation

$$
\begin{aligned}
& \left(\widetilde{v}_{12}\right)^{2} \equiv \bar{v}_{12 k_{1}} \bar{v}_{12 k_{2}}, \quad\left(\widetilde{v}_{22}\right)^{2} \equiv \bar{v}_{22 k_{1}} \bar{v}_{22 k_{2}}, \quad\left(\widetilde{v}_{32}\right)^{2} \equiv \bar{v}_{32 k_{1}} \bar{v}_{32 k_{2}} \\
& \widetilde{v}_{22} \widetilde{v}_{32} \equiv \frac{1}{2}\left(\bar{v}_{22 k_{1}} \bar{v}_{32 k_{2}}+\bar{v}_{22 k_{2}} \bar{v}_{32 k_{1}}\right),
\end{aligned}
$$

and also $G_{i j k_{1} k_{2}} \equiv G_{i j}\left(t_{k_{1}}, t_{k_{2}}\right)$, while the subscript on the slow-roll parameters denotes evaluation at the relevant time that the scale exits the horizon. The Green's functions that appear without arguments denote $G\left(t, t_{k_{1}}\right)$ outside or $G\left(t, t^{\prime}\right)$ inside the integral.

Although this expression is quite a bit longer than (4.2.6), there are many similarities between the two results. The whole expression is again proportional to $\bar{v}_{12 k_{i}}$, except for the single-field horizon-crossing result, so that there is no super-horizon contribution to $f_{\mathrm{NL}}$ for the single-field case. In the $g_{i s o}$ term and the first two lines of $g_{s r}$ we recognize the familiar terms of the equalmomenta case, i.e. the isocurvature contributions proportional to $\bar{v}_{22 k_{i}}$ as well as the horizon crossing terms now evaluated at $t_{k_{1}}$ and $t_{k_{2}}$ (note that for $k_{1}=k_{2}, G_{i i k_{1} k_{2}}=1$ identically and we regain the expressions of (4.2.7)). The integral has also retained its form. The rest of the terms in $g_{s r}$, namely those in the third and fourth line, are terms arising due to the different horizon-crossing times of the scales and are identically zero for the equal-momenta case $k_{1}=k_{2}$ where $G_{i j k_{1} k_{2}}=\delta_{i j}$. All these terms are proportional to a slow-roll parameter evaluated at horizon crossing (using the fact that $G_{13}=G_{12} / 3$ up to slow-roll corrections, see (4.3.2)), except for the first term on the fourth line. However, $G_{32 k_{1} k_{2}}$ is expected to be quite small: for $k_{1}=k_{2}$ it is zero, and for $k_{1} \gg k_{2}$ it becomes the linear solution for the isocurvature velocity $\theta_{2}$ (see (4.1.16)). Hence we do not expect these terms to give a large contribution, which is confirmed numerically. We will further study the scale dependence of $f_{\mathrm{NL}}$ and the contribution of each term in chapter 6 .

### 4.3 Slow-roll approximation

While the exact result for $f_{\mathrm{NL}}$, equation (4.2.6) or (4.2.12), is an extremely useful starting point for an exact numerical treatment, the integral cannot be done analytically. In order to find explicit analytic results that will be very useful to gain insight and draw generic conclusions, we need to simplify the problem by making the slow-roll approximation. In subsection 4.3.1 we further work out (4.2.6) under this approximation. Even then the integral can only be done analytically for certain specific classes of inflationary potentials, which are treated in the next chapter.

### 4.3.1 General expressions

Considering the slow-roll version of equation (4.1.8) we find that $g(t)$ (as defined above equation (4.1.10)) satisfies

$$
\begin{equation*}
\dot{g}+\chi g=0 \tag{4.3.1}
\end{equation*}
$$

We see that $Y(t) \propto \exp (-3 t)$ so that $f(t)$ is a rapidly decaying solution that can be neglected (see (4.1.10) for definitions). After the decaying mode has vanished the solutions for the Green's functions simplify to

$$
\begin{align*}
G_{22}\left(t, t^{\prime}\right) & =\frac{g(t)}{g\left(t^{\prime}\right)}, & G_{12}\left(t, t^{\prime}\right)=\frac{2}{g\left(t^{\prime}\right)} \int_{t^{\prime}}^{t} \mathrm{~d} \bar{t} \eta^{\perp}(\bar{t}) g(\bar{t}), \\
G_{32}\left(t, t^{\prime}\right) & =-\chi(t) G_{22}\left(t, t^{\prime}\right), & G_{x 3}\left(t, t^{\prime}\right)=\frac{1}{3} G_{x 2}\left(t, t^{\prime}\right) . \tag{4.3.2}
\end{align*}
$$

## Equal momenta

Using the last two relations in (4.3.2) and dropping higher-order terms in slow roll, (4.2.7) reduces to

$$
\begin{align*}
g_{i s o} & =\left(\epsilon+\eta^{\|}-\chi\right)\left(\bar{v}_{22}\right)^{2}, \quad g_{s r}=-\frac{\epsilon_{*}+\eta_{*}^{\|}}{2 \bar{v}_{12}^{2}}+\frac{\eta_{*}^{\perp} \bar{v}_{12}}{2}-\frac{3}{2}\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}+\frac{\eta_{*}^{\perp}}{\bar{v}_{12}}\right),(4 .  \tag{4.3.3}\\
g_{\text {int }} & =\int_{t_{*}}^{t} \mathrm{~d} t^{\prime}\left(\bar{v}_{22}\right)^{2}\left[2 \eta^{\perp}\left(-\eta^{\perp}+\frac{\left(\epsilon+\eta^{\|}-\chi\right) \chi}{2 \eta^{\perp}}\right)+G_{12}\left(\eta^{\perp} \chi-2 \eta^{\|} \eta^{\perp}-\frac{1}{2}\left(\tilde{W}_{211}+\tilde{W}_{222}\right)\right)\right] .
\end{align*}
$$

Inserting these terms into (4.2.6) we find an expression that can be considered the final expression for $f_{\mathrm{NL}}$ in the slow-roll approximation, and is the one that will be used in section 5.2 . It also proves useful, however, to rewrite it in a different way using integration by parts.

We use the slow-roll version of relation (4.1.9), $2 \eta^{\perp}=-\frac{\mathrm{d}}{\mathrm{d} t^{\prime}} G_{12}\left(t, t^{\prime}\right)+\chi G_{12}\left(t, t^{\prime}\right)$, to do an integration by parts, leading to

$$
\begin{align*}
g_{\text {int }}= & \bar{v}_{12}\left(-\eta_{*}^{\perp}+\frac{\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}\right) \chi_{*}}{2 \eta_{*}^{\perp}}\right)+\int_{t_{*}}^{t} \mathrm{~d} t^{\prime} G_{12}\left(\bar{v}_{22}\right)^{2}\left[2 \eta^{\perp} \chi-\frac{\left(\epsilon+\eta^{\|}-\chi\right) \chi^{2}}{2 \eta^{\perp}}\right. \\
& \left.-2 \eta^{\|} \eta^{\perp}-\frac{1}{2}\left(\tilde{W}_{211}+\tilde{W}_{222}\right)+\frac{\mathrm{d}}{\mathrm{~d} t^{\prime}}\left(-\eta^{\perp}+\frac{\left(\epsilon+\eta^{\|}-\chi\right) \chi}{2 \eta^{\perp}}\right)\right] . \tag{4.3.4}
\end{align*}
$$

Using the slow-roll version of the relations (C.3.11),

$$
\begin{equation*}
\xi^{\|}=3 \epsilon \eta^{\|}+\left(\eta^{\|}\right)^{2}+\left(\eta^{\perp}\right)^{2}-\tilde{W}_{111} \quad \text { and } \quad \xi^{\perp}=3 \epsilon \eta^{\perp}+2 \eta^{\|} \eta^{\perp}-\eta^{\perp} \chi-\tilde{W}_{211} \tag{4.3.5}
\end{equation*}
$$

as well as the time derivatives of the slow-roll parameters in (3.1.18), we can derive that

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(-\eta^{\perp}+\frac{\left(\epsilon+\eta^{\|}-\chi\right) \chi}{2 \eta^{\perp}}\right)= & \frac{1}{2 \eta^{\perp}}\left[-\chi^{3}+\left(\epsilon+\eta^{\|}\right) \chi^{2}-4\left(\epsilon \eta^{\|}+\left(\eta^{\perp}\right)^{2}\right) \chi\right.  \tag{4.3.6}\\
& +4\left(\epsilon^{2} \eta^{\|}+\epsilon\left(\eta^{\|}\right)^{2}-\epsilon\left(\eta^{\perp}\right)^{2}+\eta^{\|}\left(\eta^{\perp}\right)^{2}\right)-\left(\epsilon+\eta^{\|}-\chi\right) \tilde{W}_{111} \\
& \left.+\left(2 \eta^{\perp}+\frac{\left(\epsilon+\eta^{\|}-\chi\right) \chi}{\eta^{\perp}}\right) \tilde{W}_{211}+\left(\epsilon+\eta^{\|}-2 \chi\right) \tilde{W}_{221}\right]
\end{align*}
$$

Inserting this into expression (4.3.4) for $g_{i n t}$ and including the remaining terms in the expression for $f_{\mathrm{NL}}$ we finally obtain

$$
\begin{align*}
-\frac{6}{5} f_{\mathrm{NL}}(t)= & \frac{-2\left(\bar{v}_{12}\right)^{2}}{\left[1+\left(\bar{v}_{12}\right)^{2}\right]^{2}}\left\{\left(\epsilon+\eta^{\|}-\chi\right)\left(\bar{v}_{22}\right)^{2}-\frac{\epsilon_{*}+\eta_{*}^{\|}}{2 \bar{v}_{12}^{2}}-\frac{\eta_{*}^{\perp} \bar{v}_{12}}{2}+\frac{\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}\right) \chi_{*}}{2 \eta_{*}^{\perp}} \bar{v}_{12}\right. \\
& -\frac{3}{2}\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}+\frac{\eta_{*}^{\perp}}{\bar{v}_{12}}\right) \\
& +\int_{t_{*}}^{t} \mathrm{~d} t^{\prime} G_{12}\left(\bar{v}_{22}\right)^{2}\left[2 \frac{\epsilon \eta^{\|}}{\eta^{\perp}}\left(-\chi+\epsilon+\eta^{\|}-\frac{\left(\eta^{\perp}\right)^{2}}{\eta^{\|}}\right)+\frac{1}{2}\left(\tilde{W}_{211}-\tilde{W}_{222}-\frac{\chi}{\eta^{\perp}} \tilde{W}_{221}\right)\right. \\
& \left.\left.-\frac{\epsilon+\eta^{\|}-\chi}{2 \eta^{\perp}}\left(\tilde{W}_{111}-\tilde{W}_{221}-\frac{\chi}{\eta^{\perp}} \tilde{W}_{211}\right)\right]\right\} . \tag{4.3.7}
\end{align*}
$$

This is the alternative final result for $f_{\mathrm{NL}}$ in the slow-roll approximation.
Equation (4.3.7), as well as (4.3.3), is characterized by the same features as the result of the exact formalism. We can easily distinguish the pure isocurvature $\bar{v}_{22}$ term, which we assume to vanish before the end of inflation in order for the adiabatic mode to be constant after inflation, as well as the terms evaluated at the time of horizon crossing, which are expected to be small. Any remaining non-Gaussianity at recombination has to originate from the integral. In subsections 5.1 and 5.2 we will further work out the expressions of this section for the case of certain classes of potentials to gain insight into their non-Gaussian properties. But first we look at the momentum dependence of $f_{\mathrm{NL}}$.

## Squeezed limit

In this section we will calculate the slow-roll expression for $f_{\mathrm{NL}}$ in the case where $k \equiv k_{3} \ll$ $k_{1}=k_{2} \equiv k^{\prime}$, what is usually refered to as the squeezed limit. Note that we assume $k_{1}=k_{2}$ for simplicity, to keep the expressions manageable, it is not a necessary condition. We start with equation (4.2.12) and follow the procedure of the previous subsection, that is we use the slow-roll approximations (4.3.2) for the Green's functions and drop higher-order terms in slow roll. Since there are only two relevant scales the expression simplifies to give

$$
\begin{align*}
-\frac{6}{5} f_{\mathrm{NL}}= & \frac{-2 \bar{v}_{12 k^{\prime}} /\left[1+\left(\bar{v}_{12 k^{\prime}}\right)^{2}\right]}{\gamma^{2}\left[1+\left(\bar{v}_{12 k^{\prime}}\right)^{2}\right]+2\left[1+\left(\bar{v}_{12 k}\right)^{2}\right]}\left[\gamma^{2} \bar{v}_{12 k^{\prime}}\left(g_{\text {iso }}\left(k^{\prime}, k^{\prime}\right)+g_{s r}\left(k^{\prime}, k^{\prime}\right)+g_{i n t}\left(k^{\prime}, k^{\prime}\right)\right)\right. \\
& \left.+2 \bar{v}_{12 k}\left(g_{\text {iso }}\left(k^{\prime}, k\right)+g_{s r}\left(k^{\prime}, k\right)+g_{\text {int }}\left(k^{\prime}, k\right)\right)\right] \tag{4.3.8}
\end{align*}
$$

where $\gamma \equiv \gamma_{k^{\prime}} / \gamma_{k}$ and

$$
\begin{align*}
g_{\text {iso }}\left(k^{\prime}, k\right)= & \left(\epsilon+\eta \eta^{\|}-\chi\right) \bar{v}_{22 k} \bar{v}_{22 k^{\prime}},  \tag{4.3.9}\\
g_{s r}\left(k^{\prime}, k\right)= & \left.\eta_{k^{\prime}}^{\perp}\left(\frac{G_{22 k^{\prime} k} \bar{v}_{12 k^{\prime}}}{2}-\frac{1}{\bar{v}_{12 k}}-\frac{G_{22 k^{\prime} k}}{2 \bar{v}_{12 k^{\prime}}}\right)\right)+\frac{3 \chi_{k}}{4} G_{33 k^{\prime} k}-\frac{3}{2}\left(\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}\right) G_{22 k^{\prime} k} \\
& +\frac{\chi_{k^{\prime}}}{4}\left(2 \frac{\bar{v}_{12 k^{\prime}}}{\bar{v}_{12 k}}+G_{22 k^{\prime} k}\right)-\frac{\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}}{2 \bar{v}_{12 k} \bar{v}_{12 k^{\prime}}}, \\
& +\frac{1}{4}\left(\chi_{k^{\prime}} G_{22 k^{\prime} k}-\chi_{k} G_{33 k^{\prime} k}\right)+\frac{1}{12} G_{32 k^{\prime} k}\left(-6+\epsilon_{k^{\prime}}+2 \eta_{k^{\prime}}^{\|}+2 \eta_{k^{\prime}}^{\perp} \bar{v}_{12 k^{\prime}}\right) \\
& -\frac{1}{2} G_{12 k^{\prime} k}\left(\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}+2 \eta_{k^{\prime}}^{\perp}-\frac{\chi_{k^{\prime}}}{2}\left(1+\bar{v}_{12 k^{\prime}}\right)+\frac{\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}}{\bar{v}_{12 k^{\prime}}}\right) \\
g_{i n t}\left(k^{\prime}, k\right)= & \int_{t_{k^{\prime}}}^{t} \mathrm{~d} t^{\prime} \bar{v}_{22 k} \bar{v}_{22 k^{\prime}}\left[2 \eta^{\perp}\left(-\eta^{\perp}+\frac{\left(\epsilon+\eta^{\|}-\chi\right) \chi}{2 \eta^{\perp}}\right)+G_{12}\left(\eta^{\perp} \chi-2 \eta^{\|} \eta^{\perp}-\frac{1}{2}\left(\tilde{W}_{211}+\tilde{W}_{222}\right)\right)\right] .
\end{align*}
$$

The first line of (4.3.8), proportional to $\gamma^{2}$, comes from the $f\left(k^{\prime}, k^{\prime}\right)$ term and it is identical to expression (4.3.3). The difference is that now it occurs with a weight $\gamma^{2}$ compared to the terms originating from $f\left(k^{\prime}, k\right)$ that come with a weight 2 . Obviously, in the case of equal momenta where $G_{i j k_{1} k_{2}}=\delta_{i j}$, the expression reduces to equation (4.3.3). The $\gamma$ terms can be safely neglected in the squeezed limit because $\gamma^{2}$ scales as $e^{-3 \Delta t}$, where $\Delta t$ is the number of e-folds between horizon exit of the two scales. If for example the two scales exit the horizon with a delay $\Delta t \sim 7$, which corresponds to $k^{\prime} \sim 1000 k$, approximately the resolution of the Planck satellite, we find that $\gamma^{2} \sim 10^{-9}$. We will extensively investigate the scale dependence of $f_{\mathrm{NL}}$ in chapter 6 .

## Chapter 5

## Concrete examples

In this chapter we will study several classes of field potentials that allow for the integral in (4.3.3) or in (4.3.7) to be solved analytically, presenting the results of our paper [23]. Although our exact result (4.2.6) can treat numerically any type of potential, we are still interested in obtaining analytical slow-roll estimates in order to derive qualitative conclusions about the behaviour of $f_{\mathrm{NL}}$. The types of potentials we are going to study do not exhaust the large variety of models in the literature but are still representative of the more common models. Next, we present numerical results in order to compare with the analytical slow-roll estimates, and study a model found in [23] able to produce $f_{\mathrm{NL}}$ of order $\mathcal{O}(1)$.

Various multiple field models have been studied in the literature. Non-standard kinetic term models producing non-Gaussianity at horizon-crossing were studied for example in [50, 86, 45, 87, 88]. Large non-Gaussianity can also be produced at the end of inflation [89, 90, 91, 92, 93, 94] or after inflation, in models with varying inflaton decay rate [95] and in curvaton models [96, 97, 98, $99,100,101]$. Within the $\delta N$ formalism several authors have investigated the bispectra of specific multiple field inflation models [66, 102, 103, 82, 104, 105]. Two-field models, being easier to deal with, have gained popularity though. Vernizzi and Wands studied the double field sum potential [73], while the double product potential was studied in [81]. Conditions for large non-Gaussianity were found in [106].

### 5.1 Potentials with equal powers

We start with studying sum potentials of equal powers. The lowest order such potential is of course the quadratic potential (3.1.7), which is already known to produce no substantial non-Gaussianity. We will relate this characteristic of the quadratic potential with the the integral (4.3.7). Next we will derive a general conclusion for potentials of any power.

### 5.1.1 Quadratic potential

The quadratic potential has been widely examined in the past and it is known that it cannot produce large non-Gaussianity (see for example [73]). Here we use our results to analytically explain why. While the quadratic potential is a special case of the more general sum potential treated later on, it is still interesting to discuss it separately in a different way. We start by
deriving the result that for a quadratic two-field potential within slow roll,

$$
\begin{equation*}
\chi=\frac{\mathrm{d}}{\mathrm{~d} t} \ln \frac{\epsilon \eta^{\perp}}{\eta^{\|}} . \tag{5.1.1}
\end{equation*}
$$

Working out the right-hand side, using (3.1.18), we find

$$
\begin{equation*}
\chi=2 \epsilon+\eta^{\|}-\frac{\left(\eta^{\perp}\right)^{2}}{\eta^{\|}}-\frac{\xi^{\|}}{\eta^{\|}}+\frac{\xi^{\perp}}{\eta^{\perp}} . \tag{5.1.2}
\end{equation*}
$$

Inserting the relations (4.3.5) (with the third derivatives of the potential equal to zero, since we have a quadratic potential) this reduces to

$$
\begin{equation*}
\chi=\epsilon+\eta^{\|}-\frac{\left(\eta^{\perp}\right)^{2}}{\eta^{\|}} . \tag{5.1.3}
\end{equation*}
$$

It can be checked that this result does indeed satisfy the general equation for the time derivative of $\chi$ (3.1.18) within the approximations made, and the remaining integration constant is fixed by realizing that this result has the proper limit in the single-field case. This concludes the proof of (5.1.1).

Since the third-order potential derivatives as well as the first term of the integral in (4.3.7) are identically zero, we find that for a quadratic potential the integral completely vanishes in the slow-roll approximation and no persistent large non-Gaussianity is produced. Numerically we find that even for large mass ratios, when during the turn of the field trajectory slow roll is broken, the integral is still approximately zero, see subsection 5.3.1.

Using this result (5.1.1) for $\chi$ we can also solve (4.3.1):

$$
\begin{equation*}
g(t)=\frac{\eta^{\|}}{\epsilon \eta^{\perp}} \tag{5.1.4}
\end{equation*}
$$

and hence find that

$$
\begin{equation*}
G_{22}\left(t, t^{\prime}\right)=\frac{\epsilon\left(t^{\prime}\right) \eta^{\perp}\left(t^{\prime}\right)}{\eta^{\|}\left(t^{\prime}\right)} \frac{\eta^{\|}(t)}{\epsilon(t) \eta^{\perp}(t)}, \quad G_{12}\left(t, t^{\prime}\right)=-\frac{\epsilon\left(t^{\prime}\right) \eta^{\perp}\left(t^{\prime}\right)}{\eta^{\|}\left(t^{\prime}\right)}\left(\frac{1}{\epsilon(t)}+2 t-\frac{1}{\epsilon\left(t^{\prime}\right)}-2 t^{\prime}\right) \tag{5.1.5}
\end{equation*}
$$

Note that even though $g(t)$ is a large quantity, of order inverse slow roll, it is still slowly varying, as we have shown, with its time derivative an order of slow roll smaller.

### 5.1.2 Potentials of the form $W=\alpha \phi^{p}+\beta \sigma^{q}$

For a potential of the form

$$
\begin{equation*}
W(\phi, \sigma)=\alpha \phi^{p}+\beta \sigma^{q} \tag{5.1.6}
\end{equation*}
$$

we can work out explicitly the form of the integrand in equation (4.3.7). We have to use the slow-roll version of equations (3.1.4) and (3.1.16) to easily find after substitution that

$$
\begin{equation*}
g_{i n t}=-\int_{t_{*}}^{t} \frac{\alpha \beta p^{4}(y-1) \phi^{p-3} \sigma^{p y-3}\left(y(p y-1) \phi^{2}+(p-1) \sigma^{2}\right)\left(\alpha^{2} \phi^{2 p} \sigma^{2}+\beta^{2} y^{2} \phi^{2} \sigma^{2 p y}\right)^{2}}{2 \kappa^{4}\left(\alpha \phi^{p}+\beta \sigma^{p y}\right)^{4}\left(\alpha(p-1) \phi^{p} \sigma^{2}-\beta y(p y-1) \phi^{2} \sigma^{p y}\right)^{2}} \tag{5.1.7}
\end{equation*}
$$

where $y \equiv q / p$.
From this expression we can derive an important result: for $y=1$, i.e. $p=q$, we immediately see that the integral is zero. This means that no persistent non-Gaussianity can be produced after horizon exit for potentials of the form $W(\phi, \sigma)=\alpha \phi^{p}+\beta \sigma^{p}$, at least within the slow-roll approximation. This generalizes the result for the two-field quadratic potential of the previous subsection to any potential with two equal powers. We will come back to the case $p \neq q$ in subsection 5.2 .2 where we will study the predictions for $f_{\text {NL }}$ produced by general sum potentials.

### 5.2 Other integrable forms of potentials

In general, the first step of finding an analytical expression for the integral $g_{i n t}$ is to solve the differential equation (4.3.1) for $g$ in order to determine the Green's functions. To do that, one tries to express $\chi$ as a time derivative of some other quantity. In the slow-roll limit

$$
\begin{equation*}
\tilde{W}_{11}=\epsilon-\eta^{\|}, \quad \tilde{W}_{21}=-\eta^{\perp} \tag{5.2.1}
\end{equation*}
$$

so that $\chi$ can be written as

$$
\begin{equation*}
\chi=2 \epsilon+\tilde{W}_{22}-\tilde{W}_{11} \tag{5.2.2}
\end{equation*}
$$

which, as can be checked, cannot be expressed as a derivative of a known quantity for a general potential. Here we introduced the notation $\tilde{W}_{m n}=W_{m n} /\left(3 H^{2}\right)$. Thus we are forced to examine special classes of potentials.

### 5.2.1 Product potentials

First we consider potentials of the form

$$
\begin{equation*}
W(\phi, \sigma)=U(\phi) V(\sigma) \tag{5.2.3}
\end{equation*}
$$

inspired by the analytical study done in [81, 106]. From our point of view, the advantage of these potentials is that their mixed second derivative $\tilde{W}_{\phi \sigma}$ can be expressed in terms of the first derivatives to finally give for the second-order derivatives of the potential in the adiabatic and isocurvature directions:

$$
\begin{align*}
& \tilde{W}_{11}=\tilde{W}_{\phi \phi} e_{1 \phi}^{2}+\tilde{W}_{\sigma \sigma} e_{1 \sigma}^{2}+4 \epsilon e_{1 \phi}^{2} e_{1 \sigma}^{2}, \\
& \tilde{W}_{21}=\left(\tilde{W}_{22}=\tilde{W}_{\phi \phi} e_{1 \sigma}^{2}+\tilde{W}_{\sigma \sigma} e_{1 \phi}^{2}-4 \epsilon e_{1 \phi}^{2} e_{1 \sigma}^{2},\right. \tag{5.2.4}
\end{align*}
$$

where we used (3.1.12) to eliminate the unit vector $\boldsymbol{e}_{2}$ in terms of $\boldsymbol{e}_{1}$. It is straightforward to show that the second-order derivatives in the directions of the basis vectors are related:

$$
\begin{equation*}
\frac{2 \epsilon+\tilde{W}_{22}-\tilde{W}_{11}}{\tilde{W}_{21}}=\frac{e_{1 \sigma}}{e_{1 \phi}}-\frac{e_{1 \phi}}{e_{1 \sigma}} \tag{5.2.5}
\end{equation*}
$$

so that only two of them are independent. Now we can use (3.1.16) and the above results to write $\chi$ as

$$
\begin{equation*}
\chi=\tilde{W}_{21}\left(\frac{e_{1 \sigma}}{e_{1 \phi}}-\frac{e_{1 \phi}}{e_{1 \sigma}}\right)=-\frac{\mathrm{d}}{\mathrm{~d} t} \ln \left(e_{1 \phi} e_{1 \sigma}\right) \tag{5.2.6}
\end{equation*}
$$

where the derivatives of the unit vectors are given in (3.1.18). Hence looking at equation (4.3.1) we can identify the Green's function $g$ to be

$$
\begin{equation*}
g(t)=e_{1 \phi}(t) e_{1 \sigma}(t) \tag{5.2.7}
\end{equation*}
$$

After a few more manipulations the integrand of $G_{12}\left(t, t^{\prime}\right)$ in (4.3.2) takes the form

$$
\begin{equation*}
\eta^{\perp}(t) g(t)=\frac{1}{4} \frac{\mathrm{~d} S}{\mathrm{~d} t} \tag{5.2.8}
\end{equation*}
$$

where $S \equiv e_{1 \phi}^{2}-e_{1 \sigma}^{2}$, so that the analytical form of the two independent linear perturbation solutions in the slow-roll approximation is (the same results were obtained in [107] for the transfer
functions $T_{\mathcal{R S}}$ and $T_{\mathcal{S S}}$ of product and sum potentials, which turn out to coincide with $\bar{v}_{12}$ and $\bar{v}_{22}$ ).

$$
\begin{equation*}
\bar{v}_{12}=\frac{S-S_{*}}{2 e_{1 \phi *} e_{1 \sigma *}}, \quad \quad \bar{v}_{22}=\frac{e_{1 \phi} e_{1 \sigma}}{e_{1 \phi *} e_{1 \sigma *}} . \tag{5.2.9}
\end{equation*}
$$

The final step is to write the integrand of $g_{\text {int }}$ in (4.3.3) in terms of the potential's derivatives and rearrange terms to form time derivatives. One can prove that then the integrand can be rewritten as

$$
\begin{equation*}
g_{i n t}=\frac{1}{1-S_{*}^{2}} \int_{t_{*}}^{t} \frac{\mathrm{~d}}{\mathrm{~d} t^{\prime}}\left[\left(S(t)-S\left(t^{\prime}\right)\right)\left(\tilde{W}_{\sigma \sigma}\left(t^{\prime}\right) e_{1 \phi}^{2}\left(t^{\prime}\right)-\tilde{W}_{\phi \phi}\left(t^{\prime}\right) e_{1 \sigma}^{2}\left(t^{\prime}\right)\right)\right] \mathrm{d} t^{\prime} \tag{5.2.10}
\end{equation*}
$$

After performing the integration and adding the rest of the terms we find that

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\frac{2\left(S-S_{*}\right)^{2}\left(S_{*}^{2}-1\right)}{\left(1+S^{2}-2 S S_{*}\right)^{2}}\left(g_{i s o}+g_{s r}+g_{i n t}\right), \tag{5.2.11}
\end{equation*}
$$

where now

$$
\begin{align*}
g_{\text {iso }} & =\frac{S^{2}-1}{S_{*}^{2}-1}\left(\epsilon+\eta^{\|}-\chi\right) \\
g_{s r} & =-\frac{1}{2\left(S-S_{*}\right)}\left[\left(\epsilon_{*}+\eta_{*}^{\|}\right) \frac{1+3 S\left(S-2 S_{*}\right)+2 S_{*}^{2}}{S-S_{*}}-\chi_{*} \frac{-3+S^{2}+4 S S_{*}-2 S_{*}^{2}}{2 S_{*}}\right] \\
g_{\text {int }} & =-\frac{S_{*}\left(S-S_{*}\right)}{S_{*}^{2}-1}\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*} \frac{S_{*}^{2}+1}{2 S_{*}^{2}}\right) \tag{5.2.12}
\end{align*}
$$

Comparing to the results of $[81,106]$ we find complete agreement.
Looking at the result for $f_{\mathrm{NL}}$ for the product potential we can draw a number of conclusions. The only time-dependent slow-roll parameters appear in $g_{i s o}$. These terms and consequently $f_{\mathrm{NL}}$ can vary significantly during a turn of the field trajectory but, as explained before, in the models we consider isocurvature modes have disappeared by the end of inflation so that the adiabatic mode will be constant after inflation, which means $g_{\text {iso }}$ will disappear again and cannot give any persistent non-Gaussianity. The rest of the terms involve slow-roll parameters evaluated at horizon crossing, which are small. Hence we conclude that any large non-Gaussianity will have to come from the denominator becoming very small (since $|S| \leq 1$ the numerator cannot become large) to compensate for the small slow-roll parameters at horizon crossing. We see that this can only happen when $S, S_{*} \rightarrow \pm 1$. In the remainder of this section we will study the two different cases that satisfy this condition: a $90^{\circ}$ turn in the field trajectory ( $S=-S_{*}$ ), or the same field dominating both at the beginning and at the end $\left(S=S_{*}\right)$.

First we study the case where the field trajectory makes a $90^{\circ}$ turn. The field $\phi$ is dominant right after horizon crossing, which means $\left|e_{1 \sigma *}\right| \ll 1,\left|e_{1 \phi *}\right| \approx 1$ and hence $S_{*} \rightarrow 1$. Later on a turn in the field trajectory occurs and afterwards $\sigma$ dominates inflation, so that $\left|e_{1 \phi}\right| \ll 1,\left|e_{1 \sigma}\right| \approx 1$ and $S \rightarrow-1$. Then we find that both $g_{s r}$ and $g_{i s o}$ go to zero, which means in particular that we satisfy the condition on the disappearance of the isocurvature mode that allows us to directly extrapolate the results at the end of inflation to the time of recombination. The non-zero term comes as expected from $g_{i n t}$ and it is given by:

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}=-\tilde{W}_{\sigma \sigma *}, \tag{5.2.13}
\end{equation*}
$$

since $\tilde{W}_{\sigma \sigma *}=\tilde{W}_{22 *}=\chi_{*}-\epsilon_{*}-\eta_{*}^{\|}$. Hence we see that for any product potential where the field trajectory makes a $90^{\circ}$ turn no significant non-Gaussianity will be produced, at least within the slow-roll assumptions used to derive this analytic result.

Next we look at the opposite limit, where one of the fields, $\phi$, is dominant both at horizon crossing and at the end of inflation. This means $\left|e_{1 \sigma *}\right| \ll 1,\left|e_{1 \phi *}\right| \approx 1$ and $\left|e_{1 \sigma}\right| \ll 1,\left|e_{1 \phi}\right| \approx 1$, so that $S_{*} \rightarrow 1$ and $S \rightarrow 1$. This includes the case where we have a perfectly straight field trajectory, i.e. an effectively single-field situation, where obviously no super-horizon non-Gaussianity is produced. However, we find that even more generally in this limit the contributions from $g_{\text {iso }}$ and $g_{\text {int }}$ go to zero and we are left with only the single-field result from $g_{s r}$ :

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\epsilon_{*}+\eta_{*}^{\|} . \tag{5.2.14}
\end{equation*}
$$

Hence no significant non-Gaussianity is produced in this limit.
We conclude that if we impose the condition of the disappearance of the isocurvature mode by the end of inflation, to simplify the evolution afterwards, the product potential can never give large non-Gaussianity, at least within the slow-roll approximation.

### 5.2.2 Potentials of the form $W(\phi, \sigma)=(U(\phi)+V(\sigma))^{\nu}$

Next we consider potentials of the form

$$
\begin{equation*}
W(\phi, \sigma)=(U(\phi)+V(\sigma))^{\nu} \tag{5.2.15}
\end{equation*}
$$

first studied for general $\nu$ in [23] and [108]. While of course not the most general two-field potential, it can accommodate potentials with coupling terms of the form $\alpha^{2} \phi^{2}+\beta^{2} \sigma^{2}+2 \alpha \beta \phi \sigma$ or higherorder combinations. Note that in the case of $\nu=1$ the potential becomes the simple sum potential, which has been studied before [73, 106].

Just as for the product potential, we find that mixed second derivatives of the potential can be expressed in terms of the other derivatives:

$$
\begin{align*}
& \tilde{W}_{11}=\tilde{W}_{\phi \phi} e_{1 \phi}^{2}+\tilde{W}_{\sigma \sigma} e_{1 \sigma}^{2}+\frac{4 \epsilon(\nu-1) e_{1 \phi}^{2} e_{1 \sigma}^{2}}{\nu}, \quad \tilde{W}_{22}=\tilde{W}_{\sigma \sigma} e_{1 \phi}^{2}+\tilde{W}_{\phi \phi} e_{1 \sigma}^{2}-\frac{4 \epsilon(\nu-1) e_{1 \phi}^{2} e_{1 \sigma}^{2}}{\nu}, \\
& \tilde{W}_{21}=\left(\tilde{W}_{\phi \phi}-\tilde{W}_{\sigma \sigma}\right) e_{1 \phi} e_{1 \sigma}+\frac{2 \epsilon(\nu-1) e_{1 \phi} e_{1 \sigma}\left(e_{1 \sigma}^{2}-e_{1 \phi}^{2}\right)}{\nu} \tag{5.2.16}
\end{align*}
$$

Again there are only two independent second derivatives of the potential in our basis:

$$
\begin{equation*}
\tilde{W}_{21}=\left(\tilde{W}_{22}-\tilde{W}_{11}+\frac{2 \epsilon(\nu-1)}{\nu}\right) \frac{e_{1 \sigma} e_{1 \phi}}{e_{1 \sigma}^{2}-e_{1 \phi}^{2}} . \tag{5.2.17}
\end{equation*}
$$

Following the procedure of the previous section we rewrite $\chi$ as

$$
\begin{equation*}
\chi=\frac{2 \epsilon}{\nu}+\tilde{W}_{21}\left(\frac{e_{1 \sigma}}{e_{1 \phi}}-\frac{e_{1 \phi}}{e_{1 \sigma}}\right)=-\frac{\mathrm{d}}{\mathrm{~d} t} \ln \left(H^{2 / \nu} e_{1 \phi} e_{1 \sigma}\right), \tag{5.2.18}
\end{equation*}
$$

and then find an analytical expression for $g$,

$$
\begin{equation*}
g(t)=H^{2 / \nu}(t) e_{1 \phi}(t) e_{1 \sigma}(t) . \tag{5.2.19}
\end{equation*}
$$

The integrand of $G_{12}\left(t, t^{\prime}\right)$ is now written as

$$
\begin{equation*}
\eta^{\perp}(t) g(t)=\frac{1}{2}\left(\frac{\kappa^{2}}{3}\right)^{1 / \nu} \frac{\mathrm{d} Z}{\mathrm{~d} t} \tag{5.2.20}
\end{equation*}
$$

where $Z \equiv V e_{1 \phi}^{2}-U e_{1 \sigma}^{2}$. Finally we find that

$$
\begin{equation*}
\bar{v}_{12}=\frac{Z-Z_{*}}{W_{*}^{1 / \nu} e_{1 \phi *} e_{1 \sigma *}}, \quad \quad \bar{v}_{22}=\frac{W^{1 / \nu} e_{1 \phi} e_{1 \sigma}}{W_{*}^{1 / \nu} e_{1 \phi *} e_{1 \sigma *}} . \tag{5.2.21}
\end{equation*}
$$

Rewriting the integrand of $g_{i n t}$ in terms of the potential's derivatives yields after a few manipulations

$$
\begin{aligned}
g_{i n t}=\frac{W_{*}^{-2 / \nu}}{e_{1 \phi *}^{2} e_{1 \sigma *}^{2}} \int_{t_{*}}^{t} \mathrm{~d} t^{\prime} & \left\{\frac{\mathrm{d}}{\mathrm{~d} t^{\prime}}\left[\frac{W^{2 / \nu}\left(t^{\prime}\right) \epsilon\left(t^{\prime}\right) e_{1 \phi}^{2}\left(t^{\prime}\right) e_{1 \sigma}^{2}\left(t^{\prime}\right)}{\nu}\right]\right. \\
& \left.+\frac{\mathrm{d}}{\mathrm{~d} t^{\prime}}\left[W^{1 / \nu}\left(t^{\prime}\right) \frac{Z(t)-Z\left(t^{\prime}\right)}{2}\left(\tilde{W}_{\sigma \sigma}\left(t^{\prime}\right) e_{1 \phi}^{2}\left(t^{\prime}\right)-\tilde{W}_{\phi \phi}\left(t^{\prime}\right) e_{1 \sigma}^{2}\left(t^{\prime}\right)\right)\right]\right\}(5.2 .22)
\end{aligned}
$$

and adding the rest of the terms results in

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=-\frac{2 W_{*}^{2 / \nu}\left(Z-Z_{*}\right)^{2} e_{1 \phi *}^{2} e_{1 \sigma *}^{2}}{\left(e_{1 \sigma *}^{2}\left(Z+U_{*}\right)^{2}+e_{1 \phi *}^{2}\left(Z-V_{*}\right)^{2}\right)^{2}}\left(g_{i s o}+g_{s r}+g_{i n t}\right) \tag{5.2.23}
\end{equation*}
$$

where

$$
\begin{align*}
g_{i s o}= & \left(\frac{W^{1 / \nu} e_{1 \phi} e_{1 \sigma}}{W_{*}^{1 / \nu} e_{1 \phi *} e_{1 \sigma *}}\right)^{2}\left(\epsilon+\eta^{\|}-\chi\right) \\
g_{s r}= & -\frac{3}{2}\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}\right)+\frac{Z-Z_{*}}{W_{*}^{1 / \nu}\left(e_{1 \phi *}^{2}-e_{1 \sigma *}^{2}\right)}\left(-\frac{\epsilon_{*}}{\nu}+\frac{\chi_{*}}{2}\right)\left[1-\frac{3 W_{*}^{2 / \nu} e_{1 \phi *}^{2} e_{1 \sigma *}^{2}}{\left(Z-Z_{*}\right)^{2}}\right] \\
& -\left(\epsilon_{*}+\eta_{*}^{\|}\right) \frac{W_{*}^{2 / \nu} e_{1 \phi *}^{2} e_{1 \sigma *}^{2}}{2\left(Z-Z_{*}\right)^{2}} \\
g_{i n t}= & \frac{Z-Z_{*}}{2 W_{*}^{1 / \nu}\left(\frac{1}{e_{1 \sigma *}^{2}}-\frac{1}{e_{1 \phi *}^{2}}\right)\left(\epsilon_{*}+\eta_{*}^{\|}-\frac{\chi_{*}}{2}\left(1+\frac{1}{\left(e_{1 \phi *}^{2}-e_{1 \sigma *}^{2}\right)^{2}}\right)\right)} \\
& +\frac{\epsilon}{\nu}\left(\frac{W^{1 / \nu} e_{1 \phi} e_{1 \sigma}}{W_{*}^{1 / \nu} e_{1 \phi *} e_{1 \sigma *}}\right)^{2}-\frac{\epsilon_{*}}{\nu}\left(1-\frac{2\left(Z-Z_{*}\right)}{W_{*}^{1 / \nu}\left(e_{1 \phi *}^{2}-e_{1 \sigma *}^{2}\right)}\right) \tag{5.2.24}
\end{align*}
$$

Note that the first term on the second line of $g_{i n t}$ is also related to the pure isocurvature mode (the term in the parentheses is just $\bar{v}_{22}(5.2 .21)$ ), but we have not incorporated it in $g_{\text {iso }}$ in order to remind the reader that it originates from the integral.

As in the case of the product potential we will study two limiting cases, to get some insight into the behaviour of $f_{\mathrm{NL}}$. First is the limit where the field trajectory makes a $90^{\circ}$ turn. We assume that $\phi$ dominates inflation at horizon exit, that is $\left|e_{1 \sigma *}\right| \ll 1,\left|e_{1 \phi *}\right| \approx 1$ and $Z_{*} \rightarrow V_{*}$. At late times, after the turn of the field trajectory, the second field $\sigma$ is dominant and the contribution of $\phi$ is negligible, so that $\left|e_{1 \phi}\right| \ll 1,\left|e_{1 \sigma}\right| \approx 1$ and $Z \rightarrow-U$. Then we find that $g_{s r}$ and $g_{i s o}$ go to zero, while the remaining contribution to $f_{\mathrm{NL}}$ comes from $g_{\text {int }}$, as expected,

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=-\frac{U_{*}+V_{*}}{U+V_{*}} \tilde{W}_{\sigma \sigma *}=\frac{U_{*}+V_{*}}{U+V_{*}}\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}\right) . \tag{5.2.25}
\end{equation*}
$$

So we see that we need a significant decrease in $U$ between horizon crossing and the end of inflation, as well as a relatively small value of $V_{*}$, to get a large $f_{\mathrm{NL}}$. Of course we cannot increase $U_{*} / U$
too much without breaking slow roll. In section 5.3 .2 we investigate numerically the properties of a model with a sum potential and confirm the validity of the above limit.

Let us consider the consequences of this limit for a sum of monomial potentials like the models studied in subsection 5.1.2. Because of the form of its potential, the final value of the initially dominant field $\phi$ will be zero and hence $U=0$. Assuming slow-roll at horizon crossing we approximate $3 H_{*}^{2} \approx \kappa^{2}\left(U_{*}+V_{*}\right)$ (we remind that $\tilde{W}_{\sigma \sigma *}=W_{\sigma \sigma *} /\left(3 H_{*}^{2}\right)$ ) and for $V=\beta \sigma^{q}$, (5.2.25) becomes

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=-\frac{V_{\sigma \sigma *}}{\kappa^{2} V_{*}}=-\frac{q(q-1)}{\kappa^{2} \sigma_{*}^{2}} . \tag{5.2.26}
\end{equation*}
$$

Let us study this simple result. $f_{\mathrm{NL}}$ can be large either if $\sigma_{*}$ is small or if $q$ is a big integer. However, if $\sigma_{*}$ is small, the $\sigma$ field will rapidly reach its minimum before the heavy field $\phi$ has come to rest, and hence at the end of inflation both fields will perform oscillations and our assumptions $\left|e_{1 \phi}\right| \ll 1$, $\left|e_{1 \sigma}\right| \approx 1$ will not hold any more. On the other hand, if $q \gg 1, \sigma$ will take over the domination of the universe before $\phi$ has reached its minimum, resulting again in both fields oscillating at the end of inflation and hence non-vanishing isocurvature modes at the time. We conclude that within our assumptions a sum potential of the form (5.1.6) cannot produce large non-Gaussianity.

In the opposite limit $\phi$ dominates both at horizon crossing and at the end of inflation, i.e. $\left|e_{1 \sigma *}\right| \ll 1,\left|e_{1 \phi *}\right| \approx 1$ and $\left|e_{1 \sigma}\right| \ll 1,\left|e_{1 \phi}\right| \approx 1$ so that $Z_{*} \rightarrow V_{*}$ and $Z \rightarrow V$. Then the expression reduces to

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=-\frac{U_{*}+V_{*}}{V-V_{*}}\left(\epsilon_{*}+\eta_{*}^{\|}-\chi_{*}\right), \tag{5.2.27}
\end{equation*}
$$

which comes from $g_{\text {int }}$. Note that we have assumed here that $V \neq V_{*}$. In the (effectively) singlefield case this is not valid; in that case we find that $g_{i n t}$ and $g_{i s o}$ are zero and $g_{s r}$ goes to the single-field result, $\epsilon_{*}+\eta_{*}^{\|}$. We remark that in this limit $g_{i s o}$ is zero, so that the adiabatic mode is conserved after inflation. In order to make $f_{\mathrm{NL}}$ large, one might be tempted to take $V$ close to $V_{*}$. However, that means $\sigma$ does not evolve and we are in an effectively single-field situation, where the above limit is not valid. Instead the situation is somewhat similar to the previous limit: we need a large value of $U_{*}$ and relatively small values of $V_{*}$ and $V$ to overcome the small values of the slow-roll parameters at horizon crossing. It might not be simple to satisfy these conditions together with the requirements of this limiting case that $\phi$ dominates both at horizon crossing and at the end of inflation, with a period of $\sigma$ domination in between; we did not further study those types of models.

As a final remark we point out that the power $\nu$ of the potential does not appear explicitly in the limits for $f_{\mathrm{NL}}$. Of course its value will play a role in determining the field trajectory and the values of the slow-roll parameters, but that is only a relatively small effect. We have verified this result numerically for several values of the power $\nu$ of sum potentials of the form (5.1.6).

### 5.3 Numerical results

The formalism we have developed so far provides a tool to calculate the exact amount of nonGaussianity produced during inflation driven by a general two-field potential, beyond the slow-roll approximation. While we assumed slow roll in the previous sections, in order to derive analytical results, we return here to the exact formalism for a numerical treatment. In the following subsections we investigate the properties of the quadratic potential as well as a potential of the sum type that can produce an $f_{\mathrm{NL}}$ of the order of a few, and compare our results to those of the $\delta N$-formalism.

### 5.3.1 Comparison with $\delta N$ for the quadratic potential

We investigate the quadratic potential (3.1.7)

$$
\begin{equation*}
W_{q}=\frac{1}{2} m_{\phi}^{2} \phi^{2}+\frac{1}{2} m_{\sigma}^{2} \sigma^{2} \tag{5.3.1}
\end{equation*}
$$

choosing our parameters as follows: $m_{\phi} / m_{\sigma}=20, m_{\sigma}=10^{-5} \kappa^{-1}$ and the initial conditions $\phi_{0}=\sigma_{0}=13 \kappa^{-1}$ at $t=0$ for a total of about 85 e-folds of inflation. From now on we will denote the heavy field as $\phi$. We choose to present this particular mass ratio because slow roll is badly broken during the turn and hence it provides a serious check both of our formalism and the $\delta N$ one. Of course we have also run tests with smaller mass ratios when slow roll is unbroken and verified our analytical slow-roll results.


Figure 5.1: The time evolution of the fields (left) and the field trajectory (right) during the period of the turn of the field trajectory, for the model (3.1.7) with initial conditions $\phi_{0}=\sigma_{0}=13 \kappa^{-1}$ and mass ratio $m_{\phi} / m_{\sigma}=20$.

We solve the field equations (3.1.4) numerically and in figures 5.1 and 5.2 we plot the values of the fields, the unit vectors, and the slow-roll parameters as a function of time during the range of e-folds where the heavy field $\phi$ is approaching zero and starts oscillating. In the beginning of inflation $\phi$ dominates the expansion while rolling down its potential and about 40 e-folds after the initial time $t=0$ it starts oscillating around the minimum of its potential. The heavier $\phi$ is, the more persistent are the damped oscillations. During the period of oscillations the unit vectors, as


Figure 5.2: The unit vectors (left) and the slow-roll parameters $\epsilon, \eta^{\|}$and $\eta^{\perp}$ (right) as a function of time during the turn of the field trajectory, for the same model as in figure 5.1.
well as the slow-roll parameters $\epsilon, \eta^{\|}$, and $\eta^{\perp}$, oscillate too. For $m_{\phi} / m_{\sigma}=20$ the maxima of the slow-roll parameters are much larger than unity and slow roll is temporarily broken. During these oscillations the light field $\sigma$ starts driving inflation and rolls down its potential until it also reaches its minimum and starts oscillating. We take the end of inflation when $\epsilon=1$ during this second period of oscillations. The situation is similar to the limiting case we studied in subsection 5.2.2 with $\left|e_{1 \sigma *}\right| \ll 1$ and $\left|e_{1 \phi}\right| \ll 1$.


Figure 5.3: We plot the $f_{\mathrm{NL}}$ parameter for the model (3.1.7) with initial conditions $\phi_{0}=\sigma_{0}=13 \kappa^{-1}$ and mass ratio $m_{\phi} / m_{\sigma}=20$ (left) and $m_{\phi} / m_{\sigma}=4$ (right). The red line is the exact numerical result, while the blue dot-dashed line shows the slow-roll analytical approximation (but using the exact background). We also show the numerical $\delta N$ result as the black dashed line, which lies practically on top of our red result.

In figure 5.3 we plot the $f_{\mathrm{NL}}$ parameter as calculated in our formalism, both the numerical exact version (4.2.6) and the slow-roll analytical approximation (4.3.7) (but using the exact background), as well as the result computed numerically in the context of the $\delta N$-formalism. The horizon-crossing time is defined as 60 e-folds before the end of inflation. We do not expect any large non-Gaussianity to be produced in this model, since we have shown that the integral of (4.3.7) is equal to zero in the slow-roll approximation. The final value of $f_{\mathrm{NL}}$ calculated in all three cases is $\mathcal{O}\left(10^{-2}\right)$. Our results coincide with those of the $\delta N$-formalism, thus reinforcing the validity of both formalisms. Any deviation between the results of the two formalisms is attributed to the different accuracy of our numerics. We also show $f_{\mathrm{NL}}$ for a much smaller mass ratio, $m_{\phi} / m_{\sigma}=4$, where slow roll remains valid throughout the turn of the field trajectory, verifying our analytical slow-roll result.

The peak of the $f_{\mathrm{NL}}$ parameter during the turning of the fields is due to the isocurvature terms $g_{\text {iso }}$ in the slow-roll analytical formula. As expected this effect is transient and disappears when the isocurvature mode $\bar{v}_{22}$ has been fully converted to the adiabatic one. There is no surviving isocurvature mode in this model. The higher is the mass ratio, the larger is the magnitude of the peak as a consequence of the more violent oscillations.

For completeness, we plot in figure 5.4 the power spectrum (4.2.9) and the spectral index (4.2.10) of this model. We see there is a jump in both of them during the oscillatory period of the heavy field, but afterwards they become constant again.

### 5.3.2 A simple model producing large non-Gaussianity

In this section we introduce a model that produces an $f_{\mathrm{NL}}$ of the order of a few, which is two orders of magnitude larger than the single-field slow-roll result. So in that sense we can call it large. From the point of view of observations with the Planck satellite it is probably still a little bit too small, but we have taken this particular model to be able to make the connection with our


Figure 5.4: The exact numerical power spectrum (left) and the spectral index (right) for the same model as in figure 5.1.
analytical results.



Figure 5.5: The time evolution of the fields (left) and the field trajectory (right), for the model (5.3.3) with initial conditions $\phi_{0}=18 \kappa^{-1}, \sigma_{0}=0.01 \kappa^{-1}$ and parameters $a_{2}=20 \kappa^{-2}, b_{2}=7 \kappa^{-2}$ and $b_{4}=2$. Only the time interval during the turn of the field trajectory is shown.

The $f_{\mathrm{NL}}$ limit (5.2.25) that we calculated in subsection 5.2 .2 can be simplified for the sum potential $(\nu=1)$ to give

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=-\frac{V_{\sigma \sigma *}}{\kappa^{2}\left(U+V_{*}\right)}, \tag{5.3.2}
\end{equation*}
$$

where we used the definition of $\tilde{W}_{m n}$ and the slow-roll version of (3.1.4) for $H$. We can easily infer that in order to obtain a large value for $f_{\mathrm{NL}}$, the heavy field $\phi$ should end up with a small value at the end of inflation, while $\sigma$ should obey a potential characterized by a large second derivative and a small value at horizon crossing. Such properties can be accommodated by a potential of the form

$$
\begin{align*}
U(\phi) & =a_{2} \phi^{2} \\
V(\sigma) & =b_{0}-b_{2} \sigma^{2}+b_{4} \sigma^{4} \tag{5.3.3}
\end{align*}
$$



Figure 5.6: The unit vectors (left) and the slow-roll parameters $\epsilon, \eta^{\|}$and $\eta^{\perp}$ (right) as a function of time during the turn of the field trajectory, for the same model as in figure 5.5.
with $b_{0}=b_{2}^{2} /\left(4 b_{4}\right)$ so that the minimum of the potential has $W=U+V=0$.
To illustrate the above we investigate a model with $a_{2}=20 \kappa^{-2}, b_{2}=7 \kappa^{-2}, b_{4}=2$, and initial conditions $\phi_{0}=18 \kappa^{-1}$ and $\sigma_{0}=0.01 \kappa^{-1}$, so that the light field is standing on the local maximum of its potential, for a total amount of 85 e-folds of inflation. This type of effective potential might be realized in the early universe during second-order phase transitions. We solve the field equations (3.1.4) numerically and in figures 5.5 and 5.6 we plot the evolution of the fields and the unit vectors, as well as the slow-roll parameters. The situation is qualitatively the same as in the case of the quadratic potential: in the beginning $\phi$ dominates inflation while rolling down its potential, then there is a period of violent oscillations around $\phi=0$, and $\sigma$ takes over and starts rolling down towards the minimum of its potential.

The behaviour of the unit vectors is that of the limiting case we studied in subsection 5.2.2, that is $\left|e_{1 \sigma *}\right| \ll 1$ and $\left|e_{1 \phi}\right| \ll 1$. We will next obtain an analytical estimate for the magnitude of $f_{\mathrm{NL}}$. The final value of $f_{\mathrm{NL}}$ is reached when the fields have rolled down to their minima, that is at $\phi=0$ and $\sigma=\sqrt{b_{2} /\left(2 b_{4}\right)}$ for a positive initial condition for $\sigma$. Then $f_{\mathrm{NL}}$ becomes

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=8 \frac{b\left(1-6 b \sigma_{*}^{2}\right)}{\kappa^{2}\left(1-2 b \sigma_{*}^{2}\right)^{2}} \tag{5.3.4}
\end{equation*}
$$

where $b \equiv b_{4} / b_{2}$. Note that within our approximation $f_{\text {NL }}$ depends only on the value of $\sigma_{*}$ at horizon crossing once we have fixed the ratio $b$. Since the turning of the fields occurs only a few efolds before the end of inflation, we will explicitly assume $W \simeq U$ is a good approximation for nearly all the period of inflation. Then we can solve the field equations in the slow-roll approximation to find

$$
\begin{equation*}
\phi(t)=\phi_{0} \sqrt{1-\frac{4 t}{\kappa^{2} \phi_{0}^{2}}}, \quad \sigma(t)=\left[2 b-\left(2 b-\frac{1}{\sigma_{0}^{2}}\right)\left(1-\frac{4 t}{\kappa^{2} \phi_{0}^{2}}\right)^{r}\right]^{-1 / 2} \tag{5.3.5}
\end{equation*}
$$

where $r \equiv b_{2} / a_{2}$.
The time of horizon crossing $t_{*}=t_{\text {fin }}-60$ can be approximately found from the final time $t_{f i n} \simeq \kappa^{2} \phi_{0}^{2} / 4$ and thus we calculate the values of the fields at horizon exit as functions of the initial conditions $\phi_{0}$ and $\sigma_{0}$. Using these results in $f_{\mathrm{NL}}$ we find

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=-\frac{8 b}{\kappa^{2}\left(1-2 b \sigma_{0}^{2}\right)^{2}}\left[2\left(-1+\tilde{\phi}_{0}^{2 r}\right) b \sigma_{0}^{2}+1\right]\left[2\left(1+2 \tilde{\phi}_{0}^{2 r}\right) b \sigma_{0}^{2}-1\right] \tag{5.3.6}
\end{equation*}
$$

where $\tilde{\phi}_{0}=\phi_{0} /(2 \sqrt{60} / \kappa)=\phi_{0} / \phi_{*}$.
We now check the dependence of the above expression on the initial condition $\sigma_{0}$. Since we assumed that $\left|e_{1 \sigma *}\right| \ll 1$ and $W \simeq U$ we examine the case $\sigma_{0} \ll 1$ where

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\frac{8 b}{\kappa^{2}}\left(1-2 b \sigma_{0}^{2} \tilde{\phi}_{0}^{2 r}\right) \tag{5.3.7}
\end{equation*}
$$

up to second order with respect to $\sigma_{0}$. The parameter $f_{\mathrm{NL}}$ becomes maximal if $b=\tilde{\phi}_{0}^{-2 r} /\left(4 \sigma_{0}^{2}\right)$ and its value is then

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\frac{\tilde{\phi}_{0}^{-2 r}}{\kappa^{2} \sigma_{0}^{2}} \tag{5.3.8}
\end{equation*}
$$

Since $\tilde{\phi}_{0}>1$, the smaller the ratio $r$ and the smaller the initial value of the field $\sigma$, the higher is the value of $f_{\mathrm{NL}}$.

Nevertheless one has to assure that the turn of the field trajectory does not occur too late (too close to the end of inflation), so that the isocurvature mode will have had the time to disappear before the end of inflation (so that we can directly extrapolate the results at the end of inflation to the time of recombination and do not have to take further evolutionary effects into account) and the oscillations of the heavy field do not coincide with those of the light field. The higher is the ratio $b$, the larger is $f_{\mathrm{NL}}$, but then the minimum of the potential approaches $\sigma_{0}$ and consequently there is less time available for $\bar{v}_{12}$ and thus for the adiabatic perturbation to become constant. This turns out to be a non-trivial requirement: although we do not claim to have scanned the whole parameter space of the model, we could not find parameter values that passed the above test and at the same time yielded a very large $f_{\mathrm{NL}}$. The values we have chosen to work with respect the above condition and using expression (5.3.7) we expect to find $-(6 / 5) f_{\mathrm{NL}} \sim 2$. Note that unlike the monomial potentials studied in subsection 5.1.2 and further discussed in subsection 5.2.2, it is the tuning of the extra parameter $b$ that allows to produce significant non-Gaussianity by the end of inflation without both fields oscillating at the same time.

If one were to take $b_{4}=5$ instead of 2 , one would find $-(6 / 5) f_{\mathrm{NL}} \sim 4$, but in that case the turn of the fields occurs too near the end of inflation so that the isocurvature mode will not have disappeared completely by the end of inflation. Looking at the contributions of $g_{\text {iso }}$ and $g_{\text {int }}$ separately, we see that even in that case $g_{i n t}$ has already gone to a constant while $g_{i s o}$ is still decreasing towards zero, so that we feel reasonably confident that the estimate is good even for that model, but we cannot be absolutely certain without a better treatment of the end of inflation, which is beyond the scope of this thesis.

In figure 5.7 we plot $f_{\mathrm{NL}}$ for the model (5.3.3) with the parameter values described above. Again a notable feature comes up during the turn of the fields. It comes from the isocurvature term of (5.2.23) that gets very big during the turn of the field trajectory, but as soon as the fields relax it vanishes again. We do not plot $g_{s r}$ separately since it turns out to be negligible. Note how the final value of $f_{\mathrm{NL}}$ depends only on the integrated effect, as the isocurvature contribution has vanished. The final slow-roll analytical value is calculated to be $-(6 / 5) f_{\mathrm{NL}, s r}=2.15$ while the values obtained numerically by our formalism and the $\delta N$ formalism are $-(6 / 5) f_{\mathrm{NL}}=1.43$ and $-(6 / 5) f_{\mathrm{NL}, \delta N}=1.48$, respectively. the difference of the two values is due to the different numerical methods used. We see excellent agreement between the exact numerical result of our formalism and the $\delta N$ one, within the numerical accuracy. The slow-roll analytical result does very badly during the turn of the field trajectory, when slow roll is badly broken, but gives a reasonable estimate (within $50 \%$ ) of the final value.

Finally in figure 5.8 we plot the spectral index for this model. Its value is in the range of the Planck observations $n_{\zeta}=0.9603 \pm 0.0073$ [20], but lies near the upper limit.


Figure 5.7: In the first plot we show the non-Gaussianity parameter $f_{\text {NL }}$ as calculated in our formalism exactly (red line) and within the analytical slow-roll approximation (blue dot-dashed line) as well as numerically in the context of the $\delta N$ formalism (black dashed line) for the model (5.3.3). In the second plot we show again the total $f_{\mathrm{NL}}$, now as the black solid line, and split it up into the isocurvature contribution proportional to $g_{i s o}$ (red dashed line) and the integral contribution proportional to $g_{\text {int }}$ (blue dot-dashed line). We use the same model as in figure 5.5.


Figure 5.8: The exact numerical spectral index for the same model as in figure 5.5.

## Chapter 6

## Scale dependence

In this chapter we will study and investigate the sources the scale dependence of the bispectrum (4.1.22), presenting our results found in [25]. Non-Gaussianity produced at horizoncrossing is known to be momentum-dependent. The scale dependence of the equilateral $f_{\mathrm{NL}}$ produced for example from DBI inflation [50, 86, 45, 87, 88], has been examined both theoretically [109, 110, 83, 111] and in terms of observational forecasts [112, 113]. In this chapter we are going to study the scale dependence of local-type models that has not been studied as much. Squeezedtype non-Gaussianity, produced outside the horizon, is usually associated with a parameter of non-Gaussianity $f_{\mathrm{NL}}^{\text {local }}$ that is local in real space, and therefore free of any explicit momentum dependence, defined through $\zeta(x)=\zeta_{L}(x)+(3 / 5) f_{\mathrm{NL}}^{\text {local }}\left(\zeta_{L}(x)^{2}-\left\langle\zeta_{L}(x)\right\rangle^{2}\right)$, where $\zeta_{L}$ is the linear Gaussian part. Nevertheless, calculations of $f_{\mathrm{NL}}$ for several types of multiple-field models (see e.g. $[73,106,23]$ ) show that there is always a momentum dependence inherited from the horizoncrossing era, which can in principle result in a tilt of $f_{\mathrm{NL}}$. When a physical quantity exhibits such a tilt one usually introduces a spectral index, as for example in the case of the power spectrum. The observational prospects of the detection of this type of scale dependence of local $f_{\mathrm{NL}}$ were studied in [113]. Only recently spectral indices for $f_{\mathrm{NL}}$ were defined in [80, 79, 114], keeping constant the shape of the triangle or two of its sides, within the $\delta N$ formalism. Note, however, that most theoretical predictions have considered equilateral triangles for simplicity, even though the local-type configuration is maximal on squeezed triangles. If one were to calculate a really squeezed triangle, then $f_{\mathrm{NL}}^{\text {local }}$ acquires some intrinsic momentum dependence due to the different relevant scales, as was shown in subsection 4.2.2 and [23].

### 6.1 Sources of scale dependence

In this section, we start by reminding the reader the basic elements of the long-wavelength calculation for $f_{\mathrm{NL}}$ and also introduce the new scale variables that we are going to use in order to study the dependence of $f_{\mathrm{NL}}$ on the momentum triangle. Next we discuss the main sources of the scale dependence of $f_{\mathrm{NL}}$ and define spectral indices in order to parametrize this.


Figure 6.1: The types of deformations of the momentum triangle we are considering. Left: Conformal transformation of the triangle. In the $\gamma, \beta$ plane this corresponds to a constant (red) point. Right: Keeping the perimeter of the triangle $K$ constant we change the shape of an isosceles $\gamma=0$ triangle, moving along the bold red line for $k_{1}=k_{2} \geq k_{3}$.

### 6.1.1 The key variables

The non-Gaussianity parameter for an isosceles triangle of the form $k_{1}=k_{2} \equiv k^{\prime} \geq k_{3} \equiv k$ was found in (4.3.8) (see also our paper [23]) to be

$$
\begin{align*}
&-\frac{6}{5} f_{\mathrm{NL}}=\frac{-2 \bar{v}_{12 k^{\prime}} /\left[1+\left(\bar{v}_{12 k^{\prime}}\right)^{2}\right]}{1+\left(\bar{v}_{12 k^{\prime}}\right)^{2}+2 \frac{\gamma_{k}^{k}}{\gamma_{k}^{\prime 2}}\left[1+\left(\bar{v}_{12 k}\right)^{2}\right]} {\left[\bar{v}_{12 k^{\prime}}\left(g_{s r}\left(k^{\prime}, k^{\prime}\right)+g_{i s o}\left(k^{\prime}, k^{\prime}\right)+g_{\text {int }}\left(k^{\prime}, k^{\prime}\right)\right)\right.} \\
&\left.+2 \frac{\gamma_{k}^{2}}{\gamma_{k}^{\prime 2}} \bar{v}_{12 k}\left(g_{s r}\left(k^{\prime}, k\right)+g_{\text {iso }}\left(k^{\prime}, k\right)+g_{\text {int }}\left(k^{\prime}, k\right)\right)\right], \tag{6.1.1}
\end{align*}
$$

where $f_{\mathrm{NL}}=f_{\mathrm{NL}}\left(t ; t_{k^{\prime}}, t_{k}\right)$ depends on $t_{k^{\prime}}$ and $t_{k}$, denoting the horizon-crossing times of the two scales $k^{\prime}$ and $k$ of the triangle, respectively. We remind that $\gamma_{k} \equiv-\kappa H /\left(2 k^{3 / 2} \sqrt{\epsilon}\right)$. This result is exact and valid beyond the slow-roll approximation after horizon-crossing.

The quantity $\bar{v}_{12}$ is a key quantity for our study in this chapter. It is essentially a transfer function showing how the isocurvature mode (denoted by the subscript 2) sources the adiabatic component $\zeta_{1}$. Two more transfer functions appear in $g_{s r}, g_{i s o}$ and $g_{i n t}$, namely $\bar{v}_{22}$ and $\bar{v}_{32}$, showing how the isocurvature mode sources the isocurvature component $\zeta_{2}$ and the velocity of the isocurvature component $\theta_{2}$, respectively. $\bar{v}_{a 2}$ is a function of the horizon-exit time $t_{k}$ of the relevant perturbation of scale $k$ and it also evolves with time $t$, at least during inflation. In (4.3.8) as well as in the formulas that follow, $\bar{v}_{a 2 k} \equiv \bar{v}_{a 2}\left(t, t_{k}\right)$. The indices $a, b$ take the values $1,2,3$, indicating respectively the adiabatic perturbation $\zeta_{1}$, the isocurvature perturbation $\zeta_{2}$, and the isocurvature velocity $\theta_{2} .{ }^{1}$ We remind the reader that $\bar{v}_{a 2}$ comes from the combination of the Green's functions $G_{a 2}$ and $G_{a 3}$ of the system of equations for the super-horizon perturbations (4.1.16), satisfying

$$
\begin{equation*}
G_{a b}(t, t)=\delta_{a b} . \tag{6.1.2}
\end{equation*}
$$

The contributions $g_{i s o}, g_{s r}$ and $g_{i n t}$ are given in (4.2.14). For the analytical approximations that we will provide (in addition to the exact numerical results), it is useful to note that within

[^5]the slow-roll approximation $g_{\text {int }}$ can be rewritten as
\[

$$
\begin{equation*}
g_{\text {int }}\left(k_{1}, k_{2}\right)=\bar{v}_{12 k_{1}} G_{22 k_{1} k_{2}}\left(-\eta_{k_{1}}^{\perp}+\frac{\left(\epsilon_{k_{1}}+\eta_{k_{1}}^{\|}-\chi_{k_{1}}\right) \chi_{k_{1}}}{2 \eta_{k_{1}}^{\perp}}\right)+\tilde{g}_{i n t}\left(k_{1}, k_{2}\right), \tag{6.1.3}
\end{equation*}
$$

\]

where $\tilde{g}_{\text {int }}$ is the integral in (4.3.7) that is identically zero for the two-field quadratic model, or even more generally for any two-field equal-power sum model (see also section 5.1).

In order to study the dependence of the non-Gaussianity on the shape of the triangle, instead of using $k_{1}, k_{2}$, and $k_{3}$ we will use the variables introduced in $[115,116]$,

$$
\begin{equation*}
K=\frac{k_{1}+k_{2}+k_{3}}{2}, \quad \gamma=\frac{k_{1}-k_{2}}{K}, \quad \beta=-\frac{k_{3}-k_{1}-k_{2}}{2 K} \tag{6.1.4}
\end{equation*}
$$

which correspond to the perimeter of the triangle and two scale ratios describing effectively the angles of the triangle. They have the following domains: $0 \leq K \leq \infty, 0 \leq \beta \leq 1$ and $-(1-\beta) \leq$ $\gamma \leq 1-\beta$, see figure 6.1. As one can check from the above equations, the local bispectrum becomes maximal for $\beta=1$ and $\gamma=0$, or $\beta=0$ and $\gamma= \pm 1$, i.e. for a squeezed triangle. In this chapter we always assume $k_{1}=k_{2}$, dealing only with equilateral or isosceles triangles (note that the relation $k_{1}=k_{2}$ is satisfied by definition for both equilateral and squeezed triangles). The two scales of the triangle $k_{3} \equiv k \leq k^{\prime} \equiv k_{1}=k_{2}$ can be expressed in terms of the new parameters $\beta$ and $K$ as

$$
\begin{equation*}
k=(1-\beta) K \quad \text { and } \quad k^{\prime}=\frac{1+\beta}{2} K \tag{6.1.5}
\end{equation*}
$$

while $\gamma=0$. The condition $k \leq k^{\prime}$ means that we only have to study acute isosceles triangles $1 / 3 \leq \beta \leq 1$.

### 6.1.2 Discussion

Inspecting (4.3.8) one sees that there are two sources of momentum dependence for $f_{\mathrm{NL}}$ : the slowroll parameters at horizon-crossing and the Green's functions $G_{a b}$ or their combinations $\bar{v}_{a 2}$. In order to study their impact we shall use the quadratic model

$$
\begin{equation*}
W_{q}=\frac{1}{2} m_{\phi}^{2} \phi^{2}+\frac{1}{2} m_{\sigma}^{2} \sigma^{2} \tag{6.1.6}
\end{equation*}
$$

with $m_{\phi} / m_{\sigma}=9$. The procedure to follow is to solve for the background quantities (3.1.4) and then for the Green's functions (see subsection 4.1.1) in order to apply the formalism. The quadratic model's Green's functions can be found numerically, or even analytically within the slowroll approximation, which is valid for a small mass ratio like the one we chose here. However, all our calculations in this chapter are numerical and exact, without assuming the slow-roll approximation after horizon crossing. We only use the slow-roll approximation after horizon crossing for the analytical approximations that we provide (e.g. eq. (6.2.1)) and sometimes to clarify the physical interpretation of results (e.g. the use of (6.1.8) below to explain the behaviour of $\bar{v}_{12}$ ). Inflation ends at $t_{f}$ defined as the time when $\epsilon_{f}=1$. From now on a subscript $f$ will denote quantities evaluated at the end of inflation. We also define the scale that exited the horizon 60 e-folds before the end of inflation as $k_{60}$ and use it as a reference scale, around which we perform our computations ( $k_{60}$ being the scale that corresponds to the text books' minimal necessary amount of inflation).

In figure 6.2 we plot the first-order slow-roll parameters for a range of horizon-crossing times around $k_{60}$. While the heavy field rolls down its potential the slow-roll parameters increase, reflecting the evolution of the background. This implies that $f_{\mathrm{NL}}$, which is in general proportional


Figure 6.2: Left: The relative change of the horizon-crossing first-order slow-roll parameters $\epsilon$ (solid curve), $\eta^{\|}$(dot-dashed curve), $\eta^{\perp}$ (dotted curve) and $\chi$ (dashed curve) at $t_{k}$ as a function of the ratio $k / k_{60}$ of the horizon-exit scale to the scale that left the horizon 60 e-folds before the end of inflation, for the model (6.1.6) with mass ratio $m_{\phi} / m_{\sigma}=9$. Right: The evolution of the first-order slow-roll parameters $\epsilon$ (solid curve), $\eta^{\|}$(dot-dashed curve), $\eta^{\perp}$ (dotted curve) and $\chi$ (dashed curve) as a function of the number of e-foldings $N-N_{60}$ for the time interval around the turning of the fields, for the same model.
to the slow-roll parameters evaluated at $t_{k}$ and $t_{k^{\prime}}$, should increase as a function of $k$ and $k^{\prime}$. This can easily be verified for the initial value of $f_{\mathrm{NL}, \text { in }}$ at $t=t_{k^{\prime}}$, which according to (4.3.8) with $\bar{v}_{12 k^{\prime}}=0$ takes the value

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}, i n}=\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}+\frac{2 \frac{\gamma_{k}^{2}}{\gamma_{k^{\prime}}^{2}} G_{12 k^{\prime} k}}{1+2 \frac{\gamma_{k}^{2}}{\gamma_{k^{\prime}}^{2}}\left[1+\left(G_{12 k^{\prime} k}\right)^{2}\right]} \eta_{k^{\prime}}^{\frac{1}{\prime}} G_{22 k^{\prime} k} \tag{6.1.7}
\end{equation*}
$$

Apart from the slow-roll parameters the other source of momentum dependence for $f_{\mathrm{NL}}$ lies in the Green's functions and particularly how their time evolution depends on the relevant horizoncrossing scale. The two main quantities that we need to study in order to understand their impact on $f_{\mathrm{NL}}$ are the transfer functions $\bar{v}_{12}$ and $\bar{v}_{22}$. This is due to the fact that $\bar{v}_{32}$ is slow-roll suppressed and the rest of the Green's functions appearing in (4.3.8) can be rewritten in terms of $\bar{v}_{12}$ and $\bar{v}_{22}$ within the slow-roll approximation (for details, see section 4.3). In particular $G_{a 3}=G_{a 2} / 3$, $G_{32}\left(t, t_{k}\right)=-\chi(t) G_{22}\left(t, t_{k}\right)$ and hence $G_{a 2} \approx \bar{v}_{a 2}$. Note that except for the era of the turning of the fields, the slow-roll assumption is a good approximation during inflation in this particular model. The slow-roll evolution equations for $\bar{v}_{12 k}$ and $\bar{v}_{22 k}$ are

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \bar{v}_{12 k}=2 \eta^{\perp} \bar{v}_{22 k} \quad \text { and } \quad \frac{\mathrm{d}}{\mathrm{~d} t} \bar{v}_{22 k}=-\chi \bar{v}_{22 k} \tag{6.1.8}
\end{equation*}
$$

As was discussed above, $\bar{v}_{12}$ describes how the isocurvature mode sources the adiabatic one, while $\bar{v}_{22}$ describes how the isocurvature mode sources itself. By definition $\bar{v}_{12}\left(t_{k}, t_{k}\right)=0$ and $\bar{v}_{22}\left(t_{k}, t_{k}\right)=1$ at horizon crossing, since no interaction of the different modes has yet occurred (see also (4.1.16) and (6.1.2)). For the transfer functions of the adiabatic mode one finds that

$$
\begin{equation*}
\bar{v}_{11}=1 \quad \text { and } \quad \bar{v}_{21}=0, \tag{6.1.9}
\end{equation*}
$$

since the curvature perturbation is conserved for purely adiabatic perturbations and adiabatic perturbations cannot source entropy perturbations on super-horizon scales. In order to better


Figure 6.3: The evolution of the transfer functions $\bar{v}_{12}$ (left) and $\bar{v}_{22}$ (right) as a function of the number of e-foldings $N-N_{60}$ for the time interval around the turning of the fields and for different horizon exit scales, varying from top to bottom as $k_{60} \times 10$ (dotted curve), $k_{60}$ (solid curve) and $k_{60} / 10$ (dashed curve), for the model (6.1.6) with mass ratio $m_{\phi} / m_{\sigma}=9$.
understand the role of the transfer functions, we can use the Fourier transformation of the perturbations [23] along with (6.1.9), to find

$$
\begin{align*}
& \zeta_{1}(t)=\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \gamma_{k} \bar{v}_{1 m} \hat{a}_{m}^{\dagger}(\boldsymbol{k}) e^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}=\zeta_{1}\left(t_{k}\right)+\bar{v}_{12}\left(t, t_{k}\right) \zeta_{2}\left(t_{k}\right) \\
& \zeta_{2}(t)=\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \gamma_{k} \bar{v}_{2 m} \hat{a}_{m}^{\dagger}(\boldsymbol{k}) e^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}=\bar{v}_{22}\left(t, t_{k}\right) \zeta_{2}\left(t_{k}\right) \tag{6.1.10}
\end{align*}
$$

where $\zeta_{m}$ with $m=1,2$ are the first-order adiabatic and isocurvature perturbation.
Let us start by discussing the time evolution of $\bar{v}_{12}$. Each one of the curves on the left-hand side of figure 6.3 corresponds to the time evolution of $\bar{v}_{12}$ for a different horizon-exit scale. At $t=t_{k}$, i.e. when the relevant mode $k$ exits the horizon, $\bar{v}_{12 k}=0$ since the isocurvature mode has not had time to affect the adiabatic one. Outside the horizon and well in the slow-roll regime of the sole dominance of the heavy field, the isocurvature mode sources the adiabatic one and the latter slowly increases. As time goes by, the heavy field rolls down its potential and the light field becomes more important. During this turning of the field trajectory, the slow-roll parameters suddenly change rapidly, with important consequences for the evolution of the adiabatic and isocurvature mode. The transfer function $\bar{v}_{12 k}$ grows substantially during that era because of the increasing values of $\eta^{\perp}$ in (6.1.8) as well as the growing contribution of $\bar{v}_{22 k}$, to become constant afterwards when the light field becomes dominant in an effectively single-field universe.

Note that the earlier the mode exits the horizon, the smaller is the final $\bar{v}_{12 k}$. This is opposite to the behaviour of the initial value, just after horizon-crossing, when the earlier the scale exits the horizon the more has its adiabatic mode been sourced by the isocurvature one at a given time $t$, and hence the larger is its $\bar{v}_{12 k}$. This can be understood by the evolution equations of $\bar{v}_{12 k}$ and $\bar{v}_{22 k}$ in (6.1.8), showing that $\bar{v}_{12 k}$ is sourced by $\bar{v}_{22 k}$, which itself is a decreasing function of time, at least during eras when the universe is dominated by a single field (see the right-hand side of figure 6.3 ). If the equation (6.1.8) for $\bar{v}_{12 k}$ did not depend on $\eta^{\perp}$, the $\bar{v}_{12 k}$ curves would never cross each other since they would be similar and only boosted by their horizon-crossing time shift. It is the increasing value of $\eta^{\perp}$ that results in the larger values of $\bar{v}_{12 k}$ for larger $k$.

On the right-hand side of figure 6.3 we show the evolution of $\bar{v}_{22}$. According to (6.1.8) $\bar{v}_{22}$ and hence the isocurvature mode evolves independently from the adiabatic mode. At horizon-crossing


Figure 6.4: Left: The time evolution of the adiabatic $R_{1}$ and the isocurvature $R_{2}$ ratios of power spectra as a function of the number of e-foldings $N-N_{60}$ for scales $k_{60} / 10$ (dashed line), $k_{60}$ (solid line) and $k_{60} \times 10$ (dotted line). Right: The time evolution of the spectral index (4.1.19) as a function of the number of e-foldings $N-N_{60}$ for scales $k_{60} / 10$ (dashed line), $k_{60}$ (solid line) and $k_{60} \times 10$ (dotted line). Both plots are made for the model (6.1.6) with mass ratio $m_{\phi} / m_{\sigma}=9$.
$t=t_{k}$, the transfer function $\bar{v}_{22 k}=1$. Once outside the horizon, the isocurvature mode decays due to the small but positive values of $\chi$. During the turning of the fields the slow-roll parameters evolve rapidly, thus leading to first an enhancement of $\bar{v}_{22 k}$ and then a diminution due to the varying value of $\chi$ in (6.1.8). As can be seen from the right-hand side plot in figure 6.2 , during the turning $\chi$ first becomes negative and then positive. After the turning of the fields, the remnant isocurvature modes again decay and (for this model) at the end of inflation none are left. The parameter $\chi$ plays a crucial role in the evolution of the isocurvature mode. It represents effectively the second derivative of the potential in the 22 direction. Before the turning of the fields the trajectory goes down the potential in the relatively steep $\phi$ direction, which means that $W_{22}$ then corresponds with the relatively shallow curvature in the direction of the light field $\sigma$ and hence $\chi$ is small. After the turning the trajectory goes along the bottom of the valley in the $\sigma$ direction and $W_{22}$ corresponds with the large curvature of the potential in the perpendicular direction, leading to large values of $\chi$. The negative values of $\chi$ during the turn come from the contribution of $\eta^{\|}$.

Instead of looking at the tranfer functions, using (6.1.10) one can also construct more physical quantities from the operators $\zeta_{m}$ and hence from the $\bar{v}_{m 2}$, namely the ratios of the adiabatic and isocurvature power spectrum to the total power spectrum:

$$
\begin{align*}
& R_{1} \equiv \frac{\left\langle\zeta_{1} \zeta_{1}\right\rangle}{\left\langle\zeta_{1} \zeta_{1}\right\rangle+\left\langle\zeta_{2} \zeta_{2}\right\rangle}=\frac{1+\left(\bar{v}_{12}\right)^{2}}{1+\left(\bar{v}_{12}\right)^{2}+\left(\bar{v}_{22}\right)^{2}} \\
& R_{2} \equiv \frac{\left\langle\zeta_{2} \zeta_{2}\right\rangle}{\left\langle\zeta_{1} \zeta_{1}\right\rangle+\left\langle\zeta_{2} \zeta_{2}\right\rangle}=\frac{\left(\bar{v}_{22}\right)^{2}}{1+\left(\bar{v}_{12}\right)^{2}+\left(\bar{v}_{22}\right)^{2}} \tag{6.1.11}
\end{align*}
$$

These are plotted on the left-hand side of figure 6.4 as a function of the number of e-foldings for different scales. One can clearly see that both ratios start as equal to $1 / 2$ when the scale exits the horizon, while afterwards the adiabatic ratio $R_{1}$ increases to reach 1 at the end of inflation and the isocurvature $R_{2}$ decreases to reach 0 , for this particular model. During the turning of the fields we see that the temporary increase in the isocurvature mode due to the negative value of $\chi$ is reflected in $R_{2}$, while the adiabatic $R_{1}$ necessarily has the opposite behaviour.

On the right-hand side of figure 6.4 we plot the time evolution of the spectral index (4.1.19) of the power spectrum. The spectral index measures by construction the tilt of the power spectrum for
different horizon-crossing scales and hence it depends on the horizon-crossing slow-roll parameters. For multiple-field models the power spectrum evolves during inflation even after horizon-crossing, and so does the spectral index. During the turning of the fields the spectral index increases, to remain constant afterwards. The earlier a scale exits the horizon the less negative is its spectral index $n_{\zeta}-1$. This implies that the power spectrum itself decreases faster for larger horizon-crossing scales. This is due to the fact that except for the factor $1+\left(\bar{v}_{12 k}\right)^{2}$ in the expression for the power spectrum there is also an inverse power of $\epsilon_{k}$ (see (4.1.19)).

### 6.1.3 Spectral indices

Finally let us discuss the scale dependence of the local $f_{\mathrm{NL}}$ in terms of the relevant spectral indices. Equation (4.3.8) for an isosceles triangle implies that

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\frac{1}{\left(2 \pi^{2}\right)^{2}} \frac{f\left(k^{\prime}, k^{\prime}\right)+2\left(\frac{k^{\prime}}{k}\right)^{3} f\left(k^{\prime}, k\right)}{\mathcal{P}_{\zeta}\left(k^{\prime}\right)^{2}+2\left(\frac{k^{\prime}}{k}\right)^{3} \mathcal{P}_{\zeta}\left(k^{\prime}\right) \mathcal{P}_{\zeta}(k)}, \tag{6.1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
f\left(k^{\prime}, k\right)=-2\left(k^{\prime} k\right)^{3} \gamma_{k^{\prime}}^{2} \gamma_{k}^{2} \bar{v}_{12 k^{\prime}} \bar{v}_{12 k}\left(g_{s r}\left(k^{\prime}, k\right)+g_{i s o}\left(k^{\prime}, k\right)+g_{i n t}\left(k^{\prime}, k\right)\right) \tag{6.1.13}
\end{equation*}
$$

For an arbitrary triangle configuration this is generalized as

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\frac{1}{\left(2 \pi^{2}\right)^{2}} \frac{k_{3}^{3} f\left(k_{1}, k_{2}\right)+\text { perms }}{k_{3}^{3} \mathcal{P}_{\zeta}\left(k_{1}\right) \mathcal{P}_{\zeta}\left(k_{2}\right)+\text { perms }} \tag{6.1.14}
\end{equation*}
$$

The local $f_{\mathrm{NL}}$ depends on a two-variable function $f\left(k_{1}, k_{2}\right)$, with $k_{1} \geq k_{2}$. This is due to its super-horizon origin, which yields classical non-Gaussianity proportional to products of two power spectra. Hence one expects that the scale dependence of $f_{\text {NL }}$ can be expressed in terms of only two spectral indices, characterizing the function $f$. Notice that this is particular to the local case. In general the bispectrum cannot be split as a sum of two-variable functions and one anticipates that three spectral indices would be needed.

The next issue to be resolved is which are the relevant spectral indices for $f$. The naive guess would be $f\left(k_{1}, k_{2}\right)=f\left(k_{1,0}, k_{2,0}\right)\left(k_{1} / k_{1,0}\right)^{\tilde{n}_{k_{1}}}\left(k_{2} / k_{2,0}\right)^{\tilde{n}_{k_{2}}}$. We tested this parametrization and we did not find good agreement with the exact value of $f$. Instead, we found that $f$ is best approximated by keeping either the shape or the magnitude of the triangle constant. This statement can be expressed as

$$
\begin{equation*}
f\left(k_{1}, k_{2}\right)=f_{0}\left(\frac{K}{K_{0}}\right)^{\tilde{n}_{K}}\left(\frac{\omega}{\omega_{0}}\right)^{\tilde{n}_{\omega}} \tag{6.1.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{n}_{K} \equiv \frac{\mathrm{~d} \ln f}{\mathrm{~d} \ln K} \quad \text { and } \quad \tilde{n}_{\omega} \equiv \frac{\mathrm{d} \ln f}{\mathrm{~d} \ln \omega} \tag{6.1.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega \equiv \frac{k_{1}}{k_{2}}=\frac{1+\beta}{2(1-\beta)} . \tag{6.1.17}
\end{equation*}
$$

The last equality is valid only for the isosceles case $\gamma=0$ (see (6.1.4)). We dropped the -1 of the power spectrum spectral index definition to follow the definitions in [79, 80]. We added a tilde to indicate that these spectral indices are defined for the function $f$, not yet for the full $f_{\mathrm{NL}}$. In the next two sections we are going to examine the scale-dependence of $f_{\mathrm{NL}}$, changing the magnitude and the shape of the triangle separately, and verify assumption (6.1.15).


Figure 6.5: The time evolution of $f_{\mathrm{NL}}$ in terms of the number of e-foldings $N-N_{60}$ around the time of the turning of the fields, for equilateral $(\omega=1)$ triangles with $K=(3 / 2) k_{60}$ (solid curve), $K=(3 / 2) k_{60} / 10$ (dashed curve) and $K=(3 / 2) k_{60} \times 10$ (dotted curve), for the model (6.1.6) with mass ratio $m_{\phi} / m_{\sigma}=9$.

### 6.2 Changing the magnitude of the triangle

In this section we shall study the behaviour of $f_{\mathrm{NL}}$ for triangles of the same shape but different size, see the left-hand side of figure 6.1. In figure 6.5 we plot the time evolution of $f_{\mathrm{NL}}$ for equilateral triangles (the result would remain qualitatively the same for any isosceles triangle) of perimeter $K=(3 / 2) k_{60} \times 10$ (top curve), $K=(3 / 2) k_{60}$ (middle curve) and $K=(3 / 2) k_{60} / 10$ (bottom curve). The later the relevant scale exits the horizon the larger is its initial $f_{\mathrm{NL}}$ as explained in the previous section. $f_{\mathrm{NL}}$ grows during the turning of the fields due to isocurvature effects as described by (4.2.14), but by the end of inflation, when isocurvature modes vanish, it relaxes to a small, slow-roll suppressed value (see e.g. [73, 23]). In figure 6.6 we plot the final value of $f_{\mathrm{NL}}$ (left) and the final value of the bispectrum (right) for equilateral triangles, varying $K$ for values around $K=(3 / 2) k_{60}$, within the Planck satellite's resolution $\left(k^{\prime} / k \sim 1000\right)$. The later the scale exits the horizon, i.e. the larger $K$, the larger is the final value of $f_{\mathrm{NL}}$ and of the bispectrum.

The final value of $f_{\mathrm{NL}}$ can be found analytically for the quadratic model within the slow-roll approximation. By the end of inflation $\bar{v}_{22, f}=0$ so that $g_{i s o}$ vanishes, while (6.1.3) can be further simplified to give some extra horizon-crossing terms and a new integral $\tilde{g}_{\text {int }}$ that is identically zero for the quadratic potential (see section 5.1) and [23]). For simplicity we give here the final value of $f_{\mathrm{NL}}$ for equilateral triangles,

$$
\begin{equation*}
f_{\mathrm{NL}, e q, f}(k)=\frac{3\left(\bar{v}_{12 k}\right)^{2}\left(\epsilon_{k}+\eta_{k}^{\|}-\chi_{k}+\frac{\eta_{k}^{\perp}}{\bar{v}_{12 k}}\right)+\left(\bar{v}_{12 k}\right)^{3}\left(\eta_{k}^{\perp}-\frac{\left(\epsilon_{k}+\eta_{k}^{\|}-\chi_{k}\right) \chi_{k}}{\eta_{k}^{\frac{1}{k}}}\right)+\epsilon_{k}+\eta_{k}^{\|}}{\left(1+\left(\bar{v}_{12 k}\right)^{2}\right)^{2}} \tag{6.2.1}
\end{equation*}
$$

This formula is actually valid for any two-field model for which isocurvature modes vanish at the end of inflation and for which $\tilde{g}_{i n t}=0$, like for example equal-power sum models. Inspecting the various terms it turns out that although $\bar{v}_{12 k}$ tends to decrease the value of $f_{\mathrm{NL}, f}$ as a function of $k$, it is the contribution of the horizon-crossing slow-roll parameters that wins and leads to an increase of the parameter of non-Gaussianity for larger horizon-crossing scales. Note that for equilateral triangles $K$ is simply $3 k / 2$.

We turn now to the spectral index $n_{K}$. Using (6.1.16) with (6.1.5) and assuming that $\gamma=0$


Figure 6.6: Left: The relative change of the final value of $f_{\mathrm{NL}}$ arbitrarily normalized to one at the smallest value of $K$ on the figure, as a function of $K$ for equilateral triangles ( $\omega=1$ ), calculated exactly (solid curve), using the analytical approximation (6.2.1) (dashed red curve) and using the shape index (6.2.6) (dotted black curve). Right: The logarithm of the final value of the exact bispectrum, similarly normalized, as a function of $K$ for equilateral triangles $(\omega=1)$. Both figures are for the quadratic model (6.1.6) with mass ratio $m_{\phi} / m_{\sigma}=9$. The vertical dashed line corresponds to $K=(3 / 2) k_{60}$.



Figure 6.7: Left: The time evolution of the conformal index $n_{K}(6.2 .2)$ around the time of the turning of the fields, for triangles with $\omega=1$ (black curves) and $\omega=5 / 2$ (red curves, below the $\omega=1$ curves), with perimeter $K=(3 / 2) k_{60}$ (solid curve), $K=(3 / 2) k_{60} / 10$ (dashed curve) and $K=(3 / 2) k_{60} \times 10$ (dotted curve). The three points on the left and on the right correspond to the analytical values of the index as calculated from (6.2.7) and (D.0.1) respectively. Right: The final value of the conformal index $n_{K}(6.2 .2)$ for triangles with $\omega=1$ (black curve) and $\omega=5 / 2$ (red dashed curve) as a function of $K$. Both figures are for the model (6.1.6) with mass ratio $m_{\phi} / m_{\sigma}=9$.
and $\beta=$ const., we can express $\tilde{n}_{K}$ in terms of the horizon-crossing time derivatives as

$$
\begin{equation*}
\tilde{n}_{K}\left(t ; t_{k_{1}}, t_{k_{2}}\right)=\frac{\partial \ln f}{\partial t_{k_{1}}} \frac{1}{1-\epsilon_{k_{1}}}+\frac{\partial \ln f}{\partial t_{k_{2}}} \frac{1}{1-\epsilon_{k_{2}}} . \tag{6.2.2}
\end{equation*}
$$

Then $f_{\mathrm{NL}}$ takes the form

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\frac{1}{\left(2 \pi^{2}\right)^{2}} \frac{f\left(k_{0}^{\prime}, k_{0}^{\prime}\right)\left(\frac{K}{K_{0}}\right)^{\tilde{n}_{K}\left(t_{k_{0}^{\prime}}, t_{k_{0}^{\prime}}\right)}+2 \omega^{3} f\left(k_{0}^{\prime}, k_{0}\right)\left(\frac{K}{K_{0}}\right)^{\tilde{n}_{K}\left(t_{k_{0}^{\prime}}, t_{k_{0}}\right)}}{\left.\mathcal{P}_{0}^{\prime}\right)^{2}\left(\frac{k^{\prime}}{k_{0}^{\prime}}\right)^{2\left(n_{\zeta}\left(t_{k_{0}^{\prime}}\right)-1\right)}+2 \omega^{3} \mathcal{P}_{\zeta}\left(k_{0}^{\prime}\right) \mathcal{P}_{\zeta}\left(k_{0}\right)\left(\frac{k^{\prime}}{k_{0}^{\prime}}\right)^{n_{\zeta}\left(t_{k_{0}^{\prime}}\right)-1}\left(\frac{k}{k_{0}}\right)^{n_{\zeta}\left(t_{k_{0}}\right)-1}} . \tag{6.2.3}
\end{equation*}
$$

Note that the ratios $k^{\prime} / k_{0}^{\prime}=k / k_{0}=K / K_{0}$, since $\beta=$ const.
The above formula can be simplified in the limit of squeezed-triangle configurations, as well as in the equilateral limit. When one takes the squeezed limit $\omega^{3} \gg 1$ (note that this would be true for $\beta \gtrsim 2 / 3$ ), one finds:

$$
\begin{align*}
-\frac{6}{5} f_{\mathrm{NL}} & =\frac{1}{\left(2 \pi^{2}\right)^{2}} \frac{f\left(k_{0}^{\prime}, k_{0}\right)}{\mathcal{P}_{\zeta}\left(k_{0}^{\prime}\right) \mathcal{P}_{\zeta}\left(k_{0}\right)}\left(\frac{K}{K_{0}}\right)^{\tilde{n}_{K}\left(t_{k_{0}^{\prime}}, t_{k_{0}}\right)-n_{\zeta}\left(t_{k_{0}^{\prime}}^{\prime}\right)-n_{\zeta}\left(t_{k_{0}}\right)+2} \\
& \equiv-\frac{6}{5} f_{\mathrm{NL}, 0}\left(\frac{K}{K_{0}}\right)^{n_{K}\left(t_{k_{0}^{\prime}}, t_{k_{0}}\right)}, \tag{6.2.4}
\end{align*}
$$

where

$$
\begin{equation*}
n_{K}\left(t ; t_{k^{\prime}}, t_{k}\right) \equiv \frac{\mathrm{d} \ln f_{\mathrm{NL}}}{\mathrm{~d} \ln K}=\frac{\partial \ln f_{\mathrm{NL}}}{\partial t_{k^{\prime}}} \frac{1}{1-\epsilon_{k^{\prime}}}+\frac{\partial \ln f_{\mathrm{NL}}}{\partial t_{k}} \frac{1}{1-\epsilon_{k}} . \tag{6.2.5}
\end{equation*}
$$

For the equilateral case $\omega=1$, (6.2.3) becomes

$$
\begin{align*}
-\frac{6}{5} f_{\mathrm{NL}} & =\frac{1}{\left(2 \pi^{2}\right)^{2}} \frac{f\left(k_{0}^{\prime}, k_{0}^{\prime}\right)}{\mathcal{P}_{\zeta}\left(k_{0}^{\prime}\right)^{2}}\left(\frac{K}{K_{0}}\right)^{\tilde{n}_{K}\left(t_{k_{0}^{\prime}}, t_{k_{0}^{\prime}}\right)-2 n_{\zeta}\left(t_{k_{0}^{\prime}}\right)+2} \\
& \equiv-\frac{6}{5} f_{\mathrm{NL}, 0}\left(\frac{K}{K_{0}}\right)^{n_{K}\left(t_{k_{0}^{\prime}}, t_{k_{0}^{\prime}}\right)} \tag{6.2.6}
\end{align*}
$$

The conformal spectral index $n_{K}$ measures the change of $f_{\mathrm{NL}}$ due to the overall size of the triangle, namely due to a conformal transformation of the triangle. For an isosceles triangle this is conceptually sketched on the left-hand side of figure 6.1, but it can be generalized for any shape. $n_{K}$ coincides with the $n_{f_{\mathrm{NL}}}$ of $[79,80]$ and grossly speaking it describes the tilt of $f_{\mathrm{NL}}$ due to the pure evolution of the inflationary background (note that for an equilateral triangle this statement would be exact, since all three scales are equal and there is no relative scale-dependent evolution outside the horizon).

On the left-hand side of figure 6.7 we plot the time evolution of the conformal spectral index for an equilateral $\omega=1$ and an isosceles $\omega=5 / 2$ triangle that exited the horizon at three different times, namely for $K=(3 / 2) k_{60}$ (solid curve), $K=(3 / 2) k_{60} / 10$ (dashed curve) and $K=(3 / 2) k_{60} \times 10$ (dotted curve). We plot the $\omega=5 / 2$ case only to demonstrate that the results remain qualitatively the same; we shall study the effect of different triangle shapes in the next section. The characteristic peaks that $n_{K}$ exhibits during the turning of the fields are inherited from the behaviour of $f_{\mathrm{NL}}$ at that time and it is a new feature that is absent in the time evolution of the power spectrum spectral index $n_{\zeta}-1$ (see the right-hand side of figure 6.4).

In the context of the long-wavelength formalism we are restricted to work with the slow-roll approximation at horizon exit, so that the slow-roll parameters at that time should be small and


Figure 6.8: The time evolution of $f_{\mathrm{NL}}$ as a function of the number of e-foldings $N-N_{60}$ around the time of the turning of the fields, for a triangle with $\omega=1$ (solid curve), $\omega=5 / 2$ (dotted curve) and $\omega=1000$ (dashed curve), all with fixed perimeter $K=3 / 2 k_{60}$, for the model (6.1.6) with mass ratio $m_{\phi} / m_{\sigma}=9$.
vary just a little. This should be reflected in the initial value of the spectral index, which should be $\mathcal{O}\left(\epsilon_{k^{\prime}}\right)$. The earlier the scale exits, e.g. the dashed curve, the smaller are the slow-roll parameters evaluated at horizon crossing and hence the smaller is the initial $n_{K}$. Indeed, using the definition (6.2.5) with (6.1.7) for the initial value of $f_{\mathrm{NL}, i n}$, we find for equilateral triangles

$$
\begin{equation*}
n_{K, i n}=\frac{2 \epsilon_{k}^{2}+3 \epsilon_{k} \eta_{k}^{\|}+\left(\eta_{k}^{\perp}\right)^{2}-\left(\eta_{k}^{\|}\right)^{2}+\xi_{k}^{\|}}{\epsilon_{k}+\eta_{k}^{\|}} \tag{6.2.7}
\end{equation*}
$$

which confirms the above statement.
We notice that the initial, horizon-crossing, differences between the values of $n_{K}$ for the different horizon-crossing scales mostly disappear by the end of inflation, after peaking during the turning of the fields. The final value of the spectral index is plotted on the right-hand side of figure 6.7 and is smaller than its initial value. It exhibits a small running of $\mathcal{O}(10 \%)$ within the range of scales studied, inherited from the initial dispersion of its values at horizon-crossing. To verify that $n_{K}$ describes well the behaviour of $f_{\mathrm{NL}}$, we have plotted the approximation (6.2.6) in figure 6.6 where it can be compared with the exact result. We have also verified this for other inflationary models, including the potential (5.3.3) studied in [23], able to produce $f_{\mathrm{NL}}$ of $\mathcal{O}(1)$. The final value of the spectral index in that model is two orders of magnitude smaller than the value for the quadratic model. This is related essentially to the fact that for the potential (5.3.3) the turning of the fields, and hence the slow-roll breaking, occurs near the end of inflation. This means that at the horizon-crossing times of the scales of the triangle, slow-roll parameters change very slowly and as a result the initial variation of $f_{\mathrm{NL}}$ is much smaller than the one for the quadratic potential. As a consequence, the final tilt of $f_{\mathrm{NL}}$ will be smaller.

In appendix D one can find the analytical expression for the final value of the spectral index $n_{K}$, found by differentiating (6.2.1). Since the result is rather lengthy and does not give any further physical intuition, we moved it to the appendix.

### 6.3 Changing the shape of the triangle

After studying triangles with the same shape but varying size in the previous section, we now turn to the scale dependence of $f_{\mathrm{NL}}$ for triangles of the same perimeter but different shape, see the right-hand side of figure 6.1. In figure 6.8 we plot the time evolution of $f_{\text {NL }}$ during inflation for an equilateral $\omega=1$ (solid curve), an isosceles $\omega=5 / 2$ (dotted curve) and a squeezed $\omega=1000$ (dashed curve) triangle, all of perimeter $K=(3 / 2) k_{60}$, as a function of the number of e-foldings. The profile of the time evolution of $f_{\mathrm{NL}}$ was discussed in the previous section. Here we are interested in the shape dependence of $f_{\mathrm{NL}}$.

Although it is during the peak that the variation of $f_{\mathrm{NL}}$ for different shapes is more prominent, its final value is also affected. On the left-hand side of figure 6.9 we plot the value of $f_{\mathrm{NL}}$ at the end of inflation for triangles of perimeter $K=(3 / 2) k_{60}$, normalised by its value for the equilateral case $(\omega=1)$, as a function of $\omega$. The deviation of the values is small since it is related to horizonexit slow-roll suppressed quantities. Within the long-wavelength formalism (or the $\delta N$ formalism) slow roll at horizon crossing is a requirement. Nevertheless, the important conclusion here is that $f_{\mathrm{NL}}$ decreases when the triangle becomes more squeezed. This can be attributed to the fact that the more squeezed is the triangle, the more the fluctuation $\zeta_{k}$ is frozen and behaves as part of the background when scale $k^{\prime}$ crosses the horizon. As a result the correlation between $k$ and $k^{\prime}$ becomes less and the resulting non-Gaussianity is smaller (see also the discussion below equation (6.3.1).)

An analytical formula can be found when applying the slow-roll approximation to expression (4.3.8) at the end of inflation, when isocurvature modes have vanished. We perform an integration by parts in the integral (see (6.1.3) and [23]; as before $\tilde{g}_{\text {int }}=0$ ). More precisely, assuming that we are really in the squeezed limit $k \ll k^{\prime}$, the ratio $\gamma_{k}^{2} / \gamma_{k^{\prime}}^{2}$ becomes very large and we can ignore the equilateral terms that depend only on $k^{\prime}$ and not also on $k$. We also assume that the decaying mode has vanished to simplify the expressions for the Green's functions (see [23] and the discussion in section 6.1). $G_{12 k^{\prime} k}$ can be set to zero as one can see in figure 6.3 (since it is basically equal to $\bar{v}_{12}$ and only involves times at the very left-hand side of the figure). Moreover, the same figure shows that $\bar{v}_{12 k} / \bar{v}_{12 k^{\prime}} \approx 1$ (in the formula these ratios are always multiplied by slow-roll parameters, so that the deviation from 1 would be like a second-order effect), so that we find in the end

$$
f_{\mathrm{NL}, s q, f}=G_{22 k^{\prime} k} f_{\mathrm{NL}, e q, f}\left(k^{\prime}\right)+\frac{1-G_{22 k^{\prime} k}}{\left(1+\left(\bar{v}_{12 k^{\prime}}\right)^{2}\right)^{2}}\left[\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}+\left(\frac{2 \eta_{k^{\prime}}^{\perp}}{\bar{v}_{12 k^{\prime}}}-\chi_{k^{\prime}}\right)\left(\bar{v}_{12 k^{\prime}}\right)^{2}\right](6.3 .1)
$$

where $f_{\mathrm{NL}, e q, f}$ is given in equation (6.2.1). The only quantity in the above expression that depends on the shape of the triangle is $G_{22 k^{\prime} k}$, so it must be $G_{22 k^{\prime} k}$ that is responsible for the decreasing behaviour of $f_{\mathrm{NL}, s q, f}$. Indeed, increasing $\omega$ for a constant perimeter $K$ of the triangle means increasing the interval $t_{k}-t_{k^{\prime}}$ and hence decreasing the value of $G_{22 k^{\prime} k}$ (see the right-hand side of figure 6.3 , since in the slow-roll regime $\bar{v}_{22}=G_{22}$ ). This means that the interaction of the two modes becomes less important. In the complete absence of isocurvature modes $G_{22 k^{\prime} k}=0$ and $f_{\mathrm{NL}, s q, f}$ takes its minimal value. It is only the isocurvature mode that interacts with itself and the greater is the difference between the two momenta the less is the interaction. Notice that the single-field limit of this result would correspond to $G_{22 k^{\prime} k}=0$ and $\bar{v}_{12}=0 .{ }^{2}$
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Figure 6.9: Left: The final value of $f_{\mathrm{NL}}$ normalised by the equilateral $f_{\mathrm{NL}}$ as a function of $\omega$ for triangles with $K=(3 / 2) k_{60}$ calculated exactly (black curve), using the analytical approximation (6.3.1) (dashed red curve) and using the shape index (6.3.4) (dotted black curve). Right: The logarithm of the final value of the exact local bispectrum normalised by the local bispectrum computed on an equilateral triangle as a function of $\omega$ for triangles with $K=(3 / 2) k_{60}$ (black curve) and the same quantity assuming $f_{\text {NL }}$ scale independent (red dashed curve). Both figures are for the quadratic model (6.1.6) with mass ratio $m_{\phi} / m_{\sigma}=9$.

The decrease of $f_{\mathrm{NL}}$ for more squeezed triangles seems contradictory to the well-known fact that the local bispectrum is maximized for squeezed configurations. In order to clarify this subtle point, we stress that the left-hand side of figure 6.9 is essentially the ratio of the exact bispectrum to the bispectrum assuming $f_{\mathrm{NL}}$ as a constant (4.1.22) and hence the products of the power spectrum cancel out. We also plot on the right-hand side of figure 6.9 the final value of the bispectrum (4.1.22), normalised by the value of the bispectrum for equilateral triangles with $K=3 k_{60} / 2$. Although $f_{\mathrm{NL}}$ is maximal for equilateral triangles, the bispectrum has the opposite behaviour, since it is dominated by the contribution of the products of the power spectrum, which leads to an increased bispectrum for the more squeezed shape. At the same time though we show that there is a small contribution of $f_{\mathrm{NL}}$ itself, leading to smaller values of the bispectrum when compared to a bispectrum where $f_{\mathrm{NL}}$ is assumed to be constant.

In order to quantify the above results, we examine the shape index $\tilde{n}_{\omega}$ (6.1.16), assuming $K=$ const and $\gamma=0$,

$$
\begin{equation*}
\tilde{n}_{\omega}=\frac{\partial \ln f}{\partial t_{k^{\prime}}} \frac{1}{1-\epsilon_{k^{\prime}}} \frac{1}{1+2 \omega}-\frac{\partial \ln f}{\partial t_{k}} \frac{1}{1-\epsilon_{k}} \frac{2 \omega}{1+2 \omega} . \tag{6.3.2}
\end{equation*}
$$

In terms of $\tilde{n}_{\omega}, f_{\mathrm{NL}}$ takes the form

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\frac{1}{\left(2 \pi^{2}\right)^{2}} \frac{f\left(k_{0}^{\prime}, k_{0}^{\prime}\right)+2 \omega^{3} f\left(k_{0}^{\prime}, k_{0}\right)\left(\frac{\omega}{\omega_{0}}\right)^{\tilde{n}_{\omega}\left(t_{k_{0}^{\prime}}, t_{k_{0}}\right)}}{\mathcal{P}_{\zeta}\left(k_{0}^{\prime}\right)^{2}\left(\frac{k^{\prime}}{k_{0}^{\prime}}\right)^{2\left(n_{\zeta}\left(t_{k_{0}^{\prime}}\right)-1\right)}+2 \omega^{3} \mathcal{P}_{\zeta}\left(k_{0}^{\prime}\right) \mathcal{P}_{\zeta}\left(k_{0}\right)\left(\frac{k^{\prime}}{k_{0}^{\prime}}\right)^{n_{\zeta}\left(t_{k_{0}^{\prime}}\right)-1}\left(\frac{k}{k_{0}}\right)^{n_{\zeta}\left(t_{k_{0}}\right)-1}}, \tag{6.3.3}
\end{equation*}
$$

where $k^{\prime} / k_{0}^{\prime}=(1+\beta) /\left(1+\beta_{0}\right) \propto 2 \omega /\left(\omega+\frac{1}{2}\right)$ and $k / k_{0}=(1-\beta) /\left(1-\beta_{0}\right) \propto 1 /\left(\omega+\frac{1}{2}\right)$. This can


Figure 6.10: Left: The time evolution of the shape index $n_{\omega}$ (6.3.5) around the time of the turning of the fields, for constant $K=(3 / 2) k_{60}$ (black curves) and $K=(3 / 2) k_{60} / 10$ (red curves, above the $K=(3 / 2) k_{60}$ curves), and for the shapes $\omega=5 / 2$ (solid curve) and $\omega=1000$ (dashed curve). The points on the left correspond to the analytical values of the index as calculated from (6.3.6), while the points on the right correspond to the values of the index as calculated from (D.0.2) for $\omega \gg 1$. Right: The final value of the shape index $n_{\omega}$ (6.3.5) for constant $K=(3 / 2) k_{60}$ (black) and $K=(3 / 2) k_{60} / 10$ (dashed red) as a function of $\omega$. Both figures are for the model (6.1.6) with mass ratio $m_{\phi} / m_{\sigma}=9$.
be further simplified in the squeezed region $\omega \gg 1$ to find

$$
\begin{align*}
-\frac{6}{5} f_{\mathrm{NL}} & =\frac{1}{\left(2 \pi^{2}\right)^{2}} \frac{f\left(k_{0}^{\prime}, k_{0}\right)\left(\frac{\omega}{\omega_{0}}\right)^{\tilde{n}_{\omega}\left(t_{k_{0}^{\prime}}, t_{k_{0}}\right)}}{\mathcal{P}_{\zeta}\left(k_{0}^{\prime}\right) \mathcal{P}_{\zeta}\left(k_{0}\right)\left(\frac{\omega\left(\omega_{0}+\frac{1}{2}\right)}{\omega_{0}\left(\omega+\frac{1}{2}\right)}\right)^{n_{\zeta}\left(t_{k_{0}^{\prime}}\right)-1}\left(\frac{\omega_{0}+\frac{1}{2}}{\omega+\frac{1}{2}}\right)^{n_{\zeta}\left(t_{k_{0}}\right)-1}} \\
& \equiv-\frac{6}{5} f_{\mathrm{NL}, 0}\left(\frac{\omega}{\omega_{0}}\right)^{\tilde{n}_{\omega}\left(t_{k_{0}^{\prime}}, t_{k_{0}}\right)+n_{\zeta}\left(t_{k_{0}}\right)-1} \equiv-\frac{6}{5} f_{\mathrm{NL}, 0}\left(\frac{\omega}{\omega_{0}}\right)^{n_{\omega}\left(t_{k_{0}^{\prime}}, t_{k_{0}}\right)} \tag{6.3.4}
\end{align*}
$$

with

$$
\begin{equation*}
n_{\omega} \equiv \frac{\mathrm{d} \ln f_{\mathrm{NL}}}{\mathrm{~d} \ln \omega}=\frac{\partial \ln f_{\mathrm{NL}}}{\partial t_{k^{\prime}}} \frac{1}{1-\epsilon_{k^{\prime}}} \frac{1}{1+2 \omega}-\frac{\partial \ln f_{\mathrm{NL}}}{\partial t_{k}} \frac{1}{1-\epsilon_{k}} \frac{2 \omega}{1+2 \omega} \tag{6.3.5}
\end{equation*}
$$

The shape index $n_{\omega}$ describes the change of $f_{\mathrm{NL}}$ due to the relative size of the two scales, namely due to how squeezed the triangle is, while keeping $K$ constant (see the right-hand side of figure 6.1).

We studied different squeezed triangle configurations with constant $K$, varying $\omega$ from $\omega=5 / 2$ to $\omega=1000$. On the left-hand side of figure 6.10 we plot the time evolution of the shape index. The negative values of the index signify the decrease of $f_{\mathrm{NL}}$ as expected. As one can see from the figure, for the more squeezed triangle $(\omega=1000)$ the initial value of $n_{\omega}$ seems to depend solely on the shape of the triangle and not on its magnitude, and even for the less squeezed triangle ( $\omega=5 / 2$ ) the initial dependence on $K$ is negligible. We can find the analytical initial value of $n_{\omega}$ by differentiating (6.1.7):

$$
\begin{equation*}
n_{\omega, i n}=\frac{1}{1+2 \omega} n_{K, i n}+\frac{4 \omega}{1+2 \omega} G_{22 k^{\prime} k} \frac{\left(\eta_{k^{\prime}}^{\perp}\right)^{2}}{\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}} \tag{6.3.6}
\end{equation*}
$$

For $G_{22 k^{\prime} k}=0$, which corresponds to the squeezed limit, $n_{\omega, \text { in }}$ is proportional to the initial shape index for equilateral triangles times a factor depending on the shape, which also becomes very small in the squeezed limit.

Super-horizon effects, and especially the turning of the fields, result in a separation of the curves of $n_{\omega}$ of the same shape for different values of $K$, due to the dependence of the evolution of $\bar{v}_{12 k^{\prime}}$ on the scale $k^{\prime}$. The turning of the fields increases the absolute value of $n_{\omega}$, which is the opposite of the behaviour of the conformal index $n_{K}$. The shape index depends on the transfer function $\bar{v}_{12 k^{\prime}}$ (see appendix D for an analytical approximation). The smaller $K$, the less does the final value of $\bar{v}_{12 k^{\prime}}$ change with respect to its initial value (see figure 6.3) and hence the less the shape index is affected. Notice that the slow-roll parameters at horizon-crossing have the opposite behaviour: the smaller $K$, the smaller they are. Even though $n_{\omega}$ also depends on the slow-roll parameters, it is $\bar{v}_{12 k^{\prime}}$ that most affects its evolution.

On the right-hand side of figure 6.10 we plot the value of the shape index at the end of inflation. It exhibits a running of about $20 \%$ within the range of scales studied, somewhat larger than the conformal index. We have analytically computed the shape spectral index for models with $\tilde{g}_{\text {int }}=0$ and with final $g_{i s o, f}=0$ and give the result in appendix D.

The dotted curve in the plot on the left-hand side of figure 6.9 shows the final value of $f_{\mathrm{NL}}$ approximated as a simple power law according to (6.3.4). Within the range of validity of our approximation $\omega^{3} \gg 1$ it describes the exact result very well. We have also studied the shape spectral index for the potential (5.3.3). Similarly to $n_{K}$, its value is two orders of magnitude smaller than the value for the quadratic potential, but the parametrization of $f_{\mathrm{NL}}$ in terms of the shape index is in good agreement with the exact result for a larger range of $\omega \gtrsim 3 / 2$.

## Chapter 7

## Conclusions

In this thesis we treated several issues concerning perturbation theory beyond the linear order in two-field inflation models, based on our papers [23, 24, 25]. In particular we studied in detail gauge invariance at second order along with the cubic action governing the second-order perturbations and refined the long-wavelength formalism to calculate the non-Gaussianity produced during inflation as well as study its scale dependence.

As far as gauge invariance at second order in inflation with more than one fields is concerned, we managed to settle some unresolved issues. Although the gauge-invariant curvature perturbation defined through the energy density has been known for many years, the energy density is not the quantity that is used in calculations of inflationary non-Gaussianity. These use the scalar fields present during inflation instead of their energy. We found this gauge-invariant quantity in terms of the fields and discovered that it contains a non-local term unless slow-roll is assumed (see also our paper [24]).

We have also managed to make contact between gauge transformations and the redefinitions of the curvature and isocurvature perturbations occurring in the third-order action. Since [39] it has been known that the redefinition of the curvature perturbation in the action, introduced to remove terms proportional to the first-order equations of motion, corresponds to its gauge transformation. However, these terms appear at first sight to be absent in the flat gauge which would have had as a consequence the absence of quadratic contributions of first-order curvature perturbations at horizon crossing in this gauge and hence a gauge dependence of the related horizon-crossing nonGaussianity (using Wick's theorem one can calculate the three-point correlation function due to these terms, as we did in (C.1.10) and our paper [23]). We have extended the calculation for both gauges to second order and proved that in both of them the contributions are the same. The difference is that, in our perturbative approach, in the uniform energy-density gauge a part of these contributions is due to the first-order corrections and the other part to the second-order fields while in the flat gauge they are all due to the second-order fields.

In addition to the adiabatic one, we also found the gauge-invariant isocurvature perturbation defined in terms of the scalar fields by studying the relevant fully non-linear spatial gradient defined in [63]. Usually isocurvature perturbations are studied in terms of the pressure perturbation of the content of the universe. Following [63] we found a definition using the fields themselves that demonstrates the orthogonality of this quantity to the curvature perturbation. While rewriting the action, these isocurvature perturbations appear naturally in the form we have defined them, thus showing that this quantity is the relevant one to use during inflation.

The exact cubic action for the perturbations, going beyond the slow-roll or super-horizon approximations, was computed in section 3.3.2 and in our paper [24] (in appendix B we also give the
tensor part of the action). This can prove very useful for future calculations. Up to now one had to impose the slow-roll condition at horizon crossing in order to calculate the non-Gaussianity. This was because the only two-field action available was that of the fields given in [66], thus demanding slow-roll at horizon crossing in order to be able to use the long-wavelength formalism or the $\delta N$ formalism to find the curvature perturbation bispectrum. The action we provide here can be used directly with the in-in formalism [41] in order to calculate the exact non-Gaussianity beyond any restrictions, slow-roll or super-horizon. We have also computed the action for models of inflation with non-standard kinetic terms and non-trivial field metrics, which will appear in a paper soon. However, models with non-standard kinetic terms are known to produce non-Gaussianity at horizon crossing, related to the interaction terms of the action $\left(f_{\mathrm{NL}}^{(3)}\right)$, so we choose not to present our results in this thesis, since here we are mainly concerned about super-horizon non-Gaussianity.

At the end of the day, the study of second-order perturbations is used for computing the nonGaussianity produced by inflation models. The latter has become a hot topic of research, since the recent observations of Planck allow us to constrain and discriminate inflation models based on their non-Gaussian predictions. In this thesis we investigated the super-horizon bispectral nonGaussianity produced by two-field inflation models. To this end we further worked out the longwavelength formalism developed by Rigopoulos, Shellard, and Van Tent (RSvT) [115, 63, 68, 53].

We derived an exact result for the bispectrum parameter $f_{\text {NL }}$ produced on super-horizon scales for any two-field inflation model with canonical kinetic terms, equation (4.2.6) (see also our paper [23]). The result is expressed in terms of the linear perturbation solutions and slow-roll parameters. However, no slow-roll approximation has been assumed on super-horizon scales, these parameters should be viewed as short-hand notation and can be large. In particular this means that the result is valid for models where the field trajectory makes a sharp turn in field space so that slow roll is temporarily broken. On the other hand, we need to assume slow roll to be valid at horizon crossing in order to allow for the decaying mode to vanish and remove any dependence on the window function. Furthermore, assuming slow roll allows us to use the analytic solutions for the linear mode functions. Observations of the scalar spectral index seem to indicate that this is a good approximation.

The result can be split into the sum of three parts, multiplied by an overall factor (except for a small slow-roll suppressed term that is the single-field contribution produced at horizon crossing). This overall factor is proportional to the contribution of the isocurvature mode to the adiabatic mode, which is only non-zero for a truly multiple-field model where the field trajectory makes a turn in field space, as parametrized by a non-zero value of the slow-roll parameter $\eta^{\perp}$. (Effectively) single-field models do not produce any non-Gaussianity on super-horizon scales, since the adiabatic perturbation is conserved in that case. The three parts in the sum are: 1) a part that only involves slow-roll parameters evaluated at horizon-crossing and hence is always small; 2) a part proportional to the pure isocurvature mode; and 3) an integral involving terms proportional to the pure isocurvature mode. Since the adiabatic mode is not necessarily constant in the presence of isocurvature modes, we only consider models where the isocurvature mode has disappeared by the end of inflation, so that we can directly extrapolate our result at the end of inflation to recombination and observations of the CMB. However, this automatically means that the part 2 ), although varying wildly during the turn of the field trajectory, cannot give any persistent non-Gaussianity that can be observed in the CMB. This means that any large non-Gaussianity on super-horizon scales in models satisfying this condition will have to come from the integrated effect in part 3).

The exact equation (4.2.6) is the basis of our numerical studies. However, to gain further insight we tried to work out the integral analytically. For this it turns out that the slow-roll approximation is necessary. Even then the integral can only be done explicitly for certain specific classes of poten-
tials, among which are product potentials, $W(\phi, \sigma)=U(\phi) V(\sigma)$, and generalized sum potentials, $W(\phi, \sigma)=(U(\phi)+V(\sigma))^{\nu}$. We found that, with our assumptions on the disappearance of the isocurvature mode, no product potential can give large non-Gaussianity, nor can any simple sum potential with equal powers, $W(\phi, \sigma)=\alpha \phi^{p}+\beta \sigma^{p}$. However, we found conditions under which the (generalized) sum potential can give large non-Gaussianity (here defined as $f_{\mathrm{NL}}$ larger than unity), and we have described an explicit, simple model that does. It consists of a heavy field rolling down a quadratic potential while a light field sits near the local maximum of a double-well potential. When the heavy field reaches zero and starts oscillating, the light field takes over and rolls down, so that there is a turn of the field trajectory in field space. We studied this model numerically, using the exact results, to confirm our analytical predictions.

We included the second-order source term at horizon crossing in the long-wavelength formalism of RSvT, a contribution that had been missing so far. This is the only change of the basic formalism with respect to the paper [53] by RSvT. While this additional term is always small for the models we consider and hence numerically insignificant, from an analytical point of view it means we could now compare our results directly to the $f_{\mathrm{NL}}^{(4)}$ calculated within the $\delta N$ formalism [81, 106, 73]. Some of the potentials we studied had already been worked out using that formalism and where available we compared our analytical results and found perfect agreement. We also compared our exact numerical results with those obtained using a numerical $\delta N$ treatment for models where slow roll is broken and the analytic results cannot be trusted, and again we found excellent agreement.

From our studies it has become clear that the condition on the disappearance of the isocurvature mode by the end of inflation is a very strong constraint. It significantly reduces the possibilities for a large, observable value of $f_{\mathrm{NL}}$ produced during inflation. Note, however, that we chose to impose this condition only to be able to neglect the further evolution of the adiabatic mode after inflation; it is in no way a necessary condition for our formalism during inflation. In future work we would like to relax this condition, which means that the adiabatic mode would no longer necessarily be constant after inflation, and hence will require a much better description and understanding of the evolution of the perturbations during the transition at the end of inflation and the subsequent period of (p)reheating.

In deriving equation (4.2.6) we assumed that all three scales cross the horizon at the same moment. However, this is not a necessary assumption, and we also generalized the result to an arbitrary momentum configuration. We then used this result to study the scale dependence of the local non-Gaussianity parameter $f_{\text {NL }}$ for two-field inflationary models. Multiple-field models with standard kinetic terms do not exhibit the strong scale dependence inherent in models that produce equilateral non-Gaussianity at horizon-crossing through quantum mechanical effects. Nevertheless they are not scale independent in general and the interesting question is whether we can profit from their scale dependence in order to observationally acquire more information about inflation.

We have calculated $f_{\mathrm{NL}}$ using the long-wavelength formalism. This constrains us to assume slow roll at horizon-crossing and hence the relevant quantities at that time should not vary much, including the scale dependence of $f_{\mathrm{NL}}$ for any triangle shape. Indeed we confirmed that, by introducing the conformal spectral index $n_{K}$ that measures the tilt of $f_{\mathrm{NL}}$ for triangles of the same shape but different size ( $K$ is a variable proportional to the perimeter of the momentum triangle). For the quadratic model with mass ratio $m_{\phi} / m_{\sigma}=9$ we find $n_{K} \simeq 0.018$, pointing to an almost scale-invariant $f_{\mathrm{NL}}$ (see also our paper [25]).

We also studied the scale dependence of $f_{\mathrm{NL}}$ while varying the shape of the triangle and keeping its perimeter constant. $f_{\mathrm{NL}}$ exhibits the opposite behaviour of the full bispectrum, i.e. it decreases the more squeezed the triangle is (the momentum dependence of the bispectrum is dominated by that of the products of power spectra, not by that of $\left.f_{\mathrm{NL}}\right)$. This variation is not related to horizon-crossing quantities, but rather to the fact that the more squeezed the isosceles triangle
under study, the smaller the correlation of its two scales. We quantified this effect by introducing the shape spectral index $n_{\omega}$, which for the quadratic model with $m_{\phi} / m_{\sigma}=9$ is $n_{\omega} \simeq-0.03$ and has a running of about $20 \%$ ( $\omega$ is defined as the ratio of the two different sides of an isosceles momentum triangle).

All our calculations have been done numerically in the exact background, assuming slow roll only at horizon-crossing, not afterwards. Nevertheless, semi-analytical expressions can be easily produced by directly differentiating $f_{\mathrm{NL}}$. If we do assume slow roll we showed that we can even simplify these expressions further and find analytical formulas for the final value of $f_{\mathrm{NL}}$ and its spectral indices $n_{K}$ and $n_{\omega}$, if the integral in $f_{\mathrm{NL}}$ and the isocurvature modes vanish by the end of inflation (but this automatically means that $f_{\mathrm{NL}}$ is small at the end of inflation), which is the case for example for any equal-power sum model.

We used the two-field quadratic potential in our numerical calculations of momentum dependence. This potential is easy to examine and allows for simplifications in the relevant expressions. Although its final non-Gaussianity is small, $\mathcal{O}\left(\epsilon_{k}\right)$, its general behaviour should not be different from other multiple-field inflationary models with standard kinetic terms, in the sense that the scale dependence of $f_{\text {NL }}$ should always depend on horizon-exit quantities and the evolution of the transfer functions during the turning of the fields. Indeed we have checked that for the potential (5.3.3) originally studied in our paper [23], able to produce $f_{\mathrm{NL}} \sim \mathcal{O}(1)$, the results remain qualitatively the same, although the values of the spectral indices are smaller due to the very slow evolution of the background at horizon-crossing in that model.

Although the effect of the magnitude of the triangle on $f_{\mathrm{NL}}$ had been considered before, analytical and numerical estimates were not available before our paper [24]. In addition, it is the first time that the dependence of $f_{\mathrm{NL}}$ itself (instead of the power spectra in the bispectrum) on the shape of the momentum triangle is studied. Using the long-wavelength formalism we have managed to study the two different sources of momentum dependence, i.e. the slow-roll parameters at horizon crossing and the evolution of the transfer functions, and to understand the role of each for the two different triangle deformations that we have studied. In summary, the later a momentum mode exits the horizon, the larger the slow-roll parameters are at that time and the larger $f_{\mathrm{NL}}$ tends to be. In contrast, the final value of $\bar{v}_{12 k^{\prime}}$ and the initial value of $G_{22 k^{\prime} k}$, the two transfer functions that are the most important for $f_{\mathrm{NL}}$, are smaller the later the scale exits, which results in decreasing values of $f_{\mathrm{NL}}$. These two opposite effects manifest themselves in the two different deformations we have studied. When keeping the shape of the triangle constant and varying its size, it is the slow-roll parameters at horizon crossing that play the major role in $f_{\mathrm{NL}}$ and result in an increasing $f_{\mathrm{NL}}$ for larger $K$. When changing the shape of $f_{\mathrm{NL}}$, it is the correlation between the isocurvature mode at different scales, $G_{22 k^{\prime} k}$, that has the most important role, resulting in decreasing values of $f_{\mathrm{NL}}$ when squeezing the triangle (i.e. increasing $\omega$ ).

We have verified that the spectral indices of $f_{\mathrm{NL}}\left(n_{K}\right.$ and $\left.n_{\omega}\right)$, which we introduced to describe the effect of the two types of deformations of the momentum triangle, provide a good approximation over a wide range of values of the relevant scales. In the models we studied their values are too small to be detected by Planck, given that $f_{\mathrm{NL}}$ itself cannot be big (or it would have been detected by Planck). Models that break slow roll at horizon crossing could in principle have larger spectral indices, but in order to study such models one would need to go beyond the long-wavelength formalism. Such models could be studied using the exact cubic action derived in subsection 3.3.2 and our paper [24].

We showed that the long-wavelength formalism of RSvT represents a viable alternative to the $\delta N$ formalism to compute the super-horizon non-Gaussianity produced during inflation, allowing us to obtain and verify results in a different way. Moreover, the long-wavelength formalism has a number of advantages that can make it preferable in certain situations. Very importantly, our
formalism allows for a simple physical interpretation of the different parts in terms of adiabatic and isocurvature modes, providing insight into the behaviour of the different transient and persistent contributions to $f_{\mathrm{NL}}$. While we did not pursue this in this thesis, the formalism also provides the solution for the second-order isocurvature perturbation and hence the isocurvature bispectrum could be computed as easily as the adiabatic one. Finally it allows us to study the scale dependence of the parameter of non-Gaussianity $f_{\mathrm{NL}}$ and consider its sources.

Planck has provided us with constraints tighter than ever concerning the primordial nonGaussianity. In order to employ to its full extent the extraordinary accuracy of the Planck data, it is necessary to have accurate methods for computing the non-Gaussianity produced during all types of inflation models. Regarding our formalism treating two-field models for example, extending it beyond the zeroth order in the gradient expansion will not only allow us for a more accurate study of the super-horizon regime, but also enable us to study models that break slow roll at horizon crossing. Furthermore, the Planck data allow in principle to test models with strong scaledependent features like the ones studied in [55], hence we also need to better study and understand the momentum dependence of the non-Gaussianity produced in the context of such models.

Multiple-field models of inflation can produce large non-Gaussianity during the turning of the fields, which by the end of inflation tends to vanish. Indeed, models with non-vanishing final nonGaussianity and vanishing isocurvature modes by the end of inflation seem to be hard to find. On the other hand, models with both non-vanishing non-Gaussianity and non-vanishing isocurvature modes by the end of inflation are common. This naturally leads to the need for studying their further evolution during a (p)reheating era. What happens to the isocurvature modes, how they interact with the scalar field responsible for preheating and whether they could produce further nonGaussianity are a few of the questions one needs to answer. These questions are not only interesting in their own right, but also since on their answer depends the precision of our interpretation of the cosmological data. A study of this highly non-linear and model-dependent era of the universe demands hard numerical work, but also a better understanding of the theoretical framework, which needs to be further explored. In conclusion, while a lot of progress has been made over the past few years regarding the non-Gaussianity produced during inflation, the post-Planck era ahead of us raises new, even more demanding questions to be answered.

## Appendix A

## First and second-order perturbation calculations

In this appendix we present some intermediate steps of the calculation of the perturbed Einstein equations and the gauge transformations used in chapters 2 and 3 .

## A. 1 First-order Einstein equations

Perturbing the Einstein equations (2.1.5) to first order one can find the linear-order equations

$$
\begin{align*}
& 00: \quad \partial^{2} \psi_{(1)}=-\frac{N}{H a^{2}} \partial^{2} \alpha_{(1)}+\epsilon \dot{Q}_{(1)}+3 \dot{\alpha}_{(1)}+(\epsilon-3)\left(N_{(1)}+\epsilon N Q_{(1)}\right) H  \tag{A.1.1}\\
& 0 \mathrm{i}: \quad N_{(1)}-\frac{\dot{\alpha}_{(1)}}{H}+\epsilon N Q_{(1)}=0  \tag{A.1.2}\\
& \text { ij : } \quad \frac{N^{2}}{2} \partial_{i} \partial_{j} B_{(1)}+\delta_{i j}\left\{-\frac{N^{2}}{2 a^{2}} \partial^{2} B-\ddot{\alpha}_{(1)}-H N\left(3-\frac{\dot{N}}{H N^{2}}\right) \dot{\alpha}_{(1)}+H N \epsilon \dot{Q}_{(1)}+H \dot{N}_{(1)}\right. \\
& \left.\quad-H^{2} N\left(-3+\epsilon+\frac{\dot{N}}{H N^{2}}\right) N_{(1)}+(H N)^{2} \epsilon(3+\epsilon+\eta) Q_{(1)}\right\}=0  \tag{A.1.3}\\
& \text { with } \quad B_{(1)}=-\frac{N_{(1)}}{a^{2} N}-\frac{3 H \psi_{(1)}}{N}+\frac{\dot{N} \psi_{(1)}}{N^{3}}-\frac{\alpha_{(1)}}{a^{2}}-\frac{\dot{\psi}_{(1)}}{N^{2}},
\end{align*}
$$

where we have defined the shorthand notation

$$
\begin{equation*}
Q_{(r)} \equiv-\frac{H}{\Pi} e_{1 A} \varphi_{(r)}^{A}, \tag{A.1.4}
\end{equation*}
$$

with $r$ the order of the perturbation theory. In the single field limit this is simply $Q_{(r)}=-H / \Pi \varphi_{(r)}$.

## A. 2 Second-order $0 i$ Einstein equation

The $0 i$ Einstein equation is the only one we are going to need in our study. This takes the form

$$
\begin{align*}
& \frac{1}{4} \partial^{2} N_{i \perp(2)}-\frac{1}{N} \partial_{k} N_{(1)} \partial_{k} \partial_{i} \psi_{(1)}-2 \frac{a^{2} H}{N} \partial_{k} \psi_{(1)} \partial_{i} \partial_{k} \psi_{(1)}-2 \partial_{i} \partial_{k} \alpha \partial_{k} \psi+\partial_{k} \alpha \partial_{i} \partial_{k} \psi-\partial_{i} \alpha \partial^{2} \psi \\
& -H \partial_{i} N_{(2)}+\partial_{i} \alpha_{(2)}+6 \frac{H}{N} N_{(1)} \partial_{i} N_{(1)}-\frac{2}{N} \dot{\alpha}_{(1)} \partial_{i} N_{(1)}-\frac{4}{N} N_{(1)} \partial_{i} \dot{\alpha}_{(1)}= \\
& \epsilon N H \partial_{i} Q_{(2)}-2 \epsilon\left(\dot{\zeta}_{1(1)}-\dot{\alpha}_{(1)}\right) \partial_{i}\left(\zeta_{1(1)}-\alpha_{(1)}\right)-\epsilon(\epsilon+\eta) N H \partial_{i}\left(\zeta_{1(1)}-\alpha_{(1)}\right)^{2} \\
& -4 \epsilon H N_{(1)} \partial_{i}\left(\zeta_{1(1)}-\alpha_{(1)}\right)-\epsilon\left(\epsilon+\eta^{\|}\right) N H \partial_{i} \zeta_{2(1)}^{2}-2 \epsilon \dot{\zeta}_{2(1)} \partial_{i} \zeta_{2(1)} \\
& +2 \epsilon \eta^{\perp} N H\left(\zeta_{2(1)} \partial_{i}\left(\zeta_{1(1)}-\alpha_{(1)}\right)-\left(\zeta_{1(1)}-\alpha_{(1)}\right) \partial_{i} \zeta_{2(1)}\right) \tag{A.2.1}
\end{align*}
$$

where we have set $N_{i \perp(1)}=0$ and re-expressed $\phi_{(1)}$ in terms of the first order curvature and adiabatic perturbations. Perturbing $N H=\dot{a} / a$ to second order

$$
\begin{equation*}
\frac{\dot{\alpha}_{(2)}}{H}-N_{(2)}=\frac{N}{H} H_{(2)}+\frac{2}{H} N_{(1)} H_{(1)} \tag{A.2.2}
\end{equation*}
$$

and rewriting $H_{(1)}$ in terms of $\rho_{(2)}$ and taking into account that $H_{(1)}=\epsilon H\left(\zeta_{(1)}-\alpha_{(1)}\right)$ :

$$
\begin{equation*}
\frac{N}{H} H_{(2)}=-\epsilon N^{2} H \frac{\rho_{(2)}}{\dot{\rho}}-\epsilon^{2} N\left(\zeta_{(1)}-\alpha_{(1)}\right)^{2} \tag{A.2.3}
\end{equation*}
$$

we find

$$
\begin{equation*}
\partial^{2} N_{i \perp(2)}=0 \tag{A.2.4}
\end{equation*}
$$

and

$$
\begin{align*}
-\epsilon N H & {\left[Q_{1(2)}+N H \frac{\rho_{(2)}}{\dot{\rho}}+\left(\epsilon-\eta^{\|}\right)\left(\zeta_{1(1)}-\alpha_{(1)}\right)^{2}-\left(\epsilon+\eta^{\|}\right) \zeta_{2(1)}^{2}-2 \eta^{\perp} \zeta_{2(1)}\left(\zeta_{1(1)}-\alpha_{(1)}\right)\right.} \\
& \left.-\frac{2}{N H} \partial^{-2} \partial_{i} \dot{\zeta}_{2(1)} \partial_{i} \zeta_{2(1)}\right]+\partial^{2} \mathcal{A}=0 \tag{A.2.5}
\end{align*}
$$

where $\partial^{2} \lambda=\epsilon\left(\dot{\zeta}_{1(1)}-2 \eta^{\perp} N H \zeta_{2(1)}\right)$ and

$$
\begin{align*}
\mathcal{A}=\partial^{-4} \partial_{i} & {\left[2 \partial^{2} \lambda \partial_{i}\left(\zeta_{1(1)}-\alpha_{(1)}\right)-\frac{1}{N} \partial_{k} N_{(1)} \partial_{k} \partial_{i} \psi_{(1)}-2 \frac{a^{2} H}{N} \partial_{k} \psi_{(1)} \partial_{i} \partial_{k} \psi_{(1)}\right.} \\
& \left.-2 \partial_{i} \partial_{k} \alpha_{(1)} \partial_{k} \psi+\partial_{k} \alpha \partial_{i} \partial_{k} \psi-\partial_{i} \alpha \partial^{2} \psi\right] \tag{A.2.6}
\end{align*}
$$

## A. 3 Gauge transformations

The expressions of the three terms involved in (2.2.20) for the space part of the metric in an arbitrary gauge take the form

$$
\begin{align*}
L_{\beta_{(1)}}^{2} g_{i j}=2 a^{2} \quad\left\{\begin{array}{l} 
\\
T_{1}\left[\frac{\mathrm{~d}}{\mathrm{~d} t}\left(T_{1} N H\right)+2(N H)^{2} T_{1}\right] \delta_{i j}+N H \beta_{k} \partial_{k} T_{1} \delta_{i j}+T_{1}\left[4 N H \partial_{(i} \beta_{j)}+\partial_{(i} \dot{\beta}_{j)}\right] \\
\\
\\
\left.+\partial_{(j} T_{1} \dot{\beta}_{i)}-\frac{N^{2}}{a^{2}} \partial_{i} T_{1} \partial_{j} T_{1}+\beta_{k} \partial_{k} \partial_{(i} \beta_{j)}+\partial_{i} \beta_{k} \partial_{j} \beta_{k}+\partial_{(i} \beta_{k} \partial_{k} \beta_{j)}\right\},
\end{array}\right.
\end{align*}
$$

$$
\begin{gather*}
L_{\beta_{(2)}} g_{i j}=2 a^{2}\left\{N H T_{2} \delta_{i j}+\partial_{(i} \beta_{2 j)}\right\},  \tag{A.3.2}\\
2 L_{\beta_{(1)}} g_{i j(1)}=4 a^{2}\left\{\begin{array}{c}
T_{1}\left[2 N H\left(\alpha \delta_{i j}+\chi_{i j}\right)+\left(\dot{\alpha} \delta_{i j}+\dot{\chi}_{i j}\right)\right]+\beta_{k} \partial_{k}\left(\alpha \delta_{i j}+\chi_{i j}\right)+\partial_{(i} T_{1} N_{j)} \\
\left.+2\left(\alpha \partial_{(i} \beta_{j)}+\partial_{(i} \beta_{k} \chi_{k j)}\right)\right\} .
\end{array}\right.
\end{gather*}
$$

Putting everything together we find the second order gauge transformation for the space part of the metric

$$
\begin{align*}
& \tilde{\alpha}_{(2)} \delta_{i j}+\tilde{\chi}_{i j(2)}=\alpha_{(2)} \delta_{i j}+\chi_{i j(2)}+N H T_{2} \delta_{i j}+\beta_{2(i, j)}+2 \partial_{(i} T_{1} N_{j)}+\partial_{(j} T_{1} \dot{\beta}_{i)}-\frac{N^{2}}{a^{2}} \partial_{i} T_{1} \partial_{j} T_{1} \\
& +T_{1}\left[(\dot{\alpha}+\dot{\zeta}) \delta_{i j}+2 \dot{\chi}_{i j}+D_{i j} \dot{\beta}+\dot{\beta}_{(i \perp, j)}\right]+\beta_{k} \partial_{k}\left[(\alpha+\zeta) \delta_{i j}+2 \chi_{i j}+D_{i j} \beta+\beta_{(i \perp, j)}\right] \\
& +\frac{1}{2}\left(\beta_{k, i} \beta_{k, j}-\beta_{i, k} \beta_{j, k}\right)+\chi_{k j}\left(\beta_{k, i}-\beta_{i, k}\right)+\chi_{k i}\left(\beta_{k, j}-\beta_{j, k}\right) . \tag{A.3.4}
\end{align*}
$$

Setting $\beta_{i(1)}=N_{i \perp(1)}=F=F_{i}=0$ the above simplifies to

$$
\begin{align*}
& \tilde{\alpha}_{(2)} \delta_{i j}+\tilde{\gamma}_{i j(2)}=\alpha_{(2)} \delta_{i j}+\gamma_{i j(2)}+N H T_{2} \delta_{i j}+\beta_{2(i, j)}+2 \partial_{(i} T_{1} \partial_{j)} \psi-\frac{N^{2}}{a^{2}} \partial_{i} T_{1} \partial_{j} T_{1} \\
& +T_{1}\left[(\dot{\alpha}+\dot{\zeta}) \delta_{i j}+2 \dot{\gamma}_{i j}\right] . \tag{A.3.5}
\end{align*}
$$

## Appendix B

## The action

In this appendix we drop the explicit subscript (1) on first-order field and gauge-invariant perturbations to lighten the notation. The single-field limit of any result can be found by setting $\zeta_{2}=0$ and $\zeta_{1}=\zeta$ for the perturbations, while $\eta^{(n) \perp}=0$ and $\chi=0$ for the slow-roll parameters.

## B. 1 Second-order action calculation

We start by performing the calculation in the gauge

$$
\begin{equation*}
e_{1 A} \tilde{\varphi}^{A}=0 \tag{B.1.1}
\end{equation*}
$$

which is the uniform energy-density gauge. We first use the energy and momentum constraint (3.2.3), (3.2.4) to find that to first order

$$
\begin{array}{ll}
\tilde{N}_{(1)}=\frac{\dot{\zeta}_{1}}{H}, & \tilde{N}_{\perp}^{i}=0 \\
\tilde{\psi}_{(1)}=-\frac{N}{H a^{2}} \zeta_{1}+\lambda, & \partial^{2} \lambda=\epsilon \dot{\zeta}_{1}-2 \epsilon \eta^{\perp} N H \zeta_{2} \tag{B.1.2}
\end{array}
$$

It turns out that we do not need to calculate the shift or the lapse function to higher order, since in the action those terms are multiplied by constraint relations and hence vanish.

We start by working out the scalar part of the action. Keeping in mind the gauge constraint (B.1.1) we perturb (3.2.1) to second order

$$
\begin{gather*}
\tilde{S}_{2}=\frac{1}{2} \int \mathrm{~d}^{4} x\left\{a ^ { 3 } e ^ { 3 \zeta _ { 1 } } \left[+\frac{1}{N}\left(1-\frac{\tilde{N}_{(1)}}{N}+\frac{\tilde{N}_{(1)}^{2}}{N^{2}}-\frac{\tilde{N}_{(2)}}{2 N}\right)\left(-\frac{6}{\kappa^{2}}\left(N H+\dot{\zeta}_{1}\right)^{2}+\dot{\phi}^{2}+2 \dot{\phi}^{A} \dot{\tilde{\varphi}}_{A}+\dot{\dot{\varphi}}^{2}\right)\right.\right. \\
\\
\left.+\left(N+\tilde{N}_{(1)}+\frac{\tilde{N}_{(2)}}{2}\right)\left(-2 W-2 W_{A} \tilde{\varphi}^{A}-W_{A B} \tilde{\varphi}^{A} \tilde{\varphi}^{B}\right)\right]  \tag{B.1.3}\\
\left.-a e^{\zeta_{1}}\left[\left(N+\tilde{N}_{(1)}\right) \frac{2}{\kappa^{2}}\left(\left(\partial \zeta_{1}\right)^{2}+2 \partial^{2} \zeta_{1}\right)+N \partial_{i} \tilde{\varphi}_{A} \partial^{i} \tilde{\varphi}^{A}\right]\right\},
\end{gather*}
$$

where we have omitted a total derivative with respect to $\tilde{\psi}_{(1)}$. We then use the background Einstein and field equations to eliminate some terms and find that the term proportional to $\tilde{N}_{(2)}$ vanishes.

The terms proportional to $\tilde{\varphi}^{A}$ can be recast in terms of the curvature perturbations by applying the completeness property of the field basis and the expressions

$$
\begin{align*}
& e_{1 A} \dot{\varphi}^{A}=-\left(\epsilon+\eta^{\|}\right) N \Pi\left(\zeta_{1(1)}-\alpha_{(1)}\right)+\eta^{\perp} N \Pi \zeta_{2(1)}-\frac{\Pi}{H}\left(\dot{\zeta}_{1(1)}-\dot{\alpha}_{(1)}\right) \\
& e_{2 A} \dot{\varphi}^{A}=-\left(\epsilon+\eta^{\|}\right) N \Pi \zeta_{2(1)}-\eta^{\perp} N \Pi\left(\zeta_{1(1)}-\alpha_{(1)}\right)-\frac{\Pi}{H} \dot{\zeta}_{2(1)} \tag{B.1.4}
\end{align*}
$$

found using the time derivatives (3.1.18) of the slow-roll parameters and the unit vectors. Using (B.1.4) and after integrating by parts and using $\dot{H}=-\epsilon N H^{2}$ it can be written as

$$
\begin{align*}
\tilde{S}_{2}=\int \mathrm{d}^{4} x \frac{\epsilon}{\kappa^{2}}\left\{\frac{a^{3}}{N}\right. & {\left[\dot{\zeta}_{1}^{2}+\dot{\zeta}_{2}^{2}-4 \eta^{\perp} N H \dot{\zeta}_{1} \zeta_{2}-3\left(\chi-\epsilon-\eta^{\|}\right)(N H)^{2} \zeta_{2}^{2}+2\left(\epsilon+\eta^{\|}\right) N H \zeta_{2} \dot{\zeta}_{2}\right.} \\
& \left.\left.+\left(\eta^{\perp}\right)^{2}(N H)^{2} \zeta_{2}^{2}+\left(\epsilon+\eta^{\|}\right)^{2}(N H)^{2} \zeta_{2}^{2}\right]-a N\left[\left(\partial \zeta_{1}\right)^{2}+\left(\partial \zeta_{2}\right)^{2}\right]\right\} \tag{B.1.5}
\end{align*}
$$

or after further integration by parts

$$
\begin{align*}
\tilde{S}_{2}=\int \mathrm{d}^{4} x \frac{\epsilon}{\kappa^{2}} & \left\{-a N\left(\left(\partial \zeta_{1}\right)^{2}+\left(\partial \zeta_{2}\right)^{2}\right)+\frac{a^{3}}{N}\left(\dot{\zeta}_{1}^{2}+\dot{\zeta}_{2}^{2}-4 \eta^{\perp} N H \dot{\zeta}_{1} \zeta_{2}+2 \chi N H \dot{\zeta}_{2} \zeta_{2}\right)\right.  \tag{B.1.6}\\
& \left.+a^{3} N H^{2}\left(\sqrt{\frac{2 \epsilon}{\kappa}} \frac{W_{221}}{3 H^{2}}-2 \epsilon^{2}-\left(\eta^{\|}\right)^{2}+3\left(\eta^{\perp}\right)^{2}+\frac{2}{3} \eta^{\perp} \xi^{\perp}-3 \epsilon\left(\eta^{\|}-\chi\right)+2 \eta^{\|} \chi\right) \zeta_{2}^{2}\right\}
\end{align*}
$$

We can reach the same result while working in the flat gauge $\partial_{i} \hat{\alpha}=0$. One can prove that $\hat{N}_{1}=-\epsilon N \zeta_{1}, \hat{N}_{\perp}^{i}=0$ and $\partial^{2} \hat{\psi}=\partial^{2} \lambda=\epsilon \dot{\zeta}_{1}-2 \epsilon \eta^{\perp} N H \zeta_{2}$. The $\hat{\psi}$ terms cancel out and the second-order action takes the form

$$
\begin{align*}
\hat{S}_{2}=\frac{1}{2} \int \mathrm{~d}^{4} x\{ & \left\{a^{3}\left[\frac{1}{N} \dot{\hat{\varphi}}^{2}-N W_{A B} \hat{\varphi}^{A} \hat{\varphi}^{B}+\hat{N}_{1}\left(-2 W_{A} \hat{\varphi}^{A}-2 \frac{1}{N^{2}} \dot{\phi}^{A} \dot{\hat{\varphi}}_{A}\right)+\frac{\hat{N}_{1}^{2}}{N^{3}}\left(-\frac{6}{\kappa^{2}}(N H)+\dot{\phi}^{2}\right)\right]\right. \\
& \left.-a N \partial^{i} \hat{\varphi}_{A} \partial_{i} \hat{\varphi}^{A}\right\} . \tag{B.1.7}
\end{align*}
$$

Using the definition of $\zeta_{m}$, along with (B.1.4), this can be rewritten as (B.1.6).
The second-order tensor part of the action in both gauges takes the form

$$
\begin{equation*}
S_{2 \gamma}=\int \mathrm{d}^{4} x L_{2 \gamma}=\frac{1}{2 \kappa^{2}} \int \mathrm{~d}^{4} x\left\{\frac{a^{3}}{4 N}\left(\dot{\gamma}_{i j}\right)^{2}-\frac{a N}{4}\left(\partial_{k} \gamma_{i j}\right)^{2}\right\} \tag{B.1.8}
\end{equation*}
$$

where $L_{2 \gamma}$ is the second-order Lagrangian for the tensor modes. We also give the equation of motion of the gravitational waves

$$
\begin{equation*}
\frac{\delta L_{2 \gamma}}{\delta \gamma_{i j}}=-\frac{1}{4 \kappa^{2}} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{a^{3}}{N} \dot{\gamma}_{i j}\right)+\frac{a N}{4 \kappa^{2}} \partial^{2} \gamma_{i j}=0 \tag{B.1.9}
\end{equation*}
$$

which we are going to use in the next section. In this thesis we will not discuss the evolution and physics of gravitational waves, but at linear order this is a standard subject in the literature, for a discussion see for example [27].

## B. 2 Third-order action calculation

In order to compute $S_{3}$ we follow the same procedure starting from the uniform energy-density gauge. Notice that $\tilde{N}_{3}$ will multiply $\left(-2 W+6 H^{2}-\Pi^{2}\right)$ in exact analogy with $\tilde{N}_{2}$ in $S_{2}$, so it vanishes. Moreover, the overall factor multiplying $\tilde{N}_{2}$ is the first-order energy constraint (B.1.2), so it can be consistently set to zero as well.

We start by computing the cubic action of the first-order curvature perturbations up to $\tilde{N}_{1}$ involving only scalar quantities

$$
\begin{gather*}
\tilde{S}_{3(1)}=\frac{1}{2} \int \mathrm{~d}^{4} x \quad\left\{a ^ { 3 } e ^ { 3 \tilde { \alpha } } \left[\left(N+\tilde{N}_{1}\right)\left(-2 W-2 W_{A} \tilde{\varphi}^{A}-W_{A B} \tilde{\varphi}^{A} \tilde{\varphi}^{B}-\frac{1}{3} W_{A B C} \tilde{\varphi}^{A} \tilde{\varphi}^{B} \tilde{\varphi}^{C}\right)\right.\right. \\
+\frac{1}{N}\left[\left(1-\frac{\tilde{N}_{1}}{N}+\frac{\tilde{N}_{1}^{2}}{N^{2}}-\frac{\tilde{N}_{1}^{3}}{N^{3}}\right)\left(-6(N H+\dot{\tilde{\alpha}})^{2}+\dot{\phi}^{2}+2 \dot{\phi}^{A} \dot{\tilde{\varphi}}_{A}+\dot{\tilde{\varphi}}^{2}\right)\right. \\
\left.\left.+\left(\partial^{i} \partial^{j} \tilde{\psi} \partial_{i} \partial_{j} \tilde{\psi}-\left(\partial^{2} \tilde{\psi}\right)^{2}\right)\left(1-\frac{\tilde{N}_{1}}{N}\right)-4 \partial^{i} \tilde{\psi} \partial_{i} \zeta_{1} \partial^{2} \tilde{\psi}-2 \dot{\tilde{\varphi}}_{A} \partial^{i} \tilde{\psi} \partial_{i} \tilde{\varphi}^{A}\right]\right] \\
\left.-a e^{\tilde{\alpha}}\left[\left(N+\tilde{N}_{1}\right)\left(\partial^{i} \tilde{\varphi}_{A} \partial_{i} \tilde{\varphi}^{A}+4 \partial^{2} \zeta_{1}+2\left(\partial \zeta_{1}\right)^{2}\right)\right]\right\} \tag{B.2.1}
\end{gather*}
$$

After using the background equations and the definitions of the perturbations, eq. (B.2.1) takes the form

$$
\begin{align*}
\tilde{S}_{3(1)}=\int \mathrm{d}^{4} x\left\{\frac{a^{3} e^{3 \zeta}}{N}[ \right. & \epsilon\left(1-\frac{\dot{\zeta}_{1}}{N H}\right)\left(\dot{\zeta}_{1}^{2}+\dot{\zeta}_{2}^{2}+2 N H\left(\epsilon+\eta^{\|}\right) \dot{\zeta}_{2} \zeta_{2}+(N H)^{2}\left(\left(\eta^{\perp}\right)^{2}+\left(\epsilon+\eta^{\|}\right)^{2}\right) \zeta_{2}^{2}\right. \\
& \left.-2 N H \eta^{\perp} \zeta_{2} \dot{\zeta}_{1}\right)-2 N H \epsilon \eta^{\perp} \zeta_{2} \dot{\zeta}_{1}+\epsilon(N H)^{2} \sqrt{\frac{2 \epsilon}{\kappa}} \frac{W_{222}}{3 H^{2}} \zeta_{2}^{3} \\
& -3(N H)^{2}\left(1+\frac{\dot{\zeta}_{1}}{N H}\right) \epsilon\left(\chi-\epsilon-\eta^{\|}\right) \zeta_{2}^{2}-2 \partial^{i} \tilde{\psi} \partial_{i} \zeta_{1} \partial^{2} \tilde{\psi} \\
& +\frac{1}{2}\left(\partial^{i} \partial^{j} \tilde{\psi} \partial_{i} \partial_{j} \tilde{\psi}-\left(\partial^{2} \tilde{\psi}\right)^{2}\right)\left(1-\frac{\dot{\zeta}_{1}}{N H}\right) \\
& \left.-2 \epsilon \partial^{i} \tilde{\psi}\left(\left(\epsilon+\eta^{\|}\right) \zeta_{2} \partial_{i} \zeta_{2}+\frac{1}{N H} \dot{\zeta}_{2} \partial_{i} \zeta_{2}\right)\right] \\
& \left.-a N\left(\zeta_{1}+\frac{\dot{\zeta}_{1}}{N H}\right)\left[2 \partial^{2} \zeta+\left(\partial \zeta_{1}\right)^{2}+\epsilon\left(\partial \zeta_{2}\right)^{2}\right]\right\} . \tag{B.2.2}
\end{align*}
$$

By performing integrations by parts in (B.2.2) we find

$$
\left.\begin{array}{rl}
\tilde{S}_{3(1)}=\int \mathrm{d}^{4} x\left\{\frac{a^{3} \epsilon}{N}[ \right. & \epsilon \zeta_{1}\left(\dot{\zeta}_{1}^{2}+\dot{\zeta}_{2}^{2}\right)-2 \dot{\zeta}_{1} \partial^{i} \lambda \partial_{i} \zeta_{1}-2 \dot{\zeta}_{2} \partial^{i} \lambda \partial_{i} \zeta_{2}-2 N H\left(\epsilon \eta^{\|}+\left(\eta^{\|}\right)^{2}+\left(\eta^{\perp}\right)^{2}\right) \zeta_{1} \zeta_{2} \dot{\zeta}_{2} \\
& +N H\left(3 \epsilon \eta^{\perp}+\xi^{\perp}\right) \zeta_{1}^{2} \dot{\zeta}_{2}+2 N H\left(\epsilon \eta^{\perp}+\xi^{\perp}\right) \zeta_{1} \zeta_{2} \dot{\zeta}_{1} \\
& -N H\left(\epsilon^{2}+2 \epsilon \eta^{\|}+\left(\eta^{\|}\right)^{2}+\left(\eta^{\perp}\right)^{2}\right) \zeta_{2}^{2} \dot{\zeta}_{1} \\
& +N H\left(2 \epsilon^{2}+3 \epsilon \eta^{\|}-\left(\eta^{\|}\right)^{2}-\left(\eta^{\perp}\right)^{2}+\xi^{\|}\right) \zeta_{1}^{2} \dot{\zeta}_{1}+(N H)^{2} \sqrt{\frac{2 \epsilon}{\kappa}} \frac{W_{222}}{3 H^{2}} \zeta_{2}^{3}
\end{array}\right\} \begin{aligned}
&+(N H)^{2}\left(2\left(\epsilon+\eta^{\|}\right) \xi^{\perp}+\eta^{\perp}\left(2 \epsilon(3+\epsilon)+6 \eta^{\|}-\xi^{\|}-3 \chi\right)\right) \zeta_{1}^{2} \zeta_{2} \\
&+\left(-\epsilon\left(4 \epsilon^{2}+6 \epsilon+12 \epsilon \eta^{\|}+\eta^{\|}\left(9+8 \eta^{\|}\right)+8\left(\eta^{\perp}\right)^{2}+2 \xi^{\|}-3 \chi\right)+\sqrt{\frac{2 \epsilon}{\kappa}} \frac{W_{221}}{H^{2}}\right. \\
&\left.\quad-3\left(\eta^{\|}\right)^{2}-3\left(\eta^{\perp}\right)^{2}-2 \eta^{\|} \xi_{2} \|-2 \eta^{\perp} \xi^{\perp}\right)\left(N \partial_{i} \zeta_{1}+\frac{1}{2} \zeta_{1}\left(\partial^{i} \partial^{j} \lambda \partial_{i} \partial_{j} \lambda-\left(\partial^{2} \lambda\right)^{2}\right)\right]+a \epsilon^{2} N \zeta_{1}\left[\left(\partial \zeta_{1}\right)^{2}+\left(\partial \zeta_{2}\right)^{2}\right] \\
&-\frac{\delta L_{2}}{\delta \zeta_{1}}\left(\frac{\epsilon+\eta^{\|}}{2} \zeta_{1}^{2}-\eta^{\perp} \zeta_{1} \zeta_{2}+\frac{1}{N H} \dot{\zeta}_{1} \zeta_{1}-\frac{N^{2}}{4 a^{2}}\left(\partial \zeta_{1}\right)^{2}+\frac{N^{2}}{4 a^{2}} \partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \zeta_{1} \partial_{j} \zeta_{1}\right)\right. \\
&\left.+\frac{1}{2} \partial^{i} \zeta_{1} \partial_{i} \lambda-\frac{1}{2} \partial^{-2} \partial^{i} \partial^{j}\left(\partial_{i} \lambda \partial_{j} \zeta_{1}\right)\right) \\
&\left.-\frac{\delta L_{2}}{\delta \zeta_{2}}\left(\left(\epsilon+\eta^{\|}\right) \zeta_{1} \zeta_{2}+\frac{1}{N H} \dot{\zeta}_{2} \zeta_{1}+\frac{\eta^{\perp}}{2} \zeta_{1}^{2}\right)\right\},
\end{aligned}
$$

where $\delta L_{2} / \delta \zeta_{m}$ are the first-order equations of motion. We can further integrate by parts the rest of the action to simplify it and prove that it takes the form of the flat gauge action (B.2.7), as expected since the action should be gauge-invariant. The terms involving $\lambda$ along with the terms with space gradients vanish outside the horizon in the long-wavelength approximation, since $\lambda$ is equal to the first-order super-horizon energy constraint (2.2.69).

Finally we include the second-order fields. The extra terms in the action are

$$
\begin{gather*}
\tilde{S}_{3(2)}=\frac{1}{2} \int \mathrm{~d}^{4} x\left\{a ^ { 3 } e ^ { 3 \zeta _ { 1 } } \left[\left(N+\tilde{N}_{1}\right)\left(-W_{A} \tilde{\varphi}_{(2)}^{A}-W_{A B} \tilde{\varphi}_{(2)}^{A} \tilde{\varphi}^{B}\right)+\frac{1}{N}\left(1-\frac{\tilde{N}_{1}}{N}\right)\left(\dot{\phi}_{A} \dot{\tilde{\varphi}}_{(2)}^{A}+\dot{\tilde{\varphi}}_{A} \dot{\tilde{\varphi}}_{(2)}^{A}\right)\right.\right. \\
\left.-\frac{1}{N} \dot{\phi}^{A} \partial^{i} \tilde{\psi} \partial_{i} \tilde{\varphi}_{(2)}+\frac{2}{N} \dot{\zeta}_{1(2)} \partial^{2} \tilde{\psi}\right] \\
\left.-a N\left[-\partial^{i} \zeta_{1} \partial_{i} \zeta_{1(2)}+\frac{1}{N H} \dot{\zeta}_{1} \partial^{2} \zeta_{1(2)}+\partial^{i} \tilde{\varphi}^{A} \partial_{i} \tilde{\varphi}_{A(2)}\right]\right\} \tag{B.2.4}
\end{gather*}
$$

where $\varphi^{A}$ without a subscript always denotes the first-order perturbation. After performing integrations by parts we find

$$
\begin{equation*}
\tilde{S}_{3(2)}=\int \mathrm{d}^{4} x\left\{\frac{\delta L_{2}}{\delta \zeta_{1}}\left(\frac{\zeta_{1(2)}}{2}+\frac{\tilde{Q}_{1(2)}}{2}\right)+\frac{\delta L_{2}}{\delta \zeta_{2}} \frac{\tilde{Q}_{2(2)}}{2}\right\} . \tag{B.2.5}
\end{equation*}
$$

Next, we perform the same calculation for the flat gauge, starting from

$$
\begin{align*}
\hat{S}_{3(1)}=\frac{1}{2} \int \mathrm{~d}^{4} x\{ & a^{3}\left[\left(N+\hat{N}_{1}\right)\left(-2 W-2 W_{A} \hat{\varphi}^{A}-W_{A B} \hat{\varphi}^{A} \hat{\varphi}^{B}-\frac{1}{3} W_{A B C} \hat{\varphi}^{A} \hat{\varphi}^{B} \hat{\varphi}^{C}\right)\right.  \tag{B.2.6}\\
& +\frac{1}{N}\left(1-\frac{\hat{N}_{1}}{N}+\frac{\hat{N}_{1}^{2}}{N^{2}}-\frac{\hat{N}_{1}^{3}}{N^{3}}\right)\left(-6+\dot{\phi}^{2}+2 \dot{\phi}^{A} \dot{\hat{\varphi}}_{A}+\dot{\hat{\varphi}}^{2}+4 \partial^{2} \hat{\psi}\right. \\
& \left.\left.\left.+\partial^{i} \partial^{j} \hat{\psi} \partial_{i} \partial_{j} \hat{\psi}-\left(\partial^{2} \hat{\psi}\right)^{2}-2 \partial^{i} \hat{\psi} \dot{\phi}^{A} \partial_{i} \hat{\varphi}_{A}-2 \partial^{i} \hat{\psi} \dot{\hat{\varphi}}^{A} \partial_{i} \hat{\varphi}_{A}\right)\right]-a \hat{N}_{1} \partial^{i} \hat{\varphi}^{A} \partial_{i} \hat{\varphi}_{A}\right\}
\end{align*}
$$

again taking into account that $\hat{N}_{2}$ multiplies the first-order energy constraint and thus we set it to zero. We find using the definition of $\zeta_{m}$, along with (3.1.4), (3.1.16) and (B.1.4)

$$
\begin{align*}
\hat{S}_{3(1)}=\int \mathrm{d}^{4} x\left\{\frac{a^{3} \epsilon}{N} H\right. & {\left[\epsilon \zeta_{1}\left(\dot{\zeta}_{1}^{2}+\dot{\zeta}_{2}^{2}\right)-2 \dot{\zeta}_{2} \partial^{i} \lambda \partial_{i} \zeta_{2}-2 \dot{\zeta}_{1} \partial^{i} \lambda \partial_{i} \zeta_{1}\right.} \\
& +2 N H \epsilon\left(\epsilon+\eta^{\|}\right) \zeta_{1} \zeta_{2} \dot{\zeta}_{2}+2 N H \epsilon \eta^{\perp} \zeta_{1}^{2} \dot{\zeta}_{2}+N H \epsilon\left(3 \eta^{\|}+2 \epsilon\right) \zeta_{1}^{2} \dot{\zeta}_{1} \\
& +(N H)^{2}\left(\sqrt{\frac{2 \epsilon}{\kappa}} \frac{W_{211}}{H^{2}}-2 \epsilon\left(\epsilon \eta^{\perp}+\eta^{\|} \eta^{\perp}+\xi^{\perp}+3 \eta^{\perp}\right)\right) \zeta_{1}^{2} \zeta_{2} \\
& +(N H)^{2} \sqrt{\frac{2 \epsilon}{\kappa} \frac{W_{222}}{3 H^{2}} \zeta_{2}^{3}} \\
& +(N H)^{2}\left(\sqrt{\frac{2 \epsilon}{\kappa}} \frac{W_{221}}{H^{2}}+\epsilon\left(-3\left(\eta^{\perp}\right)^{2}+\left(\epsilon+\eta^{\|}\right)^{2}\right)+3 \epsilon\left(\chi-\epsilon-\eta^{\|}\right)\right) \zeta_{2}^{2} \zeta_{1} \\
& +(N H)^{2}\left(\sqrt{\frac{2 \epsilon}{\kappa}} \frac{W_{111}}{3 H^{2}}-\epsilon\left(\xi^{\|}+3 \eta^{\|}-\left(\eta^{\perp}\right)^{2}-\left(\eta^{\|}\right)^{2}\right)\right) \zeta_{1}^{3} \\
& \left.-2\left(\epsilon+\eta^{\|}\right) \zeta_{2} \partial^{i} \lambda \partial_{i} \zeta_{2}+4 \eta^{\perp} \zeta_{2} \partial^{i} \lambda \partial_{i} \zeta_{1}+\frac{1}{2} \zeta_{1}\left(\partial^{i} \partial^{j} \lambda \partial_{i} \partial_{j} \lambda-\left(\partial^{2} \lambda\right)^{2}\right)\right]
\end{align*}
$$

Finally we include the second-order fields. The surviving terms in the action are

$$
\begin{gather*}
\hat{S}_{3(2)}=\frac{1}{2} \int \mathrm{~d}^{4} x\left\{a ^ { 3 } \left[\left(N+\hat{N}_{1}\right)\left(-W_{A} \hat{\varphi}_{(2)}^{A}-W_{A B} \hat{\varphi}_{(2)}^{A} \hat{\varphi}^{B}\right)+\frac{1}{N}\left(1-\frac{\hat{N}_{1}}{N}\right)\left(\dot{\phi}_{A} \dot{\hat{\varphi}}_{(2)}^{A}+\dot{\hat{\varphi}}_{A} \dot{\hat{\varphi}}_{(2)}^{A}\right)\right.\right. \\
\left.\left.-\frac{1}{N} \dot{\phi}^{A} \partial^{i} \hat{\psi} \partial_{i} \hat{\varphi}_{A(2)}\right]-a N \partial^{i} \hat{\varphi}^{A} \partial_{i} \hat{\varphi}_{A(2)}\right\} \tag{B.2.8}
\end{gather*}
$$

and they can be rewritten as

$$
\begin{equation*}
\hat{S}_{3(2)}=\int \mathrm{d}^{4} x\left\{\frac{\delta L_{2}}{\delta \zeta_{1}} \frac{\hat{Q}_{1(2)}}{2}+\frac{\delta L_{2}}{\delta \zeta_{2}} \frac{\hat{Q}_{2(2)}}{2}\right\} \tag{B.2.9}
\end{equation*}
$$

In the last part of this appendix we consider the tensor scalar part of the action. There will be no contributions from the second-order fields, since these cancel due to $\gamma_{i j}$ being transverse. We
start from the action for two scalar and one tensor modes in the uniform energy-density gauge

$$
\begin{align*}
\tilde{S}_{\zeta \zeta \gamma}=\int \mathrm{d}^{4} x \quad & \left\{a N\left[-\frac{2}{N H} \gamma_{i j} \partial^{i} \dot{\zeta}_{1} \partial^{j} \zeta_{1}-\gamma_{i j} \partial^{i} \zeta_{1} \partial^{j} \zeta_{1}+\epsilon \gamma_{i j} \partial^{i} \zeta_{2} \partial^{j} \zeta_{2}\right]\right. \\
& \left.+\frac{1}{2} \frac{a^{3}}{N}\left[-\left(3 \zeta_{1}-\frac{\dot{\zeta}_{1}}{N H}\right) \dot{\gamma}_{i j} \partial^{i} \partial^{j} \tilde{\psi}+\partial_{k} \gamma_{i j} \partial^{i} \partial^{j} \tilde{\psi} \partial^{k} \tilde{\psi}\right]\right\} \tag{B.2.10}
\end{align*}
$$

which after integrations by parts becomes

$$
\begin{align*}
\tilde{S}_{\zeta \zeta \gamma}=\int \mathrm{d}^{4} x\{ & \frac{a^{3}}{N}\left[\frac{\epsilon}{2} \dot{\gamma}_{i j} \partial^{i} \zeta_{1} \partial^{j} \lambda+\frac{1}{4} \partial^{2} \gamma_{i j} \partial^{i} \lambda \partial^{j} \lambda\right]+a N \epsilon \gamma_{i j}\left[\partial^{i} \zeta_{1} \partial^{j} \zeta_{1}+\partial^{i} \zeta_{2} \partial^{j} \zeta_{2}\right]  \tag{B.2.11}\\
& \left.+\frac{\delta L_{2 \gamma}}{\delta \gamma_{i j}}\left(\frac{N^{2}}{a^{2}} \partial_{i} \zeta_{1} \partial_{j} \zeta_{1}-\left(\partial_{i} \zeta_{1} \partial_{j} \lambda+\partial_{j} \zeta_{1} \partial_{i} \lambda\right)\right)+\frac{\delta L_{2}}{\delta \zeta_{1}} \frac{1}{4} \partial^{-2}\left(\dot{\gamma}_{i j} \partial^{i} \partial^{j} \zeta_{1}\right)\right\} .
\end{align*}
$$

In the flat gauge one can find directly after substitution in (3.2.1) the first line of (B.2.11), so that there are no redefinitions.

Finally we calculate the part of the action consisting of one scalar and two tensor modes, starting from the uniform energy-density gauge

$$
\begin{equation*}
\tilde{S}_{\zeta \gamma \gamma}=\frac{1}{2} \int \mathrm{~d}^{4} x\left\{\frac{a^{3}}{N}\left[\frac{1}{4}\left(3 \zeta_{1}-\frac{\dot{\zeta}_{1}}{N H}\right)\left(\dot{\gamma}_{i j}\right)^{2}-\frac{1}{2} \dot{\gamma}_{i j} \partial_{k} \gamma^{i j} \partial^{k} \tilde{\psi}\right]-\frac{a N}{4}\left(\zeta_{1}+\frac{\dot{\zeta}_{1}}{N H}\right)\left(\partial_{k} \gamma_{i j}\right)^{2}\right\} \tag{3.2.12}
\end{equation*}
$$

or equivalently

$$
\tilde{S}_{\zeta \gamma \gamma}=\int \mathrm{d}^{4} x\left\{-\zeta_{1} \dot{\gamma}_{i j} \frac{\delta L_{2 \gamma}}{\delta \gamma_{i j}}+\frac{a^{3}}{N}\left[\frac{\epsilon}{8} \zeta_{1}\left(\dot{\gamma}_{i j}\right)^{2}-\frac{1}{4} \dot{\gamma}_{i j} \partial_{k} \gamma^{i j} \partial^{k} \lambda\right]+\frac{a N}{8} \epsilon \zeta_{1}\left(\partial_{k} \gamma_{i j}\right)^{2}\right\} \mathrm{B} .
$$

while in the flat gauge we find directly

$$
\begin{equation*}
\hat{S}_{\zeta \gamma \gamma}=\frac{1}{2} \int \mathrm{~d}^{4} x\left\{\frac{a^{3}}{N}\left[\frac{\epsilon}{4} \zeta_{1}\left(\dot{\gamma}_{i j}\right)^{2}-\frac{1}{2} \dot{\gamma}_{i j} \partial_{k} \gamma^{i j} \partial^{k} \lambda\right]+\frac{a N}{4} \epsilon \zeta_{1}\left(\partial_{k} \gamma_{i j}\right)^{2}\right\} \tag{B.2.14}
\end{equation*}
$$

The three tensor modes action does not contain any redefinitions. For details the reader may look in [39].

## Appendix C

## Long-wavelength calculations

## C. 1 Computation of the second-order source term

To compute the second-order source term $b_{i a}^{(2)}$ of (3.4.19) we will consider the consequences of the perturbation redefinitions in the cubic action (3.3.32). Immediately after horizon-crossing these become

$$
\begin{gather*}
\zeta_{1}+\frac{\zeta_{1}^{(2)}}{2}=\zeta_{1 c}+\frac{\dot{\zeta}_{1} \zeta_{1}}{N H}-\frac{\dot{\zeta}_{2} \zeta_{2}}{N H}+\frac{\epsilon+\eta^{\|}}{2}\left(\zeta_{1}^{2}-\zeta_{2}^{2}\right)-\eta^{\perp} \zeta_{1} \zeta_{2}+\partial^{-2} \partial^{i}\left(\frac{\zeta_{2}}{N H} \partial_{i} \dot{\zeta}_{2}\right)  \tag{C.1.1}\\
\zeta_{2}+\frac{\zeta_{2}^{(2)}}{2}=\zeta_{2 c}+\frac{\zeta_{2} \dot{\zeta}_{1}}{N H}+\frac{\zeta_{1} \dot{\zeta}_{2}}{N H}+\frac{\eta^{\perp}}{2}\left(\zeta_{1}^{2}-\zeta_{2}^{2}\right)+\left(\epsilon+\eta^{\|}\right) \zeta_{1} \zeta_{2}-\partial^{-2} \partial^{i}\left(\frac{\zeta_{2}}{N H} \partial_{i} \dot{\zeta}_{1}\right) \tag{C.1.2}
\end{gather*}
$$

where we have dropped the (1) subscript for the first-order perturbations. Inspecting (3.3.14) and (3.3.20) we see that in the uniform energy density gauge $\tilde{\zeta}_{m i}=\partial_{i} \zeta_{m}$ both for the adiabatic and the isocurvature component. Since we perform our main calculation in the flat gauge and we use the variable $\zeta_{m i}$ rather than $\zeta_{m}$, we want to transform the above redefinitions to this gauge by the simple gauge transformation (3.3.17):

$$
\begin{equation*}
\zeta_{m i(2)}=\tilde{\zeta}_{m i(2)}-\frac{1}{N H} \zeta_{1} \dot{\zeta}_{m i} \tag{C.1.3}
\end{equation*}
$$

We find

$$
\begin{align*}
& \zeta_{1 i}+\frac{\zeta_{1 i}^{(2)}}{2}=\partial_{i}\left[\zeta_{1 c}+\dot{\zeta}_{1} \zeta_{1}-\dot{\zeta}_{2} \zeta_{2}+\frac{\epsilon+\eta^{\|}}{2}\left(\zeta_{1}^{2}-\zeta_{2}^{2}\right)-\eta^{\perp} \zeta_{1} \zeta_{2}+\partial^{-2} \partial^{j}\left(\zeta_{2} \partial_{j} \dot{\zeta}_{2}\right)\right]-\zeta_{1} \partial_{i} \dot{\zeta}_{1},  \tag{C.1.4}\\
& \zeta_{2 i}+\frac{\zeta_{2 i}^{(2)}}{2}=\partial_{i}\left[\zeta_{2 c}+\zeta_{2} \dot{\zeta}_{1}+\zeta_{1} \dot{\zeta}_{2}+\frac{\eta^{\perp}}{2}\left(\zeta_{1}^{2}-\zeta_{2}^{2}\right)+\left(\epsilon+\eta^{\|}\right) \zeta_{1} \zeta_{2}-\partial^{-2} \partial^{j}\left(\zeta_{2} \partial_{j} \dot{\zeta}_{1}\right)\right]-\zeta_{1} \partial_{i} \dot{\zeta}_{2}, \tag{C.1.5}
\end{align*}
$$

where we have made the time coordinate choice $N H=1$ (the natural choice when working in the flat gauge choice $\bar{N} \bar{H}=1$ ). Note that after horizon exit $\dot{\zeta}_{1}=2 \eta^{\perp} \zeta_{2}$ and $\dot{\zeta}_{2}=-\chi \zeta_{2}$ (the latter is
valid under the slow-roll approximation only, see subsection 3.2.3), so that the expressions simplify to

$$
\begin{align*}
& \zeta_{1 i}+\frac{\zeta_{1 i}^{(2)}}{2}=\partial_{i}\left[\zeta_{1 c}+\frac{\epsilon+\eta^{\|}}{2} \zeta_{1}^{2}+\eta^{\perp} \zeta_{1} \zeta_{2}-\frac{\epsilon+\eta^{\|}-\chi}{2} \zeta_{2}^{2}\right]-2 \eta^{\perp} \zeta_{1} \partial_{i} \zeta_{2}  \tag{C.1.6}\\
& \zeta_{2 i}+\frac{\zeta_{2 i}^{(2)}}{2}=\partial_{i}\left[\zeta_{2 c}+\left(\epsilon+\eta^{\|}-\chi\right) \zeta_{1} \zeta_{2}+\frac{\eta^{\perp}}{2}\left(\zeta_{1}^{2}+\zeta_{2}^{2}\right)\right]+\chi \zeta_{1} \partial_{i} \zeta_{2} \tag{C.1.7}
\end{align*}
$$

For a field redefinition of the form $\zeta=\zeta_{c}+A \zeta_{c}^{2}$ (note that in the equations above we have not added the subscript $c$ explicitly in the quadratic terms, since to second order it makes no difference) the three-point correlation function can be written as

$$
\begin{equation*}
\left\langle\zeta_{\boldsymbol{k}_{1}} \zeta_{\boldsymbol{k}_{2}} \zeta_{\boldsymbol{k}_{3}}\right\rangle=\left\langle\zeta_{c \boldsymbol{k}_{1}} \zeta_{c \boldsymbol{k}_{2}} \zeta_{c \boldsymbol{k}_{3}}\right\rangle+2 A\left[\left\langle\zeta_{c \boldsymbol{k}_{1}} \zeta_{c \boldsymbol{k}_{\mathbf{2}}}\right\rangle\left\langle\zeta_{c \boldsymbol{k}_{1}} \zeta_{c \boldsymbol{k}_{3}}\right\rangle+\text { cyclic }\right] . \tag{C.1.8}
\end{equation*}
$$

In terms of our key quantities $\zeta_{m i}$ the perturbations are rewritten as $\zeta_{m}=\partial^{2} \partial_{i} \zeta_{m i}$. Hence the elements of $L_{1 a b}$ and $N_{1 a b}$ are just the coefficients of the various products of $\zeta_{1}$ and $\zeta_{2}$ in the redefinition of $\zeta_{1}$ multiplied by 2 , and similarly for $L_{2 a b}$ and $N_{2 a b}$. Note that the local terms $L_{a b c}$ correspond to the terms between the square brackets, and the non-local terms $N_{a b c}$ to the terms outside. As an example we consider the contribution of the first local term of the redefinition (C.1.6), $\left(\epsilon+\eta^{\|}\right) \zeta_{1}^{2} / 2$, in the bispectrum of the adiabatic perturbations

$$
\begin{align*}
& \left\langle\zeta_{1 \boldsymbol{k}_{1}} \zeta_{1 \boldsymbol{k}_{2}} \zeta_{1 \boldsymbol{k}_{3}}\right\rangle \supseteq \frac{\epsilon_{k_{1}}+\eta_{k_{1}}^{\|}}{2}\left\langle\int \frac{\mathrm{~d}^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \zeta_{1 \boldsymbol{k}} \zeta_{1 \boldsymbol{k}_{\mathbf{1}}-\boldsymbol{k}} \zeta_{1 \boldsymbol{k}_{2}} \zeta_{1 \boldsymbol{k}_{3}}\right\rangle+\text { cyclic } \\
& =\frac{\epsilon_{k_{1}}+\eta_{k_{1}}^{\|}}{2}\left[\left\langle\zeta_{1 \boldsymbol{k}} \zeta_{1 \boldsymbol{k}_{\mathbf{2}}}\right\rangle\left\langle\zeta_{1 \boldsymbol{k}_{1}-\boldsymbol{k}} \zeta_{1 \boldsymbol{k}_{\mathbf{3}}}\right\rangle+\left\langle\zeta_{1 \boldsymbol{k}} \zeta_{1 \boldsymbol{k}_{\mathbf{3}}}\right\rangle\left\langle\zeta_{1 \boldsymbol{k}_{\mathbf{1}}-\boldsymbol{k}} \zeta_{1 \boldsymbol{k}_{\mathbf{2}}}\right\rangle\right]+\text { cyclic } \tag{C.1.9}
\end{align*}
$$

This leads to $L_{111 *}=\epsilon_{k_{1}}+\eta_{k_{1}}^{\|}$. Working likewise one can find the explicit slow-roll expressions given in (4.1.17). Their contribution to $f_{\mathrm{NL}}$ in the equal-momenta case turns out to be

$$
\begin{equation*}
-\frac{6}{5} f_{\mathrm{NL}}=\frac{\epsilon_{*}+\eta_{*}^{\|}+\eta_{*}^{\perp} \bar{v}_{12}}{1+\left(\bar{v}_{12}\right)^{2}} \tag{C.1.10}
\end{equation*}
$$

where the index $*$ indicates the time when the scale exits the horizon (this term is part of $g_{s r}$ in (4.2.7)). Directly after horizon crossing or equivalently in the single-field limit, when $\bar{v}_{12}=0$, this reduces to the well-known result by Maldacena $-6 / 5 f_{\mathrm{NL}}=\epsilon_{*}+\eta_{*}^{\|}$.

## C. 2 Gradients and locality

As a consistency check we want to verify that $\tilde{\zeta}_{1 i(2)}$ is indeed a total gradient, as it should be according to (3.3.14). Taking expression (4.1.6) (corrected by the gauge transformation),

$$
\begin{align*}
\tilde{\zeta}_{1 i(2)}= & -\left(\partial_{i} v_{e *}\right) v_{f *}\left\{-2 \eta^{\perp} G_{1 f}\left(t, t_{*}\right) G_{2 e}\left(t, t_{*}\right)+\int_{t_{*}}^{t} \mathrm{~d} t^{\prime} G_{1 a}\left(t, t^{\prime}\right) \bar{A}_{a b c} G_{b e}\left(t^{\prime}, t_{*}\right) G_{c f}\left(t^{\prime}, t_{*}\right)\right\} \\
& +G_{1 a}\left(t, t_{*}\right) L_{a e f *} \partial_{i}\left(v_{e *} v_{f *}\right)+G_{1 a}\left(t, t_{*}\right) N_{a e f *}\left(\partial_{i} v_{e *}\right) v_{f *}, \tag{C.2.1}
\end{align*}
$$

and rewriting it using (C.3.1) we find

$$
\begin{align*}
\tilde{\zeta}_{1 i(2)}= & -\left(\partial_{i} v_{e *}\right) v_{f *}\left\{A_{a b}\left(t_{*}\right) G_{1 a}\left(t, t_{*}\right) \delta_{b e} \delta_{1 f}+\int_{t_{*}}^{t} \mathrm{~d} t^{\prime} G_{1 a}\left(t, t^{\prime}\right) \bar{A}_{a b \bar{c}} G_{b e}\left(t^{\prime}, t_{*}\right) G_{\bar{c} f}\left(t^{\prime}, t_{*}\right)\right. \\
& \left.-\int_{t_{*}}^{t} \mathrm{~d} t^{\prime} A_{a b} A_{1 c} G_{1 a}\left(t, t^{\prime}\right) G_{b e}\left(t^{\prime}, t_{*}\right) G_{c f}\left(t^{\prime}, t_{*}\right)-G_{1 a}\left(t, t_{*}\right) N_{a e f *}\right\} \\
& +G_{1 a}\left(t, t_{*}\right) L_{a e f *} \partial_{i}\left(v_{e *} v_{f *}\right) . \tag{C.2.2}
\end{align*}
$$

This expression should be symmetrical under the interchange of the indices $e$ and $f$. Notice that the last term is automatically symmetrical.

The anti-symmetrical part of the two integrands turns out to be proportional to

$$
\begin{equation*}
T_{a}=G_{23}\left(t^{\prime}, t_{*}\right) G_{32}\left(t^{\prime}, t_{*}\right)-G_{22}\left(t^{\prime}, t_{*}\right) G_{33}\left(t^{\prime}, t_{*}\right) \tag{C.2.3}
\end{equation*}
$$

We explicitly check the exact numerical value of this quantity and find it to be zero. For this it is crucial that we have defined $t_{*}$ as the time a few (about 3) e-folds after horizon crossing. The reason is that the long-wavelength approximation we use in all our derivations is only valid once the rapidly decaying mode can be neglected, which takes a few e-folds. If the above quantity were to be evaluated before that time, it would not yet be zero. Note that in the slow-roll case $T_{a}$ is identically zero according to (4.3.2), since within the slow-roll approximation the decaying mode is neglected by construction. The above means that $\tilde{\zeta}_{1 i}$ is well defined only after it is well outside the horizon, where we can neglect the decaying mode. The case where the decaying mode can remain important is treated in the one-field case in [71].

The remaining non-integral terms between the braces can be explicitly checked to cancel when taking the slow-roll limit at horizon crossing: the first term of the first line of (C.2.2) gives

$$
\begin{equation*}
-\left(\partial_{i} v_{e *}\right) v_{f *} A_{a b}\left(t_{*}\right) G_{1 a}\left(t, t_{*}\right) \delta_{b e} \delta_{1 f}=\left(2 \eta^{\perp}-\chi G_{12}\left(t, t_{*}\right)\right)\left(v_{1 *} \partial_{i} v_{2 *}-v_{2 *} \partial_{i} v_{1 *}\right), \tag{C.2.4}
\end{equation*}
$$

while the terms arising from the non-local contribution $N_{a e f *}$ gives exactly the same but with opposite sign. Hence we see that within the conditions of the long-wavelength approximation $\tilde{\zeta}_{i}^{(2) 1}$ is indeed a total gradient, as it should be.

## C. 3 Detailed calculations

## C.3.1 Relation between space and time derivatives

We begin by proving that

$$
\begin{equation*}
\bar{A}_{a b 1}=-\frac{1}{N H} \partial_{t} A_{a b} \tag{C.3.1}
\end{equation*}
$$

for all gauges with $\partial_{i} \alpha=0$. Actually the statement is more general: the prefactor of $\zeta_{i}^{1}$ in the expression for $\partial_{i} f$, where $f$ is any function of $H, \boldsymbol{\phi}, \boldsymbol{\Pi}$, is equal to $-\left(\partial_{t} f\right) /(N H)$ for gauges satisfying $\partial_{i} \alpha=0$.

We start by computing the time derivative of $f$ :

$$
\begin{align*}
\frac{\partial_{t} f(H, \boldsymbol{\phi}, \boldsymbol{\Pi})}{N H} & =\frac{1}{N H}\left(\partial_{H} f \partial_{t} H+\boldsymbol{\nabla}_{\phi} f \cdot \partial_{t} \boldsymbol{\phi}+\boldsymbol{\nabla}_{\boldsymbol{\Pi}} f \cdot \partial_{t} \boldsymbol{\Pi}\right) \\
& =-H \epsilon \partial_{H} f+\frac{\sqrt{2 \epsilon}}{\kappa} \boldsymbol{e}_{1} \cdot \nabla_{\phi} f+\frac{\sqrt{2 \epsilon}}{\kappa} H \boldsymbol{\eta} \cdot \nabla_{\boldsymbol{\Pi}} f \tag{C.3.2}
\end{align*}
$$

where we used the definitions of the slow-roll parameters $\epsilon$ and $\boldsymbol{\eta}$, and of the basis vector $\boldsymbol{e}_{1}$. On the other hand, the spatial derivative of $f$, in a $\partial_{i} \alpha=0$ gauge, is given by

$$
\begin{align*}
\partial_{i} f(H, \boldsymbol{\phi}, \boldsymbol{\Pi})= & \partial_{H} f \partial_{i} H+\boldsymbol{\nabla}_{\boldsymbol{\phi}} f \cdot \partial_{i} \boldsymbol{\phi}+\nabla_{\boldsymbol{\Pi}} f \cdot \partial_{i} \boldsymbol{\Pi} \\
= & H \epsilon \partial_{H} f \boldsymbol{e}_{1} \cdot \boldsymbol{\zeta}_{i}-\frac{\sqrt{2 \epsilon}}{\kappa} \boldsymbol{\zeta}_{i} \cdot \nabla_{\phi} f  \tag{C.3.3}\\
& -\frac{\sqrt{2 \epsilon}}{\kappa} H\left(\frac{1}{N H} \boldsymbol{\theta}_{i}+\left(\epsilon+\eta^{\|}\right) \boldsymbol{\zeta}_{i}-\epsilon\left(\boldsymbol{e}_{1} \cdot \boldsymbol{\zeta}_{i}\right) \boldsymbol{e}_{1}\right) \cdot \nabla_{\boldsymbol{\Pi}} f
\end{align*}
$$

using the constraint relations for $\partial_{i} H, \partial_{i} \boldsymbol{\phi}$, and $\partial_{i} \boldsymbol{\Pi}$ given in [63, 53]. (Note that some time and space derivatives have to be replaced with their covariant (in field space) version to make contact with the more general expressions given in those papers that take into account a nontrivial field metric.) Taking the components of $\boldsymbol{\zeta}$ and $\boldsymbol{\theta}$ in the field basis, not forgetting the relation $\boldsymbol{e}_{m} \cdot \boldsymbol{\theta}_{i}=\theta_{i}^{m}+N H Z_{m n} \zeta_{i}^{n}$, with $Z_{21}=\eta^{\perp}[63,53]$, we prove the stated relation, of which (C.3.1) is a special case.

## C.3.2 Derivation of equation (4.2.6)

In this appendix we work out the last term of (4.2.2), which has to be added to the result for the second term $(I)$ given in (4.2.5), to derive the final expression (4.2.6) for $f_{\mathrm{NL}}$. We call the sum of these two terms $J$ :

$$
\begin{equation*}
\frac{J}{\gamma_{*}^{2}} \equiv \frac{I}{\gamma_{*}^{2}}+\int_{t_{*}}^{t} \mathrm{~d} t^{\prime} G_{1 a} \bar{A}_{a b \bar{c}} \bar{v}_{b m} \bar{v}_{\bar{c} n} \tag{С.3.4}
\end{equation*}
$$

which is

$$
\begin{align*}
\frac{J}{\gamma_{*}^{2}}= & \delta_{m 2} \delta_{n 1}\left(-2 \eta_{*}^{\perp}+\chi_{*} G_{12}\left(t, t_{*}\right)+A_{32 *} G_{13}\left(t, t_{*}\right)-\chi_{*} A_{33 *} G_{13}\left(t, t_{*}\right)\right) \\
& -\delta_{m 2} \delta_{n 2} 2 \eta_{*}^{\perp} \chi_{*} G_{13}\left(t, t_{*}\right)  \tag{C.3.5}\\
+ & \delta_{m 2} \delta_{n 2} \int_{t_{*}}^{t} \mathrm{~d} t^{\prime}[ \\
& \left(\bar{A}_{122}-4\left(\eta^{\perp}\right)^{2}+\bar{A}_{322} G_{13}\right)\left(\bar{v}_{22}\right)^{2}+\left(\bar{A}_{333}+2 \eta^{\perp}\right) G_{13}\left(\bar{v}_{32}\right)^{2} \\
& \left.\quad\left(\bar{A}_{123}-4 \eta^{\perp} G_{12}+\left(\bar{A}_{323}+\bar{A}_{332}+2 \eta^{\perp} A_{33}+2 \dot{\eta}^{\perp}\right) G_{13}\right) \bar{v}_{22} \bar{v}_{32}\right]
\end{align*}
$$

We remind the reader that the bar on top of an index $(\bar{c})$ means that it does not take the value 1 and that a subscript $*$ means that a quantity is evaluated at $t_{*}$. The explicit form of the matrix $\overline{\mathbf{A}}$ is given in [53]:

$$
\begin{align*}
\bar{A}_{121}= & 2 \epsilon \eta^{\perp}-4 \eta^{\|} \eta^{\perp}+2 \xi^{\perp}, \\
\bar{A}_{122}= & -6 \chi-2 \epsilon \eta^{\|}-2\left(\eta^{\|}\right)^{2}-2\left(\eta^{\perp}\right)^{2}, \\
\bar{A}_{123}= & -6-2 \eta^{\|}, \\
\bar{A}_{321}= & -12 \epsilon \eta^{\|}-12\left(\eta^{\perp}\right)^{2}-6 \epsilon \chi-8 \epsilon^{3}-20 \epsilon^{2} \eta^{\|}-4 \epsilon\left(\eta^{\|}\right)^{2}-12 \epsilon\left(\eta^{\perp}\right)^{2} \\
& +16 \eta^{\|}\left(\eta^{\perp}\right)^{2}-6 \epsilon \xi^{\|}-12 \eta^{\perp} \xi^{\perp}+3\left(\tilde{W}_{111}-\tilde{W}_{221}\right), \\
\bar{A}_{322}= & -24 \epsilon \eta^{\perp}-12 \eta^{\|} \eta^{\perp}+24 \eta^{\perp} \chi-12 \epsilon^{2} \eta^{\perp}+8\left(\eta^{\|}\right)^{2} \eta^{\perp}+8\left(\eta^{\perp}\right)^{3} \\
& -8 \epsilon \xi^{\perp}-4 \eta^{\|} \xi^{\perp}+3\left(\tilde{W}_{211}-\tilde{W}_{222}\right), \\
\bar{A}_{323}= & 12 \eta^{\perp}-4 \epsilon \eta^{\perp}+8 \eta^{\|} \eta^{\perp}-4 \xi^{\perp}, \\
\bar{A}_{331}= & -2 \epsilon^{2}-4 \epsilon \eta^{\|}+2\left(\eta^{\|}\right)^{2}-2\left(\eta^{\perp}\right)^{2}-2 \xi^{\|}, \\
\bar{A}_{332}= & -4 \epsilon \eta^{\perp}-2 \xi^{\perp}, \\
\bar{A}_{333}= & -2 \eta^{\perp}, \tag{C.3.6}
\end{align*}
$$

while the rest of the matrix elements are zero. Using these expressions we have

$$
\begin{array}{r}
\bar{A}_{333}+2 \eta^{\perp}=0 \\
\bar{A}_{323}+\bar{A}_{332}+2 \eta^{\perp} A_{33}+2 \dot{\eta}^{\perp}=18 \eta^{\perp}-4 \dot{\eta}^{\perp} \\
\bar{A}_{123}=-2 A_{33}+2 \epsilon+2 \eta \\
\bar{A}_{122}-4\left(\eta^{\perp}\right)^{2}=-2 A_{32}+2 \dot{\epsilon}+2 \dot{\eta}^{\|} \tag{C.3.7}
\end{array}
$$

so that we can write

$$
\begin{align*}
\frac{J}{\gamma_{*}^{2}}= & \delta_{m 2} \delta_{n 1}\left(-2 \eta_{*}^{\perp}+\chi_{*} G_{12}\left(t, t_{*}\right)+A_{32 *} G_{13}\left(t, t_{*}\right)-\chi_{*} A_{33 *} G_{13}\left(t, t_{*}\right)\right) \\
& -\delta_{m 2} \delta_{n 2} 2 \eta_{*}^{\perp} \chi_{*} G_{13}\left(t, t_{*}\right) \\
+ & \delta_{m 2} \delta_{n 2} \int_{t_{*}}^{t} \mathrm{~d} t^{\prime}\left[2\left(\bar{v}_{22}\right)^{2} \frac{\mathrm{~d}}{\mathrm{~d} t^{\prime}}\left(\epsilon+\eta^{\|}\right)+2 \bar{v}_{22} \frac{\mathrm{~d}}{\mathrm{~d} t^{\prime}} \bar{v}_{32}-4\left(\eta^{\perp} G_{12}+\dot{\eta}^{\perp} G_{13}\right) \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t^{\prime}}\left(\bar{v}_{22}\right)^{2}\right. \\
& \left.+2\left(\epsilon+\eta^{\|}\right) \bar{v}_{22} \bar{v}_{32}+\bar{A}_{322} G_{13}\left(\bar{v}_{22}\right)^{2}+18 \eta^{\perp} G_{13} \bar{v}_{22} \bar{v}_{32}\right] . \tag{C.3.8}
\end{align*}
$$

Doing integrations by parts on the three terms in the third line we obtain

$$
\begin{align*}
& \frac{J}{\gamma_{*}^{2}}=\delta_{m 2} \delta_{n 1}\left(-2 \eta_{*}^{\perp}+\chi_{*} G_{12}\left(t, t_{*}\right)+A_{32 *} G_{13}\left(t, t_{*}\right)-\chi_{*} A_{33 *} G_{13}\left(t, t_{*}\right)\right) \\
& +2 \delta_{m 2} \delta_{n 2}\left(-\eta_{*}^{\perp} \chi_{*} G_{13}\left(t, t_{*}\right)-\left(\epsilon_{*}+\eta_{*}^{\|}\right)+\chi_{*}+\eta_{*}^{\perp} G_{12}\left(t, t_{*}\right)\right. \\
& \left.+\dot{\eta}_{*}^{\perp} G_{13}\left(t, t_{*}\right)+\left(\epsilon+\eta^{\|}\right)\left(\bar{v}_{22}\right)^{2}+\bar{v}_{22} \bar{v}_{32}\right) \\
& +2 \delta_{m 2} \delta_{n 2} \int_{t_{*}}^{t} \mathrm{~d} t^{\prime}\left[-2\left(\eta^{\perp}\right)^{2}\left(\bar{v}_{22}\right)^{2}-\left(\epsilon+\eta^{\|}\right) \bar{v}_{22} \bar{v}_{32}-\left(\bar{v}_{32}\right)^{2}+9 \eta^{\perp} G_{13} \bar{v}_{22} \bar{v}_{32}\right. \\
& \left.\quad+\frac{1}{2}\left(\bar{A}_{322}+2 \ddot{\eta}^{\perp}+2 \dot{\eta}^{\perp} A_{33}+2 \eta^{\perp} A_{32}\right) G_{13}\left(\bar{v}_{22}\right)^{2}\right] \tag{C.3.9}
\end{align*}
$$

The following relation (derived by taking two time derivatives of the field equation) can be used to remove higher-order slow-roll parameters:

$$
\begin{equation*}
\tilde{W}_{m 11}=-\frac{\eta_{m}^{(4)}}{3}-\left(1-\frac{\eta^{\|}}{3}\right) \xi_{m}+\left(2 \epsilon+\eta^{\|}\right) \eta_{m}+\epsilon \eta^{\|} \delta_{m 1}-\eta^{\perp} \tilde{W}_{m 2} \tag{C.3.10}
\end{equation*}
$$

Explicitly, for $m=1$ and $m=2$ in the case of two fields, this becomes

$$
\begin{align*}
& \tilde{W}_{111}=-\frac{1}{3} \eta^{(4) \|}-\left(1-\frac{1}{3} \eta^{\|}\right) \xi^{\|}+3 \epsilon \eta^{\|}+\left(\eta^{\|}\right)^{2}+\left(\eta^{\perp}\right)^{2}+\frac{1}{3} \eta^{\perp} \xi^{\perp} \\
& \tilde{W}_{211}=-\frac{1}{3} \eta^{(4) \perp}-\left(1-\frac{1}{3} \eta^{\|}\right) \xi^{\perp}+3 \epsilon \eta^{\perp}+2 \eta^{\|} \eta^{\perp}-\eta^{\perp} \chi \tag{C.3.11}
\end{align*}
$$

Using the second of these relations, as well as the explicit expression for $\bar{A}_{322}$, we find that

$$
\begin{aligned}
& \bar{A}_{322}+2 \ddot{\eta}^{\perp}+2 \dot{\eta}^{\perp} A_{33}+2 \eta^{\perp} A_{32} \\
& \quad=24 \eta^{\perp} \chi-12 \eta^{\|} \eta^{\perp}+12\left(\eta^{\|}\right)^{2} \eta^{\perp}+12\left(\eta^{\perp}\right)^{3}-4 \eta^{\perp} \xi^{\|}-4 \eta^{\|} \xi^{\perp}-3\left(\tilde{W}_{211}+\tilde{W}_{222}\right)
\end{aligned}
$$

We now drop boundary terms that are second order in the slow-roll parameters at horizon crossing, since it would be inconsistent to include them given that the linear solutions used at horizon crossing are only given up to first order. Then the result is

$$
\begin{gather*}
\frac{J}{\gamma_{*}^{2}}=\delta_{m 2} \delta_{n 1}\left(-2 \eta_{*}^{\perp}+\chi_{*}\right. \\
\left.\bar{v}_{12}\right)+2 \delta_{m 2} \delta_{n 2}\left(-\epsilon_{*}-\eta_{*}^{\|}+\chi_{*}+\eta_{*}^{\perp} \bar{v}_{12}+\left(\epsilon+\eta^{\|}\right)\left(\bar{v}_{22}\right)^{2}+\bar{v}_{22} \bar{v}_{32}\right) \\
+2 \delta_{m 2} \delta_{n 2} \int_{t_{*}}^{t} \mathrm{~d} t^{\prime}\left[-2\left(\eta^{\perp}\right)^{2}\left(\bar{v}_{22}\right)^{2}-\left(\epsilon+\eta^{\|}\right) \bar{v}_{22} \bar{v}_{32}-\left(\bar{v}_{32}\right)^{2}+9 \eta^{\perp} G_{13} \bar{v}_{22} \bar{v}_{32}\right. \\
 \tag{C.3.13}\\
+\left(12 \eta^{\perp} \chi-6 \eta^{\|} \eta^{\perp}+6\left(\eta^{\|}\right)^{2} \eta^{\perp}+6\left(\eta^{\perp}\right)^{3}-2 \eta^{\perp} \xi^{\|}-2 \eta^{\|} \xi^{\perp}\right. \\
\left.\left.-\frac{3}{2}\left(\tilde{W}_{211}+\tilde{W}_{222}\right)\right) G_{13}\left(\bar{v}_{22}\right)^{2}\right]
\end{gather*}
$$

Inserting this into (4.2.1) gives the final result for $f_{\mathrm{NL}}$ in (4.2.6).

## Appendix D

## Analytical expressions for the spectral indices

By differentiating (6.2.1) and using (6.2.2) we can find the final value of $n_{K}$ for equilateral triangles in the slow-roll approximation, assuming that isocurvature modes have vanished for an equal-power sum potential (for which the $\tilde{g}_{\text {int }}$ contribution is zero, see (6.1.3) and our paper [23]):

$$
\begin{align*}
& n_{K, e q, f}=  \tag{D.0.1}\\
& -4 \frac{\bar{v}_{12 k}\left(\bar{v}_{12 k} \chi_{k}-2 \eta_{k}^{\perp}\right)}{1+\left(\bar{v}_{12 k}\right)^{2}}-\frac{1}{f_{\mathrm{NL}, e q, f}\left(1+\left(\bar{v}_{12 k}\right)^{2}\right)^{2}}\left[-2 \epsilon_{k}^{2}-3 \epsilon_{k} \eta_{k}^{\|}+\left(\eta_{k}^{\|}\right)^{2}+5\left(\eta_{k}^{\perp}\right)^{2}-\xi_{k}^{\|}\right. \\
& +3 \bar{v}_{12 k}\left(\eta_{k}^{\perp}\left(3 \epsilon_{k}+6 \eta_{k}^{\|}-5 \chi_{k}\right)-\xi_{k}^{\perp}\right)+3\left(\bar{v}_{12 k}\right)^{2}\left(\tilde{W}_{221 k}+4\left(\eta_{k}^{\perp}\right)^{2}-2\left(\epsilon_{k}+\eta_{k}^{\|}-\chi_{k}\right)\left(\epsilon_{k}+2 \chi_{k}\right)\right) \\
& +\frac{\left(\bar{v}_{12 k}\right)^{3}}{\eta_{k}^{\perp}}\left(\chi_{k}\left(3 \epsilon_{k}^{2}-2 \tilde{W}_{221 k}+4 \epsilon_{k} \eta_{k}^{\|}+3\left(\eta_{k}^{\|}\right)^{2}-8\left(\eta_{k}^{\perp}\right)^{2}+\eta^{\|} \chi_{k}-3 \chi_{k}^{2}\right)+\xi_{k}^{\|}\left(\epsilon_{k}+\eta_{k}^{\|}-\chi_{k}\right)\right. \\
& \left.\left.+\eta_{k}^{\|}\left(\epsilon_{k}^{2}-\left(\eta_{k}^{\|}\right)^{2}\right)+\tilde{W}_{221 k}\left(\epsilon_{k}+\eta_{k}^{\|}\right)+\left(\eta_{k}^{\perp}\right)^{2}\left(2 \epsilon_{k}+5 \eta_{k}^{\|}\right)-\xi_{k}^{\perp}\left(\eta_{k}^{\perp}+\frac{\left(\epsilon_{k}+\eta_{k}^{\|}+\chi_{k}\right) \chi_{k}}{\eta_{k}^{\perp}}\right)\right)\right]
\end{align*}
$$

where $\tilde{W}_{221}=(\sqrt{2 \epsilon} / \kappa) W_{221} /\left(3 H^{2}\right)$. We have checked this approximation and we find good agreement with the exact conformal index for equilateral triangles.

We repeat the calculation for the shape index $n_{\omega}(6.3 .5)$, differentiating the squeezed $f_{\mathrm{NL}}(6.3 .1)$. Where needed we use the slow-roll approximation $G_{32 k^{\prime} k}=-\chi_{k^{\prime}} G_{22 k^{\prime} k}$ and $G_{23 k^{\prime} k}=G_{22 k^{\prime} k} / 3$.

The result is:

$$
\begin{align*}
& n_{\omega, s q, f}=  \tag{D.0.2}\\
& \frac{1}{f_{\mathrm{NL}, s q, f}\left(1+\left(\bar{v}_{12}\right)^{2}\right)^{2}} \frac{1}{1+2 \omega}\left\{\frac{2 G_{22 k^{\prime} k} \bar{v}_{12 k^{\prime}}}{1+\left(\bar{v}_{12}\right)^{2}}\left(4-\left(\omega+(2+\omega) \bar{v}_{12 k^{\prime}}\right) \frac{\chi_{k^{\prime}}}{\eta_{k^{\prime}}^{\perp}}\right)\right. \\
& \times\left[\eta_{k^{\prime}}^{\perp}+\bar{v}_{12 k^{\prime}}\left(3\left(\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}\right)-2 \chi_{k^{\prime}}\right)+\left(\bar{v}_{12 k^{\prime}}\right)^{2}\left(\eta_{k^{\prime}}^{\perp}-\frac{\left(\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}-\chi_{k^{\prime}}\right) \chi_{k^{\prime}}}{\eta_{k^{\prime}}^{\perp}}\right)\right] \\
& -G_{22 k^{\prime} k}\left[2\left(\eta_{k^{\prime}}^{\perp}\right)^{2}+\bar{v}_{12 k^{\prime}}\left(-\xi_{k^{\prime}}^{\perp}+\eta_{k^{\prime}}^{\perp}\left(11 \epsilon_{k^{\prime}}+14 \eta_{k^{\prime}}^{\|}-8 \chi_{k^{\prime}}\right)\right)+\frac{\left(\bar{v}_{12 k^{\prime}}\right)^{3}}{\eta_{k^{\prime}}^{\perp}}\left(\chi _ { k ^ { \prime } } \left(3 \epsilon_{k^{\prime}}^{2}-2 \tilde{W}_{221 k^{\prime}}\right.\right.\right. \\
& \left.+4 \epsilon_{k^{\prime}} \eta_{k^{\prime}}^{\|}+3\left(\eta_{k^{\prime}}^{\|}\right)^{2}-7\left(\eta_{k^{\prime}}^{\perp}\right)^{2}-2 \chi_{k^{\prime}}^{2}-\epsilon_{k^{\prime}} \chi_{k^{\prime}}\right)+\xi^{\|}\left(\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}-\chi_{k^{\prime}}\right)+\eta_{k^{\prime}}^{\|}\left(\epsilon_{k^{\prime}}^{2}-\left(\eta_{k^{\prime}}^{\|}\right)^{2}\right) \\
& \left.+\tilde{W}_{221 k^{\prime}}\left(\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}\right)+\left(\eta_{k^{\prime}}^{\perp}\right)^{2}\left(2 \epsilon_{k^{\prime}}+5 \eta_{k^{\prime}}^{\|}\right)-\xi_{k^{\prime}}^{\perp}\left(\eta_{k^{\prime}}^{\perp}+\frac{\left(\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}+\chi_{k^{\prime}}\right) \chi_{k^{\prime}}}{\eta_{k^{\prime}}^{\perp}}\right)\right) \\
& \left.+\left(\bar{v}_{12 k^{\prime}}\right)^{2}\left(2 \tilde{W}_{221 k^{\prime}}-6 \epsilon_{k^{\prime}}^{2}+\left(\eta_{k^{\prime}}^{\|}\right)^{2}+9\left(\eta_{k^{\prime}}^{\perp}\right)^{2}-\xi_{k^{\prime}}^{\|}-9 \eta_{k^{\prime}}^{\|} \chi_{k^{\prime}}+8 \chi_{k^{\prime}}^{2}-\epsilon_{k^{\prime}}\left(7 \eta_{k^{\prime}}^{\|}+5 \chi_{k^{\prime}}\right)\right)\right] \\
& -\frac{1}{1+\left(\bar{v}_{12 k^{\prime}}\right)^{2}}\left[\left(\eta_{k^{\prime}}^{\|}\right)^{2}+3\left(\eta_{k^{\prime}}^{\perp}\right)^{2}-2 \epsilon_{k^{\prime}}^{2}-3 \epsilon_{k^{\prime}} \eta_{k^{\prime}}^{\|}-\xi_{k^{\prime}}^{\|}-2\left(\bar{v}_{12 k^{\prime}}\right)^{3}\left(\xi_{k^{\prime}}^{\perp}+\eta_{k^{\prime}}^{\perp}\left(\epsilon_{k^{\prime}}-2 \eta_{k^{\prime}}^{\|}-5 \chi_{k^{\prime}}\right)\right)\right. \\
& +\left(\bar{v}_{12 k^{\prime}}\right)^{4}\left(\tilde{W}_{221 k^{\prime}}+\left(\epsilon_{k^{\prime}}-\eta_{k^{\prime}}^{\|}\right) \eta_{k^{\prime}}^{\|}+3\left(\eta_{k^{\prime}}^{\perp}\right)^{2}+\xi_{k^{\prime}}^{\|}+2 \chi_{k^{\prime}}\left(\epsilon_{k^{\prime}}+\chi_{k^{\prime}}\right)\right)-2 \bar{v}_{12 k^{\prime}}\left(\xi_{k^{\prime}}^{\perp}+\eta_{k^{\prime}}^{\perp}\left(5 \epsilon_{k^{\prime}}\right.\right. \\
& \left.\left.\left.\left.+2 \eta_{k^{\prime}}^{\|}+3 \chi_{k^{\prime}}\right)\right)+\left(\bar{v}_{12 k^{\prime}}\right)^{2}\left(\tilde{W}_{221 k^{\prime}}+2\left(-\epsilon_{k^{\prime}}\left(\epsilon_{k^{\prime}}+\eta_{k^{\prime}}^{\|}\right)-5\left(\eta_{k^{\prime}}^{\perp}\right)^{2}+\left(3 \epsilon_{k^{\prime}}+3 \eta_{k^{\prime}}^{\|}+\chi_{k^{\prime}}\right) \chi_{k^{\prime}}\right)\right)\right]\right\}
\end{align*}
$$

We have checked this approximation and we find good agreement with the exact shape index for $\omega \gtrsim 3$.
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[^0]:    ${ }^{1}$ Note that in this thesis we will work with natural units, $h /(2 \pi)=c=k_{B}=1$.
    ${ }^{2}$ One can calculate the radiation density parameter $\Omega_{r}=\rho_{r} / \rho_{c}$, using the expressions $\rho_{c}=3 H_{0}^{2} m_{p l}^{2} /(8 \pi)$ for the critical density (see subsection 2.1.1) and $\rho_{r}=a_{B} T_{0}^{4}$ for the radiation energy density assuming this is only comprised by photons ( $a_{B}=7.56577 \times 10^{-16} \mathrm{~J} \mathrm{~m}^{-3} \mathrm{~K}^{-4}$ is the radiation energy constant).

[^1]:    ${ }^{3}$ For matter domination the particle horizon grows like $a^{3 / 2}$, while for radiation domination like $a^{2}$ and hence in both cases faster than the scale factor $a$ (subluminal expansion).

[^2]:    ${ }^{1}$ Notice that in the general case a term $\partial^{2} F_{(1)}$ would appear in the definition of $\zeta_{(1)}$, but since we calculate all our observables on super-horizon scales, this would not affect our results.

[^3]:    ${ }^{2}$ Notice that in the flat gauge there is an overall factor $\epsilon$ in $\partial^{2} \mathcal{A}$ since $\partial_{i} \psi=\epsilon \dot{\zeta}$ and we do not even need to compare the terms.

[^4]:    ${ }^{1}$ In the literature (e.g. [39]) one often sees a factor $(2 \pi)^{3}$ in front of the bispectrum (as well as in front of the power spectrum). This is due to a different definition of the Fourier transform. We use the convention where both the Fourier transform and its inverse have a factor $(2 \pi)^{-3 / 2}$.

[^5]:    ${ }^{1}$ Due to the exact relation $\theta_{1}=2 \eta^{\perp} \zeta_{2}$, there is no need to consider the velocity of the adiabatic perturbation $\theta_{1}$ as an additional variable [53].

[^6]:    ${ }^{2}$ Inspecting equation (6.3.1) we notice that we do not recover the single-field squeezed limit result of [39]. This is to be expected since our $f_{\mathrm{NL}}$ is the local one produced outside the horizon. As a consequence, we have only used the first and second-order horizon-crossing contributions coming from the redefinitions in the cubic action (see $[23,24])$ as initial sources of $f_{\mathrm{NL}}$ in the context of the long-wavelength formalism. The result of [39] on the other hand comes from the interaction terms in the Langrangian and hence is not the same.

