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## Résumé de la thèse en français

## Introduction

Ces dernières années, les réseaux ad hoc sont devenus un sujet de recherche important dans le domaine des communications numériques sans fil. En effet, contrairement aux réseaux cellulaires, les réseaux ad hoc s'affranchissent de toute infrastructure et offrent ainsi une souplesse de déploiement rapide pour des communications à court terme dans le cadre d'applications militaires ou de tout autre scénario critique, ou bien de futurs réseaux intelligents. Plusieurs stratégies de communication peuvent être envisagées au sein d'un réseau ad hoc mobile (Mobile Ad hoc Network - MANET), et notre choix s'est porté sur la division du réseau en clusters, et la mise en place de communications orthogonales au sein de chaque cluster afin de séparer les paires d'utilisateurs. Cette solution a l'avantage de pouvoir être facilement implémentée bien que sous-optimale du point de vue de la théorie de l'information. L'Orthogonal Frequency Division Multiple Access (OFDMA), qui combine la technique d'Orthogonal Frequency Division Multiplexing (OFDM) pour contrer l'interférence entre symboles venant des trajets multiples et l'accès Frequency Division Multiple Access (FDMA) pour séparer les utilisateurs, est particulièrement considérée en tant que solution prometteuse dans les standards de communication sans fil les plus récents.

L'état de l'art sur le partage des ressources physiques dans les schémas de communications orthogonales est conséquent. Cependant, la gestion des ressources des MANETs est rendue difficile en comparaison des systèmes cellulaires à cause de leur manque de structure. Bien qu'une coordination centralisée des communications soit rendue possible grâce à cette organisation en clusters, il est toutefois difficile de remonter au coordinateur des informations fiables sur l'état du canal en vertu de la latence dans ce type de réseau. Ainsi les performance des liens seront renforcées par des mécanismes hybrides de retransmission automatique (Hybrid Automatic Repeat reQuest - HARQ), qui permettent de gérer les variations rapides du canal, et qui ont été rendus célèbres par leur succès dans les standards 3GPP LTE et WiMAX. L'objectif principal de cette thèse est l'allocation des ressources OFDMA dans les réseaux mobiles ad hoc basés sur les protocoles HARQ, en utilisant uniquement les statistiques à long terme du canal. Pour répondre
à un besoin industriel, des schémas de modulation et de codage pratiques seront considérés en lieu et place des outils de capacité hérités de la théorie de l'information. Plus précisément, nous concevons et analysons de nouveaux algorithmes qui optimisent l'attribution de puissance, de largeur de bande, d'ordre de modulation et de rendement de codage, pour les mécanismes HARQ insérés dans le schéma multi-utilisateurs proposé.

En raison de la présence de protocoles HARQ dans le réseau, la première partie de la thèse est dédiée à l'étude des performances de l'HARQ, initiée dans les travaux de thèse [Le Duc, 2009] et étendue ici à un contexte plus réaliste. En particulier, la latence dans les MANETs induit du délai et des erreurs dans les informations de retour de l'HARQ, et une étude approfondie des mécanismes HARQ avec une mauvaise voie de retour dans un contexte cross-layer est conduite dans cette thèse. De plus, nous étudions également le gain en performances apporté par une technique appelée Early-Drop (ED) dans les schémas HARQ cross-layer.

## Etat de l'art des techniques d'ARQ hybrides

Ce premier chapitre dresse un panorama des techniques de retransmissions et fournit les connaissances nécessaires pour la suite du manuscrit. Les premières idées de l'ARQ sont présentées, c'est à dire retransmettre un paquet de données sur la base d'un acquittement négatif lorsque le-dit paquet n'est pas décodé ou reçu au récepteur (Fig. 1). Vient ensuite


Figure 1 - ARQ
l'HARQ, qui est l'association de l'ARQ avec du codage correcteur d'erreur (Forward Error Correction - FEC). L'HARQ peut être classé en deux grands types [Schmitt, 2002] : l'HARQ de type I correspond au cas de l'ARQ dont les paquets sont codés à l'aide d'un code FEC, c'est à dire que le récepteur ne dispose pas de mémoire et que les paquets reçus sont traités de manière indépendante ; l'HARQ de type II correspond au cas où le récepteur est équipé d'une mémoire, pouvant ainsi traiter l'association des paquets reçus en erreur et stockés au récepteur. On distingue deux types d'association : le Chase Combining (CC-HARQ) qui consiste à combiner linéairement les paquets stockés avec le paquet reçu (gain en rapport
signal à bruit, SNR), et la redondance incrémentale (Incremental Redundancy - IR-HARQ) qui consiste à concaténer de la redondance supplémentaire envoyée à la suite d'un échec au récepteur (gain de codage).

Nous nous intéressons ensuite aux différentes métriques permettant de mesurer les performances de l'HARQ en termes de débit; ces dernières seront importantes pour différencier les protocoles d'HARQ, qui offrent des débits bien différents en dépit d'un même niveau de protection aux erreurs. La métrique du throughput est la plus commune dans l'état de l'art, mais aussi la plus confuse ; dans ce qui suit, nous définissons les métriques liées au débit de l'HARQ.

- Efficacité : notée $\eta$ et sans dimension, l'efficacité a été définie dans [Le Duc, 2009] comme le nombre moyen de bits d'information reçus par bit transmis :

$$
\begin{equation*}
\eta=\frac{\mathbb{E}[I]}{\mathbb{E}[B]}, \tag{1}
\end{equation*}
$$

où $I$ est le nombre aléatoire de bits d'information reçus par paquet reçu avec succès, et $B$ est le nombre aléatoire de bits transmis entre deux paquets reçus successifs.

- Throughput : noté $\tau$, c'est le débit binaire d'information en bit/s mesuré à la sortie du système. Le nombre moyen de paquets qui peuvent être envoyés durant le Round Trip Time (RTT) d'un système qui transmet des paquets de taille égale durant un slot de temps, sera noté $T \geq 0$. Ainsi, des systèmes de même efficacité qui diffèrent par leur RTT seront discriminés par leur throughput:

$$
\begin{equation*}
\tau=\frac{m \eta}{1+T} D_{s} \quad(\mathrm{bit} / \mathrm{s}) \tag{2}
\end{equation*}
$$

où $m D_{s}$ est le débit binaire brut obtenu par le nombre $m$ de bits contenus dans un symbole de la constellation, de durée $1 / D_{s}$ (secondes).

- Throughput efficiency : il s'agit de la grandeur originellement définie dans [Lin and Costello, 1983] et souvent confondue avec le throughput. Cette grandeur, sans dimension et notée $\tau_{\text {eff, }}$, mesure le degré d'absorption en bits du système et vaut :

$$
\begin{equation*}
\tau_{\text {eff }}:=\frac{\tau}{m D_{s}}=\frac{\eta}{1+T} . \tag{3}
\end{equation*}
$$

- Goodput:le goodput $\tilde{\eta}$ mesure le nombre moyen de bits utiles (information) obtenus à la sortie du système durant la transmission d'un symbole :

$$
\begin{equation*}
\tilde{\eta}:=m \eta \quad \text { (bit/symb) } \tag{4}
\end{equation*}
$$

Pour des systèmes utilisant une bande $W(\mathrm{~Hz})$ tels que $T=0$, le goodput est égal à l'efficacité spectrale $\rho:=\tau / W$.


Figure 2 - Modèle de couches.

Le système étudié suit le même modèle que celui proposé dans [Le Duc, 2009] et schématisé en Fig. 2. Les paquets IP sont segmentés en $N$ fragments de même taille, et
 IP est reconstitué au récepteur à partir des fragments reçus; si un seul des fragments le constituant est erroné ou manquant, le paquet IP est considéré comme corrompu. L'HARQ était traditionnellement paramétré au niveau de la couche MAC, cependant, les nouveaux systèmes 4 G sont orientés paquet et utilisent le protocole IP. Il est donc important d'étudier les performances de l'HARQ au niveau de la couche réseau afin d'esquisser les performances d'un système réel. Ces performances sont traditionnellement regroupées dans trois métriques, le taux d'erreur paquet, le délai, et l'efficacité; nous utiliserons les notations 'IP' (resp. 'MAC') en indice pour signifier que la métrique est définie au niveau IP (resp. MAC) :

- Taux d'erreur paquet (PER) : c'est la probabilité qu'un paquet ne soit pas reçu correctement à la fin du processus d'HARQ,

$$
\begin{align*}
P_{\mathrm{MAC}} & :=\operatorname{Pr}\{\text { fragment n'est pas reçu sans erreurs }\}  \tag{5}\\
P_{\mathrm{IP}} & :=\operatorname{Pr}\{\text { paquet IP n'est pas reçu sans erreurs }\} . \tag{6}
\end{align*}
$$

- Délai : c'est le nombre moyen de paquets MAC qui ont été transmis lorsqu'un
paquet d'informations est reçu correctement,

$$
\begin{align*}
d_{\mathrm{MAC}} & :=\mathbb{E}[\# \text { de paquets MAC envoyés } \mid \text { fragment reçu sans erreurs }]  \tag{7}\\
d_{\mathrm{II}} & :=\mathbb{E}[\# \text { de paquets MAC envoyés } \mid \text { paquet } \mathbb{I P} \text { reçu sans erreurs }] . \tag{8}
\end{align*}
$$

- Efficacité : de la discussion précédente, on tire,

$$
\begin{align*}
\eta_{\mathrm{MAC}} & =\frac{\mathbb{E}[\# \text { de bits d'information reçus par fragment sain }]}{\mathbb{E}[\# \text { de bits transmis entre deux fragments sains successifs }]},  \tag{9}\\
\eta_{\mathrm{IP}} & =\frac{\mathbb{E}[\# \text { de bits d'information reçus par paquet IP sain }]}{\mathbb{E}[\# \text { de bits transmis entre deux paquets IP sains successifs }]} . \tag{10}
\end{align*}
$$

Finalement, nous dressons l'état de l'art sur les performances analytiques de l'HARQ au niveau IP. Nous passons en revue les principales expressions calculées au niveau IP pour un mécanisme $H A R Q$ classique, c'est à dire qui attribue à chaque fragment un nombre de transmissions maximal noté $L$, ainsi que pour un mécanisme HARQ adapté à un traitement conjoint des couches MAC et IP (cross-layer) qui attribue un crédit de transmission $C$ à l'ensemble des $N$ fragments constituant le paquet IP.

Cette partie est traitée dans le chapitre 1.

## Version Early-Drop de l'HARQ dans un contexte cross-layer

Dans ce second chapitre nous étudions une amélioration de la stratégie cross-layer IBS de l'HARQ, proposée à l'origine pour l'ARQ dans [Choi et al., 2005]. Cette amélioration appelée Early-Drop (ED) consiste à arrêter la transmission d'un paquet quand on détecte que le nombre de crédits restants pour la transmission d'un paquet IP est insuffisant pour transmettre les fragments MAC restants. L'ED ne change en rien le fait qu'un paquet IP soit jeté car erroné, mais empêche la transmission inutile de fragments. On s'attend donc à un gain sur l'efficacité du schéma HARQ considéré, que nous calculons analytiquement pour l'IBS avec ED.

Suite à l'étude de la métrique d'efficacité $\eta_{\mathbb{T}}^{\mathrm{I}}$, nous identifions le nombre moyen de bits envoyés sachant que le paquet IP n'est pas reçu sans erreurs, $\check{d_{\mathrm{IP}}}$, comme la seule quantité modifiée par le mécanisme ED. Nous obtenons l'expression exacte suivante, valable pour tout type d'HARQ dans le cas de paquets MAC de même longueur, pour ce nombre que nous notons $\check{d}_{\mathrm{IP}}^{\mathrm{ED}}$ :

$$
\begin{align*}
\grave{d}_{\mathrm{IP}}^{\mathrm{ED}} & =\frac{L_{\mathrm{MAC}}}{P_{\mathrm{IP}}^{\mathrm{I}}}((C-N+2) q(C-N+1) \\
& \left.+\sum_{n=2}^{N-1}(C-N+n+1) \sum_{s=n-1}^{C-N+n-1} q(C-s-N+n) p_{n-1}(s)+C \sum_{s=N-1}^{C-1} q(C-s) p_{N-1}(s)\right) . \tag{11}
\end{align*}
$$

Ce calcul nous permet en particulier de montrer la propriété générale suivante :

## Proposition 0.1.

$$
\begin{equation*}
\eta_{I P}^{E D} \geq \eta_{I P}^{I} \tag{12}
\end{equation*}
$$

Le cas particulier de l'HARQ de type I est ensuite traité à partir de l'expression générale établie précédemment. De nombreuses simplifications sont faites puisque dans ce cas seule la probabilité $p_{0}$, qu'un paquet MAC ne soit pas reçu sans erreur, intervient via $p_{1}(\ell)=\left(1-p_{0}\right) p_{0}^{\ell-1}$. Nous trouvons :

$$
\begin{equation*}
\check{d}_{\mathrm{IP}}^{\mathrm{ED}}=\left(\frac{p_{0}+\kappa}{p_{0}}-\frac{p_{0}^{\kappa-1}\left(1-p_{0}\right)^{N}}{B\left(p_{0} ; \kappa, N\right)}-\binom{C-1}{N-1}\left(1-p_{0}\right)^{N-1} p_{0}^{\kappa}\right) L_{\mathrm{MAC}} \tag{13}
\end{equation*}
$$

avec $\mathcal{K}=C-N+1$ et $B(x ; a, b)$ est la fonction Beta incomplète.

Des résultats de simulation sont ensuite étudiés. Après avoir vérifié que les nouvelles expressions pour l'HARQ IBS avec ED correspondaient bien aux résultats du système simulé, nous étudions le gain de l'ED. La Fig. 3 compare l'efficacité au niveau IP de l'ARQ IBS avec et sans ED, en fonction du SNR et pour $N=12$. Premièrement, on observe un gain seulement sur une petite plage de SNR. Aussi, le gain de l'ED est plus marqué lorsque le crédit $C$ est proche de la valeur de $N$; cependant, l'efficacité d'une telle configuration est moins bonne que lorsque $C$ est grand. A l'utilisateur donc de choisir s'il privilégie l'efficacité au détriment du délai ( $C$ grand), ou s'il utilise l'ED sur un système de moins bonne efficacité mais dont le délai est très raisonnable. D'autres simulations montrent que


Figure 3 - Efficacité au niveau IP de l'ARQ avec/sans ED ( $N=12$ ).
tout l'apport de l'ED est en fait situé sur une plage de SNR où le système ne peut opérer, ce qui explique le faible gain enregistré sur l'efficacité. Enfin, une dernière simulation confirme que le gain de l'ED, pour $N$ fixé, décroit avec $C$ et avec le SNR.

Cette partie est traitée dans le chapitre 2.

## Mécanismes HARQ avec une voie de retour imparfaite

Ce troisième chapitre étend les études existantes sur l'HARQ au niveau IP au cas d'une voie de retour imparfaite. Pour cela, nous introduisons les effets de retard et d'erreurs sur les messages arrivant par la voie de retour dans le calcul des performances de l'HARQ au niveau IP. Ces performances sont calculées à travers les métriques du PER, du délai et de l'efficacité, au niveau IP pour deux stratégies cross-layer, et pour la stratégie conventionnelle FBS. En effet, nous définissons un nouveau schéma cross-layer baptisé Report Credit Strategy (RCS) qui généralise le schéma IBS existant, puis établissons ses performances théoriques. Les performances de l'IBS sont ensuite obtenues comme un cas particulier des expressions analytiques de RCS.

Dans un premier temps, nous identifions dans l'état de l'art que la voie de retour imparfaite a déjà été traitée lorsque les messages d'acquittement sont soit erronés, soit retardés (retard fixe et connu à cause d'un RTT non nul). Les performances connues jusqu'alors s'arrêtent au niveau MAC [Wicker, 1995]. Plusieurs causes physiques peuvent donner lieu à des imperfections sur la voie de retour. En particulier, nous considérons :
i) que le message d'acquittement peut être reçu avec des erreurs à cause de la nature sans fil du canal de retour. En supposant possible la détection d'erreurs au sein de l'acquittement, un message reçu avec des erreurs sera toujours interprété comme un NACK, ceci arrivant avec une probabilité $p_{e}$. Ainsi :

$$
\begin{align*}
& \operatorname{Pr}\{\mathrm{ACK} \rightarrow \mathrm{NACK}\}=p_{e}  \tag{14a}\\
& \operatorname{Pr}\{\mathrm{NACK} \rightarrow \mathrm{ACK}\}=0 . \tag{14b}
\end{align*}
$$

ii) Le message d'acquittement peut arriver avec du retard à cause du RTT des protocoles ARQ, ou bien être effacé soit par le canal, soit par les files d'attentes du lien de retour. Dans le cas où le message mettrait trop de temps à parvenir à l'émetteur, un time-out noté $\tau_{0}$ se déclenche et ordonne NACK. Afin de rendre compte de manière simple des mécanismes complexes du réseau, nous modélisons ce retard comme une variable aléatoire continue $T$ dont la densité de probabilité $\mathrm{d} F_{T}$ est supposée connue. Ainsi, l'acquittement n'est pas reçu à l'émetteur si le RTT $T_{0}+T$ atteint la valeur du time-out, ce qui arrive avec une probabilité :

$$
\begin{equation*}
p_{c}:=\operatorname{Pr}\left\{T_{0}+T \geq \tau_{0}\right\}=1-F_{T}\left(\tau_{0}-T_{0}\right) . \tag{15}
\end{equation*}
$$

Nous illustrons sur un exemple en Fig. 4 les effets décrits précédemment. On montre


Figure 4 - Schéma ARQ en présence d'une voie de retour imparfaite.
ensuite que le modèle retenu pour le canal de retour est équivalent à un canal en Z , représenté Fig. 5, dont la probabilité d'erreur est :

$$
\begin{equation*}
p_{\mathrm{fb}}=p_{c}+\left(1-p_{c}\right) p_{e} . \tag{16}
\end{equation*}
$$

Enfin, toutes les expressions analytiques que nous établissons dépendent des paramètres


Figure 5 - Canal en Z de la voie de retour.
temporels suivants. Le temps moyen d'arrivée d'un NACK sachant que le récepteur a envoyé ACK est défini par :

$$
\begin{equation*}
\tau_{r, a}:=\mathbb{E}\left[T_{0}+T \mid \text { NACK Rx, ACK Tx }\right], \tag{17}
\end{equation*}
$$

le temps moyen d'arrivée d'un NACK sachant que le récepteur a envoyé NACK par :

$$
\begin{equation*}
\tau_{r, n}:=\mathbb{E}\left[T_{0}+T \mid \text { NACK } R x, \text { NACK Tx }\right], \tag{18}
\end{equation*}
$$

et le temps moyen d'arrivée d'un ACK :

$$
\begin{equation*}
\tau_{a}:=\mathbb{E}\left[T_{0}+T \mid \mathrm{ACK} \mathrm{Rx}, \mathrm{ACK} \mathrm{Tx}\right] . \tag{19}
\end{equation*}
$$

Ces trois paramètres sont calculés sous forme exacte dans une proposition.
Définissons maintenant le nouveau schéma cross-layer RCS. L'idée de base est simple et consiste à attribuer un crédit initial $L_{n}^{(0)}$ pour chaque fragment $n$ d'un même paquet IP, comme c'est le cas pour le schéma FBS. Un mécanisme de report de crédit (RCS), opérant
au sein d'un paquet IP, redistribue le crédit non utilisé par un fragment au fragment suivant, lui conférant un nouveau crédit de transmission $L_{n}$ qui vaut :

$$
\begin{equation*}
L_{n}=L_{n}^{(0)}+\left(L_{n-1}-k_{n-1}\right), \forall n>1, \tag{20}
\end{equation*}
$$

où $k_{n} \leq L_{n}$ est le nombre de transmissions utilisées par le fragment $\# n$. On remarque que le schéma cross-layer IBS de l'état de l'art est un cas particulier de RCS où $L_{1}^{(0)}=C$ et $L_{n}^{(0)}=0$ pour $2 \leq n \leq N$.

Nous poursuivons en établissant les expressions analytiques pour les performances du schéma RCS. Les métriques du PER, du délai et de l'efficacité sont données par :

$$
P_{\mathrm{IP}}^{\mathrm{R}}=1-\sum_{i=N}^{\mathrm{C}} \beta_{N}(i), \quad d_{\mathrm{IP}}^{\mathrm{R}}=\frac{1}{1-P_{\mathrm{IP}}^{\mathrm{R}}} \sum_{i=N}^{\mathrm{C}} \alpha_{N}(i), \quad \eta_{\mathrm{IP}}^{\mathrm{R}}=\frac{T_{0} R N\left(1-P_{\mathrm{IP}}^{\mathrm{R}}\right)}{d_{\mathrm{IP}}^{\mathrm{R}} P_{\mathrm{IP}}^{\mathrm{R}}+\left(1-P_{\mathrm{IP}}^{\mathrm{R}}\right) d_{\mathrm{IP}}^{\mathrm{R}}},
$$

où dirip $_{\text {R }}$ est le temps moyen passé lorsque le paquet IP est erroné, et :

- $\alpha_{n}(i)$ est le temps moyen pour recevoir $n$ fragments sans erreur, en $i$ transmissions,
- $\beta_{n}(i)$ la probabilité de recevoir $n$ fragments sans erreur en $i$ transmissions.

Ces trois métriques dépendent essentiellement des paramètres temporels $\alpha_{n}(i), \beta_{n}(i)$, et $\breve{d}_{\mathbb{R}}^{\mathrm{K}}$, qui sont obtenus comme suit: $\forall n \geq 1, i \geq n$,

$$
\begin{equation*}
\alpha_{n}(i)=\sum_{k=0}^{n} \sum_{(s, t) \in \mathcal{C}_{i-k, n}^{B}}\left(\left(\sum_{\ell} s_{\ell}\right) \tau_{r, n}+k \tau_{a}+\left(\sum_{\ell} t_{\ell}\right) \tau_{r, a}\right)\left(1-p_{\mathrm{fb}}\right)^{k} \prod_{\ell=1}^{n} p_{1}\left(1+s_{\ell}\right) p_{\mathrm{fb}^{\prime}}^{t_{\ell}} \tag{21}
\end{equation*}
$$

avec

$$
\begin{equation*}
\mathcal{E}_{p, n}^{B}=\left\{(s, t) \in \mathbb{N}^{n} \times \mathbb{N}^{n} \mid \sum_{\ell=1}^{n}\left(s_{\ell}+t_{\ell}\right)=p \text { and } \forall \ell, \sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right) \leq \sum_{m=1}^{\ell} L_{m}^{(0)}\right\} . \tag{22}
\end{equation*}
$$

Puis:

$$
\begin{equation*}
\beta_{n}(i)=\sum_{x \in \chi_{i, n}} \prod_{j=1}^{n} \sum_{k_{j}=1}^{x_{j}} p_{1}\left(k_{j}\right) p_{\mathrm{fb}}^{x_{j}-k_{j}}\left(1-p_{\mathrm{fb}}\right)^{\delta\left\{A_{j}\right\},} \tag{23}
\end{equation*}
$$

où

$$
\begin{equation*}
\chi_{k, n}=\left\{x \in \mathbb{N}_{*}^{n} \mid \sum_{\ell=1}^{n} x_{\ell}=k \text { and } \forall \ell, \sum_{m=1}^{\ell} x_{m} \leq \sum_{m=1}^{\ell} L_{m}^{(0)}\right\}, \tag{24}
\end{equation*}
$$

$A_{j}=\left\{\sum_{m=1}^{j} x_{m}<\sum_{m=1}^{j} L_{m}^{(0)}\right\}$, et $\delta\{$.$\} est le symbole de Kronecker. Enfin :$

$$
\begin{equation*}
\check{d}_{\mathrm{IP}}^{\mathrm{R}}=\frac{1}{P_{\mathrm{IP}}^{\mathrm{R}}} \sum_{i=L_{1}+(N-1)}^{\mathrm{C}} \sum_{n=0}^{N-1} \theta_{n}(i), \tag{25}
\end{equation*}
$$

où $\theta_{n}(i)$ est le temps moyen pour recevoir $n$ fragments sans erreur, et $(N-n)$ fragments erronés, en $i$ transmissions, donné par :

$$
\begin{align*}
\theta_{n}(i)= & \left.\left.\sum_{(s, t) \in \mathcal{E}_{i-n, n}^{B}}\left(\sum_{\ell} s_{\ell}\right) \tau_{r, n}+n \tau_{a}+\sum_{\ell} t_{\ell}\right) \tau_{r, a}\right)\left(1-p_{\mathrm{fb}}\right)^{n} \delta\{\mathrm{KO}\} \\
& \prod_{\ell=1}^{N}\left(p_{1}\left(1+s_{\ell}\right) p_{\mathrm{fb}}^{t_{\ell}} \delta\left\{B_{\ell}\right\}+q\left(1+s_{\ell}+t_{\ell}\right) \delta\left\{\Gamma_{\ell}\right\}\right), \tag{26}
\end{align*}
$$

où lesévénements $B_{\ell}=\left\{\sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right) \leq \sum_{m=1}^{\ell} L_{m}^{(0)}\right\}, \Gamma_{\ell}=\left\{\sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right)=\sum_{m=1}^{\ell} L_{m}^{(0)}\right\}$, et $\mathrm{KO}=\left\{\exists \ell \in\{1, \ldots, N\} \mid \Gamma_{\ell}\right\}$, et $q(k)=1-\sum_{i=1}^{k} p_{1}(i)$ est la probabilité d'erreurd'un fragment au bout de $k$ transmissions.

Les performances du schéma IBS sont ensuite obtenues comme un cas particulier des expressions du schéma RCS, et celles du schéma FBS dépendent des performances au niveau MAC, obtenues comme un cas particulier de l'IBS (pour $N=1$ ). Les cas de l'IBS à fort SNR, de la voie de retour instantanée mais bruitée, et de l'HARQ de type I sont obtenus comme des cas particuliers. Le cas de l'IBS à fort SNR permet en outre de conclure qu'il existe un plancher d'erreur sur le PER de ce schéma donné par :

$$
\begin{equation*}
\lim _{\mathrm{SNR} \gg 1} P_{\mathrm{IP}}^{\mathrm{I}}=I\left(p_{\mathrm{fb}} ; C-N+1, N-1\right) \tag{27}
\end{equation*}
$$

Ce plancher, non nul, décroit toutefois rapidement lorsque la valeur de $p_{\mathrm{fb}}$ diminue.

La dernière partie présente des résultats de simulation. Tout d'abord, nous vérifions sur quelques exemples que les expressions analytiques établies pour le contexte d'une voie de retour imparfaite correspondent aux performances obtenues par des simulations de Monte-Carlo. Nous étudions ensuite séparément les effets d'erreurs sur la voie de retour ( $p_{c}=0$ et $p_{\mathrm{fb}}=p_{e}$ ), et les effets du time-out ( $p_{e}=0$ et $p_{\mathrm{fb}}=p_{c}$ ), sur les performances des schémas FBS et IBS. Dans le cas d'une probabilité d'erreur $p_{\mathrm{fb}}$ fixe (déclenchement du time-out) le PER du schéma IBS ne s'annule jamais même à fort SNR, ce qui entraîne de grandes pertes sur les deux autres métriques. La conclusion de cette étude est que le schéma IBS est très sensible aux imperfections de la voie de retour, contrairement au FBS dont le PER est invariant.

Enfin, nous montrons que le nouveau schéma RCS permet de rattraper certains défauts du schéma IBS. La Fig. 6 présente le PER au niveau IP de l'ARQ en fonction de $p_{0}$, pour les schémas FBS, IBS et RCS avec différents profils de $L^{(0)}$. Alors que les profils favorisant les fragments en tête du paquet IP offrent les meilleures performances dans le cas d'une voie de retour idéale, ces derniers se révèlent être les plus sensibles aux imperfections de la voie de retour (apparition de planchers d'erreurs de plus en plus élevés). Par opposition, le profil uniforme est le plus robuste. La distribution initiales des crédits $L^{(0)}$ est donc identifiée comme un degré de liberté offrant un compromis entre gain


$$
\begin{aligned}
& \text { - FBS } \\
& -\forall \text { - IBS ideal } \\
& \rightarrow \text { IBS } \mathrm{f}_{\mathrm{fb}}=10^{-1} \\
& \text { - } \left.\boldsymbol{\nabla} \text { - RCS ( } \mathbf{L}^{(0)}=[3,2,2,1]\right) \text { ideal } \\
& \square \operatorname{RCS}\left(\mathrm{L}^{(0)}=[3,2,2,1]\right) \mathrm{p}_{\mathrm{fb}}=10^{-1} \\
& \text { - 日 - RCS ( } \left.\mathbf{L}^{(0)}=[2,2,2,2]\right) \text { ideal } \\
& \square \quad \operatorname{RCS}\left(\mathbf{L}^{(0)}=[2,2,2,2]\right) \mathrm{p}_{\mathrm{fb}}=10^{-1}
\end{aligned}
$$

Figure 6 - Effet de différents profils de crédits initiaux $L^{(0)}$ sur le PER au niveau IP de $l^{\prime}$ ARQ avec RCS en fonction de $p_{0}\left(N=4, L=2, C=8, p_{\mathrm{fb}}=10^{-1}\right)$.
cross-layer et robustesse aux erreurs de la voie de retour.

Cette partie est traitée dans le chapitre 3.

## Problèmes d'allocation de ressources dans les réseaux ad hoc mobiles

Dans ce quatrième chapitre, nous nous tournons vers la deuxième partie de la thèse et décrivons le contexte de l'étude. Nous considérons un réseau ad hoc divisé en clusters, comme illustré en Fig. 7. Au sein de chaque cluster, un chef de cluster ou coordinateur (Cluster Head - CH) est choisi parmi les autres nœuds afin de coordonner les communications. Cependant l'information n'est pas systématiquement relayée par le CH, ce dernier s'occupant uniquement de l'allocation des ressources dans le cluster. L'objectif est de réaliser, de manière centralisée au CH , l'attribution de la puissance, de la bande de fréquences, et du choix du schéma de modulation/codage, afin de minimiser la puissance émise dans le cluster tout en garantissant une qualité de service (Quality of Service - QoS) minimale. Nous formulons ensuite les hypothèses principales de cette partie :
(i) Le CH centralise l'allocation des ressources et les communications sont faites de paire à paire ( P 2 P ).
(ii) Afin de créer un lien P2P, le nœud émetteur doit demander un accès au CH , puis le canal entre ce nœud et le nœud récepteur doit être estimé via une communication


Figure 7 - Réseau ad hoc mobile divisé en clusters.
dédiée (qui doit elle-même être allouée) afin que le CH effectue l'allocation des ressources. Quand le nœud a enfin son tour pour parler en P2P, il est clair que la valeur mesurée pour l'état du canal sera obsolète à cet instant. Le CH basera donc l'allocation des ressources sur une connaissance moyenne de l'état du canal (Channel State Information - CSI), en supposant que les statistiques du canal varient lentement.
(iii) Par conséquent, le point de fonctionnement choisi par le CH sera plus ou moins éloigné de la réalisation instantanée du canal, ce qui entraînera fatalement des erreurs dans la transmission des paquets. Afin de rattraper les éventuels écarts au point de fonctionnement instantanée, l'HARQ sera utilisé sur chaque lien P2P. Nous supposerons l'utilisation d'un HARQ de type I avec un nombre de transmissions $L$.
(iv) Le réseau étant sans fil, les communications subissent de l'interférence entre symboles due à l'étalement temporel des multi-trajets, ainsi que de l'interférence entre utilisateurs. Nous contournons ces deux problèmes par l'utilisation de l'OFDMA pour transmettre les messages P2P. L'OFDM sous-jacent sera considéré comme idéal (synchronisation parfaite), et un entrelaceur temps-fréquence idéalement choisi permettra de décorréler tous les symboles d'un lien. Enfin, l'interférence générée par les clusters voisins n'est pas traitée dans ce modèle.

Ensuite, nous traduisons ces hypothèses afin d'obtenir le modèle mathématique pour l'allocation de ressources considérée. Le signal $Y_{k}(i, n)$ reçu sur la sous-porteuse $n$ du symbole OFDM au temps $i$ pour le lien $k$ s'écrit :

$$
\begin{equation*}
Y_{k}(i, n)=H_{k}(i, n) X_{k}(i, n)+Z_{k}(i, n), \tag{28}
\end{equation*}
$$

où $X_{k}(i, n)$ est le symbole envoyé, et le bruit additif $Z_{k}(i, n) \sim C \mathcal{N}\left(0, N_{0} W / N_{c}\right)$ où $N_{0}$ est la densité spectrale de puissance du bruit, $N_{c}$ est le nombre de sous-porteuses OFDM et $W$
est la bande totale. Les multi-trajets sont supposés gaussiens et indépendants, de variance $\varsigma_{k, m^{\prime}}^{2}$ de manière que la réponse en fréquence $H_{k}(i, n)$ :

$$
\begin{equation*}
H_{k}(i, n) \sim \operatorname{CN}\left(0, \varsigma_{k}^{2}\right) \tag{29}
\end{equation*}
$$

où $\varsigma_{k}^{2}:=\sum_{m} \varsigma_{k, m}$. La conséquence directe est que les statistiques des sous-porteuses d'un lien $H_{k}(i, n)$ sont indépendantes de $n$, autrement dit toutes les sous-porteuses d'un lien $k$ sont statistiquement indiscernables. On suppose que le CH dispose de l'information sur le canal donnée par ces statistiques à long terme :

$$
\begin{equation*}
G_{k}=\frac{\varsigma_{k}^{2}}{N_{0}} . \tag{30}
\end{equation*}
$$

Connaissant uniquement le lien en moyenne, il est impossible de sélectionner les meilleures sous-porteuses pour un lien tout en effectuant le contrôle de puissance. Une stratégie d'allocation possible est d'assigner le nombre de sous-porteuses $n_{k}$ pour le lien $k$ et d'appliquer la même énergie $E_{k}$ dessus. Ainsi, les paramètres à optimiser durant le processus d'allocation sont l'énergie $E_{k}$ et la proportion de bande $\gamma_{k} \in[0,1]$ occupée par le lien, donnée par :

$$
\begin{equation*}
\gamma_{k}:=\frac{n_{k}}{N_{c}} . \tag{31}
\end{equation*}
$$

Les définitions de ces paramètres sont illustrées en Fig. 8. Enfin nous définissons $Q_{k}=\gamma_{k} E_{k}$


Figure 8 - Attribution des ressources pour le lien $k$.
la part d'énergie du lien $k$ dans le symbole OFDMA.

L'objectif que nous visons lors de l'allocation des ressources est de réduire l'énergie émise par le cluster. L'énergie totale en émission pour les $K$ liens actifs s'exprime directement par :

$$
\begin{equation*}
Q_{T}=\sum_{k=1}^{K} Q_{k}=\sum_{k=1}^{K} \gamma_{k} E_{k} \tag{32}
\end{equation*}
$$

ce qui définit la fonction objectif du problème d'optimisation. La QoS sera modélisée à l'aide de la fonction vectorielle de deux variables $\mathbf{Q o s} \mathbf{S}_{k}(.,$.$) , dont chaque composante sera$
une fonction de contrainte (débit, PER, délai). Soient $\gamma=\left[\gamma_{1}, \cdots, \gamma_{K}\right]^{T}$ et $E=\left[E_{1}, \cdots, E_{K}\right]^{T}$, le problème d'optimisation général s'écrit alors :

$$
\begin{align*}
\min _{(\gamma, \boldsymbol{E})} \sum_{k=1}^{K} \gamma_{k} E_{k} \quad \text { s.t. } & \mathbf{Q o S}_{k}\left(\gamma_{k}, E_{k}\right) \geq \mathbf{Q o S}_{k}^{(0)}, \forall k,  \tag{33a}\\
& \sum_{k=1}^{K} \gamma_{k} \leq 1,  \tag{33b}\\
& \gamma_{k} \geq 0, E_{k} \geq 0, \forall k . \tag{33c}
\end{align*}
$$

En prenant des expressions explicites pour la fonction $\mathbf{Q o S}_{k}(.,$.$) , nous déclinons ce pro-$ blème général en quatre problèmes que nous proposons de résoudre dans les deux chapitres restants :

- L'utilisation de codes gaussiens de longueur finie et d'une contrainte débit minimal pour la QoS , i.e. $\mathbf{Q o S}_{k}=\tilde{\eta}_{k}$, où $\tilde{\eta}$ est le goodput de l'HARQ et exprime le débit binaire (efficacité spectrale).
- L'utilisation de schémas de modulation et de codage pratiques. Pour cette configuration de la couche PHY, nous considérons trois demandes de QoS :
- débit minimal avec $\mathbf{Q o S}_{k}=\tilde{\eta}_{k}$;
- débit minimal et PER maximal avec $\mathbf{Q o S}_{k}=\left[\tilde{\eta}_{k} P_{k}^{\mathrm{MAC}}\right]^{T}$, où $P^{\mathrm{MAC}}$ est le PER au niveau MAC en sortie de l'HARQ;
- débit minimal et délai maximal avec $\mathbf{Q o S}_{k}=\left[\tilde{\eta}_{k} d_{k}^{\mathrm{MAC}}\right]^{T}$, où $d^{\mathrm{MAC}}$ est le délai moyen de l'HARQ au niveau MAC.

Cette partie est traitée dans le chapitre 4.

## Allocation de ressources pour l'HARQ utilisant des codes gaussiens de longueur finie

Ce chapitre se concentre sur la minimisation d'énergie dans le cluster sous contrainte de débit minimal, lorsque la couche PHY est constituée de codes gaussiens de longueur finie. L'hypothèse de ce type de codes, non pratiques, nous permet de connaître les meilleures performances du réseau défini dans la partie précédente pour une longueur de trames donnée. Le débit binaire est exprimé à l'aide de la métrique du goodput de l'HARQ, soit pour le lien $k$ :

$$
\begin{equation*}
\tilde{\eta}_{k}\left(\gamma_{k}, E_{k}\right)=\gamma_{k} r_{k} \eta_{k}\left(G_{k} E_{k}\right), \tag{34}
\end{equation*}
$$

où $r_{k}$ est le nombre de bits d'information envoyés par symbole. L'efficacité de l'HARQ de type I est :

$$
\begin{equation*}
\eta_{k}\left(\mathrm{SNR}_{k}\right)=1-P_{e}^{\left(n, r_{k}\right)}\left(\mathrm{SNR}_{k}\right), \tag{35}
\end{equation*}
$$

où $P_{e}^{\left(n, r_{k}\right)}(\mathrm{SNR})$ est la probabilité d'erreur d'un code gaussien de rendement $r_{k}$ et de longueur $n$. Le problème d'optimisation que nous cherchons à résoudre est donc:

$$
\begin{align*}
\min _{(\gamma, \boldsymbol{E})} \sum_{k=1}^{K} \gamma_{k} E_{k} \text { s.t. } & \gamma_{k} r_{k}\left(1-P_{e}^{\left(n, r_{k}\right)}\left(G_{k} E_{k}\right)\right) \geq \eta_{k}^{(0)}, \forall k,  \tag{36a}\\
& \sum_{k=1}^{K} \gamma_{k} \leq 1,  \tag{36b}\\
& \gamma_{k} \geq 0, E_{k} \geq 0, \forall k . \tag{36c}
\end{align*}
$$

En premier lieu, nous montrons que ce problème admet au moins une solution si, et seulement si, $\sum_{k=1}^{K} \eta_{k}^{(0)} / r_{k}<1$. Cette inégalité sera importante dans la suite afin de pouvoir fixer les valeurs de $r_{k}$ avant la procédure d'optimisation sur $(\gamma, E)$.

Pour résoudre ce problème, il est nécessaire d'avoir une expression analytique pour la probabilité d'erreur $P_{e}^{(n, r)}$ des codes gaussiens ( $n, r$ ) sur le canal de Rayleigh. En s'inspirant des idées de [Buckingham and Valenti, 2008], cette probabilité est très bien approchée par la probabilité de coupure du canal de Rayleigh dont les entrées sont des vecteurs gaussiens de longueur finie, définie par :

$$
\begin{equation*}
\operatorname{Pr}\left\{\frac{1}{n} \sum_{k=1}^{n} i\left(X_{k} ; Y_{k}\right) \leq r\right\}, \tag{37}
\end{equation*}
$$

où $(1 / n) \sum_{k=1}^{n} i\left(X_{k} ; Y_{k}\right)$ est le taux d'information mutuelle du canal, notée $Z_{n}$. Lorsque la longueur du code $n$ est finie, $Z_{n}$ est une variable aléatoire dont nous devons obtenir la fonction de répartition sous forme analytique. La distribution exacte de $Z_{n}$ est difficile à obtenir analytiquement, en revanche nous vérifions par simulation que l'approximation gaussienne suivante est précise pour des valeurs de $n$ raisonnables (à partir de quelques dizaines) :

$$
\begin{equation*}
Z_{n} \sim \mathcal{N}\left(\mu_{n}, \sigma_{n}^{2}\right), \tag{38}
\end{equation*}
$$

dont la moyenne $\mu_{n}$ et la variance $\sigma_{n}^{2}$ sont données par :

$$
\begin{aligned}
& \mu_{n}=e^{1 / \overline{\mathrm{SNR}}} E_{1}(1 / \overline{\mathrm{SNR}}), \\
& \sigma_{n}^{2} \approx \frac{1}{n}\left(\log ^{2}(1+\overline{\mathrm{SNR}})-\mu_{n}^{2}+2-\frac{2}{\overline{\mathrm{SNR}}} e^{1 / \overline{\mathrm{SNR}}} E_{1}(1 / \overline{\mathrm{SNR}})\right) .
\end{aligned}
$$

Nous obtenons finalement l'expression analytique suivante pour la probabilité d'erreur recherchée :

$$
\begin{equation*}
P_{e}^{(n, r)}(\overline{\mathrm{SNR}}) \approx Q\left(\frac{\mu_{n}(\overline{\mathrm{SNR}})-r}{\sigma_{n}(\overline{\mathrm{SNR}})}\right), \tag{39}
\end{equation*}
$$

et pouvons maintenant revenir à la résolution du problème d'optimisation.

On observe que la fonction à minimiser est une fonction biconvexe [Gorski et al., 2007] des variables $(\boldsymbol{\gamma}, \boldsymbol{E})$. Il serait intéressant d'obtenir cette même propriété pour la contrainte de goodput afin que le problème soit un problème d'optimisation biconvexe, classe de problèmes d'optimisation non convexe pour lesquels il existe un algorithme convergeant vers la solution optimale globale. Or il s'avère que la fonction $\log \tilde{\eta}\left(\gamma_{k}, E_{k}\right)$ est biconvexe, donc nous résolvons le problème sous cette nouvelle forme en prenant le logarithme de la contrainte de goodput. L'algorithme de l'état de l'art utilisé pour résoudre ce problème dans la suite s'appelle Global OPtimization (GOP) [Floudas and Visweswaran, 1993].

Nous illustrons les performances de cet algorithme en Fig. 9, où la puissance totale transmise dans le cluster est représentée en fonction de l'efficacité spectrale demandée pour $n=512$. Les performances d'une allocation basée sur la capacité ergodique, atteinte


Figure 9 - Puissance totale transmise en fonction de l'efficacité spectrale ( $n=512$ ).
en utilisant des codes gaussiens de taille infinie, dont un algorithme est donné dans [Gault et al., 2007], sont présentées en tant que meilleures performances atteignables. Si l'on peut obtenir de meilleures performances en augmentant $n$, nous avons toutefois observé que ce gain avait une limite et que l'on ne pouvait espérer combler l'écart à la capacité que par un choix judicieux de $r_{k}$ pendant la procédure d'optimisation. En Fig. 10, l'occupation de la bande à l'issue de l'allocation est présentée en fonction de la demande en efficacité spectrale. Nous observons qu'une allocation basée sur le goodput permet de grosses économies de largeur de bande par rapport à l'allocation basée sur la capacité ergodique. Enfin, nous montrons par une simulation que le cadre d'étude développé dans ce chapitre permet de trouver les performances du cluster lorsque la couche PHY implémente des


Figure 10 - Occupation de la bande en fonction de l'efficacité spectrale pour différentes valeurs de $n$. Comparaison à la capacité ergodique.


Figure 11 - PER en fonction du SNR pour différents codes FEC ( $r=1 / 2$ ).
codes définis sur des graphes : l'exemple des codes LDPC est donné en Fig. 11 où l'on remarque que la zone d'avalanche de la probabilité d'erreur de ces codes est très bien approchée par $P_{e}^{(n, r)}$ et un décalage heuristique en SNR. Cependant, sur la même figure on illustre le fait que $P_{e}^{(n, r)}$ ne modélise pas les performances d'autre familles de codes pratiques, comme les codes convolutifs.

Cette partie est traitée dans le chapitre 5.

## Allocation de ressources pour 1'HARQ utilisant des MCS existants

Ce dernier chapitre est consacré à la minimisation d'énergie dans le cluster lorsque la couche PHY implémente des schémas de modulation et de codage (Modulation and Coding Scheme - MCS) pratiques, i.e. modulations d'ordre fini et codes correcteurs FEC existants. Pour cela, nous résolvons les trois problèmes d'optimisation restants formulés au chapitre 4. L'objectif est de déterminer, pour une telle couche PHY, la puissance et la largeur de bande attribuées à chaque lien ainsi que le rendement de codage et l'ordre de modulation. Dans ce cas, le goodput dépend de l'efficacité de l'HARQ de type I qui s'écrit :

$$
\begin{equation*}
\eta_{k}\left(\mathrm{SNR}_{k}\right)=R_{k}\left(1-P_{k}\left(\mathrm{SNR}_{k}\right)\right), \tag{40}
\end{equation*}
$$

où $P_{k}(\mathrm{SNR})$ est la probabilité d'erreur de la modulation codée choisie, de rendement $R_{k}<1$.

La QoS considérée pour le problème 1 est une demande en débit (goodput) minimal :

$$
\begin{align*}
\min _{(\gamma, Q)} \sum_{k=1}^{K} Q_{k} \text { s.t. } \quad & \gamma_{k} m_{k} R_{k}\left(1-P_{k}\left(G_{k} E_{k}\right)\right) \geq \eta_{k}^{(0)}, \forall k  \tag{41a}\\
& \sum_{k=1}^{K} \gamma_{k} \leq 1  \tag{41b}\\
& \gamma_{k} \geq 0, Q_{k} \geq 0, \forall k \tag{41c}
\end{align*}
$$

Ce problème admet au moins une solution si, et seulement si, $\sum_{k=1}^{K} \eta_{k}^{(0)} /\left(m_{k} R_{k}\right)<1$. Nous montrons que le problème 1 est un problème d'optimisation convexe. Le théorème suivant caractérise la solution optimale ( $\gamma^{*}, Q^{*}$ ), que nous obtenons en résolvant les équations d'optimalité de Karush-Kuhn-Tucker (KKT) [Boyd and Vandenberghe, 2004].

Theorem 0.1. Soient $f: x \mapsto 1-x$ et $F: x \mapsto-\left(1-P_{k}(x)\right)^{2} /\left(f\left(P_{k}(x)\right) P_{k}^{\prime}(x)\right)-x$. Nous obtenons alors l'allocation optimale ( $\gamma^{*}, Q^{*}$ ) :
Si

$$
\sum_{k=1}^{K} \frac{\eta_{k}^{(0)}}{m_{k} R_{k} f\left(P_{k}\left(F^{-1}(0)\right)\right)} \leq 1,
$$

alors

$$
\gamma_{k}^{*}=\frac{\eta_{k}^{(0)}}{m_{k} R_{k} f\left(P_{k}\left(F^{-1}(0)\right)\right)}, \quad Q_{k}^{*}=\frac{\gamma_{k}^{*}}{G_{k}} F^{-1}(0)
$$

Sinon :

$$
\gamma_{k}^{*}\left(\lambda^{*}\right)=\frac{\eta_{k}^{(0)}}{m_{k} R_{k} f\left(P_{k}\left(F^{-1}\left(\lambda^{*} G_{k}\right)\right)\right)^{\prime}}, \quad Q_{k}^{*}\left(\lambda^{*}\right)=\frac{\gamma_{k}^{*}\left(\lambda^{*}\right)}{G_{k}} F^{-1}\left(\lambda^{*} G_{k}\right),
$$

où $\lambda^{*}>0$ est choisi tel que

$$
\sum_{k=1}^{K} \gamma_{k}^{*}\left(\lambda^{*}\right)=1
$$

Grâce à ce résultat, nous avons extrait l'algorithme optimal résolvant le problème 1. Nous illustrons en Fig. 12 les performances de cet algorithme, qui fournit l'allocation optimale d'énergie et de bande lorsque le MCS (code convolutif de rendement $1 / 2$ et modulations QAM) est fixé afin de satisfaire la condition de faisabilité. Les performances de l'algorithme GOP pour les codes gaussiens de taille finie sont présentées pour comparaison, et on observe que cet exemple de MCS offre des performances similaires écartées de 4 dB .


Figure 12 - Puissance totale transmise en fonction de l'efficacité spectrale. Comparaison des performances d'un code convolutif de rendement $1 / 2$ associé à une modulation QAM aux codes gaussiens de taille finie ( $K=2, n=512$ ).

Afin de sélectionner la meilleure combinaison de modulation/codage (rendements $R_{k}$ et modulations $m_{k}$ ), nous proposons de simplifier la recherche exhaustive en utilisant l'heuristique gloutonne suivante :
Initialiser $Q_{T}^{*}=\infty$, puis

1. Modifier MCS lien par lien : $\boldsymbol{m c s}^{(k)}$ puis $\boldsymbol{Q}_{T}^{*}\left(\boldsymbol{m c s}^{(k)}\right)=\min _{(\gamma, Q)} Q_{T}\left(\mathbf{m c s}^{(k)}\right)$
2. Choisir $k^{*}=\arg \min _{k} \boldsymbol{Q}_{T}^{*}\left(\boldsymbol{m c s}^{(k)}\right)$
3. Si $Q_{T}^{*}\left(\mathbf{m c s}^{\left(k^{*}\right)}\right)<Q_{T}^{*}: \mathbf{m c s}^{*}=\mathbf{m c s}{ }^{\left(k^{*}\right)}, Q_{T}^{*}=Q_{T}^{*}\left(\mathbf{m c s}^{*}\right)$, puis retourner en 1 .
4. Sinon, fin.


Figure 13 - Puissance totale transmise en fonction de l'efficacité spectrale. ( $K=2, G_{1}=$ 10 dB et $\mathrm{G}_{2}=30 \mathrm{~dB}$ ).

Sur la Fig. 13, la puissance totale transmise dans le cluster est représentée en fonction de la demande en efficacité spectrale. On observe, comme c'était le cas pour les codes gaussiens de taille finie via $r_{k}$, que la sélection optimale du MCS améliore nettement les performances. De plus, l'heuristique gloutonne que nous avons proposée pour la recherche du MCS offre des performances comparables à la recherche exhaustive, qui est l'approche optimale. D'autres résultats sont donnés, en particulier pour des MCS non codés ainsi que l'étude de l'effet d'une information de retour imparfaite dans l'HARQ de type I.

A l'issue d'une allocation basée sur la résolution du problème 1, il n'y a aucun contrôle sur la valeur du taux d'erreur paquet au niveau MAC. Le problème 2 est donc considéré afin de pouvoir assurer un taux d'erreur paquet maximum (au niveau MAC, en sortie de l'HARQ) en plus d'un débit binaire minimum sur chaque lien, ce qui peut être nécessaire $^{\prime}$ dans certaines applications. Il est formulé à partir du problème 1 auquel une contrainte de PER est ajoutée. Ce nouveau problème conserve les propriétés du problème 1 montrées
précédemment, i.e. la contrainte de goodput est toujours une fonction convexe. Cependant, la nouvelle contrainte de PER ne l'est pas. On peut en revanche montrer qu'il s'agit d'une fonction quasiconvexe, et dans ce cas précis les conditions de KKT continuent de caractériser une solution optimale et globale du problème [Lasserre, 2010]. Nous obtenons la procédure d'allocation optimale en résolvant ces équations de KKT, cependant la complexité de l'algorithme obtenu est exponentielle $O\left(2^{K-1}\right)$. Nous avons donc proposé deux approches sous-optimales:

- une résolution simplifiée des équations de KKT afin d'en retirer la complexité combinatoire;
- une approche bidirectionnelle sur les variables $(\gamma, E)$ qui conduit à un programme linéaire.

Nous illustrons les performances de ces deux approches par rapport à l'algorithme optimal . Nous concluons sur ces résultats numériques que la solution du programme linéaire est meilleure que les KKT simplifiées. Cette partie se termine par une simulation montrant que le problème 2 permet de diminuer le PER d'une décade au prix d'une consommation énergétique raisonnable ( 2 dB supplémentaires).

Enfin, le problème 3 permet de garantir un délai moyen sur la transmission à l'issue de l'allocation. La métrique choisie est dérivée du délai moyen de l'HARQ pour recevoir sans erreur un fragment MAC. Tout comme le problème précédent, il est formulé à partir du problème 1 auquel est ajouté une contrainte de délai pour chaque lien. La difficulté réside dans le fait que ce nouveau problème n'a pas de propriétés mathématiques exploitables, en particulier à cause de la fonction de contrainte de délai qui n'est pas convexe. Nous sommes toutefois capables de caractériser des zones d'optimalité ; plus précisément, les conditions de KKT sont optimales lorsque la contrainte de délai est strictement satisfaite pour tous les liens. En effet, dans ce cas l'ensemble des solutions faisables de ce problème se ramène aux solutions du problème 1 qui est convexe. Les KKT sont donc optimales si $\eta_{k}^{(0)} /\left(m_{k} R_{k}\right) \geq 1 / d_{k}^{(0)}, \forall k$, où $d_{k}^{(0)}$ sont les contraintes de délai. La solution optimale de ce problème non convexe demeurant inconnue, nous proposons une nouvelle fois la sous-optimalité de deux approches simples :

- la résolution des équations de KKT conduit à un algorithme efficace;
- une approche bidirectionnelle sur les variables $(\gamma, E)$ conduit à une solution itérative.

Ce chapitre se termine par des solutions numériques qui illustrent les performances relatives de ces deux algorithmes sous-optimaux. La principale différence est que la solution KKT permet d'économiser de la bande, contrairement à la solution itérative qui sature toute la bande.

## Conclusion et perspectives

Dans cette thèse, nous avons traité de l'allocation des ressources pour les réseaux ad hoc mobiles basés sur les protocoles HARQ. Dans un soucis de finalité pratique des solutions proposées, nous avons considéré l'utilisation de schémas de modulation et de codage pratiques, au lieu des outils classiques hérités de la théorie de l'information. En particulier, nous avons défini et étudié de nouveaux algorithmes qui optimisent l'attribution de puissance, de largeur de bande, de MCS, pour le mécanisme HARQ appliqué sur le réseau OFDMA. Nous avons également analysé les performances de l'HARQ dans un contexte d'optimisation inter-couches en présence d'une voie de retour imparfaite.

Les trois premiers chapitres ont traité de l'HARQ. Le chapitre 1 a présenté les notions de base de l'HARQ, ainsi que l'état de l'art concernant l'étude de l'HARQ dans un contexte d'optimisation inter-couches. Le chapitre 2 a présenté l'étude d'une voie d'amélioration de l'HARQ cross-layer, dite Early-Drop, afin de mieux gérer les fragments de la couche MAC. Dans le chapitre 3, nous avons étudié les performances de l'HARQ cross-layer en présence d'une voie de retour imparfaite, ainsi que défini et analysé un nouveau schéma cross-layer robuste aux imperfections de la voie de retour.

Les trois derniers chapitres ont traité de l'allocation de ressources. Dans le chapitre 4 nous avons établi les hypothèses principales concernant le système étudié, réalisé l'état de l'art et défini les quatres problèmes d'optimisation à résoudre dans les deux autres chapitres. Le chapitre 5 a donc traité le cas où la couche PHY est constituée de codes gaussiens de longueur finie. Nous y avons résolu la minimisation d'énergie totale émise dans le cluster sous contrainte de débit minimal sur chaque lien. Enfin, le chapitre 6 a traité le cas où la couche PHY est constituée de MCS pratiques, i.e. de modulations codées d'ordre fini. Y ont été résolues la minimisation d'énergie totale dans le cluster sous contrainte de débit, de débit et PER, et enfin de débit et délai.

Pour finir, les contributions de la présente thèse ont amené un certain nombre de perspectives.

- Premièrement, les résultats ont été établis pour un protocole HARQ de type I. Il serait intéressant de les généraliser à l'HARQ de type II, cependant l'extension ne sera pas probablement triviale à cause de la complexité des métriques.
- Ensuite, nos résultats sont valables pour une QoS exprimée au niveau MAC. La première partie de cette thèse ayant porté sur une vision cross-layer de l'HARQ, les résultats de la partie allocation pourraient être étendus pour une QoS exprimée au niveau IP.
- Nous avons supposé que le CH réalisait l'allocation en se basant sur les statistiques
des liens. Quelques travaux ont pourtant donné des règles d'allocation pour l'HARQ de type II sur un lien mono-utilisateur en utilisant une connaissance parfaite du canal. Après avoir étendu ces résultats aux schémas multi-utilisateurs, il pourrait être intéressant d'envisager un mélange des connaissances parfaite et statistique du canal pour l'allocation de l'HARQ de type II.
- Enfin, à plus long terme, il serait utile de considérer ces problème d'allocation dans le paradigme de l'optimisation multi-critères. De même, afin de s'affranchir du besoin d'un coordinateur dans le réseau ad hoc, il serait bien d'établir des algorithmes d'allocation distribués.


## General Introduction

The work presented in this Ph.D. thesis has been produced thanks to the collaboration between the "Communications et Electronique" (COMELEC) department of the Intitut Mines-Télécom / Télécom ParisTech (Paris, France) and the "Systèmes Numériques Embarqués" (SNE/SPM) division of Thales Communications \& Security (Gennevilliers, France), within the framework of "Convention Industrielle de Formation par la REcherche" (CIFRE). The thesis started in January 2010.

## Problem statement

Ad hoc networks have become an important research field in the wireless digital communications area for the last years. Indeed, unlike cellular communication systems, ad hoc networks do not need any infrastructure and are thus a highly flexible solution for fast and short-lived communications deployment for many situations, from operational military deployments or other critical scenarios to future smart networks. Different strategies can be envisaged to communicate efficiently in a Mobile Ad Hoc Network (MANET). The approach that is retained in this thesis is to divide the network into several clusters, and to organize orthogonal communication schemes to separate the pairs of users inside a cluster. Though suboptimal from an information theoretic point of view, this solution can be easily implemented. Typically, Orthogonal Frequency Division Multiple Access (OFDMA), which combines the so-called Orthogonal Frequency Division Multiplexing (OFDM) technique to combat inter-symbol interference due to multipath spread, and Frequency Division Multiple Access (FDMA) to separate the users, has been widely considered since it is a promising solution for future wireless standards.

The problem of resource sharing in orthogonal schemes has been largely addressed in the literature. However, the lack of structure in MANETs makes the resource management difficult compared to cellular systems. This can be mitigated thanks to the clustered organization that provides a centralized coordination of the pairwise communications. Furthermore, it is difficult to provide reliable channel state information at the fusion center of the MANET due to the feedback latency. The recent success of Hybrid ARQ (HARQ) techniques in 3rd Generation Partnership Project (3GPP) Long Term Evolution (LTE) makes
these retransmission techniques attractive for enforcing the link performance. Moreover, the main objective of this thesis is to perform the resource allocation of HARQ-based OFDMA clustered MANETs using only long-term statistics. Furthermore, in order to cope with industry constraints we have considered practical coding schemes instead of infinitely long codewords coming from information theory. More precisely, the purpose is to design and analyze algorithms that optimize the assignment of power, bandwidth, modulation order, and code rate, of the HARQ mechanism at the top of our multiuser communication scheme.

The beginning of the thesis is dedicated to the study of HARQ performance extending the work initiated in the Ph.D. dissertation of [Le Duc, 2009] taking into account more realistic assumptions. In particular, the latency in MANETs can lead to delayed and corrupted feedback for HARQ. Therefore, an in-depth study of cross-layer HARQ mechanisms with imperfect feedback has been conducted in this thesis. In addition, we have also studied the gain in performance brought by the use of the Early-Drop (ED) along with the cross-layer HARQ schemes.

## Outline and contributions

This Section depicts the thesis outline and gives some insights on the main contributions. The thesis is organized into six Chapters: the three first are related to the study of HARQ performance, whereas the three last focus on the application of HARQ to resource allocation problems.

In Chapter 1, we give the fundamental notions for the study of HARQ that will be useful until the rest of the thesis. This Chapter is divided into three parts. Firstly, we describe the HARQ mechanisms and briefly review the state of the art. Next, we define the metrics used to measure HARQ performance for each of the three major ways to implement retransmission mechanisms. Finally, the application of HARQ in modern packet-oriented systems and the associated cross-layer approaches, as well as the existing analytic performance, are presented.

A slight improvement of an existing HARQ cross-layer scheme, called ED, is studied in Chapter 2. After a precise description of this technique that is well adapted to fragmented packets, we show its effect on the HARQ performance. New closed-form expressions are developed for the HARQ efficiency, which is the only performance metric affected by ED. Numerical examples reveal that the major gain of the ED is reached when the number of fragments of the IP packet is close to the maximum number of allowed transmissions.

Chapter 3 is devoted to the analysis of cross-layer HARQ schemes with imperfect feedback. We propose a model for two kinds of feedback impairments: errors in the acknowledgment messages, and delayed feedback. New analytic expressions are derived for the main performance metrics of two HARQ schemes, and numerical results show that imperfect feedback has a great impact on the performance of the cross-layer HARQ scheme, whereas it has no influence on the error rate of the noncross-layer one. It is thus of great interest to design cross-layer schemes that still have a gain but are also robust to imperfect feedback, and we propose the definition of a new cross-layer scheme that generalizes the existing one. The analysis of its performance is conducted within a unified framework and we show, using numerical examples, that there is a trade-off between robustness against imperfect feedback and cross-layer gain that can be adjusted by the initial credit distribution of our proposed solution.

Chapter 4 introduces the second part of the thesis, which is dedicated to the resource allocation of HARQ schemes in the paradigm of ad hoc networks. We discuss the design choices and the main assumptions concerning the clustered MANET, which impose to work with channel statistics only. Then, we define the main optimization problem for total cluster power minimization under some Quality of Service (QoS) constraints, which is the mathematical formulation of the Type-I HARQ-based OFDMA clustered MANET resource allocation with statistical Channel State Information (CSI) only. The main originality of this optimization problem is to rely on HARQ measurable performance metrics (such as Packet Error Rate (PER), delay, efficiency, ...) instead of channel capacity. After reviewing the related state of the art, we specify two different implementations of the Physical (PHY) layer in order to take into account several practical constraints: finitelength Gaussian codes and existing modulations and Forward Error Correction (FEC) codes. Four optimization problems are derived from these assumptions and are treated in the two remaining Chapters.

The case of finite-length Gaussian codes is done in Chapter 5, which gives the best performance that one can expect from the proposed clustered OFDMA network using Type-I HARQ. The Chapter is organized into four parts. We firstly compute the distribution of the mutual information of the Rayleigh channel with finite size Gaussian inputs. Then, the error probability of Gaussian codes with finite length over the Rayleigh channel is obtained in closed-form as a byproduct. Based on this new result, we are able to find the optimal resource allocation under minimum rate constraint using an original algorithm from the literature. Finally, the performance of this algorithm are studied through numerical simulations. The framework developed in this Chapter can serve as a basis for Type-I HARQ based OFDMA resource allocation when powerful FEC coding is used.

Finally, in Chapter 6 we develop another framework that is better suited to non-
capacity achieving coding schemes. The Chapter is divided into four parts. We firstly describe the model used for a practical set of Modulation and Coding Scheme (MCS)s. Then, the three remaining optimization problems are solved successively within each part. We begin with the power minimization under rate constraints in the second part, for which optimal solutions are provided when the MCS is fixed, and the optimal MCS selection is addressed next. In the third part, error rate constraints are considered in addition to rate constraints, and optimal as well as practical solutions are proposed. Finally, delay constrained are added to the rate constraints in the fourth part, where optimal solutions are partially characterized and suboptimal but efficient algorithms are discussed.
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## Chapter 1

## An overview of Hybrid ARQ techniques

### 1.1 Introduction

The recent success of the 3GPP LTE standard [Sesia et al., 2009] has exposed HARQ techniques as promising solutions to improve future high data rates mobile systems. It has been adopted from the beginning of 2G evolution General Packet Radio Service (GPRS) and Enhanced Data Rates for GSM Evolution (EDGE), has been part of the corner stones of the High Speed Packet Access (HSPA) modes in 3G Universal Mobile Telecommunications System (UMTS) cellular standards, and it is still included in the most recent towards-4G standards, like IEEE 802.16m (WiMAX) or LTE.

This first Chapter gives the fundamentals for the study of HARQ that will be done in the rest of the thesis. Although a complete overview of all the contributions made for HARQ is out of the scope, the materials introduced in this Chapter are necessary to understand the work that will be presented throughout this thesis.

The Chapter is organized as follows. In Section 1.2, a state of the art of HARQ is given from the retransmission techniques first ideas, to the latest technologies. Section 1.3 details the three major ways to implement retransmission mechanisms, and presents an important discussion on the metrics used to measure HARQ performance in terms of rates. Finally, the application of HARQ in modern packet-oriented systems, and the associated cross-layer approaches, are introduced in Section 1.4.

### 1.2 From Automatic Repeat reQuest (ARQ) to Hybrid ARQ

### 1.2.1 ARQ

ARQ ideas go back to 1940s with the invention of Van Duuren [Van Duuren, 1943] (as reported in [Schwartz, 1963]), and is based upon a feedback mechanism that in-
forms the transmitter whether a transmitted packet is correctly received or not. An ACKnowledgment (ACK) or a Negative ACKnowledgment (NACK) is sent back to the transmitter accordingly.

More precisely, ARQ is implemented using an error detection code (usually Cyclic Redundancy Check (CRC)) and retransmits the current data packet upon error detection at the receiver, as depicted in Fig. 1.1. The transmitter of pure ARQ systems encodes the data with the CRC, and then transmits the resulting packet onto the noisy channel. The receiver checks whether the received packet has been corrupted by the channel or not, and feeds back to the transmitter ACK or NACK accordingly. If a NACK occurs, the receiver discards the received packet. In that case, the transmitter receives NACK and retransmits the same packet. Otherwise, the receiver releases the decoded packet and the protocol starts again with the next data packet.


Figure 1.1: A general ARQ scheme.
By construction, ARQ makes the transmission link error-free but at the expense of some extra delay. A trade-off between packet error probability and packet transmission delay can be obtained with the so-called truncated version of ARQ [Adachi et al., 1989], which allows each packet to be transmitted at most $L$ times. The parameter $L$ is called the transmission credit (also known as persistence). ARQ can be implemented at any layer to improve its reliability, and has been used for instance at Medium Access Control (MAC) layer and in the Transmission Control Protocol (TCP) stack of Transport layer, where ARQ is implemented to ensure the reliability of the delivered packets that can be dropped by the routers.

### 1.2.2 Hybrid ARQ

The main issue with pure ARQ is that the transmitted packets are constituted by the information bits, i.e. there is no protection against the channel errors during the transmission. Since the reliability offered by ARQ relies on repetition of the information data, it is very efficient in good channel conditions, i.e. when not retransmitting to often. Alternatively,
using FEC coding enables to recover the packet in more and more difficult channel conditions by decreasing the coding rate; however, when the channel is good the overhead due to FEC rate penalizes the transmission efficiency.

Several solutions have been proposed to overcome this issue by using FEC techniques along with the packet repetition mechanism, which gave birth to HARQ. A good historical review of the key papers concerning (H)ARQ is given in [Lin and Costello, 1983]. HARQ is classified into two types depending on the error correcting capability within each transmission of ARQ, according to [Schmitt, 2002]. An equivalent classification is to determine whether there is memory at the receiver side, for packet recombination purposes.

### 1.2.2.1 Type-I HARQ

Type-I HARQ describes an ARQ mechanism for which the data packet, after CRC encoding, is encoded by a FEC code of given rate $R_{0}$. At the receiver side, the received packet is still discarded if NACK occurs. Hence, Type-I defines HARQ schemes with constant error correction capability along the retransmissions. Equivalently, it also describes HARQ schemes for which there is no memory processing at the receiver. The main interest of Type-I HARQ is to use the correction capability of the FEC in order to recover the information bits in more noisy conditions, and to decrease the retransmission probability of the underlying ARQ. However, when the channel is good the coding rate $R_{0}$ decreases the amount of received information bits inside each accepted packet.

### 1.2.2.2 Type-II HARQ

Type-II HARQ gives a satisfying solution to the drawback of Type-I schemes by introducing memory and processing at the receiver. The main difference between Type-II and Type-I schemes is that Type-II performs combining of the multiple packets received within each ARQ transmission, which allows to increase the correction capability of the code (hence more powerful coding gains). Type-II HARQ thus automatically adapts the code rate to the current channel conditions. In practice, the discovery of code combining [Chase, 1985] (better known as Chase Combining) and of rate-compatible codes [Hagenauer, 1988; Kim et al., 2006] enables substantial gains in received information bits per accepted packet.

Chase Combining (CC) Type-II HARQ with CC, or CC-HARQ for short, is a scheme where the same encoded packet is retransmitted if requested. At the transmitter, the same operations are done as for Type-I HARQ, i.e. encoding of the data with a code of fixed rate $R_{0}$. However, if a NACK occurs, the packet is kept at the receiver. Then, the transmitter retransmits the same encoded packet, which is combined at the receiver to the
previous packets in memory, using the so-called CC scheme ${ }^{1}$. The coding gain brought by CC comes from the increasing correction capability at each retransmission: at the $k$-th transmission, CC yields a virtual coding rate $R_{k}=R_{0} / k$.

Incremental Redundancy (IR) Type-II HARQ with IR, or IR-HARQ for short, is a scheme where the redundancy is sent piecewise upon error detection. IR-HARQ is the most versatile scheme, and gives the best compromise between ARQ and FEC by finding the coding rate that is adapted to channel conditions.

At the transmitter, after CRC encoding of the data, the packet is encoded by a mother code of rate $R_{0}$ and, usually following a puncturing scheme, is split into a sequence of $t_{0}$ increments. The transmitter transmits sequentially the first increment up to the $t_{0}$-th increment upon error detection. If the data still cannot be decoded after the transmission of the $t_{0}$-th increment, the first increment of the sequence is transmitted again and so on.

At the receiver side, the first increment of the sequence is simply decoded and the HARQ process checks if the data can be recovered without error or not. If an ACK occurs, the transmitter restarts the HARQ process with the next data packet. Otherwise, the next increment in the sequence is transmitted over the channel. Its received version is combined to the previously received packets of the sequence, the aggregation of packets is decoded, ACK/NACK is sent back, and so on until the reception of the $t_{0}$-th increment, resulting in the decoding of the mother code of rate $R_{0}$. If the data is still detected in error and the transmission limit is not reached, the receiver can choose between several strategies as depicted in [Le Duc, 2009, Sec. 1.3.2] and the process starts again. The increasing correction capability given by IR is the result of the decreasing code rate obtained after combination of the increments at the receiver.

### 1.3 The retransmission protocols

ARQ systems can be derived in several protocols, according to how the data packets are scheduled in relation to the feedback. According to [Lin and Costello, 1983] there exists three basic ARQ protocols: the Stop and Wait (SW), the Go-Back-N (GBN) and the Selective Repeat (SR). Although these three protocols achieve the same level of reliability, their performance in terms of the amount of outcoming data related to incoming data can be very different. In this Section, we will review the internal mechanism of the three protocols as well as their performance. The performance of ARQ schemes are often given in terms of throughput [Lin and Costello, 1983; Wicker, 1995]. We first define and make clear what will be called throughput in the sequel.

[^0]
### 1.3.1 Throughput, efficiency, and their byproducts

The throughput efficiency has been defined in [Lin and Costello, 1983] as "the ratio of the average number of information bits successfully accepted by the receiver per unit of time to the total number of bits that could be transmitted per unit of time". This definition is reduced to "throughput" in the rest of the book, and the throughput definition has often been misleading in the literature. In what follows, several measure definitions are reviewed and their interrelation is studied. We hope that it may help to construct a comprehensive study of (H)ARQ.

### 1.3.1.1 Efficiency

The efficiency, denoted by $\eta$, has been defined in the thesis work of [Le Duc, 2009] ${ }^{2}$ as the long-term ratio between the number of received information bits and the number of transmitted bits:

$$
\begin{equation*}
\eta:=\lim _{b \rightarrow \infty} \frac{1}{b} \sum_{k=1}^{N(b)} I_{k} \tag{1.1}
\end{equation*}
$$

where $\{N(b), b \in \mathbb{N}\}$ is a discrete-time stochastic process that counts the number of successful packet decoding up to bit transmission $b$, and $I_{k}$ is the number of information bits received whenever a packet is decoded with success. Efficiency has no dimension, $\eta \in[0,1]$ and is interpreted as the long-term average number of bits received per transmitted bit. Using renewal theory [Ross, 2007, Chap. 7], it was found in [Le Martret et al., 2012] that:

$$
\begin{equation*}
\eta=\frac{\mathbb{E}[I]}{\mathbb{E}[B]^{\prime}} \tag{1.2}
\end{equation*}
$$

where $I$ is the random number of received information bits per successful packet, and $B$ is the random number of transmitted bits between two successive packets success.

### 1.3.1.2 Throughput

The throughput $\tau$ is the information bitrate measured in bit/s at the system output. The Round-Trip Time (RTT), defined as the time spent between the transmission of a packet and the reception of its corresponding acknowledgment at the transmitter side, plays a big role in the throughput evaluation. For slotted systems with equal length packets, we denote by $T \geq 0$ the average number of transmissions that could occur during the RTT. Different protocols lead to different RTT values and thus to different throughput measures for the same efficiency. The throughput is proportional to the efficiency multiplied by the raw bitrate $m D_{s}$ obtained from the number $m$ of bits in a constellation symbol and the symbol rate $D_{s}$ (in symb/s), hence:

$$
\begin{equation*}
\tau=\frac{m \eta}{1+T} D_{s} \quad \text { (bit/s). } \tag{1.3}
\end{equation*}
$$

[^1]When the signals are transmitted through a bandwidth $W$, we can link the throughput to $W$ by introducing an equivalent spectral efficiency $\rho$ :

$$
\begin{equation*}
\rho=\frac{\tau}{W} \quad(\mathrm{bit} / \mathrm{s} / \mathrm{Hz}) \tag{1.4}
\end{equation*}
$$

### 1.3.1.3 Throughput efficiency

The throughput efficiency, which captures the absorption of bits by the system, is the throughput normalized by the maximum bitrate at which the system can transmit $m D_{s}$. Thus, the throughput efficiency $\tau_{\text {eff }}$ is:

$$
\begin{equation*}
\tau_{\text {eff }}:=\frac{\tau}{m D_{s}}=\frac{\eta}{1+T} . \tag{1.5}
\end{equation*}
$$

The throughput efficiency has no dimension and $\tau_{\text {eff }} \in[0,1]$.

### 1.3.1.4 Goodput

Coming from the queuing theory community (see [Doshi and Heffes, 1986] or [Berger, 1991]), the goodput originally measured the quantity of error-free data in the throughput of the queue. Nowadays, goodput captures the idea of useful bits received at the system output within each symbol transmission [Devillers et al., 2008]. The goodput $\tilde{\eta}$ is thus proportional to the efficiency:

$$
\begin{equation*}
\tilde{\eta}:=m \eta \quad \text { (bit/channel use). } \tag{1.6}
\end{equation*}
$$

The goodput is proportional to the spectral efficiency given in Eq. (1.4) by a factor $(1+T)$. When using SW with instantaneous RTT or SR, then $T=0$ and the goodput is equal to the spectral efficiency.

### 1.3.2 Selective Repeat protocol

The SR continuously sends packets over the channel, even during the RTT, as shown in Fig. 1.2 where $T \geq 0$ is the fixed RTT duration. In an ideal context, i.e. with unlimited buffer size, packets are continuously sent and decoded during the RTT and only erroneous packets are requested at the transmitter. However, SR has the most complex receiver, since if packets must be delivered in their incoming order, the receiver must bufferize all the decoded packets that are waiting for a previous one which was in error. For a Type-I HARQ, the throughput efficiency of SR is computed in [Lin and Costello, 1983]:

$$
\begin{equation*}
\tau_{\mathrm{eff}}^{\mathrm{sR}}=R\left(1-p_{0}\right), \tag{1.7}
\end{equation*}
$$

where $p_{0}$ is the packet error probability over the channel, and $R$ is the coding rate.


Figure 1.2: The SR protocol.

### 1.3.3 Go-Back-N protocol

The GBN allows to relax the receiver complexity, at the expense of throughput efficiency. Basically, if a retransmission is requested for a packet, the next $N$ decoded packets are dropped from the receiver memory and the transmitter retransmits them too. Usually $N=1+T$, where $T \geq 0$ is the fixed RTT duration, as depicted in Fig. 1.3. Hence, the throughput efficiency is [Lin and Costello, 1983]:

$$
\begin{equation*}
\tau_{\mathrm{eff}}^{\mathrm{GBN}}=\frac{\tau_{\mathrm{eff}}^{\mathrm{SR}}}{1+(N-1) p_{0}} . \tag{1.8}
\end{equation*}
$$

Here, we observe a throughput efficiency reduction of $\left(1+(N-1) p_{0}\right)$. For $N=1$, the throughput efficiency equals that of SR.


Figure 1.3: The GBN protocol.

### 1.3.4 Stop and Wait protocol

As the simplest of the three, SW is the worst one too, and is outlined in Fig. 1.4. It consists in keeping the transmitter idle during the RTT of fixed duration $T \geq 0$. Its throughput efficiency is equal to [Lin and Costello, 1983]:

$$
\begin{equation*}
\tau_{\mathrm{eff}}^{\mathrm{SW}}=\frac{\tau_{\mathrm{eff}}^{\mathrm{SR}}}{1+T} . \tag{1.9}
\end{equation*}
$$

When the RTT is assumed to be zero ( $T=0$ ), then SW, GBN, and SR become equivalent. Otherwise, the SR is the most efficient in terms of throughput efficiency, as it is illustrated by Fig 1.5.


Figure 1.4: The SW protocol.


Figure 1.5: The throughput efficiency for $\operatorname{SR}, G B N$ and $\operatorname{SW}(A R Q, R=1)$ versus $p_{0}$.

### 1.4 Cross-layer HARQ techniques for packet-oriented systems

### 1.4.1 Layer model

Highly inspired from [Le Duc, 2009], the model considered in this thesis encompasses the three first layers of the seven-layer Open Systems Interconnection (OSI) model, i.e. the PHY layer, the MAC layer and the Network (NET) layer. The PHY layer defines the means of transmitting raw bits through a physical propagation medium (the channel),
by describing the shape of the electrical signal, the modulation format, etc. The MAC layer focuses on transferring logical data packets between two nodes in the network, by error checking, and on controlling access to the medium, by carrying out the radio resource management for multiple users. Finally, the NET layer is responsible for packet forwarding in the network, by determining a route from the source node to the destination node, and uses other existing nodes as relays for that. Without loss of generality, the NET protocol will be assumed to be the Internet Protocol (IP) in the rest of the thesis. In the following, let us describe the retransmission process when HARQ is conventionally applied in a layered system, as depicted in Fig. 1.6. At MAC layer, the incoming IP packets of length $L_{\mathrm{IP}}$ are assumed to be split into $N$ fragments, of length $L_{\mathrm{MAC}}=L_{\mathrm{IP}} / N$.

Next, each fragment is transmitted following a given HARQ scheme. At the transmitter side, a fragment is first transformed into MAC packet(s) according to the considered HARQ scheme. After adding the MAC overhead, a fragment is possibly encoded by a FEC code and a sequence of $t_{0}$ MAC packets is generated. The transmitter transmits sequentially the first MAC packet up to the $t_{0}$-th MAC packet upon error detection. If the fragment still cannot be decoded after the transmission of the $t_{0}$-th MAC packet, the first MAC packet of the sequence is transmitted again and so on. At PHY layer, the MAC packet ready for transmission is inserted into a frame, modulated according to a given constellation, and sent through the wireless channel.

At the receiver side, the PHY layer demodulates the received signal and pushes forward the resulting MAC packet to the MAC layer. The first MAC packet of the sequence is simply decoded and the HARQ process checks if the fragment can be recovered without errors (using CRC control) or not. The receiver sends back to the transmitter ACK or NACK accordingly. The ACK/NACK is transmitted through the feedback channel, which is assumed ideal in this Chapter. If ACK is received, the transmitter restarts the HARQ process with the next fragment. Otherwise, the next MAC packet in the sequence is transmitted over the channel. Its received version may: either be combined to the previously received packets of the sequence before decoding the aggregation of packets (Type-II); or independently decoded (Type-I). Then ACK/NACK is sent back, and so on until the reception of the $t_{0}$-th MAC packet. If the fragment is still detected in error and the transmission limit $L$ is not reached, the receiver memory is flushed and the process starts again. If the last authorized transmission fails, the fragment is dropped and the retransmission process is started again with the next fragment. Finally, once the $N$ fragments have been correctly received, the receiver concatenates them into an IP packet that is released to the NET layer. If at least one fragment is missing, the resulting IP packet is dropped by the reassembly process and is not delivered to the NET layer.


Figure 1.6: Layer model.

### 1.4.2 Definition of the HARQ performance metrics

Various performance metrics were identified in [Le Duc, 2009] and [Le Martret et al., 2012] in order to give a complete view of the system performance:

- the PER,
- the delay,
- the efficiency.

Although the conventional HARQ design was mainly done at MAC layer in the past (as seen in Section 1.2), the new packet-oriented systems of 4G standards run the IP. It is thus of great interest to study the performance at the NET layer, as proposed in [Rossi and Zorzi, 2003] and [Le Martret et al., 2012], in order to enlarge the vision of practical systems performance. For a notational convenience, a subscript 'IP' (resp. 'MAC') will stand for the metrics defined at NET (resp. MAC) level.

### 1.4.2.1 Packet Error Rate

The PER, denoted by $P$, is the probability that an information packet is not transmitted with success within the HARQ process. According to the previous notation, $P_{\text {MAC }}$ is the PER of the fragments, whereas if the IP packets are of interest we will use $P_{\text {IP }}$ instead. Therefore:

$$
\begin{align*}
P_{\mathrm{MAC}} & :=\operatorname{Pr}\{\text { fragment not successfully received }\},  \tag{1.10}\\
P_{\mathrm{IP}} & :=\operatorname{Pr}\{\text { IP packet not successfully received }\} . \tag{1.11}
\end{align*}
$$

### 1.4.2.2 Delay

The delay will be denoted $d$, and is defined as the average number of MAC packets that have been transmitted, knowing that the information packet is received without errors. Using the previous notations, one can thus obtain:

$$
\begin{align*}
d_{\mathrm{MAC}} & :=\mathbb{E}[\# \text { of MAC packets sent } \mid \text { fragment received without errors }]  \tag{1.12}\\
d_{\mathrm{IP}} & :=\mathbb{E}[\# \text { of MAC packets sent } \mid \text { IP packet received without errors }] . \tag{1.13}
\end{align*}
$$

As remarked in [Le Duc, 2009], this delay definition is not proportional to the inverse of the efficiency.

### 1.4.2.3 Efficiency

The efficiency has already been discussed in Section 1.3.1. Using the proposed notations, we rewrite:

$$
\begin{equation*}
\eta_{\mathrm{MAC}}=\frac{\mathbb{E}[\# \text { of information bits received per successful fragment }]}{\mathbb{E}[\# \text { of bits transmitted between two successive error-free fragments }]} \tag{1.14}
\end{equation*}
$$

$$
\begin{equation*}
\eta_{\mathrm{IP}}=\frac{\mathbb{E}[\# \text { of information bits received per successful IP packet }]}{\mathbb{E}[\# \text { of bits transmitted between two successive error-free IP packets }]} . \tag{1.15}
\end{equation*}
$$

### 1.4.3 Cross-layer HARQ techniques

As said previously, since the communication systems tend to be built upon the packetoriented IP, it is important to design HARQ schemes that improve the performance at NET layer. In particular, it can be achieved by following the cross-layer ideas, resulting in schemes such as the MAC-IP retransmission management developed in [Choi et al., 2005]. The conventional retransmission schemes described before are usually applied at MAC layer where HARQ manages the fragments one after the other independently, as shown in Fig. 1.6. With this approach, if the $L$-th MAC packet transmission fails, the corresponding fragment is dropped and so the corresponding IP packet too.

It can be interesting to take into account for the fact that the fragments come from a same IP packet, as depicted in Fig. 1.7. The PER can be improved at IP level as proposed in [Choi et al., 2005] by granting the total transmission credit $C=N L$ to the set of fragments belonging to the same IP packet. This credit is decremented by 1 at each MAC packet transmission. So if a fragment does not use the $C$ transmissions, then the remaining credit can be used by the next ones, and the IP packet is only dropped if all the corresponding fragments are not received correctly in at most $C$ transmissions. In the sequel we will refer to the conventional strategy (transmission credit per fragment) as Fragment-Based Strategy (FBS) and to the cross-layer strategy of [Choi et al., 2005] as IP-Based Strategy (IBS).

### 1.4.4 Brief state of the art on HARQ performance expressions

HARQ schemes have been widely studied in the literature with usually two objectives: i) the theoretical performance derivation of existing HARQ schemes, and ii) the design of good HARQ schemes. This Section gives a short, non exhaustive review of the main contributions to HARQ. For a good overview of first (H)ARQ principles, one can consult [Lin and Costello, 1983] and [Wicker, 1995].

It is of interest to analyze the performance of existing HARQ schemes through closedform expressions. Hagenauer pioneered the performance study of IR-HARQ as an application of his Rate-Compatible Punctured Convolutional (RCPC) codes presented in


Figure 1.7: Cross-layer model.
[Hagenauer, 1988], whereas [Kallel, 1990] was probably the first to analyze the performance of CC-HARQ, though this scheme was already mentioned by [Chase, 1985] as an application of his code combining. CC-HARQ has been analyzed for interleaved fading channels in [Chen and Fan, 2005], while IR-HARQ was the main purpose of [Levorato and Zorzi, 2008] and [Andriyanova and Soljanin, 2012]. Later, [Cheng, 2006] tried to answer to the interesting question: what scheme, of CC-HARQ or IR-HARQ, is the best one? It results that the answer depends on the link quality as well as the initial code rate $R_{0}$.

Interestingly, the systematic analysis of ARQ came after that Type-II HARQ schemes were already under investigation: the framework given by [Zorzi and Rao, 1996] for the analysis of ARQ has revealed to be very fruitful for future investigations. Their work served as the basis for [Caire and Tuninetti, 2001], which presented the ultimate performance of the main HARQ schemes. More recently, these ideas were reused in [Le Martret et al., 2012] to establish the performance of general HARQ schemes at upper layers.

For the rest of the thesis, the following definitions will be useful:

- Let $p_{n}(k), n \geq 1, k \geq n$, be the probability of receiving $n$ fragments without errors in exactly $k$ MAC packets transmissions. We recall that the probabilities $p_{n}(k)$ are provided in [Le Duc, 2009].
- Let $p_{j}, j \geq 1$, be the probability that the $(j+1)$-th MAC packet coming from a given fragment is not decoded, knowing that the $j$ previous MAC packets of the same fragment were not decoded as well. As a particular case, let $p_{0}$ be the probability that a MAC packet is not decoded with success.
- Let $q(k), k \geq 1$, be the probability of receiving a fragment with errors after $k$ MAC packet transmissions, hence:

$$
\begin{equation*}
q(k)=\prod_{j=0}^{k-1} p_{j} . \tag{1.16}
\end{equation*}
$$

The expressions that will be presented next were found in [Le Duc, 2009]. For each metric, general expressions that are valid for any HARQ type will be presented first, next simplified expressions that hold true for Type-I will be given. A superscript ' $\mathrm{F}^{\prime}$ (resp. ' I ') will stand for the metrics expressed for the FBS (resp. IBS).

### 1.4.4.1 HARQ with conventional FBS

Packet Error Rate: At MAC level, the error probability of a given fragment is known as:

$$
\begin{equation*}
P_{\mathrm{MAC}}=1-\sum_{\ell=1}^{L} p_{1}(\ell), \tag{1.17}
\end{equation*}
$$

and leads to the error probability at IP level:

$$
\begin{equation*}
P_{\mathrm{IP}}^{\mathrm{F}}=1-\left(1-P_{\mathrm{MAC}}\right)^{N} . \tag{1.18}
\end{equation*}
$$

For Type-I HARQ, $p_{1}(\ell)=\left(1-p_{0}\right) p_{0}^{\ell-1}$ for $\ell \geq 1$, and thus:

$$
\begin{align*}
P_{\mathrm{MAC}} & =p_{0}^{L},  \tag{1.19}\\
P_{\mathrm{IP}}^{\mathrm{F}} & =1-\left(1-p_{0}^{L}\right)^{N} . \tag{1.20}
\end{align*}
$$

Delay: The delay at MAC level is:

$$
\begin{equation*}
d_{\mathrm{MAC}}=\frac{1}{1-P_{\mathrm{MAC}}} \sum_{\ell=1}^{L} \ell p_{1}(\ell), \tag{1.21}
\end{equation*}
$$

whereas at IP level it is simply related to $d_{\mathrm{MAC}}$, thanks to the independence of the fragments:

$$
\begin{equation*}
d_{\mathrm{IP}}^{\mathrm{F}}=N d_{\mathrm{MAC}} . \tag{1.22}
\end{equation*}
$$

For Type-I HARQ the delay becomes a simple function of $p_{0}$ :

$$
\begin{equation*}
d_{\mathrm{MAC}}=L+\frac{1}{1-p_{0}}-\frac{L}{1-p_{0}^{L}} . \tag{1.23}
\end{equation*}
$$

Efficiency: A general expression for the efficiency, valid for any retransmission scheme, was given in [Le Duc, 2009]. At any layer $l$ and for any strategy $s$, the most general efficiency is:

$$
\begin{equation*}
\eta_{l}^{s}=\frac{L_{l}\left(1-P_{l}^{s}\right)}{P_{l}^{s} \check{d}_{l}^{s}+\left(1-P_{l}^{s}\right) \hat{d}_{l}^{s}}, \tag{1.24}
\end{equation*}
$$

where $\check{d}_{l}$ (resp. $\hat{d}_{l}$ ) is the average number of bits sent knowing that the layer $l$ current packet reception fails (resp. layer $l$ packet has been received without errors). In particular, this expression holds true when the MAC packets are of unequal length. However, due to the high complexity of the $\check{d}$ formula that presents no interest for our dissertation, we report here only the case of equally long MAC packets. At MAC level, neglecting the MAC overhead (CRC length relative to the packet length), the efficiency was expressed as:

$$
\begin{equation*}
\eta_{\mathrm{MAC}}=\frac{R\left(1-P_{\mathrm{MAC}}\right)}{L P_{\mathrm{MAC}}+\left(1-P_{\mathrm{MAC}}\right) d_{\mathrm{MAC}}}=\frac{R \sum_{\ell=1}^{L} p_{1}(\ell)}{L\left(1-\sum_{\ell=1}^{L} p_{1}(\ell)\right)+\sum_{\ell=1}^{L} \ell p_{1}(\ell)}, \tag{1.25}
\end{equation*}
$$

where $R$ is the coding rate. As for the delay case, the efficiency can be expressed in simple terms at IP level:

$$
\begin{equation*}
\eta_{\mathrm{IP}}^{\mathrm{F}}=\eta_{\mathrm{MAC}}\left(1-P_{\mathrm{MAC}}\right)^{N-1} \tag{1.26}
\end{equation*}
$$

The efficiency when considering Type-I schemes dramatically simplifies into:

$$
\begin{equation*}
\eta_{\mathrm{MAC}}=R\left(1-p_{0}\right) . \tag{1.27}
\end{equation*}
$$

### 1.4.4.2 HARQ with cross-layer IBS

For the cross-layer IBS, all the metrics are only defined at IP level.

Packet Error Rate: The PER is expressed as a function of the probability $p_{N}(\ell)$, which is itself a combinatorial function of the elementary probability $p_{1}$ :

$$
\begin{equation*}
P_{\mathrm{IP}}^{\mathrm{I}}=1-\sum_{\ell=N}^{\mathrm{C}} p_{N}(\ell)=1-\sum_{\ell=N}^{\mathrm{C}} \sum_{k \in \mathcal{K}_{\ell, N}} \prod_{n=1}^{N} p_{1}\left(k_{n}\right) \tag{1.28}
\end{equation*}
$$

where $\mathcal{K}_{m, n}=\left\{\boldsymbol{k} \in \mathbb{N}_{*}^{n} \mid \sum_{j=1}^{n} k_{j}=m\right\}$ is a combinatorial set of cardinal $\operatorname{Card}\left(\mathcal{K}_{m, n}\right)=\binom{m-1}{n-1}$. For Type-I HARQ, we have $p_{N}(\ell)=\binom{\ell-1}{N-1}\left(1-p_{0}\right)^{N} p_{0}^{\ell-N}$, hence:

$$
\begin{equation*}
P_{\mathrm{IP}}^{\mathrm{I}}=1-\left(1-p_{0}\right)^{N} \sum_{\ell=N}^{C}\binom{\ell-1}{N-1} p_{0}^{\ell-N} \tag{1.29}
\end{equation*}
$$

It can be shown that this expression can be simplified to:

$$
\begin{equation*}
P_{\mathrm{IP}}^{\mathrm{I}}=I\left(p_{0} ; C-N+1, N\right), \tag{1.30}
\end{equation*}
$$

with $I(x ; a, b)$ the normalized incomplete Beta function [Abramowitz and Stegun, 1972, Eq. (8.392)]. The proof is reported in Appendix A.4.

Delay: The delay has the same shape in this case than the delay for FBS. It was found that:

$$
\begin{equation*}
d_{\mathrm{IP}}^{\mathrm{I}}=\frac{1}{1-P_{\mathrm{IP}}^{\mathrm{I}}} \sum_{\ell=N}^{\mathrm{C}} \ell p_{N}(\ell), \tag{1.31}
\end{equation*}
$$

which turns, for Type-I HARQ (see Appendix A.5), into:

$$
\begin{equation*}
d_{\mathrm{IP}}^{\mathrm{I}}=\frac{N}{1-p_{0}}-\frac{\left(1-p_{0}\right)^{N-1} p_{0}^{\kappa}}{\alpha\left(p_{0}\right)} \tag{1.32}
\end{equation*}
$$

where $\kappa:=C-N+1$ and $\alpha(x):=B(\kappa, N) I(1-x ; N, \kappa)$, with $B(a, b)$ the so-called Beta function [Abramowitz and Stegun, 1972, Eq. (8.390)].

Efficiency: Finally, the efficiency of IBS is given by:

$$
\begin{equation*}
\eta_{\mathrm{IP}}^{\mathrm{I}}=\frac{R N\left(1-P_{\mathrm{IP}}^{\mathrm{I}}\right)}{C P_{\mathrm{IP}}^{\mathrm{I}}+\left(1-P_{\mathrm{IP}}^{\mathrm{I}}\right) d_{\mathrm{IP}}^{\mathrm{I}}}=\frac{R N \sum_{\ell=N}^{C} p_{N}(\ell)}{C\left(1-\sum_{\ell=N}^{C} p_{N}(\ell)\right)+\sum_{\ell=N}^{C} \ell p_{N}(\ell)} \tag{1.33}
\end{equation*}
$$

and for Type-I schemes by (from Appendices A. 4 and A. 5 and direct algebraic computations):

$$
\begin{equation*}
\eta_{\mathrm{IP}}^{\mathrm{I}}=\frac{R N\left(1-p_{0}\right) \alpha\left(p_{0}\right)}{\left(1-p_{0}\right) C B\left(p_{0} ; \kappa, N\right)+N \alpha\left(p_{0}\right)-\left(1-p_{0}\right)^{N p_{0}^{\kappa}}} \tag{1.34}
\end{equation*}
$$

where $B(x ; a, b)$ is the incomplete Beta function [Abramowitz and Stegun, 1972, Eq. (8.391)].

### 1.5 Conclusion

In this Chapter, we have presented the fundamentals about HARQ that will be useful throughout the thesis. Without being exhaustive, the state of the art presented in this Chapter covers a large amount of the retransmission techniques from the basic concepts of ARQ to most advanced cross-layer HARQ techniques.

This work will be extended in the next two Chapters along the following lines: in Chapter 2 we will study the "early drop" version of IBS which can slightly improve the HARQ efficiency, and in Chapter 3 we will analyze the effects of imperfect feedback by deriving new expressions for the performance metrics.

## Chapter 2

## An Early-Drop version of cross-layer Hybrid ARQ

### 2.1 Introduction

New 4G communications standards use an all-IP oriented infrastructure to manage the NET layer. It is thus of interest $i$ ) to analyze HARQ at NET level, i.e., when the IP packet is the figure of merit, and $i i$ ) to design HARQ schemes to improve the performance at NET level. A cross-layer ARQ scheme has been designed between the MAC and the NET layers in [Choi et al., 2005]. This scheme, that we reviewed in Chapter 1, improves the PER at NET level and has been extensively studied in a unified framework that extends to HARQ in [Le Duc, 2009].

An improvement of this cross-layer scheme, called ED, has been depicted in [Choi et al., 2005] for ARQ. The basic idea is to stop the IP packet transmission as soon as the number of remaining fragments is larger than the remaining number of transmission attempts. This technique was investigated for ARQ only, and we propose in this Chapter to derive closed-form expressions for the efficiency of the ED based HARQ, for any HARQ type.

The Chapter is organized as follows. The ED is defined in Section 2.2, and next the new expressions of efficiency are computed in Section 2.3. Section 2.4 details some particular cases. The relevance of this technique is finally discussed in Section 2.5 where some numerical results are given.

### 2.2 Description of the Early-Drop mechanism

The ED technique, applied to an HARQ scheme using IBS, allows the transmission of a given IP packet to be stopped as soon as it is detected that there is not enough credit left in order to transmit the remaining fragments, as depicted in Fig. 2.1. To be more precise, the transmitter discards the IP packet at the $j$-th fragment if the remaining transmission
credit is less than $(N-j)$. Let $i_{k} \in \mathbb{N}_{*}$ be the number of transmissions used by the $k$-th fragment, and let $i \in \mathbb{N}_{*}^{n}$ be a vector with elements $i_{k}$ that represents a combination of the transmissions done for $n$ fragments. This yields the following definition:

Definition 2.1 (Early-Drop). A global credit C is granted to an IP packet of N fragments. Let us define by $m_{i}(j):=\sum_{k=1}^{j} i_{k}$ the number of MAC packets transmissions that occurred up to fragment $\# j \in\{1, \ldots, N\}$ for the combination $i$. Then, the IP packet dropped if:

$$
\begin{equation*}
m_{i}(j) \geq C-N+j+1 . \tag{2.1}
\end{equation*}
$$

## C

| IP packet |  |  |  |
| :---: | :---: | :---: | :---: |
| $C$ | $C-k$ | Fragment \#3 | Fragment \#4 |
| Fragment \#1 | Fragment \#2 |  |  |



Figure 2.1: The Early-Drop mechanism on an example.
Since the ED approach only modifies the retransmission processing when the IP packet is not correctly received, the PER and the delay ${ }^{1}$ are identical to those given in Chapter 1. On the other hand, the efficiency must be changed.

### 2.3 Efficiency new closed-form expression

### 2.3.1 General expression

The most general expression of the efficiency given in Chapter 1 becomes, for IBS:

$$
\begin{equation*}
\eta_{\mathrm{IP}}^{\mathrm{I}}=\frac{L_{\mathrm{IP}}\left(1-P_{\mathrm{IP}}^{\mathrm{I}}\right)}{P_{\mathrm{IP}}^{\mathrm{I}} \check{d}_{\mathrm{IP}}^{\mathrm{L}}+\left(1-P_{\mathrm{IP}}^{\mathrm{I}}\right) \hat{d}_{\mathrm{IP}}^{\mathrm{I}}}, \tag{2.2}
\end{equation*}
$$

where:

[^2]- $\hat{d}_{\text {IP }}^{1}$ is the average number of bits sent knowing that IP packet has been correctly received. Thus, the expression of $\hat{d}_{\mathrm{IP}}^{\mathrm{I}}$ given in [Le Duc, 2009] remains valid for the ED approach.
- $\breve{d}_{\mathrm{IP}}$ is the average number of bits sent given that the current IP packet reception fails. The expression of $\breve{d}_{\text {IP }}$ given in [Le Duc, 2009] is modified by the ED approach since the transmission credit is not managed in the same way with or without ED when the IP packet fails.

Therefore the main goal is now to find a new expression of $\breve{d} \mathbf{I P}$ when ED is used, and let us denote it by $\check{d}_{\mathrm{IP}}^{\mathrm{ED}}$.

### 2.3.2 Computation of $\breve{d}_{\text {IP }}^{\text {ED }}$

For that purpose, all the combinations of fragments leading to a failure of the IP packet must be enumerated. The set of these combinations defines the event $\mathcal{D}$ that can be decomposed as follows:

$$
\begin{equation*}
\mathcal{D}=\bigcup_{n=1}^{N} D(n), \tag{2.3}
\end{equation*}
$$

where the events $D(n)$ are defined below:

- $D(1)=\{$ Fragment \#1 consumes $C-N+2$ credits $\}$,
- $D(n)=\{$ Fragment \#1 OK and Fragment \#2 OK and $\ldots$ and less than $(N-n)$ credits left during fragment $\# n$ transmission $\}$ for $n \in\{2, \ldots, N-1\}$,
- $D(N)=\{$ Fragment \#1 OK and $\ldots$ and Fragment \#( $N-1$ ) OK and Fragment \#N KO with the remaining credit\}.

In all the Chapter, we assume ${ }^{2}$ that all the MAC packets have the same length $L_{\text {MAC }}$. This assumption fits well the CC-HARQ schemes. Considering IR-HARQ, if the mother code has a rate $R_{0}=1 / t_{0}$ and the punctured code rates are equal to $\{1 / t\}_{t=1, \ldots, t_{0}}$, then the equal MAC packet length assumption is satisfied. Now, the probabilities of the events $D(n)$ are detailed:

- $n=1$ : whenever it is received or not, the fragment \#1 consumes at least $(C-N+2)$ trials which leads to:

$$
\begin{equation*}
\operatorname{Pr}\{D(1)\}=q(C-N+1), \tag{2.4}
\end{equation*}
$$

and the number of bits sent during this event is equal to $d(1)=(C-N+2) L_{\mathrm{MAC}}$.

- $n \in\{2, \ldots, N-1\}$ : assume that the fragment $\# k$ (with $k \leq n-1$ ) is successfully received and has used $i_{k}$ transmissions. Then, the consumed transmission credit is

[^3]equal to $m_{i}(k)=\sum_{j=1}^{k} i_{j}$ for $k \in\{1, \ldots, n-1\}$. The IP packet will not be received if the fragment $\# n$ consumes at least $\left(C-m_{i}(n-1)-(N-n)+1\right)$ credits, whenever it is received or not. Such an event is denoted by $D_{i}(n)$, and the number of bits sent during this event is denoted by $d_{i}(n)$. Therefore, we have:
\[

$$
\begin{equation*}
\operatorname{Pr}\{D(n)\}=\sum_{i \in \mathcal{T}_{n}} \operatorname{Pr}\left\{D_{i}(n)\right\} \tag{2.5}
\end{equation*}
$$

\]

where $\mathcal{T}_{n}=\left\{\boldsymbol{i} \in \mathbb{N}_{*}^{n-1} \mid m_{i}(n-1)=\sum_{k=1}^{n-1} i_{k}<C-N+n\right\}$, and

$$
\begin{equation*}
\operatorname{Pr}\left\{D_{i}(n)\right\}=q\left(C-m_{i}(n-1)-N+n\right) \prod_{k=1}^{n-1} p_{1}\left(i_{k}\right) \tag{2.6}
\end{equation*}
$$

One can easily check that:

$$
\begin{equation*}
\mathcal{T}_{n}=\bigcup_{s=n-1}^{C-N+n-1} \mathcal{K}_{s, n}, \tag{2.7}
\end{equation*}
$$

where $\mathcal{K}_{s, n}$ is the subset of $\mathcal{T}_{n}$ such that $\sum_{k=1}^{n-1} i_{k}=s$. As a consequence:

$$
\begin{equation*}
\sum_{i \in \mathcal{T}_{n}} d_{i}(n) \operatorname{Pr}\left\{D_{i}(n)\right\}=\sum_{s=n-1}^{C-N+n-1} \sum_{i \in \mathcal{K}_{s, n}} d_{i}(n) \operatorname{Pr}\left\{D_{i}(n)\right\} \tag{2.8}
\end{equation*}
$$

Furthermore, when $i \in \mathcal{K}_{s, n}$, the number of bits sent during the event $D_{i}(n)$ is equal to:

$$
\begin{equation*}
d_{i}(n)=s L_{\mathrm{MAC}}+(C-s-(N-n)+1) L_{\mathrm{MAC}}=(C-N+n+1) L_{\mathrm{MAC}} \tag{2.9}
\end{equation*}
$$

and thus, putting Eq. (2.6) into Eq. (2.8) and using Eq. (2.9):

$$
\begin{align*}
\sum_{i \in \mathcal{T}_{n}} d_{i}(n) \operatorname{Pr}\left\{D_{i}(n)\right\} & =L_{\mathrm{MAC}}(C-N+n+1) \sum_{s=n-1}^{C-N+n-1} \sum_{i \in \mathcal{K}_{s, n}} q(C-s-N+n) \prod_{k=1}^{n-1} p_{1}\left(i_{k}\right) \\
& =L_{\mathrm{MAC}}(C-N+n+1) \sum_{s=n-1}^{C-N+n-1} q(C-s-N+n) p_{n-1}(s) \tag{2.10}
\end{align*}
$$

- $n=N$ : similar derivations lead to

$$
\begin{equation*}
\operatorname{Pr}\{D(N)\}=\sum_{i \in \mathcal{T}_{N}} \operatorname{Pr}\left\{D_{i}(N)\right\} \tag{2.11}
\end{equation*}
$$

where $D_{i}(N)$ is defined as in Eq. (2.6) for $n=N$. However, the number of transmitted bits during the event $D_{i}(N)$ is $d_{i}(N)=C L_{\text {MAC }}$.

Finally, the term $\check{d}_{\mathrm{IP}}^{\mathrm{ED}}$ is the sum of the number of bits $d_{i}(n)$ weighted by the probability of the event $\left\{D_{i}(n) \mid\right.$ IP packet dropped $\}$, knowing that the IP packet has not been correctly received:
$\check{d}_{\mathrm{IP}}^{\mathrm{ED}}=d(1) \operatorname{Pr}\{D(1) \mid$ IP packet dropped $\}+\sum_{n=2}^{N} \sum_{i \in \mathcal{T}_{n}} d_{i}(n) \operatorname{Pr}\left\{D_{i}(n) \mid\right.$ IP packet dropped $\}$.

Using the Bayes' rule leads to:

$$
\begin{align*}
\check{\partial}_{\mathrm{IP}}^{\mathrm{ED}} & =d(1) \frac{\operatorname{Pr}\{D(1)\}}{\operatorname{Pr}\{\text { IP packet dropped }\}}+\sum_{n=2}^{N} \sum_{i \in \mathcal{T}_{n}} d_{i}(n) \frac{\operatorname{Pr}\left\{D_{i}(n)\right\}}{\operatorname{Pr}\{\text { IP packet dropped }\}} \\
& =\frac{1}{P_{\mathrm{IP}}^{\mathrm{L}}}\left(d(1) \operatorname{Pr}\{D(1)\}+\sum_{n=2}^{N} \sum_{i \in \mathcal{T}_{n}} d_{i}(n) \operatorname{Pr}\left\{D_{i}(n)\right\}\right) . \tag{2.13}
\end{align*}
$$

Finally, we find:

$$
\begin{align*}
\tilde{d}_{\mathrm{IP}}^{\mathrm{ED}} & =\frac{L_{\mathrm{MAC}}}{P_{\mathrm{IP}}^{\mathrm{I}}}((C-N+2) q(C-N+1) \\
& \left.+\sum_{n=2}^{N-1}(C-N+n+1) \sum_{s=n-1}^{C-N+n-1} q(C-s-N+n) p_{n-1}(s)+C \sum_{s=N-1}^{C-1} q(C-s) p_{N-1}(s)\right) . \tag{2.14}
\end{align*}
$$

### 2.3.3 Main result

Based on the previous computation, we are able to obtain the following result:

## Proposition 2.1.

$$
\begin{equation*}
\eta_{I P}^{E D} \geq \eta_{I P}^{I} . \tag{2.15}
\end{equation*}
$$

Proof. In non-ED context, a more precise description than $D_{i}(n)$ is needed since we must know how the MAC packets $\# n^{\prime}$ (with $n^{\prime}>n$ )) are handled. The event $D_{i}(n)$ can be decomposed as follows: $D_{i}(n)=\cup_{i^{\prime}} D_{i, i^{\prime}}(n)$ where $D_{i, i^{\prime}}(n)$ represents a single way of handling the remaining $(N-n-1)$ MAC packets, given that the $n$ first MAC packets are handled as in $D_{i}(n)$. Fig. 2.2 depicts this decomposition on an example.

Then, we replace in Eq. (2.12):

$$
\begin{equation*}
\sum_{i \in \mathcal{T}_{n}} d_{i}(n) \operatorname{Pr}\left\{D_{i}(n)\right\} \tag{2.16}
\end{equation*}
$$

with:

$$
\begin{equation*}
\sum_{i \in \mathcal{T}_{n}} \sum_{i^{\prime}} d_{i, i^{\prime}}(n) \operatorname{Pr}\left\{D_{i, i^{\prime}}(n)\right\} \tag{2.17}
\end{equation*}
$$

where $d_{i, i^{\prime}}(n)$ is the cost in packets of the event $D_{i, i^{\prime}}(n)$. Since, when using ED, the transmission stops as soon as $D_{i}(n)$ occurs, we have:

$$
\begin{equation*}
d_{i, i^{\prime}}(n) \geq d_{i}^{e d}(n) \tag{2.18}
\end{equation*}
$$

which implies that $\check{d_{\mathrm{IP}}^{1}} \geq \breve{d}_{\mathrm{IP}}^{e d}$ and concludes the proof.


Figure 2.2: ED scenario with $N=4$ and $C=5$. Red paths refer to ED, black paths to non-ED, and blue paths appear in both ED and non-ED cases.

### 2.4 Particular case: Type-I HARQ

For Type-I HARQ, the MAC packets are all identical and are processed independently at the receiver side. Therefore, using Eq. (2.14) and reordering it like Eq. (2.13), one finds:

$$
\begin{equation*}
\check{d}_{\mathrm{IP}}^{\mathrm{ED}}=L_{\mathrm{MAC}}(C-N+1)+\frac{L_{\mathrm{MAC}}}{P_{\mathrm{IP}}^{\mathrm{I}}}\left(\sum_{n=1}^{N} n \operatorname{Pr}\{D(n)\}-\operatorname{Pr}\{D(N)\}\right) . \tag{2.19}
\end{equation*}
$$

Due to the simple relation between the MAC packet and the fragment, it is possible to exhibit simple closed-form expression for the terms $\operatorname{Pr}\{D(n)\}$. The MAC packets are identical and handled independently in this context, and we remind that the error probability of any MAC packet is $p_{0}$. Thus, we recall from Chapter 1 that:

$$
\begin{align*}
p_{1}(k) & =\left(1-p_{0}\right) p_{0}^{k-1}  \tag{2.20}\\
q(k) & =p_{0}^{k} . \tag{2.21}
\end{align*}
$$

Furthermore, let us recall from Chapter 1 that:

$$
\begin{equation*}
P_{\mathrm{IP}}^{\mathrm{I}}=I\left(p_{0} ; C-N+1, N\right), \tag{2.22}
\end{equation*}
$$

where $I(x ; a, b):=B(x ; a, b) / B(a, b)$ is the regularized Beta function, $B(x ; a, b)$ is the incomplete Beta function and $B(a, b)=B(1 ; a, b)$.

Now, let us compute $\operatorname{Pr}\{D(n)\}$ :

$$
\begin{align*}
\operatorname{Pr}\{D(n)\} & \stackrel{(a)}{=} \sum_{i \in \mathcal{T}_{n}} q\left(C-m_{i}(n-1)-N+n\right) \prod_{k=1}^{n-1} p_{1}\left(i_{k}\right) \\
& \stackrel{(b)}{=} \sum_{i \in \mathcal{T}_{n}} p_{0}^{C-m_{i}(n-1)-N+n} \prod_{k=1}^{n-1}\left(1-p_{0}\right) p_{0}^{i_{k}-1} \\
& \stackrel{(c)}{=} \sum_{i \in \mathcal{T}_{n}} p_{0}^{C-m_{i}(n-1)-N+n}\left(1-p_{0}\right)^{n-1} p_{0}^{m_{i}(n-1)-n+1} \\
& \stackrel{(d)}{=} \operatorname{Card}\left(\mathcal{T}_{n}\right)\left(1-p_{0}\right)^{n-1} p_{0}^{C-N+1}, \tag{2.23}
\end{align*}
$$

where (a) is obtained using Eqs. (2.5)-(2.6), (b) comes from Eqs. (2.20)-(2.21), (c) by using $\sum_{k=1}^{n-1} i_{k}=m_{i}(n-1)$, and (d) after factorization of the terms into the sum that are independent of $\boldsymbol{i}$. By convention, $\operatorname{Card}\left(\mathcal{T}_{1}\right)=1$. Using Appendix A.1, it can be easily checked that:

$$
\begin{equation*}
\operatorname{Card}\left(\mathcal{T}_{n}\right)=\sum_{s=n-1}^{C-N+n-1}\binom{s-1}{n-2}=\binom{C-N+n-1}{n-1} . \tag{2.24}
\end{equation*}
$$

Therefore it remains to calculate:

$$
\begin{equation*}
\sum_{n=1}^{N} n \operatorname{Pr}\{D(n)\}=\sum_{n=1}^{N} n\binom{C-N+n-1}{n-1}\left(1-p_{0}\right)^{n-1} p_{0}^{C-N+1} \tag{2.25}
\end{equation*}
$$

In Appendix B, it is shown that:

$$
\begin{equation*}
\sum_{n=1}^{N} n \operatorname{Pr}\{D(n)\}=\frac{p_{0}+\kappa\left(1-p_{0}\right)}{p_{0}} I\left(p_{0} ; \kappa, N\right)-\frac{p_{0}^{\kappa-1}\left(1-p_{0}\right)^{N}}{B(\kappa, N)} \tag{2.26}
\end{equation*}
$$

with $\mathcal{K}=C-N+1$. Finally:

$$
\begin{equation*}
\check{d}_{\mathrm{IP}}^{\mathrm{ED}}=\left(\frac{p_{0}+\kappa}{p_{0}}-\frac{p_{0}^{\kappa-1}\left(1-p_{0}\right)^{N}}{B\left(p_{0} ; \kappa, N\right)}-\binom{C-1}{N-1}\left(1-p_{0}\right)^{N-1} p_{0}^{\kappa}\right) L_{\mathrm{MAC}} . \tag{2.27}
\end{equation*}
$$

Notice that the ED brings a lot of complexity in the derivation compared to the non-ED case for which $\check{d_{\mathrm{IP}}}=C L_{\mathrm{MAC}}[$ Le Duc, 2009].

### 2.5 Numerical results

### 2.5.1 Simulation settings

For the sake of clarity, we present numerical results for two different HARQ schemes only:

- a pure ARQ, with MAC packets of 124 bits, including CRC-16,
- and a CC-HARQ with packets of 124 bits of data including CRC-16 that are encoded by a rate- $1 / 2$ convolutional code, with generators $(23,35)_{8}$.

The bits are modulated over a Quadrature Phase Shift Keying (QPSK) constellation, and then are transmitted through an Additive White Gaussian Noise (AWGN) channel.

The figures are presented versus the Signal to Noise Ratio (SNR). We define the SNR as the ratio $E_{s} / N_{0}$, where $E_{s}$ is the average energy per coded symbol, and $N_{0}$ is the bilateral energy spectral density of the noise, i.e. the noise variance is $N_{0} / 2$ per real dimension.

### 2.5.2 Exact analytic expressions versus simulations

To begin with, let us compare the analytic expression of efficiency with ED with the simulated one. The efficiency expression given in Eq. (2.14) as well as extensive MonteCarlo simulations are displayed in Fig. 2.3. For the ARQ scheme with $N=8$ and $C=16$ as well as for the CC-HARQ scheme with $N=10$ and $C=20$, we observe a nice agreement between our expressions and the estimated points. This validates the general expression for the efficiency of any HARQ type using IBS in conjunction with ED.


Figure 2.3: ARQ $(N=8, C=16)$ and CC-HARQ $(N=10, C=20)$.

### 2.5.3 Discussion on the relevance of Early-Drop

In Fig. 2.4 (resp. Fig. 2.5), the IP level efficiency of ARQ (Fig. 2.4a and 2.5a) and of CCHARQ (Fig. 2.4b and 2.5b) is plotted for $N=8$ and $C=16$ (resp. $N=10$ and $C=20$ ). At first glance, we remark the little gain in efficiency, especially CC-HARQ for which
the gain is not visible at this scale. Thus, the ED does not provide a priori a significant gain but just an incremental one. Fig. 2.6 shows that for a fixed $N$, the gain in efficiency brought by ED depends on the total credit $C$ value: basically, the less is $C$, the better is the efficiency gain.


Figure 2.4: IP level efficiency with/without Early-Drop ( $N=8$ and $C=16$ ).


Figure 2.5: IP level efficiency with/without Early-Drop ( $N=10$ and $C=20$ ).

More precisely, the terms $P_{\mathrm{IP}}^{\mathrm{I}} \check{d_{\mathrm{IP}}^{\mathrm{ED}}}$ and $P_{\mathrm{IP}}^{\mathrm{I}} \check{\mathrm{dI}_{\mathrm{IP}}}$, which are the average number of MAC packets that are unsuccessfully transmitted with and without ED, respectively, are plotted in Fig. 2.7a (resp. Fig. 2.8a) for ARQ (resp. CC-HARQ). The IP fragmentation is fixed to $N=12$. These terms appear in the denominator of the efficiency, thus it must be kept low in order to have a good efficiency. The main difference between $P_{\mathrm{IP}}^{\mathrm{I}} d_{\mathrm{IP}}^{\mathrm{ED}}$ and $P_{\mathrm{IP}}^{\mathrm{I}} \breve{d}_{\mathrm{IP}}^{\mathrm{L}}$ occurs at low and medium SNR, but as soon as the SNR is large enough, the ED improvement


Figure 2.6: IP level efficiency of ARQ with/without Early-Drop ( $N=12$ ).
vanishes since $P_{\mathrm{IP}}^{\mathrm{I}} \check{d}_{\mathrm{IP}}^{\mathrm{ED}}$ and $P_{\mathrm{IP}}^{\mathrm{I}} \check{d I P}_{\mathrm{I}}$ tend towards the same value.
However, notice that the gain is more important at low SNR (in fact, ED saves ( $C-N+2$ ) transmissions in this area). But, as it can be seen from Fig. 2.7b and 2.8b, the PER in this area is equal to 1 , and then the efficiency is almost equal to zero. Hence, the attractive feature of ED which is to suppress useless MAC packets transmissions, occurs in an SNR range where the system is inoperable.


Figure 2.7: $\mathrm{ARQ}(\mathrm{N}=12)$.


Figure 2.8: CC-HARQ $(N=12)$.

Finally, in Fig. 2.9 we inspect the relative efficiency gain defined as:

$$
\begin{equation*}
G:=\frac{\eta_{\mathrm{IP}}^{\mathrm{ED}}-\eta_{\mathrm{IP}}^{\mathrm{I}}}{\eta_{\mathrm{IP}}^{\mathrm{I}}} \tag{2.28}
\end{equation*}
$$

Fig. 2.9a plots the gain $G$ (in \%) when $N=12$ is fixed and $C$ varies. In particular, we see that the ED gains are more important when $C$ decreases towards $N$. Similarly, Fig. 2.9b shows the gain $G$ (in \%) when $C=20$ is fixed and $N$ varies, and we see again that $G$ increases for increasing values of $N$ towards $C$. We conclude from these figures that ED has more impact on the efficiency when $N$ and $C$ are getting close together. But in the same time, this leads to lower efficiency values, as shown in Fig. 2.6. Therefore, though the gain may be quite small, it remains of interest given the free-cost implementation of ED.

### 2.6 Conclusion

In this Chapter, we have presented an ED based version of the cross-layer HARQ with IBS. The mechanism of the ED technique has been clearly exposed, and it comes from its definition ED modifies only the HARQ efficiency metric. Then, we have developed the expression of efficiency that is valid for any HARQ type using ED with equal MAC packet length, and derived some closed-form expressions for the Type-I HARQ case.

The numerical analysis has revealed that the efficiency is only slightly improved when ED is used. The improvement has been measured through the gain $G$, and we concluded that ED was more helpful when the fragmentation $N$ and the total credit $C$ are close.

Finally, part of this work has been published in [C1].


Figure 2.9: Early-Drop gain in efficiency G(\%) for ARQ/CC-HARQ.

## Chapter 3

## Hybrid ARQ with imperfect feedback

### 3.1 Introduction

In wireless systems, the feedback message of HARQ systems can be either distorted, lost or delayed due feedback channel conditions or link scheduling congestion. The work presented in this Chapter was developed for the SW HARQ, and thus is appropriate for the context of a wireless ad hoc network using a Time Division Duplex (TDD) mechanism. For instance in systems relying on Ultra Wide Band (UWB) that is a well adapted waveform for military ad hoc networks, the transmitter cannot send packet and listen the acknowledgment channel simultaneously due to its half-duplex nature, thus avoiding the use of the GBN or SR protocols. Furthermore, since we focus on a data-link/network crosslayer paradigm, the effects of errors and delay in the feedback on HARQ performance are measured at IP level.

The Chapter is organized as follows. The literature relative to HARQ with imperfect feedback is reviewed in Section 3.2, and the system model is described in Section 3.3. Section 3.4 depicts a new cross-layer credit retransmission management adapted to the imperfect feedback context, Section 3.5 is devoted to the mathematical developments whereas some particular cases are studied in Section 3.6. Finally, Section 3.7 gives some insightful design guidelines relying on numerical illustrations.

### 3.2 State of the art

HARQ has already been investigated through numerous works. In Chapter 1, we have presented the principal contributions in the literature relative to the study of HARQ. All these works were done under the assumption of ideal feedback but, in wireless systems, this feedback message can be degraded due to errors and return delays.

Only a small amount of works have analytically studied the impact of non-ideal
feedback on HARQ. Notice that all these existing works focused on the performance at MAC level only, and have studied either noisy feedback or delayed feedback, but never the both jointly.

### 3.2.1 Unreliable ACK/NACK

When the RTT is assumed to be zero but the feedback is unreliable, then SW, GBN, and SR are equivalent, and therefore only the SW protocol was studied.

If the number of packet retransmissions $L$ is infinite, the delay and efficiency of a Type-I HARQ are given in [El bahri et al., 2005] and [Wicker, 1995]. This is the most known delay expression with imperfect feedback:

$$
\begin{equation*}
d_{\mathrm{MAC}}=\frac{1}{1-p_{0}}+\frac{p_{\mathrm{fb}}}{1-p_{\mathrm{fb}}}, \tag{3.1}
\end{equation*}
$$

where $p_{f b}$ is the feedback error probability.
Secondly, if $L$ is finite, an analytic expression of the efficiency can be found in [Wu and Jindal, 2009] for a Type-I HARQ:

$$
\begin{equation*}
\eta_{\mathrm{MAC}}=R\left(1-p_{0}\right) \frac{1-p_{\mathrm{fb}}}{1-p_{\mathrm{fb}} p_{0}}, \tag{3.2}
\end{equation*}
$$

and of the delay in [Malkamäki and Leib, 2000] for a Type-II HARQ with CC:

$$
\begin{equation*}
d_{\mathrm{MAC}}=1+\sum_{\ell=1}^{L-1} q(\ell)+\sum_{\ell=1}^{L-1}\left(p_{\mathrm{fb}}^{\ell}-q(\ell) p_{\mathrm{fb}}^{L-\ell}\right), \tag{3.3}
\end{equation*}
$$

where $q(\ell)$ is the packet failure probability after $\ell$ transmissions (defined in Chapter 1).
Finally, the throughput of the GBN HARQ with unreliable ACK/NACK has been studied in [Ausavapattanakun and Nosratinia, 2007a] using Markov processes.

### 3.2.2 Non-zero RTT

It was seen in Chapter 1 that a non-zero RTT leads to a reduction of the ARQ efficiency/throughput. To overcome this fixed/deterministic RTT, the GBN or the SR protocols are of interest.

When the RTT is assumed to be non-zero but fixed and known at the transmitter side, the SR protocol was analyzed only by [Badia, 2009] (delay) and by [Ausavapattanakun and Nosratinia, 2007b] (throughput). These works were done through a Markov analysis, but this framework is not very convenient to derive closed-form expressions, even for the most simple SW ARQ.

### 3.3 Imperfect feedback model

### 3.3.1 Typical feedback errors

In wireless systems, the feedback communications can be subject to errors and return delays. Three main impairments on the feedback channel can be identified:
i) errors in the acknowledgment message value due to the wireless nature of the feedback channel,
ii) acknowledgment messages that are not received instantaneously due to the RTT inherent to all the ARQ systems,
iii) acknowledgment messages that are lost either because of the feedback channel conditions or dropped in the queues of the feedback link.

In its fundamental description, HARQ is built upon a one-bit feedback. However, in practical systems more bits are sent since the communication slot is not allocated to transmit only a single bit, hence the feedback frames generally contain more bits than the ACK/NACK message, like channel state information, the packet identifier, etc. We assume that the feedback information integrity can be controlled at the transmitter side, by an error detection code for instance, in order to differentiate erroneous from error-free feedback frames.

### 3.3.1.1 ACK/NACK errors

Assuming that the error detection code is sufficiently powerful to neglect misdetection, the ACK or NACK can be considered as error-free when no error detection occurs. Conversely, if an error is detected, we assume that a NACK is received. This is in accordance with the assumption of neglecting the NACK-to-ACK errors that is widely adopted in the literature, as found in [Malkamäki and Leib, 2000], [Badia, 2009] or [Ausavapattanakun and Nosratinia, 2007b]. Thus, we get:

$$
\begin{align*}
& \operatorname{Pr}\{\mathrm{ACK} \rightarrow \mathrm{NACK}\}=p_{e}  \tag{3.4a}\\
& \operatorname{Pr}\{\mathrm{NACK} \rightarrow \mathrm{ACK}\}=0 . \tag{3.4b}
\end{align*}
$$

### 3.3.1.2 Feedback delay

It is already known that RTT causes delay in the feedback. Moreover if congestion problems (coming from receiver queues, scheduler, routing, etc) occur in the reverse channel, then the transmitted feedback may arrive randomly or may be dropped in the data link queues. We introduce a time-out $\tau_{0}>0$ in order to design the waiting time and to overcome deadlock issues due to lost or dropped feedback messages. If the RTT is larger than the time-out, then the feedback message will be considered to be lost and will be interpreted as a NACK by the transmitter.

### 3.3.1.3 An example of ARQ transmission with imperfect feedback

Fig. 3.1 depicts an example of ARQ rounds when the feedback is subject to the imperfections described previously. During the first ARQ round $(k=1)$, the data packet \#1


Figure 3.1: ARQ scheme with imperfect feedback.
is received with errors, then the receiver sends a NACK that is received correctly by the transmitter. Therefore, the packet \#1 is retransmitted in a second round $(k=2)$ and this time is received without errors. The receiver sends ACK, which is received within the waiting window in a time $T<\tau_{0}$, but was corrupted by the feedback channel and detected with errors by the transmitter. This leads to the third ARQ round $(k=3)$ where the packet is retransmitted, but discarded by the receiver because it has already been received during the second round. Then, the receiver sends ACK again, but it will never arrive at the transmitter which waited until $\tau_{0}$. Finally, the packet will be correctly acknowledged in the fourth round and the ARQ goes to packet \#2.

### 3.3.2 Mathematical model

### 3.3.2.1 RTT model

Due to the random nature of the considered feedback, the RTT is naturally modeled as a random variable $T_{0}+T$, where $T_{0}$ is the MAC packet duration and $T$ is a continuous random variable defined by its probability density $\mathrm{d} F_{T}$. When the feedback is not received at the transmitter side, i.e., $T+T_{0} \geq \tau_{0}$, we have:

$$
\begin{equation*}
p_{c}:=\operatorname{Pr}\left\{T \geq \tau_{0}-T_{0}\right\}=1-F_{T}\left(\tau_{0}-T_{0}\right) . \tag{3.5}
\end{equation*}
$$

### 3.3.2.2 Feedback channel

Consequently, the general model adopted in this paper for the unreliable feedback channel is the cascade of a Binary Erasure Channel (BEC) and of a $Z$ channel with ternary input, as shown in Fig. 3.2. The channels have individual transition matrices $\Sigma$ and $Z$, respectively,
given by:

$$
\begin{align*}
& \Sigma=\left(\begin{array}{ccc}
1-p_{c} & p_{c} & 0 \\
0 & p_{c} & 1-p_{c}
\end{array}\right)  \tag{3.6}\\
& Z=\left(\begin{array}{ccc}
1 & 1 & p_{e} \\
0 & 0 & 1-p_{e}
\end{array}\right)^{T} \tag{3.7}
\end{align*}
$$



Figure 3.2: Feedback channel modeled as a BEC-Z channel.

### 3.3.2.3 Equivalent feedback channel

The equivalent transition matrix for the feedback channel is obtained by multiplying $\Sigma$ and $Z$ [Silverman, 1955], and is given by:

$$
F=\left(\begin{array}{cc}
1 & 0  \tag{3.8}\\
p_{\mathrm{fb}} & 1-p_{\mathrm{fb}}
\end{array}\right),
$$

where the probability $p_{\mathrm{fb}}$ is equal to:

$$
\begin{equation*}
p_{\mathrm{fb}}=p_{c}+\left(1-p_{c}\right) p_{e} . \tag{3.9}
\end{equation*}
$$

Therefore, the feedback channel is equivalent to a Z channel with crossover probability $p_{\mathrm{fb}}$ as depicted in Fig. 3.3.


Figure 3.3: Equivalent $Z$ channel for feedback.

The transmitter receives NACK with an average transmission time depending on the initial feedback information (ACK or NACK). We define the average NACK receiving time given that an ACK has been sent:

$$
\begin{equation*}
\tau_{r, a}:=\mathbb{E}\left[T_{0}+T \mid \text { NACK Rx, ACK Tx }\right], \tag{3.10}
\end{equation*}
$$

the average NACK receiving time given that a NACK has been sent:

$$
\begin{equation*}
\tau_{r, n}:=\mathbb{E}\left[T_{0}+T \mid \text { NACK } R x, \text { NACK Tx }\right] \tag{3.11}
\end{equation*}
$$

and the average waiting time for ACK:

$$
\begin{equation*}
\tau_{a}:=\mathbb{E}\left[T_{0}+T \mid \mathrm{ACK} \mathrm{Rx}, \mathrm{ACK} \mathrm{Tx}\right] . \tag{3.12}
\end{equation*}
$$

These time averages can be computed as follows:

## Proposition 3.1.

$$
\begin{align*}
\tau_{a} & =T_{0}+\mathbb{E}\left[T \mid T<\left(\tau_{0}-T_{0}\right)\right],  \tag{3.13}\\
\tau_{r, n} & =p_{c} \tau_{0}+\left(1-p_{c}\right) \tau_{a},  \tag{3.14}\\
\tau_{r, a} & =\frac{p_{c} \tau_{0}+p_{e}\left(1-p_{c}\right) \tau_{a}}{p_{\mathrm{fb}}} . \tag{3.15}
\end{align*}
$$

Proof. Let us define TO := $\left\{T_{0}+T \geq \tau_{0}\right\}$ as the time-out event. Then:

$$
\begin{align*}
\tau_{a} & =\mathbb{E}\left[T_{0}+T \mid \mathrm{ACK} \mathrm{Rx}, \mathrm{ACK} \mathrm{Tx}, \overline{\mathrm{TO}}\right] \operatorname{Pr}\{\overline{\mathrm{TO}} \mid \mathrm{ACK} \mathrm{Rx}, \mathrm{ACK} \mathrm{Tx}\} \\
& =\mathbb{E}\left[T_{0}+T \mid T_{0}+T<\tau_{0}\right] \operatorname{Pr}\{\overline{\mathrm{TO}} \mid \mathrm{ACK} \mathrm{Rx}, \mathrm{ACK} \operatorname{Tx}\}, \tag{3.16}
\end{align*}
$$

where $\operatorname{Pr}\{\overline{\mathrm{TO}} \mid \mathrm{ACK} \operatorname{Rx}, \mathrm{ACK} \mathrm{Tx}\}=1$ (using Bayesian rule) and $\mathbb{E}\left[T_{0}+T \mid T_{0}+T<\tau_{0}\right]=$ $T_{0}+\mathbb{E}\left[T \mid T<\left(\tau_{0}-T_{0}\right)\right]$.

Next, $\tau_{r, a}$ can be decomposed as follows:

$$
\begin{align*}
\tau_{r, a}=\mathbb{E}\left[T_{0}\right. & +T \mid \text { NACK Rx }, \text { ACK Tx }, \overline{\mathrm{TO}}] \operatorname{Pr}\{\overline{\mathrm{TO}} \mid \text { NACK Rx, ACK Tx }\} \\
& +\mathbb{E}\left[T_{0}+T \mid \text { NACK Rx, ACK Tx }, \mathrm{TO}\right] \operatorname{Pr}\{\mathrm{TO} \mid \text { NACK Rx }, \text { ACK Tx }\} \tag{3.17}
\end{align*}
$$

Using Bayesian rule again, we find $\operatorname{Pr}\{T O \mid N A C K R x, A C K T x\}=p_{c} / p_{\mathrm{fb}}$. Furthermore:

$$
\begin{align*}
& \mathbb{E}\left[T_{0}+T \mid \text { NACK } R x, \text { ACK } T x, \mathrm{TO}\right]=\tau_{0},  \tag{3.18}\\
& \mathbb{E}\left[T_{0}+T \mid \text { NACK } R x, \text { ACK } T x, \overline{T O}\right]=\mathbb{E}\left[T_{0}+T \mid T_{0}+T<\tau_{0}\right]=\tau_{a} . \tag{3.19}
\end{align*}
$$

Putting these three equations into Eq. (3.17) boils down to the $\tau_{r, a}$ expression. $\tau_{r, n}$ is obtained similarly.

### 3.4 A general cross-layer HARQ scheme using report of credit

### 3.4.1 Description of the proposed scheme

From the IP point of view, it is interesting to share the transmission credit among the fragments belonging to a same IP packet, as proposed by [Choi et al., 2005]. But, for some reasons that will become clear soon, it is of importance to also bound the number of transmissions per fragment. To combine these two dual approaches, we suggest to keep a maximum transmission credit per fragment, while allowing the unused credit of a given fragment to be carried forward to the next fragment.

More precisely, let $L_{n}^{(0)}$ be the initial maximum transmission credit of fragment $n$, and let $L_{n}$ be the maximum transmission credit for the $n$-th fragment of a given IP packet. The proposed approach, called Report Credit Strategy (RCS), consists in applying the following rule:

$$
\begin{equation*}
L_{n} \leftarrow L_{n}^{(0)}+\left(L_{n-1}-k_{n-1}\right), \forall n>1, \tag{3.20}
\end{equation*}
$$

where $k_{n} \leq L_{n}$ denotes the number of transmissions consumed by fragment $n$. Let us denote by $\boldsymbol{L}^{(0)}=\left(L_{n}^{(0)}\right)_{n \in\{1, \ldots, N\}}$ the sequence of initial credits, and $C=\sum_{n=1}^{N} L_{n}^{(0)}$ the total initial transmission credit. An instance of this new scheme is displayed in Fig. 3.4. Observe that the HARQ process of a fragment continues until ACK is received, or its own credit is consumed. Then, the HARQ continues with the next fragment.


Figure 3.4: RCS scheme example ( $N=3$ and $\boldsymbol{L}^{(0)}=[2,2,2]$ ).

### 3.4.2 IBS seen as a particular case

The new RCS is a generalization of the previous cross-layer HARQ scheme with IBS introduced by [Choi et al., 2005]. Considering Eq. (3.20), if one sets $L_{1}^{(0)}=C$ and $L_{n}^{(0)}=0$ for $n=2$ to $N$, the IBS is obtained as a byproduct. Indeed, if the total credit $C$ is given to the first fragment, the next fragment will not receive the remaining credit until the first fragment transmission is successful, or $C$ is consumed, and so on. This is exactly the scheme depicted in [Choi et al., 2005].

### 3.4.3 An example of RCS and IBS with imperfect feedback

In this Section we illustrate on an example the drawbacks of IBS when the feedback is imperfect, and in the same time the robustness brought by RCS. In the center of Fig. 3.5 we display channel instances: the left blocks represent the transmission channel and the blocks in the right the feedback channel. A green block means that the transmission succeeds whereas a red block means that transmission fails.


Figure 3.5: ARQ example with IBS (left, $C=9$ ) and RCS (right, $\left.L^{(0)}=[3,3,3]\right)$ for $N=3$ fragments.

On the left side, an ARQ process is run for $N=3$ fragments and uses IBS with a total of $C=9$ credits. The first fragment is received in two rounds, whereas the second fragment needs four rounds before being decoded without errors (i.e., ACK is sent).

Observe that the corrupted NACK messages have no influence on the process. But, when the second fragment is finally decoded, the ACK is corrupted by the feedback channel, which leads to the retransmission of this fragment. The bad feedback conditions cause another two retransmissions of fragment \#2. Finally, when the transmitter receives ACK for this fragment, there remains only one transmission ( $C=1$ ). Unfortunately, the third fragment is not decoded at the first time, and thus the IP fails since there is no more credit ( $C=0$ ).

On the right, the same example is run using RCS with the credit distribution $L^{(0)}=$ [3,3,3]. There are two key observations:

- Since the fragment $\# 1$ is received correctly in two rounds, the remaining credit is carried forward to fragment \#2, which owns $L_{2}=L_{2}^{(0)}+1=4$ now. This additional credit helps the second fragment to be received, since three attempts would not be sufficient and would have led to the IP failure.
- Furthermore, since the number of transmissions for fragment \#2 is bounded, the ARQ switches to fragment \#3 as soon as the credit of fragment \#2 is exhausted, regardless of the ACK presence at the transmitter. Therefore, the last fragment can be received without errors, which leads to the success of the IP packet transmission.


### 3.5 HARQ performance analysis with imperfect feedback

In this Section, we derive analytic expressions for the HARQ figures of merit, i.e. the PER, the delay and the efficiency. This is done for the three IP level strategies described previously: the performance of RCS are first derived, then IBS is found as a particular instance of RCS, finally FBS is computed as a particular case of the IBS analysis.

### 3.5.1 IP level analysis of RCS

Given the credit distribution $L^{(0)}$, we will denote:

- by $\alpha_{n}(i)$ the average time cost for receiving $n$ fragments, in $i$ MAC packet transmissions,
- and by $\beta_{n}(i)$ the probability of decoding $n$ fragments in $i$ transmissions.

By definition of RCS, the retransmission scheme continues with the next fragment whenever the ACK is received for the current fragment or the transmission credit of the current fragment is consumed. Therefore, the IP packet can be received without errors even if some ACKs were not received after the good decoding of a fragment. Obviously, it will impact the delay and the efficiency.

### 3.5.1.1 Packet Error Rate

The packet error rate depends on the quality of the feedback channel. Indeed, the maximum number of transmissions of the $n$-th fragment is driven by the number of transmissions done by the $(n-1)$ previous fragments. An IP packet is correctly decoded if, and only if, the $N$ fragments are correctly received in $i$ transmissions with $i \in\{N, \ldots, C\}$, leading to:

$$
\begin{equation*}
P_{\mathrm{IP}}^{\mathrm{R}}=1-\sum_{i=N}^{\mathrm{C}} \beta_{N}(i) . \tag{3.21}
\end{equation*}
$$

### 3.5.1.2 Delay

Applying Bayes' rule, the average delay (in time units) is obtained as:

$$
\begin{equation*}
d_{\mathrm{IP}}^{\mathrm{R}}=\frac{1}{1-P_{\mathrm{IP}}^{\mathrm{R}}} \sum_{i=N}^{\mathrm{C}} \alpha_{N}(i) . \tag{3.22}
\end{equation*}
$$

### 3.5.1.3 Efficiency

From the most general expression given in Eq. (1.24) of Chapter 1, the efficiency is:

$$
\begin{equation*}
\eta_{\mathrm{IP}}^{\mathrm{R}}=\frac{T_{0} R N\left(1-P_{\mathrm{IP}}^{\mathrm{R}}\right)}{\breve{d}_{\mathrm{IP}}^{\mathrm{R}} P_{\mathrm{IP}}^{\mathrm{R}}+\left(1-P_{\mathrm{IP}}^{\mathrm{R}}\right) d_{\mathrm{IP}}^{\mathrm{R}}}, \tag{3.23}
\end{equation*}
$$

where $\breve{d_{\mathrm{IP}}^{R}}$ is the average delay when IP packet failed, and $R$ is the coding rate.

### 3.5.1.4 Time averages

All the metrics are thus entirely determined by the knowledge of $\alpha_{n}(i), \beta_{n}(i)$, and $\breve{d}_{\mathrm{IP}}$ that are given in the following Propositions (the derivations can be found in Appendices C. 1 to C.3):

Proposition 3.2. $\forall n \geq 1, i \geq n$,

$$
\begin{equation*}
\alpha_{n}(i)=\sum_{k=0}^{n} \sum_{(s, t) \in \mathcal{E}_{i-k, n}^{B}}\left(\left(\sum_{\ell} s_{\ell}\right) \tau_{r, n}+k \tau_{a}+\left(\sum_{\ell} t_{\ell}\right) \tau_{r, a}\right)\left(1-p_{\mathrm{fb}}\right)^{k} \prod_{\ell=1}^{n} p_{1}\left(1+s_{\ell}\right) p_{\mathrm{fb}}^{t_{\ell}} \tag{3.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{E}_{p, n}^{B}=\left\{(s, t) \in \mathbb{N}^{n} \times \mathbb{N}^{n} \mid \sum_{\ell=1}^{n}\left(s_{\ell}+t_{\ell}\right)=p \text { and } \forall \ell, \sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right) \leq \sum_{m=1}^{\ell} L_{m}^{(0)}\right\} . \tag{3.25}
\end{equation*}
$$

Proposition 3.3. $\forall n \geq 1, i \geq n$, we have:

$$
\begin{equation*}
\beta_{n}(i)=\sum_{x \in \chi_{i, n}} \prod_{j=1}^{n} \sum_{k_{j}=1}^{x_{j}} p_{1}\left(k_{j}\right) p_{\mathrm{fb}}^{x_{j}-k_{j}}\left(1-p_{\mathrm{fb}}\right)^{\delta\left\{A_{j}\right\},} \tag{3.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{k, n}=\left\{x \in \mathbb{N}_{*}^{n} \mid \sum_{\ell=1}^{n} x_{\ell}=k \text { and } \forall \ell, \sum_{m=1}^{\ell} x_{m} \leq \sum_{m=1}^{\ell} L_{m}^{(0)}\right\}, \tag{3.27}
\end{equation*}
$$

$A_{j}=\left\{\sum_{m=1}^{j} x_{m}<\sum_{m=1}^{j} L_{m}^{(0)}\right\}$, and $\delta\{$.$\} is the Kronecker symbol.$
Proposition 3.4. The term $\breve{d}_{I P}^{R}$ is computed as follows:

$$
\begin{equation*}
\breve{d}_{I P}^{\mathrm{K}}=\frac{1}{P_{I P}^{R}} \sum_{i=L_{1}+(N-1)}^{C} \sum_{n=0}^{N-1} \theta_{n}(i), \tag{3.28}
\end{equation*}
$$

where $\theta_{n}(i)$ is the average time cost for receiving $n$ correct fragments, and $(N-n)$ erroneous fragments, in i transmissions, and where:

$$
\begin{align*}
&\left.\theta_{n}(i)=\sum_{(s, t) \in \mathcal{E}_{i-n, n}^{B}}\left(\left(\sum_{\ell} s_{\ell}\right) \tau_{r, n}+n \tau_{a}+\sum_{\ell} t_{\ell}\right) \tau_{r, a}\right)\left(1-p_{\mathrm{fb}}\right)^{n} \delta\{K O\} \\
& \prod_{\ell=1}^{N}\left(p_{1}\left(1+s_{\ell}\right) p_{\mathrm{fb}}^{t_{\ell}} \delta\left\{B_{\ell}\right\}+q\left(1+s_{\ell}+t_{\ell}\right) \delta\left\{\Gamma_{\ell}\right\}\right), \tag{3.29}
\end{align*}
$$

where the events $B_{\ell}=\left\{\sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right) \leq \sum_{m=1}^{\ell} L_{m}^{(0)}\right\}, \Gamma_{\ell}=\left\{\sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right)=\sum_{m=1}^{\ell} L_{m}^{(0)}\right\}$, and $K O=\left\{\exists \ell \in\{1, \ldots, N\} \mid \Gamma_{\ell}\right\}$, and $q(k)=1-\sum_{i=1}^{k} p_{1}(i)$ is the failure probability of one fragment after $k$ transmissions.

### 3.5.2 IP level analysis of IBS

In the following, the delay and PER of IBS are derived from the previous Propositions. However, it is more convenient to write a new proof for the efficiency.

Given the total credit $p$, we will denote:

- by $\alpha_{n, p}(i)$ the average time cost for receiving $n$ fragments and the corresponding $n$ ACK messages at the transmitter side, in $1 \leq i \leq p$ MAC packet transmissions,
- and by $\beta_{n}(i)$ the probability of decoding $n$ fragments in $i$ transmissions and receiving $n$ ACK messages (at the transmitter side).


### 3.5.2.1 Packet Error Rate

In the IBS case, since the HARQ process continues for a given fragment until ACK is received or the total credit $C$ is consumed, an IP packet is successful if $N$ ACK messages are received at the transmitter side. If the total credit is consumed when an IP is received with success, it means that the last fragment is received correctly before the credit is exhausted, but the ACK is not guaranteed to arrive at the transmitter within the remaining transmissions. Therefore, the PER is obtained as:

$$
\begin{equation*}
P_{\mathrm{IP}}^{\mathrm{I}}=1-\sum_{i=N}^{C} \frac{\beta_{\mathrm{N}}(i)}{\left(1-p_{\mathrm{fb}}\right)^{\delta i=C\}}}, \tag{3.30}
\end{equation*}
$$

since for $i=C$ the transmitter just needs to receive $(N-1)$ ACK messages.

### 3.5.2.2 Delay

The delay is found as a byproduct:

$$
\begin{equation*}
d_{\mathrm{IP}}^{\mathrm{I}}=\frac{1}{1-P_{\mathrm{IP}}^{\mathrm{L}}} \sum_{i=N}^{\mathrm{C}} \alpha_{N, C}(i) . \tag{3.31}
\end{equation*}
$$

### 3.5.2.3 Efficiency

As for the efficiency, we find:

$$
\begin{equation*}
\eta_{\mathrm{IP}}^{\mathrm{I}}=\frac{T_{0} R N\left(1-P_{\mathrm{IP}}^{\mathrm{I}}\right)}{\breve{d}_{\mathrm{IP}}^{\mathrm{L}} P_{\mathrm{IP}}^{\mathrm{I}}+\left(1-P_{\mathrm{IP}}^{\mathrm{I}}\right) d_{\mathrm{IP}}^{\mathrm{I}}}, \tag{3.32}
\end{equation*}
$$

where $\breve{d}_{\mathrm{IP}}$ is the average delay when the IP packet failed.

### 3.5.2.4 Time averages

The new expressions of $\alpha_{n, p}(i), \beta_{n}(i)$, and $\check{d_{\text {IP }}}$ for IBS are given in the following Propositions (the derivations can be found in Appendices C. 4 to C.6):

Proposition 3.5. $\forall n \geq 1, p \geq n, p \geq i \geq n$,

$$
\begin{align*}
\alpha_{n, p}(i)=\left(1-p_{\mathrm{fb}}\right)^{n-\delta\{i=p\}} \sum_{k=n}^{i}\left(i \tau_{r, a}-n\left(\tau_{r, n}-\tau_{a}\right)+p_{\mathrm{fb}} \delta\{i\right. & \left.=p\}\left(\tau_{r, a}-\tau_{a}\right)-k\left(\tau_{r, a}-\tau_{r, n}\right)\right) \\
& \times\binom{ i-k+n-1}{n-1} p_{n}(k) p_{\mathrm{fb}}^{i-k} . \tag{3.33}
\end{align*}
$$

Proposition 3.6. $\forall n \geq 1, i \geq n$, we have:

$$
\begin{equation*}
\beta_{n}(i)=\sum_{k=n}^{i}\binom{i-k+n-1}{n-1} p_{n}(k) p_{\mathrm{fb}}^{i-k}\left(1-p_{\mathrm{fb}}\right)^{n} . \tag{3.34}
\end{equation*}
$$

Proposition 3.7. The term $\check{d_{I P}^{I}}$ is computed as follows:

$$
\begin{equation*}
\check{d}_{I P}^{I}=\frac{1}{P_{I P}^{I}}\left(\sum_{n=1}^{N} \theta_{n}(C)+\sum_{n=1}^{N-1} \gamma_{n}(C)\right) \tag{3.35}
\end{equation*}
$$

where $\theta_{n}(C)$ is the average time cost for receiving $(n-1)$ fragments and the corresponding $A C K$ messages, and $n$-th fragment is not decoded, in $C$ transmissions. $\gamma_{n}(C)$ is the average time cost for receiving ( $n-1$ ) fragments and the corresponding ACK messages, and $n$-th fragment is decoded, in C transmissions, and where:

$$
\begin{align*}
& \theta_{n}(C)=\left(1-p_{\mathrm{fb}}\right)^{n-1} \sum_{\ell=n-1}^{C-1} \sum_{m=1}^{\mathrm{C}-\ell}\left((n-1) \tau_{a}+(C-\ell-m) \tau_{r, a}+(\ell+m-n+1) \tau_{r, n}\right) \\
& \times\binom{ C-\ell-m+n-2}{n-2} p_{n-1}(\ell) p_{\mathrm{fb}}{ }^{C-\ell-m} q(m), \quad \forall n \geq 2 \tag{3.36}
\end{align*}
$$

and

$$
\begin{align*}
\gamma_{n}(C)=\left(1-p_{\mathrm{fb}}\right)^{n-1} \sum_{\ell=n-1}^{C-1} \sum_{m=1}^{C-\ell} & \left((n-1) \tau_{a}+p_{\mathrm{fb}} \tau_{r, a}+(C-\ell-m) \tau_{r, a}+(\ell+m-n) \tau_{r, n}+\left(1-p_{\mathrm{fb}}\right) \tau_{a}\right) \\
& \times\binom{ C-\ell-m+n-1}{n-1} p_{n-1}(\ell) p_{\mathrm{fb}}{ }^{C-\ell-m} p_{1}(m), \quad \forall n \geq 1 . \tag{3.37}
\end{align*}
$$

$q(k)=1-\sum_{i=1}^{k} p_{1}(i)$ is the failure probability of one fragment after $k$ transmissions, and we have $\theta_{1}(C)=C \tau_{r, n} q(C)$.

### 3.5.3 IP level analysis of FBS

### 3.5.3.1 Packet Error Rate

The correct decoding of a given fragment at the receiver side is not affected by the fact that the ACK is changed into NACK by the feedback link. Since the fragments are processed independently in the FBS, if $N$ fragments are correct at the receiver side, then the corresponding IP packet can be delivered error-free. As a consequence, $P_{\mathrm{IP}}^{\mathrm{F}}$ is not modified by imperfect feedback, as already mentioned in [Malkamäki and Leib, 2000] for the MAC level.

### 3.5.3.2 Delay

The fragments sent after the reception of a corrupted ACK lead to a delay increase at MAC and IP levels since, for instance, the transmitter will send useless redundant fragments whereas it should have sent new data fragments if the ACK were correctly received. Notice that the average number of MAC packets sent when the fragment is not correctly received is identical to the case of perfect channel feedback. Therefore, under the assumption of i.i.d. fragments, we obtain the average delay (in time units):

$$
\begin{equation*}
d_{\mathrm{IP}}^{\mathrm{F}}=N d_{\mathrm{MAC}}, \tag{3.38}
\end{equation*}
$$

where $d_{\text {MAC }}$ can be written as follows:

$$
\begin{equation*}
d_{\mathrm{MAC}}=\frac{1}{1-P_{\mathrm{MAC}}} \sum_{i=1}^{L} \alpha_{1, L}(i) . \tag{3.39}
\end{equation*}
$$

Only $\alpha_{1, L}(i)$ must be evaluated in closed-form. It can be obtained by putting $n=1$ and $p=L$ in Prop. 3.5 and by replacing $P_{\mathrm{IP}}^{\mathrm{I}}$ with $P_{\mathrm{MAC}}$. This leads to:

$$
\begin{align*}
d_{\mathrm{MAC}}=\frac{1}{1-P_{\mathrm{MAC}}} \sum_{i=1}^{L} \sum_{k=1}^{i}\left(i \tau_{r, a}-\left(\tau_{r, n}-\tau_{a}\right)+p_{\mathrm{fb}} \delta\{i=L\}\right. & \left.\left(\tau_{r, a}-\tau_{a}\right)-k\left(\tau_{r, a}-\tau_{r, n}\right)\right) \\
& \times p_{1}(k) p_{\mathrm{fb}}{ }^{i-k}\left(1-p_{\mathrm{fb}}\right)^{\delta i<L\}} . \tag{3.40}
\end{align*}
$$

### 3.5.3.3 Efficiency

Useless retransmissions due to an error in the feedback affect the efficiency as well, which is found as:

$$
\begin{equation*}
\eta_{\mathrm{IP}}^{\mathrm{F}}=\frac{T_{0} R\left(1-P_{\mathrm{MAC}}\right)^{N}}{\tau_{r, n} L P_{\mathrm{MAC}}+\left(1-P_{\mathrm{MAC}}\right) d_{\mathrm{MAC}}}, \tag{3.41}
\end{equation*}
$$

where $\check{d}_{\text {MAC }}$ is the average delay when a fragment fails, $d_{\text {MAC }}$ is the average delay at MAC level (i.e. when one fragment is handled), and $R$ is the coding rate.

### 3.6 Some particular cases

### 3.6.1 IBS performance at large SNR

It has been seen that the PER was insensitive to errors in the feedback in the FBS case, and then it vanishes at large SNR. However, we show in this Section that unlike the conventional HARQ management, the IBS can be dramatically bad in the presence of feedback errors.

At large SNR, $p_{1}(k)$ vanishes for all $k$ except for $k=1$ where it is equal to 1 (indeed, when the channel is extremely good, each packet is correctly decoded in one shot). Thus, we have that $p_{n}(k)$ vanishes too, for all $k>n$ and $p_{n}(n)=1$. When inserting into Eq. (3.34):

$$
\begin{equation*}
\lim _{\operatorname{SNR} \gg 1} \beta_{n}(i)=\binom{i-1}{n-1} p_{\mathrm{fb}}^{i-n}\left(1-p_{\mathrm{fb}}\right)^{n} . \tag{3.42}
\end{equation*}
$$

Now, taking the large SNR limit into Eq. (3.30) leads to:

$$
\begin{equation*}
\lim _{\mathrm{SNR} \gg 1} P_{\mathrm{IP}}^{\mathrm{I}}=1-\sum_{i=N}^{\mathrm{C}}\binom{i-2}{N-2} p_{\mathrm{fb}}^{i-N}\left(1-p_{\mathrm{fb}}\right)^{N-1}=1-\left(\frac{1-p_{\mathrm{fb}}}{p_{\mathrm{fb}}}\right)^{N-1} \sum_{i=N-1}^{\mathrm{C}-1}\binom{i-1}{n-1} p_{\mathrm{fb}}^{i} \tag{3.43}
\end{equation*}
$$

Using known results on binomial series (see Appendix A), it drops down to:

$$
\begin{equation*}
\lim _{\mathrm{SNR} \gg 1} P_{\mathrm{IP}}^{\mathrm{I}}=I\left(p_{\mathrm{fb}} ; C-N+1, N-1\right), \tag{3.44}
\end{equation*}
$$

where $I(x ; a, b)$ is the so-called regularized beta function. Since the function $I(x ; a, b)$ vanishes when $x=0$ or when $a$ or $b$ becomes infinite, for finite transmission credit $C$ and non-zero error probability $p_{\mathrm{fb}}$ on the feedback channel, the PER limit is strictly positive. This means that the PER does not vanish at large SNR in the IBS case, contrary to the FBS case.

### 3.6.2 Instantaneous noisy feedback $(T=0)$

This is a common assumption made in the related literature ([Malkamäki and Leib, 2000], [El bahri et al., 2005], [ Wu and Jindal, 2009]). In that case $p_{c}=0$ (so, $p_{\mathrm{fb}}=p_{e}$ ) and $\tau_{r, n}=\tau_{r, a}=\tau_{a}=T_{0}$ (from Eqs. (3.9)-(3.15) respectively). Without loss of generality, we
assume that $T_{0}=1$ which means that the average delay corresponds to a number of packets, so the metrics become:

$$
\begin{array}{lll}
d_{\mathrm{IP}}^{\mathrm{I}}=\frac{1}{1-P_{\mathrm{IP}}^{\mathrm{I}}} \sum_{i=N}^{C} i \frac{\beta_{\mathrm{N}}(i)}{\left(1-p_{\mathrm{fb}}\right)^{\delta i=C\}}} & \text { and } & \eta_{\mathrm{IP}}^{\mathrm{I}}=\frac{R N\left(1-P_{\mathrm{IP}}^{\mathrm{I}}\right)}{C P_{\mathrm{IP}}^{\mathrm{I}}+\left(1-P_{\mathrm{IP}}^{\mathrm{I}}\right) d_{\mathrm{IP}}^{\mathrm{I}}} \\
d_{\mathrm{IP}}^{\mathrm{F}}=\frac{N}{1-P_{\mathrm{MAC}}} \sum_{i=1}^{L} i \frac{\beta_{1}(i)}{\left(1-p_{\mathrm{fb}}\right)^{\delta i=L\}}} & \text { and } & \eta_{\mathrm{IP}}^{\mathrm{F}}=\frac{R\left(1-P_{\mathrm{MAC}}\right)^{N}}{L P_{\mathrm{MAC}}+\left(1-P_{\mathrm{MAC}}\right) d_{\mathrm{MAC}}} . \tag{3.46}
\end{array}
$$

By setting $p_{\mathrm{fb}}=0$ in the previous equations (i.e., by considering perfect feedback), all the closed-form expressions given in Chap. 1 can be retrieved.

### 3.6.3 Type-I HARQ

To be related with the works involving imperfect feedback, we focus on FBS at MAC level $(N=1)$. In the case of Type-I HARQ, we have $p_{1}(i)=\left(1-p_{0}\right) p_{0}^{i-1}$, and then the delay expression of Eq. (3.40) is simplified into:

$$
\begin{equation*}
d_{\mathrm{MAC}}=\frac{1-p_{0}}{\left(1-P_{\mathrm{MAC}}\right)\left(p_{\mathrm{fb}}-p_{0}\right)}\left(L\left(p_{\mathrm{fb}}^{L}-p_{0}^{L}\right)+\left(1-p_{\mathrm{fb}}\right)\left(p_{\mathrm{fb}} f_{L}\left(p_{\mathrm{fb}}\right)-p_{0} f_{L}\left(p_{0}\right)\right)\right), \tag{3.47}
\end{equation*}
$$

with $f_{n}(x):=\sum_{k=1}^{n-1} k x^{k-1}$.
Furthermore, when $L \rightarrow \infty$, we find that:

$$
\begin{equation*}
\lim _{L \rightarrow \infty} d_{\mathrm{MAC}}=\frac{1}{1-p_{0}}+\frac{p_{\mathrm{fb}}}{1-p_{\mathrm{fb}}} \tag{3.48}
\end{equation*}
$$

which is in perfect agreement with that given in [Wicker, 1995],[El bahri et al., 2005] and [Wu and Jindal, 2009].

### 3.7 Numerical results

### 3.7.1 Simulations setup

We will present the performance of an ARQ and of CC-HARQ, both with FBS, IBS and RCS. Each MAC packet has 128 information bits (including CRC-16), and is encoded with a rate- $1 / 2$ convolutional code with generators $(23,35)_{8}$ in the CC-HARQ scheme. Next, these bits are sent over a QPSK constellation, and the symbols are transmitted through an AWGN channel.

The random RTT that occurs on the imperfect feedback link is built as follows: $T$ is exponentially distributed with parameter $\lambda>0$, where $1 / \lambda$ is the expected arrival time. In that case, $\mathrm{d} F_{T}(t)=\lambda e^{-\lambda t} \mathrm{~d} t$ and $\mathbb{E}\left[T \mid T<\left(\tau_{0}-T_{0}\right)\right]=\frac{1}{\operatorname{Pr}\left[T<\left(\tau_{0}-T_{0}\right)\right\}} \int_{0}^{\tau_{0}-T_{0}} t \mathrm{~d} F_{T}(t)$. After simple algebraic manipulations, we get:

$$
\begin{align*}
p_{c} & =e^{-\lambda\left(\tau_{0}-T_{0}\right)}  \tag{3.49}\\
\mathbb{E}\left[T \mid T<\left(\tau_{0}-T_{0}\right)\right] & =\frac{1}{\lambda}-\frac{\left(\tau_{0}-T_{0}\right) p_{c}}{1-p_{c}} . \tag{3.50}
\end{align*}
$$

In the sequel, the two causes of imperfect feedback will be studied separately:
(i) On the one hand, we can reasonably assume that the feedback is transmitted over the same channel than the messages, then one can expect that the error probability $p_{e}$ depends on the SNR. In this case, we set $p_{c}=0$ and so $p_{\mathrm{fb}}=p_{e}=f(\mathrm{SNR})$, with $f$ some function.
(ii) On the other hand, the time-out events due to random RTT have a constant error probability $p_{c}$, and we set for this case $p_{\mathrm{fb}}=p_{c}\left(p_{e}=0\right)$.

### 3.7.2 Monte-Carlo simulations

In Fig. 3.6, we check the accuracy of the analytical expressions of the efficiency and of the delay with imperfect feedback. The figures are presented for ARQ and CC-HARQ, for IP packets fragmented in $N=3$, and for both FBS with $L=3$ and IBS with $C=9$. The efficiency expression computed in Fig. 3.6a, for perfect RTT (i.e. $T=0$ ) and $p_{e}=10^{-1}$, is of perfect agreement with the Monte-Carlo simulations. This is also checked in Fig. 3.6b where the delay, computed for a complete imperfect feedback with $\lambda=1 / 2$ and $p_{e}=10^{-1}$, fits the Monte-Carlo points.


Figure 3.6: Simulations compared with IP level performance of ARQ/CC-HARQ ( $N=3$, $L=3, C=9$ ).

Finally, the PER of ARQ for several configurations $(N, c)$ of $\operatorname{RCS}$ is plotted versus $p_{0}$ in Fig. 3.7.

### 3.7.3 Discussion on the feedback: effect of $p_{e}$

In this Section, we investigate the feedback impairment on a CC-HARQ scheme. Assuming that the feedback is transmitted over the same channel than the data, then we


Figure 3.7: Simulations compared with IP level PER versus $p_{0}$ for ARQ with RCS.
model the feedback error as Gaussian noise, with probability $p_{e}=f(\mathrm{SNR})$, where $f$ is some decreasing function of the SNR that depends on the scheme used for the feedback transmission. In what follows, the feedback is constructed in three different ways:
(a) One bit feedback, i.e. a single ACK/NACK bit is sent through the noisy channel, and $f$ corresponds to the bit error probability (assuming a detection method is available).
(b) Uncoded feedback frames of 32 bits, including 16 bits for CRC, 1 bit for ACK/ACK, and the remaining 15 bits can be used to transmit the channel state, or the packet number, etc.
(c) Coded feedback frames: 32 bits long frames built as described above, then encoded using the rate- $1 / 2$ convolutional code $(23,35)_{8}$.

The PER is plotted in Fig. 3.8 for $N=6, L=3$ and $C=18$. First of all, the PER of FBS is insensitive to imperfect feedback, as expected. However, the IBS can be highly degraded according to the feedback scheme: even for one bit feedback (a), the PER is significantly increased, but stays lower than the PER of FBS unlike scheme (b). Nevertheless, it is seen that coding (c) recovers the performance, but we notice a slight degradation that remains at low SNR ( $<0 \mathrm{~dB}$ ).

The PER behavior has several consequences on the delay and efficiency performance, as shown in Figs. 3.9 and 3.10. The delay when using the feedback scheme (a) or (c), plotted in Fig. 3.9a for FBS with $L=3$ and in Fig. 3.9b for IBS with $C=18$, stays close to the ideal case for the two retransmission strategies. The SNR shift on the IBS delay


Figure 3.8: Effect of different feedback strategies on IP level PER of CC-HARQ with FBS/IBS $\left(N=6, L=3, C=18, p_{c}=0\right)$.
observed for the feedback scheme (b) is easily explained by the PER figure. However, we notice that the delay of FBS is greatly increased too when uncoded feedback frames are sent.


Figure 3.9: Effect of different feedback strategies on IP level delay of CC-HARQ ( $N=6$, $p_{c}=0$ ).

This explains the efficiency of FBS displayed in Fig. 3.10a. Since the delay of FBS is shifted for large SNR values (i.e. $>0 \mathrm{~dB}$ ), this error relative to the ideal case is predominant in the efficiency, which is shifted too. Observe that coding the feedback helps to completely recover the performance in this case. But the PER becomes more predominant in the efficiency at low SNR, hence the ideal and non ideal feedback figures coincide. The delay figure explains also the behaviour of the efficiency of IBS at large SNR. However, Fig. 3.10b shows that the IBS is dramatically degraded also at low SNR due to the poor PER performance of the feedback scheme (b). Notice that even coding cannot retrieve all the efficiency since there is still a shift at low SNR.


Figure 3.10: Effect of different feedback strategies on IP level efficiency of CC-HARQ ( $N=6, p_{c}=0$ ).

### 3.7.4 Discussion on the time-out value: effect of RTT

In this Section, the effect of feedback impairment (ii) is studied on an ARQ and a CCHARQ schemes. That is, in all this Section $p_{e}=0$ and the RTT parameter is set to $\lambda=1 / 3$. In Fig. 3.11 we plot the PER of FBS/IBS for $N=6, L=3$ and $C=18$. Since the PER of FBS is insensitive to any feedback imperfection, it is displayed for the ideal case as a benchmark. There are three observations. First of all, for the two schemes (ARQ and CC-HARQ) the IBS performance present an error floor, i.e. the PER values become constant (to $10^{-3}$ in our case) beyond some SNR value. This drawback is due to the random RTT that causes a constant feedback error probability $p_{c}$ (see Section 3.6.1). Secondly, the CC-HARQ with IBS is more degraded than the ARQ scheme. Indeed, Fig. 3.11a shows that before the error floor apparition the PER of IBS is still better than the FBS one, unlike CC-HARQ for which FBS is always better than IBS, as seen in Fig. 3.11b. Finally, these figures confirm the intuition that increasing the time-out value enhance the PER performance (in particular,
the error floor appears later and is lower).


Figure 3.11: Effect of different time-out values on IP level PER of ARQ/CC-HARQ ( $N=6$, $\left.L=3, C=18, p_{e}=0, \lambda=1 / 3\right)$.

The impact on the delay of the time-out value choice is discussed in Fig. 3.12, where the ideal feedback cases are displayed as benchmarks. In Fig. 3.12a we plot the delay of ARQ and have two remarks. Firstly, for any time-out value the delay of FBS remains lower than the delay of IBS and converges towards the same value at large SNR, as in the ideal case. Secondly, according to the intuition, the delay at low SNR is larger for higher time-out values, but is lower for increasing time-out values at large SNR because of the PER error floors. The delay of CC-HARQ is plotted in Fig. 3.12b. The same remarks hold except for the IBS case at low SNR, where it is shown that it is systematically better than the FBS one, unlike in the ideal case.

The efficiency performance are discussed in Fig. 3.13, where the ideal feedback cases are again displayed as benchmarks. In Fig. 3.13a we plot the efficiency of ARQ, where we observe that the IBS suffers from the delay shift for large SNR values as described above. The efficiency of CC-HARQ is plotted in Fig. 3.13b and we see that although the delay of IBS is better than that of FBS at low SNR, the efficiency of IBS is always lower. Nevertheless, increasing the time-out value enhances the efficiency performance of the IBS, whereas the efficiency is degraded in the FBS case.

### 3.7.5 PER performance of RCS versus FBS and IBS

The previous analysis of FBS/IBS under several imperfect feedback conditions has revealed many weaknesses of the IBS, compared to the FBS. The performance loss in the PER of the IBS have been identified. Therefore it is of interest to find a retransmission management strategy that still enhance the PER of FBS, while not dramatically affecting


Figure 3.12: Effect of different time-out values on IP level delay of ARQ/CC-HARQ ( $N=6$, $\left.L=3, C=18, p_{e}=0, \lambda=1 / 3\right)$.


Figure 3.13: Effect of different time-out values on IP level efficiency of ARQ/CC-HARQ ( $N=6, L=3, C=18, p_{e}=0, \lambda=1 / 3$ ).
the IBS. This has been achieved with the use of the RCS in Section 3.4, and this Section presents a numerical evaluation of the PER performance of RCS compared to FBS/IBS.

In Fig. 3.14, the PER of RCS is plotted when the feedback has a random RTT with $\lambda=1 / 3$ and $p_{e}=0$. The fragmentation is $N=6$ and the credit distribution of RCS is arbitrarily fixed to $L^{(0)}=[3,3,3,3,3,3]$. The performance of FBS/IBS are displayed for benchmarking. The PER of an ARQ scheme is plotted in Fig. 3.14a, and of a CC-HARQ in Fig. 3.14b. In both cases, the RCS still brings a gain in PER relative to the FBS, but is far more robust to the imperfect feedback than the IBS.


Figure 3.14: Effect of the different cross-layer strategies (FBS/IBS/RCS) on IP level PER of ARQ/CC-HARQ with non-zero RTT $\left(N=6, L=3, C=18, L^{(0)}=[3,3,3,3,3,3], p_{e}=0\right.$, $\lambda=1 / 3)$.

In Fig. 3.15, we discuss on the impact of different credit distributions on the PER of RCS, for $N=6$. Again, the FBS and IBS are displayed for benchmarking. For the ARQ scheme, Fig. 3.15a, we see that the uniform credit distribution $\left(\boldsymbol{L}^{(0)}=[3,3,3,3,3,3]\right)$ has a little gain over the FBS. Furthermore, the credit distribution $L^{(0)}=[5,5,5,2,1,0]$ is more powerful and gets closer to the IBS, that is actually the best credit distribution in the perfect feedback case. In contrast, the distribution $L^{(0)}=[2,2,5,5,2,2]$ is even worse than the FBS. These remarks still hold for the CC-HARQ, as seen in Fig. 3.15b, where the distribution $L^{(0)}=[5,5,5,2,1,0]$ achieves the IBS performance. We conclude that the PER decreases as the distribution gives more credits to the heading fragments in the IP packet.

However, such distributions are also less robust to imperfect feedback, as shown in Fig. 3.16, where the PER of an ARQ scheme is plotted versus $p_{0}$ for $N=4, L=2$, $C=8$. Imperfect feedback is simulated using a fixed probability $p_{\mathrm{fb}}=10^{-1}$. The figures confirm the previous conclusion, i.e. the distribution $L^{(0)}=[3,2,2,1]$ is better than FBS and the uniform distribution $L^{(0)}=[2,2,2,2]$ in the ideal feedback case. But for imperfect feedback, while the uniform distribution is robust and remains very close to the ideal


Figure 3.15: Effect of different initial distributions $L^{(0)}$ on IP level PER of ARQ/CC-HARQ with $\operatorname{RCS}\left(N=6, L=3, C=18, p_{e}=0, p_{c}=0\right)$.
case, the distribution $L^{(0)}=[3,2,2,1]$ degrades the performance and becomes even worse than FBS at low $p_{0}$.



Figure 3.16: Effect of different initial distributions $\boldsymbol{L}^{(0)}$ IP level PER of ARQ versus $p_{0}$ with RCS and imperfect feedback ( $N=4, L=2, C=8, p_{\mathrm{fb}}=10^{-1}$ ).

### 3.8 Conclusion

This Chapter has been devoted to the analysis of cross-layer HARQ schemes with imperfect feedback. We have proposed a model for two kinds of feedback impairments: errors in the acknowledgment messages, and delayed feedback. We have derived new analytic expressions at IP level for the PER, the delay and the efficiency of any HARQ scheme.

A numerical analysis has shown that such imperfect feedback conditions may have more or less impact on the HARQ performance according to the chosen cross-layer retransmission management (i.e., FBS or IBS). While the PER is not modified by any feedback imperfection in the FBS case, the PER of IBS is dramatically degraded, and thus the impact on the two other metrics (delay and efficiency) is significant in this case. If feedback is transmitted into packets, the best FBS performance are achieved by using coding inside the feedback and by setting a time-out value that is close to the average arrival time $1 / \lambda$. In contrast, the time-out value must be chosen larger in the IBS case, and even coding cannot retrieve the ideal performance.

Therefore, it is of great interest to design cross-layer schemes that still have a gain but are more robust to imperfect feedback than the IBS. This issue has been successfully addressed with the definition of the RCS scheme, for which the analysis has been conducted within a unified framework. The choice of the initial credit distribution offers a soft transition from the robustness of FBS against imperfect feedback, to the cross-layer gain brought by IBS.

Finally, the HARQ performance were studied for the SW protocol only. Since LTE implements a parallel SW version of the HARQ, it could be interesting to extend the cross-layer concepts of RCS to parallel SW. This extension is straightforward for FBS since the ARQ contexts that are placed in parallel are independent. More precisely, the credit distribution within each context is independent of the other contexts, which is not true for cross-layer strategies.

We have patented the RCS scheme in [P1]. Part of the materials presented during this Chapter were published in [C2], [C3], [C6] and [C7].

## Chapter 4

## Resource allocation problems in mobile ad hoc networks

### 4.1 Introduction

Unlike cellular systems, which are organized around base stations deployed by the operator, ad hoc networks are relaxed from any fixed infrastructure. Ad hoc networks are thus a highly flexible solution for fast, short-lived communications deployment for many applications, from military ground or other critical scenarios to any future smart network. However, the lack of structure makes the resource management difficult compared to cellular systems, and ad hoc networks suffer from several practical limitations. This Chapter moves towards the second part of the thesis, which is devoted to the resource allocation issue in the paradigm of ad hoc networks. We draw an overview of the ad hoc network context, and the notions tackled here will be used throughout the rest of the thesis.

The Chapter is organized as follows. The context of the study is given in Section 4.2, where we describe the system to which the materials contained within these three last Chapters can be applied, and define the needs and objectives. Section 4.3 presents the main characteristics of the system and formulates the assumptions that are made until the end of the thesis. The associated mathematical model and notations are given in Section 4.4, and will be common to Chapters 5 and 6 . Finally, the state of the art is done in Section 4.5 and Section 4.6 formulates the optimization problem.

### 4.2 Working context

In the rest of the thesis, we investigate a MANET that may be deployed either in a civilian context, or on a military scene. In order to simplify the network management, a clusterbased structure is advocated where a Cluster Head (CH) is elected among the nodes, as illustrated in Fig. 4.1.

The nodes in a clustered MANET are managed by the CH, which collects the trans-


Figure 4.1: Clustered mobile ad hoc network.
mitters' requests and performs a centralized resource allocation accordingly. However, unlike the Base Station which centralizes all the communications in an uplink-downlink fashion in cellular wireless networks, the CH does not relay the information between a pair of users. Instead, in order to avoid the concentration of all the traffic at the CH , peer to peer links are built after each resource allocation stage, and thus pairwise communications are done between the communicating nodes. The transmissions follow a Time Division Multiple Access (TDMA) scheme with specific slots reserved for signaling and data in order to schedule the communications, as done in the specific Thales devices. Then OFDMA symbols are transmitted within each TDMA slot.

The main goal of resource allocation is to organize the available physical resource among the transmitting users. In our case, depicted in Fig. 4.2, the objective is to select the power level and the bandwidth sharing for a communication in order to minimize the total transmit power subject to some long-term QoS constraints.

Total transmit power minimization enables the minimization of the nodes' consumption, as well as the reduction of the frequency spatial footprint of the network, while maintaining the link fidelity. Moreover, power minimization is of great interest to increase the network lifetime, to mitigate the inter-cluster interference and, from a military point of view, to provide low detection capability.

### 4.3 Clustered mobile ad hoc networks: assumptions

The designer of a communication system may face several issues, that we identified into two classes of concerns:


Figure 4.2: How to assign the resource inside the cluster?
(i) How to cope with the interference that is inherent to wireless networks?
(ii) Can we use some CSI to improve the communication performance?

In this Section, we point out what assumptions can be made on the system described in Section 4.2 to address these two questions.

### 4.3.1 Interference management

Since the communications are wireless, it is obvious that the pairs of users that communicate will interfere with each other. Clustering the network as done in Fig. 4.1 leads to two levels of interference:
(i) interference between the clusters (inter-cluster),
(ii) interference between the users inside a same cluster (intra-cluster).

In what follows we show how we can deal with.

Inter-cluster interference: The clusters composing the overall network are spread over the entire available system bandwidth. Therefore, two users from two distinct clusters that communicate over the same resource will interfere, in spite of any separation or interference treatment inside inside the cluster.

We first neglect the inter-cluster interference in the developments made in Chap. 5 and 6. Taking inter-cluster interference into account, these results can be extended to joint cluster resource allocation following the ideas developed in [Ksairi et al., 2010a] and [Ksairi et al., 2010b].

Intra-cluster interference: The approach that is retained in this thesis is to organize orthogonal communication schemes to separate the pairs inside a cluster. Though suboptimal from an information theoretic point of view [Tse and Viswanath, 2005], this solution can be easily implemented. Typically, OFDMA, which combines the so-called OFDM technique to combat inter-symbol interference due to multipath spread, and FDMA to
separate the users, has been widely considered since it is a promising solution for future wireless standards. We point out that OFDMA is considered in the rest of the thesis. Actually, any other orthogonal scheme like Single Carrier FDMA could be envisaged.

Moreover, perfect synchronization of the underlying OFDM will be assumed, so that the subcarriers are perfectly orthogonal with no frequency shift, as well as perfectly designed cyclic prefix in order to absorb the multipath spread. Therefore, the pairs of communicating users are perfectly separated using OFDMA inside a given cluster.

### 4.3.2 Channel state information

The channel information is generally difficult to obtain: old 2G networks did not report perfect CSI from the mobile to the base station and so did not performed power control based on perfect CSI. Even the 3G (UMTS) could not have perfect channel knowledge due to the frequency spread of Code Division Multiple Access (CDMA). In spite of the wireless mobile environment, some cellular networks (LTE) where designed so that the channel impulse response may be quickly provided at the transmitter since the Base Station (resource allocator) is always either the transmitter or the receiver. For instance, in downlink TDD mode, the CSI is available at the Base Station without additional cost due to channel reciprocity, and so even if the channel is fast varying (less than a few hundreds Hertz Doppler frequency). The case of Frequency Division Duplex (FDD) is even simpler since the CSI is available on the uplink with less latency.

In peer-to-peer communications based ad hoc networks as described in Fig. 4.1, reporting the CSI at the resource allocator is much more difficult and often irrelevant. Indeed, at least two reasons prevent us to consider instantaneous CSI at the resource allocator:
(i) CSI reporting increases the overhead due to the signaling. Thus the amount of CSI demand for each pairwise link is huge and may flood the network.
(ii) A link between each receiver and the resource allocator must be created for reporting the CSI in an ad hoc network. Non-negligible part of time may be spent to establish this communication, which leads to feedback delays that may be larger than the channel coherence time, leading to outdated CSI.

Exploiting outdated feedback at the resource allocator leads to imperfect CSI knowledge. Some works proved that even imperfect CSI can provide benefit (see [Goldenbaum et al., 2011] or [Szczecinski et al., 2011]). Therefore a lot of works have optimized resource allocation under the assumptions of either full CSI (see [Tse and Viswanath, 2005] and references therein) or imperfect/partial CSI ([Wang and Lau, 2008], [Lau et al., 2008], [Rui and Lau, 2008], [Brah et al., 2008] and [Ho et al., 2009]). Nevertheless, all these methods assume that the CSI imperfection is small enough, i.e., the channel is only slightly different between two CSI reports, and so is highly correlated between the reporting phase and the resource allocation phase. In the case of MANETs, the previous work cannot be
applied since the delay between the CSI measurements and the time it is available at the resource allocator is too large.

Thus, the resource allocation presented in the thesis relies on the long-term average channel conditions instead of instantaneous channel fading. Basically, we assume that the channel statistics vary slow enough, i.e. remain constant within few TDMA frames. Nevertheless, dealing with statistical CSI requires some restrictions.

Diversity handling: Since the short-term fluctuations of the channel are not known, the resource allocator cannot determine the allocated power for each subcarrier, nor each subcarrier allocated to which user. Therefore, the so-called multiuser diversity [Tse and Viswanath, 2005] cannot be achieved.

The system is based on OFDM, thus time and frequency diversities can be exploited to counteract the lack of CSI. Since both time/frequency diversity and multiuser diversity are not necessarily cumulative [Tse and Viswanath, 2005], not considering multiuser diversity does not prevent the designed system to work efficiently. To achieve single-user diversity, we resort to:
(i) Frequency Hopping (FH) for handling single-user diversity. Moreover, FH provides an interesting way to counteract eavesdroppers from a military point of view.
(ii) HARQ for enforcing the link performance, since it is a powerful mechanism to cope with the unknown fast channel variations efficiently.

### 4.4 Mathematical model

This Section introduces the basic notations that will be used throughout the rest of the document. We present the mathematical channel model derived from the assumptions of Section 4.3, and we define the parameters of interest for the optimization. In all the document, the superscript ${ }^{T}$ stands for the transposition operator, the (multivariate) complex-valued circular Gaussian distribution with mean $a$ and covariance matrix $\Sigma$ is denoted $C \mathcal{N}(a, \Sigma)$, and $f^{-1}$ is the inverse of any function $f$ with respect to composition.

### 4.4.1 Channel model

### 4.4.1.1 OFDM signal

The channel corresponds to the link between the transmitting user $k$ and any receiving node in the network, including the CH. Let $h_{k}(i)=\left[h_{k}(i, 0), \ldots, h_{k}(i, M-1)\right]^{T}$ denote the channel impulse response of link $k$ associated with OFDM symbol $i$, where $M$ is the number of taps. Let us denote by $\boldsymbol{H}_{k}(i)=\left[H_{k}(i, 0), \ldots, H_{k}\left(i, N_{c}-1\right)\right]^{T}$ the Fourier Transform of $\boldsymbol{h}_{k}(i)$, where $N_{c}$ is the number of OFDM subcarriers. Assuming well-designed OFDM
cyclic prefix and FH pattern, the received signal at OFDM symbol $i$ and subcarrier $n$ for user $k$ is:

$$
\begin{equation*}
Y_{k}(i, n)=H_{k}(i, n) X_{k}(i, n)+Z_{k}(i, n), \tag{4.1}
\end{equation*}
$$

where $X_{k}(i, n)$ is the transmitted symbol by user $k$ at subcarrier $n$ of OFDM symbol $i$, and the additive noise $Z_{k}(i, n) \sim \operatorname{CN}\left(0, N_{0} W / N_{c}\right)$ where $N_{0}$ is the noise power spectral density and $W$ is the total bandwidth. It is assumed that each channel is an independent Gaussian random process with possibly different variances $\varsigma_{k, m}^{2}$ for each tap, i.e., $\boldsymbol{h}_{k}(i) \sim \operatorname{CN}\left(0, \Sigma_{k}\right)$ with $\Sigma_{k}:=\operatorname{diag}_{M \times M}\left(\varsigma_{k, m}^{2}\right)$. Hence, direct calculation shows that the diagonal elements $H_{k}(i, n)$ of the Fourier Transform matrix $\boldsymbol{H}_{k}(i)$ are identically distributed ${ }^{1}$ :

$$
\begin{equation*}
H_{k}(i, n) \sim \operatorname{CN}\left(0, \varsigma_{k}^{2}\right), \tag{4.2}
\end{equation*}
$$

with $\varsigma_{k}^{2}:=\operatorname{Tr}\left(\Sigma_{k}\right)$. Thus, the subcarriers of a single link are identically distributed.

### 4.4.1.2 Channel state information

Let $g_{k}(i, n):=\left|H_{k}(i, n)\right|^{2} / N_{0}$ be the instantaneous Gain to Noise Ratio (GNR) of link $k$ at subcarrier $n$ and OFDM symbol $i$. It is exponentially distributed, with a mean $G_{k}$ := $\mathbb{E}\left[g_{k}(i, n)\right]$ independent of $n$, given by:

$$
\begin{equation*}
G_{k}=\frac{\varsigma_{k}^{2}}{N_{0}} \tag{4.3}
\end{equation*}
$$

We assume that the CH only knows the terms $G_{k}$, i.e., the average GNR instead of the instantaneous one, for all the active links. Since $G_{k}$ depends on $k$, the users are obviously treated differently, and we assume that the behavior of $G_{k}$ is driven by the so-called path-loss. Let $D_{k}$ be the distance between user $k$ and its corresponding receiver. Then:

$$
\begin{equation*}
G_{k}=\frac{\ell\left(D_{k}\right)}{N_{0}} \tag{4.4}
\end{equation*}
$$

where $\ell($.$) is some function dependent on the path-loss model.$

## Remark on the pairwise links:

The multiuser scheme of the MANET described in Fig. 4.1 is implemented with pairwise communications through the network. At this step, and regardless of the scheduling:

- For one-to-many communications the only difference by still using OFDM is in the received OFDM signal expression:

$$
Y_{k}(i, n)=H_{k}(i, n) X(i, n)+Z_{k}(i, n),
$$

[^4]where $X(i, n)$ is the symbol broadcasted to link $k$ at time $i$ over subcarrier $n$. Thus, the results extension is straightforward. However, one could envisage a more sophisticated use of this downlink (broadcast channel), and in that case the results do not hold anymore.

- For many-to-one communications there is no difference when using OFDM, since the user receives simultaneously (and interference-free) the messages $X_{k}$ from links $k$ on the assigned subcarriers. Once again, a deeper use of this uplink (multiple access channel) will strongly modify our results.


### 4.4.2 Power and bandwidth parameters

Let us denote by $K$ the number of links that are active in the considered cluster. Since $G_{k}$ does not depend on subcarrier $n$, the resource allocation algorithm will not distinguish between subcarriers for a given users pair $k$, i.e., the CH cannot attribute which subcarriers for user $k$, but only how many. Let $n_{k}$ be the number of subcarriers assigned to the pair of users $k$, so the bandwidth proportion occupied by this link is:

$$
\begin{equation*}
\gamma_{k}:=\frac{n_{k}}{N_{c}} \tag{4.5}
\end{equation*}
$$

and corresponds to the bandwidth parameter to be optimized. By definition, the inequality $\sum_{k=1}^{K} \gamma_{k} \leq 1$ must hold.

Due to the independence of $G_{k}$ with respect to the subcarrier $n$, it is natural for the transmitter $k$ to use the same average power $P_{k}=\mathbb{E}\left[\left|X_{k}(i, n)\right|^{2}\right]$ on each subcarrier. Let:

$$
\begin{equation*}
E_{k}:=P_{k} /\left(W / N_{c}\right) \tag{4.6}
\end{equation*}
$$

be the energy consumed to send one symbol on each subcarrier, and

$$
\begin{equation*}
\sigma_{k}^{2}:=N_{0} W / N_{c} \tag{4.7}
\end{equation*}
$$

be the corresponding noise variance. The energy $E_{k}$ corresponds to the power parameter to be optimized. Then, on each subcarrier user $k$ undergoes an average SNR given by:

$$
\begin{equation*}
\mathrm{SNR}_{k}=\frac{\varsigma_{k}^{2} P_{k}}{\sigma_{k}^{2}}=E_{k} G_{k} . \tag{4.8}
\end{equation*}
$$

The definition of these parameters is summarized in Fig. 4.3.

### 4.4.3 Resource allocation optimization issue

In order to mitigate the power radiated by a single cluster or to minimize battery drain, one can minimize:

$$
\begin{equation*}
\mathcal{P}_{T}=\sum_{k=1}^{K} n_{k} P_{k} . \tag{4.9}
\end{equation*}
$$



Figure 4.3: Resource assignment to user $k$.

When the total bandwidth $W$ is fixed the total power of the cluster becomes, using Eqs. (4.5)-(4.6):

$$
\begin{equation*}
\mathcal{P}_{T}=W \sum_{k=1}^{K} \gamma_{k} E_{k} . \tag{4.10}
\end{equation*}
$$

Hence, it is equivalent to minimize the total energy $Q_{T}:=\mathcal{P}_{T} / W$ for sending an OFDM symbol, i.e. to minimize the objective function:

$$
\begin{equation*}
Q_{T}=\sum_{k=1}^{K} \gamma_{k} E_{k} \tag{4.11}
\end{equation*}
$$

From Eq. (4.5) $\gamma_{k}$ are rational numbers, however for tractability purposes we take $\gamma_{k} \in[0,1]$ to make the problem continuous.

Finally, in the sequel the users on link $k$ may request some minimal QoS, which will be denoted by the vector $\mathbf{Q o S}{ }_{k}^{(0)}$. Let us define the bivariate vector function $\mathbf{Q o S}{ }_{k}(.,$.$) that$ represents a set of QoS constraints: this function will be explicited in the rest of the thesis according to the users' needs, and can be either the rate, or the PER, or the delay, or any combination of them. The optimization problem is formalized in Problem 4.1:

Problem 4.1. Let us denote $\gamma=\left[\gamma_{1}, \cdots, \gamma_{K}\right]^{T}$ and $\boldsymbol{E}=\left[E_{1}, \cdots, E_{K}\right]^{T}$. The optimization problem boils down to:

$$
\begin{array}{ll} 
& \min _{(\gamma, \boldsymbol{E})} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } \quad & \mathbf{Q o S}_{k}\left(\gamma_{k}, E_{k}\right) \geq \mathbf{Q o S}_{k}^{(0)}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1 \\
& \gamma_{k} \geq 0, E_{k} \geq 0, \forall k \tag{4.12d}
\end{array}
$$

### 4.5 State of the art

The MCS used in current systems are not often optimal, i.e., capacity achieving. This last practical limitation is not specific to MANETs, and this thesis aims to take up this challenge too. In the following, we review some existing results that fall within, or close to, the context of OFDMA resource allocation with statistical CSI. We have identified three types of results in the literature related to our context:
(i) information-theoretic tools based allocations when the link is capacity achieving (in Shannon's sense) and when statistical CSI is available. Hence, the metric related to the rate is the so-called ergodic capacity ([Gault et al., 2007]). Other metrics (such as delay and PER) have been taken into account since the delay is theoretically infinite due to the infinite-length of Gaussian random codes and since the PER is arbitrarily small. The works done in this context have been reviewed in Section 4.5.1.
(ii) information-theoretic tools based allocations when the link is capacity achieving but with finite inputs and when full CSI at the transmitter is available ([Lozano et al., 2006]). We have straightforwardly extended this work to the case of statistical CSI in Section 4.5.2.
(iii) allocations for links built upon practical modulations and codes, that can be either derived from information theory tools using gaps ([Wong et al., 1999]), or derived from new metrics ([Devillers et al., 2008] and [Wu and Jindal, 2011]). In both cases, the CSI is perfectly known at the transmitter. These works have been summarized in Section 4.5.3.

### 4.5.1 Information-theoretic tools based allocation with continuous modulation schemes

It is well known that the capacity of ergodic channels with Rayleigh fading is attained for Gaussian input signals ([Tse and Viswanath, 2005]). In the major part of the literature relative to (OFDM) resource allocation the MCS is assumed to be ideal, i.e. to consist in infinitely long Gaussian entries, and thus capacity achieving. In that case, the bit loading relies on the Shannon formula, which gives the number of bits that can be reliably transmitted at every channel use. Therefore, the optimization procedures are based on the celebrated $\mathbb{E}[\log (1+\mathrm{SNR})]$ function, which exhibits some attractive mathematical features like concavity.

The minimization of an OFDMA cell power, neglecting inter-cell interference, assuming only statistical CSI $\left(G_{k}\right)_{k \in\{1, \ldots, K\}}$ at the Base Station and assuming QoS only related to rate constraint, was investigated in [Gault et al., 2007] through solving the following
optimization problem:

$$
\begin{array}{ll} 
& \min _{(\gamma, \boldsymbol{E})} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } & \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k} \geq 0, E_{k} \geq 0, \forall k, \\
& C_{k}\left(\gamma_{k}, E_{k}\right) \geq \rho_{k}^{(0)} / W, \forall k, \tag{4.13d}
\end{array}
$$

where the users require minimal rates $\rho_{k}^{(0)}$ driven by the ergodic capacity $C_{k}$ of their link:

$$
\begin{equation*}
C_{k}=\gamma_{k} \mathbb{E}\left[\log \left(1+\frac{\left|H_{k}(i, n)\right|^{2} E_{k}}{N_{0}}\right)\right] \tag{4.14}
\end{equation*}
$$

Due to the convexity of the optimization problem, the optimal allocation policy was found and was given as:

$$
\begin{align*}
& E_{k}^{*}=\frac{1}{G_{k}} f^{-1}\left(G_{k} \lambda^{*}\right),  \tag{4.15}\\
& \gamma_{k}^{*}=\frac{\rho_{k}^{(0)} / W}{F\left(G_{k} \lambda^{*}\right)^{\prime}} \tag{4.16}
\end{align*}
$$

where $f$ is the real-valued function given by:

$$
\begin{equation*}
f(x)=\frac{x^{2} e^{1 / x} E_{1}(1 / x)}{x-e^{1 / x} E_{1}(1 / x)}-x \tag{4.17}
\end{equation*}
$$

with $E_{1}(x):=\int_{1}^{+\infty}\left(e^{-x t} / t\right) \mathrm{d} t$ the exponential integral ${ }^{2}$, and $F(x):=\mathbb{E}\left[\log \left(1+f^{-1}(x) X_{e}\right)\right]$ with $X_{e}$ an exponentially distributed random variable with parameter 1 . The optimal Lagrange multiplier $\lambda^{*}$ is a non-negative scalar that satisfies:

$$
\begin{equation*}
\sum_{k=1}^{K} \frac{\rho_{k}^{(0)} / W}{F\left(G_{k} \lambda^{*}\right)}=1 \tag{4.18}
\end{equation*}
$$

### 4.5.2 Information theoretic tools based allocation with finite-size modulation schemes

The constellation sizes are, in practice, constrained to be integer, and the information theoretic measure must be adapted. Non-Gaussian entries is the first practical limitation that can be studied in resource allocation and, surprisingly, rare works focused on this aspect.

Only [Lozano et al., 2006] gave a complete theory of arbitrary modulation inputs used for power allocation in parallel Gaussian channels, which can be directly applied to

[^5]OFDMA resource allocation with Quadrature Amplitude Modulation (QAM) signals for instance. The authors investigated sum-capacity maximization with full CSI at the Base Station, but their work can easily be applied to total power minimization with statistical CSI through the following optimization problem:

$$
\begin{array}{ll} 
& \min _{(\gamma, \boldsymbol{E})} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } \quad & \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k} \geq 0, E_{k} \geq 0, \forall k, \\
& C_{k}\left(\gamma_{k}, E_{k}\right) \geq \rho_{k}^{(0)}, \forall k, \tag{4.19d}
\end{array}
$$

where the users require minimal rates $\rho_{k}^{(0)}$ driven by

$$
\begin{equation*}
C_{k}=\gamma_{k} I_{k}\left(P_{k}\right), \tag{4.20}
\end{equation*}
$$

with $I_{k}(x)$ the ergodic mutual information of link $k$ with QAM entries.
In [Weidong et al., 2007], the mutual information of link $k$ with QAM entries of order $M_{k}$ is given for one channel realization. The ergodic mutual information is just the average of the closed-form expressions provided in [Weidong et al., 2007] over all the channel realizations. Therefore, we have

$$
\begin{equation*}
C_{k}=\gamma_{k} \mathbb{E}\left[\log \left(1+\frac{\left|H_{k}(i, n)\right|^{2} E_{k}}{N_{0}}\right)-\frac{1}{2} \log \left(1+\left(\frac{\left|H_{k}(i, n)\right|^{2} E_{k}}{N_{0} M_{k}}\right)^{2}\right)\right] . \tag{4.21}
\end{equation*}
$$

In Appendix D.1, it is proven that optimization problem related to Eqs. (4.19) is convex. Then the optimal policy is given below and is proven in Appendix D.2:

$$
\begin{align*}
& E_{k}^{*}=\frac{1}{G_{k}} f_{k}^{-1}\left(G_{k} \lambda^{*}\right),  \tag{4.22}\\
& \gamma_{k}^{*}=\frac{\rho_{k}^{(0)} / W}{F_{k}\left(G_{k} \lambda^{*}\right)^{\prime}} \tag{4.23}
\end{align*}
$$

where $f_{k}^{-1}$ is the inverse with respect to composition of the real-valued function $f_{k}$ given by:

$$
\begin{equation*}
f_{k}(x)=x^{2} \frac{e^{1 / x} E_{1}(1 / x)-C\left(M_{k} / x\right)}{M_{k} S\left(M_{k} / x\right)-e^{1 / x} E_{1}(1 / x)}-x, \tag{4.24}
\end{equation*}
$$

with $C(x):=-\operatorname{ci}(x) \cos (x)-\operatorname{si}(x) \sin (x)$ and $S(x):=\operatorname{ci}(x) \sin (x)-\operatorname{si}(x) \cos (x)$, si (.) and ci (.) are the sine and cosine integrals [Gradshteyn and Ryzhik, 1980], respectively. The function $F_{k}(x):=\mathbb{E}\left[\log \left(1+f_{k}^{-1}(x) X_{e}\right)-(1 / 2) \log \left(1+\left(f_{k}^{-1}(x)\right)^{2} X_{e}^{2} / M_{k}^{2}\right)\right]$ with $X_{e}$ an exponentially distributed random variable with parameter 1. Again, the optimal $\lambda^{*}$ is chosen such that:

$$
\begin{equation*}
\sum_{k=1}^{K} \frac{\rho_{k}^{(0)} / W}{F_{k}\left(G_{k} \lambda^{*}\right)}=1 \tag{4.25}
\end{equation*}
$$

Notice that Eq. (4.21) admits actually a closed-form solution given in Appendix D.3.

### 4.5.3 Allocation with practical modulation and coding schemes

The previous paragraph has presented some works that have taken into account for the practical limitation of the constellation size. Nevertheless, these works still assume infinitely long codes, which is far more limiting when considering some delay issues. Moreover such coding schemes are capacity achieving so the bits are conveyed reliably at rate $\log (1+\mathrm{SNR})$, i.e. the error probability at this rate is made arbitrarily small. Since most practical applications are constrained to non-capacity achieving codes satisfying some QoS like Bit Error Rate (BER) or PER, this Section presents some works that investigated resource allocation regarding the demanded QoS level, but with full CSI knowledge.

The basic idea is to introduce metrics that are able to measure the transmission rate that can be reached at some fixed BER/PER. To the best of the author knowledge, this was initiated in [Starr et al., 1999] for the wired xDSL technologies and in [Wong et al., 1999] for wireless links, where the problem was formulated and solved for full CSI $H_{k}(i, n)$ available at the Base Station:

$$
\begin{array}{ll} 
& \mathcal{P}_{T}^{*}=\min _{m_{k, n} \in \mathcal{M}} \sum_{k=1}^{K} \sum_{n=1}^{N_{c}} \frac{N_{0}}{\left|H_{k}(i, n)\right|^{2}} f_{k}\left(m_{k, n}\right), \\
\text { s.t. } \quad m_{k, n}=\rho_{k}^{(0)} / W, \forall k, \\
& m_{k, n}=0 \forall k \neq k^{\prime} \text { such that } m_{k^{\prime}, n} \neq 0, \forall n, \tag{4.26c}
\end{array}
$$

where the function $f_{k}($.$) gives the power needed to transmit m_{k, n}$ bits at some required BER, and $m_{k, n}$ are constrained to take values from a discrete ensemble $\mathcal{M}$ that represents the modulation states.

This approach can be generalized by resorting to the so-called SNR gap [Starr et al., 1999]. When using constant energy per symbol $E_{s}$ at the transmitter, the BER on any subcarrier $n$ of link $k$ can be expressed from the symbol error expression:

$$
\begin{equation*}
\mathrm{BER}_{k}=4 Q\left(\sqrt{\frac{3}{\frac{3}{2}} \frac{\left|H_{k}(i, n)\right|^{2}}{2^{m_{k, n}}-1} \frac{E_{s}}{N_{0}}}\right), \tag{4.27}
\end{equation*}
$$

so when fixing some target $B E R$ to $B E R_{k}^{\text {target }}$ we can extract:

$$
\begin{equation*}
2^{m_{k, n}}-1=\frac{\left|H_{k}(i, n)\right|^{2} E_{s} / N_{0}}{\frac{2}{3}\left(Q^{-1}\left(\frac{\text { BER }_{k}^{\text {target }}}{4}\right)\right)^{2}} \tag{4.28}
\end{equation*}
$$

We define the positive constant:

$$
\begin{equation*}
\Gamma_{k}:=\frac{2}{3}\left(Q^{-1}\left(\frac{\mathrm{BER}_{k}^{\text {target }}}{4}\right)\right)^{2} \tag{4.29}
\end{equation*}
$$

as the SNR gap from Shannon capacity for which the number of bits $m_{k, n}$ that can be conveyed over the subcarrier $n$ of link $k$ at $\mathrm{BER}_{k}^{\text {target }}$ is:

$$
\begin{equation*}
m_{k, n}=\left\lfloor\log \left(1+\frac{\left|H_{k}(i, n)\right|^{2} E_{s} / N_{0}}{\Gamma_{k}}\right)\right\rfloor . \tag{4.30}
\end{equation*}
$$

This formalism can be used in conjunction with the waterfilling algorithm to maximize the bit rate under BER constraint (see [Starr et al., 1999] and [Devillers et al., 2008]). However, taking gaps from the capacity is possible only when CSI is available, because $\Gamma_{k}$ is computed from expressions that hold true on the AWGN channel, i.e. the gap is evaluated knowing the channel coefficient. Therefore in our case where the CSI is not available at the CH , but only statistics are known, adapting such techniques to the ergodic capacity is impossible and the work of [Gault et al., 2007] presented in Section 4.5.1 cannot be extended to practical MCS in this way.

When working with finite-length coding schemes, which do not achieve the ergodic capacity anymore [Tse and Viswanath, 2005], the channel does not support the rates given by the Shannon formula for arbitrarily low error probabilities. Instead, in order to cope with the inevitable packet errors, (H)ARQ can be used on top of the FEC to improve the link reliability. In that case, it has been recently recognized in [Wu and Jindal, 2011] or [Devillers et al., 2008] that the so-called HARQ goodput was the meaningful metric to drive the useful bitrate at MAC level since it captures the non-null packet error probability as well. Therefore, our goal is to perform resource allocation with statistical CSI where the goodput dictates the rate requirement of the links.

### 4.6 Optimization problem

In this Section we detail the QoS constraints function $\mathbf{Q o S}{ }_{k}$ of Problem 4.1 for two cases:
(i) finite-length Gaussian codes,
(ii) practical MCS composed of existing FEC codes and QAM modulations.

Then we derive several optimization problems that will be solved in the next Chapters.
In both cases it will be assumed that each user must be served with a minimum average rate $\rho_{k}$, thus there are strictly positive constants $\rho_{k}^{(0)}$ such that $\rho_{k} \geq \rho_{k}^{(0)}$ for all $k$. In order to cope with the remaining packet errors and fast channel variations, Type-I HARQ is used. We remind from Chapter 1 that the user (error-free) bitrate $\rho_{k}$ (in bit/s) is proportional to the goodput $\tilde{\eta}_{k}$ :

$$
\begin{equation*}
\rho_{k}=\tilde{\eta}_{k} W_{k} \tag{4.31}
\end{equation*}
$$

where $W_{k}:=\gamma_{k} W$ is the portion of bandwidth occupied by link $k$. Thus, in order to remain bandwidth independent, each user requires a minimal goodput $\tilde{\eta}_{k} \geq \eta_{k}^{(0)}$ given by:

$$
\begin{equation*}
\tilde{\eta}_{k}\left(\gamma_{k}, E_{k}\right)=\gamma_{k} r_{k} \eta_{k}\left(G_{k} E_{k}\right), \tag{4.32}
\end{equation*}
$$

where $r_{k}$ is the information rate (in bits) conveyed over link $k$ every channel use, and $\eta_{k}:$ SNR $\mapsto \eta_{k}(\mathrm{SNR})$ is the efficiency of link $k$ (as defined in Chapter 1 ).

### 4.6.1 Finite-length Gaussian codes

In this case the Type-I HARQ efficiency is:

$$
\begin{equation*}
\eta_{k}(\mathrm{SNR})=1-P_{e}^{\left(n, r_{k}\right)}(\mathrm{SNR}) \tag{4.33}
\end{equation*}
$$

with $P_{e}^{\left(n, r_{k}\right)}(\mathrm{SNR})$ the packet error probability of the Gaussian code of length $n$ and rate $r_{k}$. For the sake of clarity, it can be assumed without loss of generality that the users have the same code length $n$. Thus, taking $\mathbf{Q o S}_{k}=\tilde{\eta}_{k}$ and using Eqs. (4.32)-(4.33) in Problem 4.1 boils down to the new optimization problem:

Problem 4.2.

$$
\begin{array}{ll} 
& \min _{(\gamma, E)} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } \quad & \gamma_{k} r_{k}\left(1-P_{e}^{\left(n, r_{k}\right)}\left(G_{k} E_{k}\right)\right) \geq \eta_{k}^{(0)}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k} \geq 0, E_{k} \geq 0, \forall k . \tag{4.34d}
\end{array}
$$

Problem 4.2 will be solved in Chapter 5 for a given $r_{k}$.

### 4.6.2 Practical MCS

In this case the Type-I HARQ efficiency is:

$$
\begin{equation*}
\eta_{k}(\mathrm{SNR})=R_{k}\left(1-P_{k}(\mathrm{SNR})\right), \tag{4.35}
\end{equation*}
$$

with $P_{k}(\mathrm{SNR})$ the PER of the FEC code of given rate $R_{k}$. The QAM order $M_{k}$ is given, and we have $r_{k}=m_{k}$ with $m_{k}=\log _{2}\left(M_{k}\right)$ the number of bits conveyed by the constellation. Obviously, $M_{k}$ and $R_{k}$ have to be chosen during the resource allocation and this choice will be discussed in details in Chapter 6. Thus, taking $\mathbf{Q o S}_{k}=\tilde{\eta}_{k}$ and using Eqs. (4.32)-(4.35) in Problem 4.1 boils down to the new optimization problem:

## Problem 4.3.

$$
\begin{array}{ll} 
& \min _{(\gamma, \boldsymbol{E})} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } & \gamma_{k} m_{k} R_{k}\left(1-P_{k}\left(G_{k} E_{k}\right)\right) \geq \eta_{k}^{(0)}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k} \geq 0, E_{k} \geq 0, \forall k . \tag{4.36d}
\end{array}
$$

Although its mathematical expression depends on the PHY level PER value, the goodput is not enough for completely characterizing a link performance. Indeed, as stated in [Ho et al., 2009], the MAC level PER has also to be kept below a certain threshold $P_{k}^{\mathrm{MAC},(0)}$. Therefore, taking $\mathbf{Q o S}_{k}=\left[\tilde{\eta}_{k} P_{k}^{\mathrm{MAC}}\right]^{T}$ in Problem 4.1 leads to:

Problem 4.4.

$$
\begin{array}{ll} 
& \min _{(\gamma, E)} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } \quad & \gamma_{k} m_{k} R_{k}\left(1-P_{k}\left(G_{k} E_{k}\right)\right) \geq \eta_{k}^{(0)}, \forall k, \\
& P_{k}^{\text {MAC }}\left(\gamma_{k}, E_{k}\right) \leq P_{k}^{M A C,(0)}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k} \geq 0, E_{k} \geq 0, \forall k . \tag{4.37e}
\end{array}
$$

Finally, although constraining the packet errors at MAC level enables to roughly control the transmission delay (also constrained by the maximum transmission credit $L$ ), it is better to consider the HARQ delay $d_{k}^{\mathrm{MAC}}$ at MAC level as the delay constraint. Taking $\mathbf{Q o S}_{k}=\left[\tilde{\eta}_{k} d_{k}^{\mathrm{MAC}}\right]^{T}$ in Problem 4.1 leads to the fourth and last problem:

## Problem 4.5.

$$
\begin{array}{ll} 
& \min _{(\gamma, \mathrm{E})} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } \quad & \gamma_{k} m_{k} R_{k}\left(1-P_{k}\left(G_{k} E_{k}\right)\right) \geq \eta_{k}^{(0)}, \forall k, \\
& d_{k}^{M A C}\left(\gamma_{k}, E_{k}\right) \leq d_{k}^{(0)}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k} \geq 0, E_{k} \geq 0, \forall k . \tag{4.38e}
\end{array}
$$

### 4.7 Conclusion

In this Chapter, we have described the ad hoc context within which the work presented in this thesis can be applied. The rationale to the design choice of the considered MANET has been reviewed, and the different assumptions concerning this system have been carefully discussed, and have led to the channel model that will be considered in the subsequent Chapters.

The main objective is the minimization of total cluster power while fulfilling some QoS constraints. Related techniques from the state of the art have been reviewed, some of them have been selected as a work basis, the others have been rejected after discussion. Finally,
the mathematical formulation of the minimization problem has been done, and will be treated for two different realizations of the PHY layer in the two following Chapters:

- in Chapter 5 we solve the case of finite-length Gaussian codes formalized in Problem 4.2,
- in Chapter 6 we solve Problems 4.3, 4.4 and 4.5 taking into account for realistic MCS.


## Chapter 5

## Resource allocation for HARQ with finite length Gaussian codes

### 5.1 Introduction

The previous Chapter has introduced the background where the designed communication schemes developed in the thesis can take place. In this Chapter, we evaluate the best performance that one could expect from a Type-I HARQ-based clustered OFDMA MANET using statistical CSI since it is assumed that Gaussian codes with a finite block length are used. The Shannon capacity, defined as the largest rate at which one can transmit error-free, is achieved for random coding by letting the block length growing to infinity [Tse and Viswanath, 2005]. When the block length is constrained to a fixed value, for delay purposes for instance, the Shannon capacity is an unreachable limit. Therefore, designing the system based on the ultimate performance available with finite size codes is of great interest.

This Chapter is organized into four parts. In Section 5.2, we review the most contributing techniques for the study of finite length coding, and the framework of information spectrum is chosen as a work basis. Then, in Section 5.3, the error probability of Gaussian codes with finite length is computed in closed-form over the Rayleigh channel. Based on this new result, the optimal power and bandwidth allocation of the users is performed in Section 5.4. Finally, some numerical results are given in Section 5.5.

### 5.2 Maximum rate codes with finite block length: previous works

This Section reviews the principal attempts of characterizing the error probability of maximal rate coding schemes of finite block length: the Gallager random coding bound, the more recent theory of channel dispersion, and finally the mutual information rate, which is the most promising analysis technique from our objective point of view.

### 5.2.1 Random coding bound

The error probability of random codes of rate $r$ and length $n$ has an exponential decay, as shown by the Gallager's random coding bound [Gallager, 1968]:

$$
\begin{equation*}
P_{e}^{(n, r)} \leq 2^{-n E_{r}(r)} \tag{5.1}
\end{equation*}
$$

where $E_{r}(r)$ is the so-called Gallager's exponent that is positive for $r<C$ (where $C$ is the channel capacity defined in [Shannon, 1948]). Unfortunately, the Gallager's exponent does not admit simple closed-form expressions. As a consequence, the resource allocation optimization problem would be intractable.

### 5.2.2 Channel dispersion

An alternative approach that avoids the use of random exponents to characterize the ultimate coding performance when the code length is finite has been studied in [Polyanskiy et al., 2010]. It is proved that the maximal rate $r$ of such codes, to sustain a given probability of error $P_{e}^{(n, r)}$, is related to the channel capacity $C$ as:

$$
\begin{equation*}
r=C-\sqrt{\frac{V}{n}} Q^{-1}\left(P_{e}^{(n, r)}\right)+O\left(\frac{\log n}{n}\right) \tag{5.2}
\end{equation*}
$$

where $Q^{-1}$ is the inverse with respect to composition of the Gaussian tail given by $Q(x)$ := $(1 / \sqrt{2 \pi}) \int_{x}^{\infty} e^{-t^{2} / 2} \mathrm{~d} t$. The gap $\sqrt{V / n} Q^{-1}\left(P_{e}^{(n, r)}\right)$ from channel capacity depends on the channel dispersion $V$ defined in [Polyanskiy et al., 2010] as:

$$
\begin{equation*}
V=\lim _{P_{e}^{(n, r)} \rightarrow 0} \limsup _{n \rightarrow \infty} n \frac{(C-r)^{2}}{2 \log \left(1 / P_{e}^{(n, r)}\right)} \tag{5.3}
\end{equation*}
$$

Thus, a good approximation to the error probability of a rate $r$ code with block length $n$ is given by:

$$
\begin{equation*}
P_{e}^{(n, r)} \approx Q\left(\frac{\sqrt{n}(C-r)}{\sqrt{V}}\right) \tag{5.4}
\end{equation*}
$$

For the AWGN channel with real-valued Gaussian inputs, characterized by the SNR, the previous approximation holds with [Polyanskiy et al., 2010, Th. 54]:

$$
\begin{align*}
& C=\frac{1}{2} \log (1+\mathrm{SNR})  \tag{5.5}\\
& V=\frac{\mathrm{SNR}}{2} \frac{2+\mathrm{SNR}}{(1+\mathrm{SNR})^{2}} \log ^{2} e . \tag{5.6}
\end{align*}
$$

The authors found the very simple expression Eq. (5.6) after tedious derivations from Eq. (5.3). Since we are interested in the Rayleigh fading channel, averaging the previous derivations from the definition of $V$ seems difficult. Instead we will rely on another approach, more tractable.

### 5.2.3 Mutual information rate

The concept of outage probability is usually dedicated to the study of the block fading channel [Tse and Viswanath, 2005], and more generally of non-ergodic channels. Yet, in [Laneman, 2006], the author argues that even in AWGN channels (and so, in ergodic channels) the mutual information between finite size inputs $X$ and finite size outputs $Y$ is still a random variable, and thus has studied the distribution of the mutual information rate defined as:

$$
\begin{equation*}
i(\boldsymbol{X} ; \boldsymbol{Y}):=\frac{1}{n} \log \frac{f_{X, Y}(\boldsymbol{X}, \boldsymbol{Y})}{f_{\boldsymbol{X}}(\boldsymbol{X}) f_{Y}(\boldsymbol{Y})} . \tag{5.7}
\end{equation*}
$$

where $\boldsymbol{X}$ is a codeword of length $n$ symbols and rate $r$ nats per symbol. An outage occurs whenever the coding rate $r$ exceeds the mutual information rate of the transmitted codeword, defining the so-called mutual information spectrum [Han, 2003]:

$$
\begin{equation*}
P_{o}:=\operatorname{Pr}\{i(\boldsymbol{X}, \boldsymbol{Y}) \leq r\} . \tag{5.8}
\end{equation*}
$$

Since the chance for a codeword to be recoverable is driven by its outage events, these statistics have been proposed in [Buckingham and Valenti, 2008] to represent the error probability of finite length coding schemes over the AWGN channels. Taking codewords from a ( $n, r$ ) Gaussian codebook, it was found:

$$
\begin{equation*}
P_{e}^{(n, r)} \approx Q\left(\frac{\sqrt{n}(\log (1+\mathrm{SNR})-r)}{\sqrt{2 \mathrm{SNR} /(1+\mathrm{SNR})}}\right) \tag{5.9}
\end{equation*}
$$

Noticing that $C=\log (1+\mathrm{SNR})$ is the capacity of the AWGN channel with complex Gaussian inputs, the similarity between Eq. (5.4) and Eq. (5.9) is interesting and thus the quantity $2 \mathrm{SNR} /(1+\mathrm{SNR})$ can be interpreted as a channel dispersion when finite and complex Gaussian codewords are used. Likewise, in the sequel we choose the information spectrum to be the ultimate error probability of finite length codes over the Rayleigh channel.

### 5.3 The error probability of finite length Gaussian codes over the Rayleigh channel

The distribution of the mutual information rate in a (static) fading channel has been succinctly described in [Laneman, 2006]. However, for our ultimate goal is to use this framework to perform resource allocation over the Rayleigh channel, it is crucial to have an exploitable expression of the mutual information rate of the ergodic Rayleigh fading channel, which is obtained in closed-form in this Section.

### 5.3.1 Channel model

In this Section we recall the Rayleigh channel model. Denoting by $\boldsymbol{Y} \in \mathbb{C}^{n}$ the channel output:

$$
\begin{equation*}
Y=H X+N \tag{5.10}
\end{equation*}
$$

where $X$ and $N$ are random vectors of length $n$ with i.i.d. elements $X_{k}$ and $N_{k}$, respectively. $X_{k}$ is uniformly distributed over $C \mathcal{N}\left(0, E_{s}\right)$, whereas $N_{k} \sim C \mathcal{N}\left(0, N_{0}\right)$, and $\boldsymbol{H}$ is a $n \times n$ diagonal matrix with i.i.d. elements $H_{k} \sim C \mathcal{N}\left(0, \sigma_{h}^{2}\right)$.

Moreover, the channel gains $\left|H_{k}\right|$ are Rayleigh distributed, such that a random SNR can be defined as:

$$
\begin{equation*}
\mathrm{SNR}_{k}=\frac{\left|H_{k}\right|^{2} E_{s}}{N_{0}} \tag{5.11}
\end{equation*}
$$

and is exponentially distributed with parameter $1 / \overline{\mathrm{SNR}}$, where $\overline{\mathrm{SNR}}=\sigma_{h}^{2} E_{s} / N_{0}$ is the average SNR.

### 5.3.2 The distribution of the mutual information rate

Since the channel model Eq. (5.10) is discrete and memoryless, we can rewrite Eq. (5.7) as the average of mutual information of $n$ scalar inputs:

$$
\begin{equation*}
i(\boldsymbol{X} ; \boldsymbol{Y})=\frac{1}{n} \sum_{k=1}^{n} i\left(X_{k} ; Y_{k}\right) . \tag{5.12}
\end{equation*}
$$

For the Rayleigh channel defined in Eq. (5.10), one needs only to compute the mutual information $i\left(X_{k} ; Y_{k}\right)$ between two scalar inputs $X_{k}$ and $Y_{k}$ thanks to the i.d. property. Conditioning on the channel fading $H_{k}$ in Eq. (5.10), the random variables $Y_{k} \mid\left(X_{k}, H_{k}\right) \sim$ $\operatorname{CN}\left(H_{k} X_{k}, N_{0}\right)$ and $Y_{k} \mid H_{k} \sim \operatorname{CN}\left(0,\left|H_{k}\right|^{2} E_{s}+N_{0}\right)$ are Gaussian. Thus, for a given fading realization $H_{k}=h_{k}$, the mutual information between $X_{k}$ and $Y_{k}$ is given by:

$$
\begin{equation*}
i_{H_{k}=h_{k}}\left(X_{k} ; Y_{k}\right)=\log \left(1+\left|h_{k}\right|^{2} \frac{E_{s}}{N_{0}}\right)+\frac{\left|Y_{k}\right|^{2}}{\left|h_{k}\right|^{2} E_{s}+N_{0}}-\frac{\left|Y_{k}-h_{k} X_{k}\right|^{2}}{N_{0}} . \tag{5.13}
\end{equation*}
$$

For finite $n$, and letting $H_{k}$ to vary, the mutual information rate $i(\boldsymbol{X}, \boldsymbol{Y})$ is a random variable that we denote by $Z_{n}$ :

$$
\begin{equation*}
Z_{n}:=\frac{1}{n} \sum_{k=1}^{n} \log \left(1+\left|H_{k}\right|^{2} \frac{E_{s}}{N_{0}}\right)+\frac{1}{n} \sum_{k=1}^{n}\left(\frac{\left|Y_{k}\right|^{2}}{\left|H_{k}\right|^{2} E_{s}+N_{0}}-\frac{\left|N_{k}\right|^{2}}{N_{0}}\right) . \tag{5.14}
\end{equation*}
$$

It was shown in [Laneman, 2006] that the term $\left(\left|Y_{k}\right|^{2} /\left(\left|H_{k}\right|^{2} E_{s}+N_{0}\right)-\left|N_{k}\right|^{2} / N_{0}\right)$ was equivalent to a product of two independent random variables, hence:

$$
\begin{equation*}
Z_{n}=\frac{1}{n} \sum_{k=1}^{n} \log \left(1+\left|H_{k}\right|^{2} \frac{E_{s}}{N_{0}}\right)+\frac{1}{n} \sum_{k=1}^{n} \sqrt{\frac{\left|H_{k}\right|^{2} E_{s} / N_{0}}{1+\left|H_{k}\right|^{2} E_{s} / N_{0}}} W_{k} \tag{5.15}
\end{equation*}
$$

where $W_{k}$ are i.i.d. Laplace random variables with mean zero and parameter 1, i.e. $W_{k} \sim \mathcal{L}(0,1)$ so that $\mathbb{E}\left[W_{k}\right]=0$ and $\operatorname{Var}\left(W_{k}\right)=2$, and $W_{k}$ is independent of $H_{k}$. Hence, we have that $Z_{n}=(1 / n) \sum_{k=1}^{n} i_{k}$ with $\left(i_{k}\right)_{k \in\{1 \ldots, n\}}$ an i.i.d. random process given by:

$$
\begin{equation*}
i_{k}=\log \left(1+\left|H_{k}\right|^{2} \frac{E_{s}}{N_{0}}\right)+\sqrt{\frac{\left|H_{k}\right|^{2} E_{s} / N_{0}}{1+\left|H_{k}\right|^{2} E_{s} / N_{0}}} W_{k} . \tag{5.16}
\end{equation*}
$$

For the sake of simplicity, we resort to a Gaussian approximation of $Z_{n}$ for the Rayleigh channel, which was shown to be accurate in [Buckingham and Valenti, 2008] for the AWGN channel. Thus, as the sum of $n$ i.i.d. random variables, $Z_{n}$ is approximated with a Gaussian random variable $\mathcal{N}\left(m_{n}, \sigma_{n}^{2}\right)$, where:

$$
\begin{align*}
m_{n} & :=\mathbb{E}\left[Z_{n}\right],  \tag{5.17a}\\
\sigma_{n}^{2} & :=\operatorname{Var}\left(Z_{n}\right) . \tag{5.17b}
\end{align*}
$$

The mean $m_{n}$ is easily obtained, since $Z_{n}$ is the sum of i.i.d. random variables:

$$
\begin{align*}
m_{n} & =\frac{1}{n} \sum_{k=1}^{n} \mathbb{E}\left[\log \left(1+\left|H_{k}\right|^{2} \frac{E_{s}}{N_{0}}\right)\right]+\frac{1}{n} \sum_{k=1}^{n} \mathbb{E}\left[\sqrt{\frac{\left|H_{k}\right|^{2} E_{s} / N_{0}}{1+\left|H_{k}\right|^{2} E_{s} / N_{0}}} W_{k}\right] \\
& =\frac{1}{n} \sum_{k=1}^{n} \mathbb{E}\left[\log \left(1+\mathrm{SNR}_{k}\right)\right]+\frac{1}{n} \sum_{k=1}^{n} \mathbb{E}\left[\sqrt{\frac{\left|H_{k}\right|^{2} E_{s} / N_{0}}{1+\left|H_{k}\right|^{2} E_{s} / N_{0}}}\right] \mathbb{E}\left[W_{k}\right] \\
& =\mathbb{E}\left[\log \left(1+\mathrm{SNR}_{k}\right)\right] \tag{5.18}
\end{align*}
$$

since $\mathbb{E}\left[W_{k}\right]=0$. Finally, it is well known that this expectation leads to:

$$
\begin{equation*}
m_{n}=e^{1 / \overline{\mathrm{SNR}}} E_{1}(1 / \overline{\mathrm{SNR}}), \tag{5.19}
\end{equation*}
$$

where $E_{1}(x):=\int_{1}^{\infty} e^{-x u} / u \mathrm{~d} u=\int_{x}^{\infty} e^{-t} / t \mathrm{~d} t$ is known as the exponential integral [Abramowitz and Stegun, 1972]. Notice that $C=\mathbb{E}\left[\log \left(1+\mathrm{SNR}_{k}\right)\right]$ is the ergodic capacity of the Rayleigh channel. The variance can be computed from the conditional variance formula [Ross, 2007]:

$$
\begin{align*}
\sigma_{n}^{2} & :=\frac{1}{n^{2}} \sum_{k=1}^{n}\left(\mathbb{E}\left[\operatorname{Var}\left(i_{k} \mid H_{k}\right)\right]+\operatorname{Var}\left(\mathbb{E}\left[i_{k} \mid H_{k}\right]\right)\right) \\
& =\frac{1}{n^{2}} \sum_{k=1}^{n}\left(\mathbb{E}\left[\frac{\operatorname{SNR}_{k}}{1+\mathrm{SNR}_{k}} \operatorname{Var}\left(W_{k}\right)\right]+\operatorname{Var}\left(\log \left(1+\mathrm{SNR}_{k}\right)\right)\right) \\
& =\frac{1}{n}\left(\mathbb{E}\left[\frac{2 \mathrm{SNR}_{k}}{1+\mathrm{SNR}_{k}}\right]+\operatorname{Var}\left(\log \left(1+\mathrm{SNR}_{k}\right)\right)\right) . \tag{5.20}
\end{align*}
$$

Thus, $\sigma_{n}^{2}=(1 / n)\left(\varsigma^{2}+\kappa^{2}\right)$, where $\varsigma^{2}:=2 \mathbb{E}\left[\operatorname{SNR}_{k} /\left(1+\operatorname{SNR}_{k}\right)\right]$ and $\kappa^{2}:=\operatorname{Var}\left(\log \left(1+\operatorname{SNR}_{k}\right)\right)$. The following identity holds for the variance:

## Proposition 5.1.

$$
\begin{equation*}
\sigma_{n}^{2}=\frac{1}{n}\left(2-\frac{2}{\overline{\mathrm{SNR}}} e^{1 / \overline{\mathrm{SNR}}} E_{1}(1 / \overline{\mathrm{SNR}})-e^{2 / \overline{\mathrm{SNR}}} E_{1}^{2}(1 / \overline{\mathrm{SNR}})+\int_{0}^{\infty} \log ^{2}(1+\overline{\mathrm{SNR}} t) e^{-t} \mathrm{~d} t\right) \tag{5.21}
\end{equation*}
$$

Proof. By direct computation from Eq. (5.20) one finds:

$$
\begin{align*}
\varsigma^{2} & =2 \mathbb{E}\left[\frac{\mathrm{SNR}_{k}}{1+\mathrm{SNR}_{k}}\right] \\
& =2 \int_{0}^{\infty} \frac{u}{1+u} \frac{1}{\overline{\mathrm{SNR}}} e^{-u / \overline{\mathrm{SNR}}} \mathrm{~d} u \\
& =\frac{2}{\overline{\mathrm{SNR}}}\left(-e^{1 / \overline{\mathrm{SNR}}} E_{1}(1 / \overline{\mathrm{SNR}})+\overline{\mathrm{SNR}}\right), \tag{5.22}
\end{align*}
$$

after using [Gradshteyn and Ryzhik, 1980, Eq. (3.353.5)]. Now:

$$
\begin{align*}
\kappa^{2} & =\mathbb{E}\left[\log ^{2}\left(1+\mathrm{SNR}_{k}\right)\right]-\left(\mathbb{E}\left[\log \left(1+\mathrm{SNR}_{k}\right)\right]\right)^{2} \\
& =\int_{0}^{\infty} \log ^{2}(1+\overline{\mathrm{SNR}} t) e^{-t} \mathrm{~d} t-m_{n}^{2}, \tag{5.23}
\end{align*}
$$

where in the first term the integration variable $u$ has been changed into $\overline{\operatorname{SNR}} t$, and the second term is easily computed using Eq. (5.19).

The variance is more difficult to compute than the mean, since the integrals that are involved are difficult to obtain in closed-form. Nevertheless, the following Proposition gives some insights on the variance, using approximations.

Proposition 5.2. Tight closed-form approximations of $\kappa^{2}$ :
(Low SNR regime) For $\overline{\mathrm{SNR}} \ll 1$,

$$
\begin{equation*}
\kappa^{2} \approx \log ^{2}(1+\overline{\mathrm{SNR}})-e^{2 / \mathrm{SNR}} E_{1}^{2}(1 / \overline{\mathrm{SNR}}) . \tag{5.24}
\end{equation*}
$$

(Large SNR regime) For $\overline{\mathrm{SNR}} \gg 1$,

$$
\begin{equation*}
\kappa^{2} \approx \frac{\pi^{2}}{6}\left(\text { Cte }_{\text {Euler }}-\log (\overline{\mathrm{SNR}})\right)^{2}-e^{2 / \overline{\mathrm{SNR}}} E_{1}^{2}(1 / \overline{\mathrm{SNR}}), \tag{5.25}
\end{equation*}
$$

where $\operatorname{Cte} e_{\text {Euler }}=\lim _{s \rightarrow \infty}\left(\sum_{k=1}^{s} 1 / k-\log s\right)$ is the Euler-Mascheroni constant.
Proof. From Prop. 5.1 we have:

$$
\begin{equation*}
\kappa^{2}=\int_{0}^{\infty} \log ^{2}(1+\overline{\mathrm{SNR}} t) e^{-t} \mathrm{~d} t-e^{2 / \overline{\mathrm{SNR}}} E_{1}^{2}(1 / \overline{\mathrm{SNR}}), \tag{5.26}
\end{equation*}
$$

so the approximation work is focused on the first term of RHS.
For $\overline{\mathrm{SNR}} \ll 1$ (i.e. low average SNR), first order Taylor series expansion gives $\log (1+$ $\overline{\mathrm{SNR}} t) \approx \overline{\mathrm{SNR}} t$, so that the function $f(t)=\log ^{2}(1+\overline{\mathrm{SNR}} t) \approx(\overline{\mathrm{SNR}} t)^{2}$ is convex. This
convexity property is used in conjunction with Jensen's inequality, in order to facilitate the integration. Therefore this leads to:

$$
\begin{align*}
\int_{0}^{\infty} \log ^{2}(1+\overline{\mathrm{SNR}} t) e^{-t} \mathrm{~d} t & \gtrsim \log ^{2}\left(\int_{0}^{\infty}(1+\overline{\mathrm{SNR}} t) e^{-t} \mathrm{~d} t\right) \\
& =\log ^{2}\left(1+\overline{\mathrm{SNR}} \int_{0}^{\infty} t e^{-t} \mathrm{~d} t\right) \\
& =\log ^{2}(1+\overline{\mathrm{SNR}}), \tag{5.27}
\end{align*}
$$

leading to the first approximation, valid in the low SNR regime. Numerical evaluations will confirm later that this approximation remains close to the true integral value.

Now for $\overline{\mathrm{SNR}} \gg 1$ (i.e. large average SNR $), \log (1+\overline{\mathrm{SNR}} t) \approx \log (\overline{\mathrm{SNR}} t)$ and from Eq. (5.26) we write:

$$
\begin{align*}
\int_{0}^{\infty} \log ^{2}(1+\overline{\mathrm{SNR}} t) e^{-t} \mathrm{~d} t & \approx \int_{0}^{\infty} \log ^{2}(\overline{\mathrm{SNR}} t) e^{-t} \mathrm{~d} t \\
& \stackrel{(a)}{=} \frac{1}{\overline{\mathrm{SNR}}} \int_{0}^{\infty} \log ^{2}(u) e^{-u / \overline{\mathrm{SNR}} \mathrm{~d} u} \\
& \stackrel{(b)}{=} \frac{1}{\overline{\mathrm{SNR}}} \times \overline{\mathrm{SNR}}\left(\frac{\pi^{2}}{6}\left(\mathrm{Cte}_{\text {Euler }}+\log (1 / \overline{\mathrm{SNR}})\right)^{2}\right) \tag{5.28}
\end{align*}
$$

where (a) is obtained after changing $\overline{\mathrm{SNR}} t$ into $u$, and the resulting integral is known from [Gradshteyn and Ryzhik, 1980, Eq. (4.335.1),] giving (b). The final result comes after straightforward simplifications.

The bounds obtained from Prop. 5.2 are displayed in Fig. 5.1 for $n=100$. In Fig. 5.2 are compared, for several SNR values, the true distributions of $Z_{n}$ obtained from Monte-Carlo simulations, with the Gaussian approximation $\mathcal{N}\left(m_{n}, \sigma_{n}^{2}\right)$ computed using the Propositions.

### 5.3.3 Derivations of closed-form expression for the outage probability

Like in [Buckingham and Valenti, 2008], the error probability $P_{e}^{(n, r)}$ is computed as the cumulative distribution $P_{o}$ of the mutual information rate $Z_{n}$, for which the distribution has been characterized in Prop. 5.1 and Prop. 5.2:

$$
\begin{equation*}
P_{e}^{(n, r)}=\operatorname{Pr}\left\{Z_{n} \leq R\right\}=F_{Z_{n}}(r), \tag{5.29}
\end{equation*}
$$

where $F_{Z_{n}}$ is the cumulative distribution function of $Z_{n}$.
Since the Gaussian random variable $\mathcal{N}\left(m_{n}, \sigma_{n}^{2}\right)$ has been introduced as an approximation to $Z_{n}$, the distribution of $Z_{n}$ can be replaced with the Gaussian distribution, leading to:

$$
\begin{equation*}
P_{e}^{(n, r)} \approx Q\left(\frac{m_{n}-r}{\sqrt{\sigma_{n}^{2}}}\right), \tag{5.30}
\end{equation*}
$$



Figure 5.1: Illustration of the bounds for $n=100$.


Figure 5.2: Distribution of $Z_{n}$ for $n=100$.
where $m_{n}$ and $\sigma_{n}^{2}$ are known explicitly from Eq. (5.19), Prop. 5.1 and Prop. 5.2. In Fig. 5.3, the closed-form given in Eq. (5.30) is compared with the true outage probabilities (simulations) for several rates $r$ and blocklength $n$.


Figure 5.3: Approximate error probability vs Monte-Carlo simulations.

### 5.4 Resource allocation with finite size codes

In this Section we propose a solution to Problem 4.2, which was defined for Type-I HARQ with finite length Gaussian codes. The optimization problem is first derived using the closed-form expression derived previously, then we present the algorithm from the literature that will be used for the optimal resolution, and finally we show how it is applied to our problem.

### 5.4.1 Optimization problem

Problem 4.2 has been defined based on the individual goodput:

$$
\begin{equation*}
\tilde{\eta}_{k}\left(\gamma_{k}, E_{k}\right)=\gamma_{k} r_{k}\left(1-P_{e}^{(n)}\left(G_{k} E_{k}, r_{k}\right)\right) \tag{5.31}
\end{equation*}
$$

where $P_{e}^{(n, r)}(\overline{\mathrm{SNR}})$ is the error probability, function of $\overline{\mathrm{SNR}}$, of a $(n, r)$ Gaussian code which has been expressed in closed-form in Section 5.3:

$$
\begin{equation*}
P_{e}^{(n, r)}(\overline{\mathrm{SNR}})=Q\left(\frac{\sqrt{n}(\mu(\overline{\mathrm{SNR}})-r)}{\sigma(\overline{\mathrm{SNR}})}\right) . \tag{5.32}
\end{equation*}
$$

The mean $\mu$ and the standard deviation $\sigma$ are given by (see Eq. (5.19), Prop. 5.1 and Prop. 5.2):

- $\mu(x):=e^{1 / x} E_{1}(1 / x)$,
- $\sigma(x):=\sqrt{\log ^{2}(1+x)-e^{2 / x} E_{1}^{2}(1 / x)+2-(2 / x) e^{1 / x} E_{1}(1 / x)}$.

It is assumed that the information rate $r_{k}$ is fixed during the optimization procedure, and the choice of $r_{k}$ will be discussed in Section 5.5. Let us rewrite Problem 4.2 by composing with the $\log$ at both sides of the goodput constraints, as follows:

## Problem 5.1.

$$
\begin{array}{ll} 
& \min _{(\gamma, E)} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } & \log \tilde{\eta}_{k}\left(\gamma_{k}, E_{k}\right) \geq \log \eta_{k}^{(0)}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k}>0, E_{k}>0, \forall k . \tag{5.33d}
\end{array}
$$

In order to facilitate the optimization procedure, the following conjecture is of great interest (it is more discussed in Appendix E.1):

Lemma 5.1. For all $k$, the function $\log \left(1 / \tilde{\eta}_{k}\right)$ is biconvex in $\left(\gamma_{k}, E_{k}\right)$ [Gorski et al., 2007].
In the light of Lemma 5.1, Problem 5.1 is the minimization of a biconvex objective function (i.e. that is convex in each direction $\gamma$ and $E$, but not jointly) over a biconvex set, and thus falls within the class of biconvex optimization problems [Gorski et al., 2007].

The constraints Eq. (5.33d) ensure that the problem will be feasible, i.e., if for instance $\exists k$ such that $\gamma_{k}=0$, then $\log \gamma_{k}$ is not defined, and from $\log \gamma_{k} \rightarrow-\infty$ when $\gamma_{k} \rightarrow 0$, we find that $\log \tilde{\eta}_{k}<\log \eta_{k}^{(0)}$. Finally, the next Condition 5.1 provides an equivalence for the problem feasibility. In the rest of the Chapter, it is assumed that Condition 5.1 holds.

Condition 5.1. Problem 5.1 is feasible if, and only if,

$$
\begin{equation*}
\sum_{k=1}^{K} \frac{\eta_{k}^{(0)}}{r_{k}}<1 \tag{5.34}
\end{equation*}
$$

Sketch of proof. If Problem 5.1 is feasible, then there exists a sequence $(\gamma, E)$ such that $\forall k, \eta_{k}^{(0)} \leq \tilde{\eta}_{k}\left(\gamma_{k}, E_{k}\right)$ and $\sum_{k} \gamma_{k} \leq 1$. This implies that $\eta_{k}^{(0)} \leq \gamma_{k} r_{k}\left(1-P_{e}^{\left(n, r_{k}\right)}\left(G_{k} E_{k}\right)\right)<\gamma_{k} r_{k}$, since $0<P_{e}^{\left(n, r_{k}\right)}\left(G_{k} E_{k}\right)<1$ for $E_{k}>0$. So we have

$$
\begin{equation*}
\sum_{k=1}^{K} \frac{\eta_{k}^{(0)}}{r_{k}}<\sum_{k=1}^{K} \gamma_{k} \leq 1 \tag{5.35}
\end{equation*}
$$

Conversely, assume that Eq. (5.34) holds. Then, for some sufficiently small $\epsilon>0$, the problem is feasible by considering $E_{k} \rightarrow \infty$ and $\gamma_{k}=\left(\eta_{k}^{(0)}+\epsilon\right) / r_{k}$.

### 5.4.2 Optimal allocation algorithm

The problem of finding globally optimal solutions to the minimization of biconvex functions over a biconvex constraints set has been solved in [Floudas and Visweswaran, 1993]. The optimal solution is reached using a modified primal-dual approach called Global OPtimization (GOP) algorithm. The proposed approach splits the original problem into primal and relaxed dual subproblems which provide valid upper and lower bounds respectively on the global optimum. In a sense that will be detailed, the authors have proven the finite $\epsilon$-convergence of their algorithm towards an $\epsilon$-global optimum.

### 5.4.2.1 Description of the GOP algorithm

The purpose is to solve the optimization problem:

$$
\begin{array}{ll} 
& \min _{x, y} f(x, y), \\
\text { s.t. } & g(x, y) \leq 0, \\
& x \in \mathcal{X}, y \in \mathcal{Y}, \tag{5.36c}
\end{array}
$$

where $\mathcal{X} \subset \mathbb{R}^{n}$ and $\boldsymbol{Y} \subset \mathbb{R}^{n}$ are non-empty, compact, convex sets, and $g(x, y)$ is a $p$-vector of inequality constraints. Without loss of generality, it can be assumed that $\mathcal{X}$ represents bounds on $x$ and may be incorporated into the constraints $g$, and so will be dropped from now. The variables $y$ are defined such that the following conditions hold:

Condition 5.2. The problem defined by Eqs. (5.36) is a biconvex optimization problem, i.e.
(a) $f(x, y)$ is convex in $x$ (resp. $y)$ for every fixed value of $y$ (resp. $x$ ).
(b) $g(x, y)$ is convex in $x(r e s p . y)$ for every fixed value of $y$ (resp. $x$ ).

Define now the Primal Problem at iteration $\ell$ :

$$
\begin{array}{ll} 
& \min _{x} f\left(x, y^{\ell}\right), \\
\text { s.t. } & g\left(x, y^{\ell}\right) \leq 0, \tag{5.37b}
\end{array}
$$

where $y^{\ell} \in \mathcal{y}$. Since it is simply the problem described in Eqs. (5.36) solved for fixed values of $y=y^{\ell}$, the Primal Problem gives an upper bound on the optimal solution to Eqs. (5.36). The Primal Problem is convex in $x$, therefore its optimal Lagrange multiplier $\lambda^{\ell}$ can be found from convex optimization tools .

Next, applying duality theory and projection concepts leads to the Relaxed Dual Problem at step $\ell$ :

$$
\begin{array}{ll} 
& \min _{y \in \mathcal{Y}, \mu_{B}} \mu_{B} \\
\text { s.t. } & \mu_{B} \geq \min _{x}\left(f(x, y)+\lambda^{\ell^{T}} g(x, y)\right), \tag{5.38b}
\end{array}
$$

where $\mu_{B}$ is a scalar and $\lambda^{\ell}$ is the optimal multiplier from the $\ell$-th Primal Problem. The inner minimization in Eqs. (5.38) involves the Lagrangian $L\left(x, y, \lambda^{\ell}\right)$ formulated at the $\ell$-th Primal Problem:

$$
\begin{equation*}
L\left(x, y, \lambda^{\ell}\right)=f(x, y)+\lambda^{\ell^{T}} g(x, y) \tag{5.39}
\end{equation*}
$$

The Relaxed Dual problem defined in Eqs. (5.38) provides a lower bound on the optimal solution to Eqs. (5.36). However it can be very difficult to solve due to the presence of the inner minimization, so the authors define a less complex subproblem.

Let the first order Taylor series expansion of the Lagrange function at $x^{\ell}$ be given by:

$$
\begin{align*}
\left.L\left(x, y, \lambda^{\ell}\right)\right|_{x^{\ell}} ^{l i n} & =L\left(x^{\ell}, y, \lambda^{\ell}\right)+\left(\left.\nabla_{x} L\left(x, y, \lambda^{\ell}\right)\right|_{x^{\ell}}\right)^{T}\left(x-x^{\ell}\right) \\
& =L\left(x^{\ell}, y, \lambda^{\ell}\right)+\left.\sum_{i=1}^{n} \nabla_{x_{i}} L\left(x, y, \lambda^{\ell}\right)\right|_{x^{\ell}}\left(x_{i}-x_{i}^{\ell}\right) . \tag{5.40}
\end{align*}
$$

Furthermore, for $i \in\{1, \ldots, n\}$ let $x_{i}^{L}$ and $x_{i}^{U}$ be the lower and upper bounds on $x_{i}$, respectively, and let $B_{j}$ be a combination of these bounds. Let us denote by $x^{B_{j}}$ the vector of lower/upper bounds corresponding to the combination $B_{j}$, and let $C B$ be the set of all bound combinations. For instance, for $n=2$, if $x_{i}^{L}=0$ and $x_{i}^{U}=1(i=1,2)$ then there are 4 combinations $B_{j} \in C B$ for $j=1,2,3,4$ :

$$
\begin{array}{ll}
x^{B_{1}}=\left[\begin{array}{ll}
0 & 0
\end{array}\right]^{T}, & x^{B_{3}}=\left[\begin{array}{ll}
1 & 0
\end{array}\right]^{T}, \\
x^{B_{2}}=\left[\begin{array}{ll}
0 & 1
\end{array}\right]^{T}, & x^{B_{4}}=\left[\begin{array}{ll}
1 & 1
\end{array}\right]^{T} . \tag{5.41}
\end{array}
$$

For a given combination $B_{j}$, the sign of $\left.\nabla_{x_{i}} L\left(x, y, \lambda^{\ell^{\prime}}\right)\right|_{x^{\prime \prime}}$ when evaluated at $y=y^{\ell}$, is said to be a qualification constraint of the Lagrange function $L\left(x, y, \lambda^{\ell^{\prime}}\right)$ of iteration $\ell^{\prime}<\ell$ for iteration $\ell$ :

$$
\begin{array}{ll}
\left.\nabla_{x_{i}} L\left(x, y, \lambda^{\ell^{\prime}}\right)\right|_{x^{\prime \prime}} \leq 0 & \text { if } x_{i}^{B_{j}}=x_{i}^{U}, \text { and } \\
\left.\nabla_{x_{i}} L\left(x, y, \lambda^{\ell^{\prime}}\right)\right|_{x^{\ell^{\prime \prime}}} \geq 0 & \text { if } x_{i}^{B_{j}}=x_{i}^{L} . \tag{5.42b}
\end{array}
$$

For all $\ell^{\prime}<\ell$, let $\mathcal{F}\left(\ell^{\prime}, \ell\right)$ be the Lagrange function from iteration $\ell^{\prime}$ whose qualification constraint is satisfied at $y^{\ell}$, and let $x^{B_{j}}$ be the corresponding combination of bounds of the $x$ variables for this Lagrange function.

Finally, the subproblem at iteration $\ell$ for combination $B_{\ell} \in C B$ can be defined:

$$
\left.\begin{array}{ll} 
& \min _{y \in \mathcal{Y}, \mu_{B}} \mu_{B} \\
& \mu_{B} \geq\left. L\left(x^{B_{j}}, y, \lambda^{\ell^{\prime}}\right)\right|_{x^{\ell^{\prime}}} ^{l i n} \\
\text { s.t. } & \left.\nabla_{x_{i}} L\left(x, y, \lambda^{\ell^{\prime}}\right)\right|_{x^{\ell^{\prime}}} \leq 0 \quad \text { if } x_{i}^{B_{j}}=x_{i}^{U} \\
& \left.\nabla_{x_{i}} L\left(x, y, \lambda^{\ell^{\prime}}\right)\right|_{x^{\ell^{\prime}}} \geq 0 \quad \text { if } x_{i}^{B_{j}}=x_{i}^{L}
\end{array}\right\} \forall j \in \mathcal{F}\left(\ell^{\prime}, \ell\right) \text { and } \ell^{\prime} \in\{1, \ldots, \ell\}
$$

In [Floudas and Visweswaran, 1993], it is shown that the optimal value of the $\ell$-th Relaxed Dual Problem is lower bounded by the minimal value of all the subproblems for all $B_{\ell} \in C B$ and all $\ell^{\prime} \in\{1, \ldots, \ell-1\}$. Solving Eqs. (5.43) in an iterative fashion leads to successive increasing lower bounds on the optimal value of Eqs. (5.38). The GOP algorithm solves alternately the Primal Problem in Eqs. (5.37) and the subproblem in Eqs. (5.43), $\forall B_{\ell} \in C B$ and $\ell^{\prime} \in\{1, \ldots, \ell-1\}$, within an iteration $\ell$, until the upper and lower bounds meet or the maximum number of iterations $\ell_{M}$ is attained.

Finally, in their paper the authors established the two key theorems:
Theorem 5.2 (Finite $\epsilon$-convergence [Floudas and Visweswaran, 1993]). If the original problem is biconvex, then, under mild conditions, the GOP algorithm terminates in a finite number of steps for any given gap $\epsilon>0$ on the bounds.

Theorem 5.3 (Global Optimality [Floudas and Visweswaran, 1993]). Under the same conditions, the GOP algorithm will terminate at the global optimum of the original problem.

### 5.4.2.2 Application of the GOP to Problem 5.1

Following the GOP approach for Problem 5.1, let us define the Primal Problem at step $\ell$ :

$$
\begin{array}{ll} 
& \min _{\gamma} \sum_{k=1}^{K} \gamma_{k} E_{k^{\prime}}^{\ell} \\
\text { s.t. } & \log \eta_{k}^{(0)}-\log \tilde{\eta}_{k}\left(\gamma_{k}, E_{k}^{\ell}\right) \leq 0, \forall k \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1 . \tag{5.44c}
\end{array}
$$

The Relaxed Dual Problem at step $\ell$ is:

$$
\begin{array}{ll} 
& \min _{E>0, \mu_{B}} \mu_{B}, \\
\text { s.t. } & \mu_{B} \geq \min _{\gamma} L\left(\gamma, E, \lambda^{\ell}\right), \tag{5.45b}
\end{array}
$$

where $\mu_{B}$ is a scalar, $\lambda^{\ell}$ are the optimal multipliers of Eqs. (5.44), and the Lagrangian is defined by:

$$
\begin{align*}
L(\gamma, E, \lambda)=\sum_{k=1}^{K} \gamma_{k} E_{k}-\sum_{k=1}^{K} \lambda_{k}\left(\log r_{k}+\log \gamma_{k}+\log \left(1-P_{e}^{\left(n, r_{k}\right)}\left(G_{k} E_{k}\right)\right)\right. & \left.-\log \eta_{k}^{(0)}\right) \\
& +\lambda_{K+1}\left(\sum_{k=1}^{K} \gamma_{k}-1\right) . \tag{5.46}
\end{align*}
$$

Eqs. (5.45) are solved using the GOP, thus the following gradient is needed to define the subproblems as in Eqs. (5.43):

$$
\begin{equation*}
\forall k \in\{1, \ldots, K\}, \nabla_{\gamma_{k}} L(\gamma, E, \lambda)=E_{k}-\frac{\lambda_{k}}{\gamma_{k}}+\lambda_{K+1} . \tag{5.47}
\end{equation*}
$$

For a fixed precision $\epsilon>0$, the optimal allocation algorithm is thus summarized in Algorithm 5.1, and the next result holds.

## Algorithm 5.1: GOP algorithm for Problem 5.1

(1) Initialization:

Set the maximum number of iterations to $\ell_{M}$, set $U B=\infty, L B=-\infty$.
Set $\mu_{B}^{\text {stor }}=\emptyset, \mathcal{F}\left(\ell^{\prime}, \ell\right)=\emptyset$, for all $\ell \leq \ell_{M}$ and $\ell^{\prime} \leq \ell$.
Initialize $C B, \ell=1$ and $\boldsymbol{E}^{1}$.
(2) Primal Problem:

Solve Eqs. (5.44), store the solution into $Q^{\ell}\left(E^{\ell}\right)$, store the optimal Lagrange multipliers $\left(\lambda^{\ell}\right)$ and $\operatorname{set} U B=\min \left(U B, Q^{\ell}\left(E^{\ell}\right)\right.$ ).
(3) Selection of Lagrange functions:

For $\ell^{\prime}=1$ to $(\ell-1)$, evaluate the sign $\forall k \in\{1, \ldots, K\}$ of $\left.\nabla_{\gamma_{k}} L\left(\gamma, E^{\ell}, \lambda^{\ell}\right)\right|_{\gamma^{\ell}}$ for all $B_{j} \in C B$. Select the one that satisfies the qualification constraints Eq. (5.42) to be in $\mathcal{F}\left(\ell^{\prime}, \ell\right)$.

## (4) Relaxed Dual Problem:

Solve Eqs. (5.43), $\forall B_{\ell} \in C B$ and $\ell^{\prime} \in\{1, \ldots, \ell-1\}$, and store the solutions into $\mu_{B}^{\text {stor }}$. Select the minimal value $L B$ from $\mu_{B}^{\text {stor }}$ and the associated $E^{\min }$, delete it from $\mu_{B}^{\text {stor }}$, and set $\boldsymbol{E}^{\ell+1}=\boldsymbol{E}^{\text {min }}$.
(5) Check for convergence:

If $U B-L B>\epsilon$, increment $\ell$ by 1 and return to Step (2).
Else stop.

Theorem 5.4. For any $\epsilon>0$, the allocation algorithm defined in Algorithm 5.1 terminates at an $\epsilon$-global optimum solution to Problem 4.2.

Proof. By Theorems 5.2 and 5.3 that hold true for the GOP when applied to the equivalent Problem 5.1.

### 5.5 Numerical results

In this Section we give some numerical results that illustrate the framework developed in this Chapter. We begin with describing the overall simulation background. Next, GOP results are given for fixed coding rate values when the goodput demand varies. The choice of the coding rate within the allocation procedure is then discussed. Finally, we see that the outage probability computed in the Chapter can tightly approximate the performance of good FEC codes over the ergodic Rayleigh channel.

### 5.5.1 Simulation settings

Due to the GOP complexity, only $K=2$ communication links are considered with average SNR configured to 10 dB and 30 dB , respectively. The transmitters use Gaussian codes of given length $n$ and given rates $r_{k}$. The coding rates choice will be explained later. For the sake of simplicity the rate request is uniform:

$$
\begin{equation*}
\eta_{k}^{(0)}=\eta_{T} / K, \tag{5.48}
\end{equation*}
$$

with $\eta_{T}$ the total goodput demand of the cluster (in bit $/ \mathrm{s} / \mathrm{Hz}$ ). The total spectral efficiency requirement $\eta_{T}$ is related to the sum-rate of the cluster $\rho$ (in bit/s) using the bandwidth $W$ (in Hz ):

$$
\begin{equation*}
\rho=\eta_{T} W . \tag{5.49}
\end{equation*}
$$

### 5.5.2 GOP results versus increasing sum-rate demand

In this case, the rate $r_{k}$ is arbitrarily fixed for all links to the same value that satisfies Condition 5.1. If $\eta_{T}<1 / 2$ then $r_{k}=1 / 2$, hence $\sum_{k=1}^{K} \eta_{k}^{(0)} / r_{k}=K\left(\eta_{T} / K\right) /(1 / 2)<1$. Else if $1 / 2 \leq \eta_{T}<1$ then $r_{k}=1$, hence $\sum_{k=1}^{K} \eta_{k}^{(0)} / r_{k}=\eta_{T} / 1<1$, and so on.

In Fig. 5.4, we plot the power consumption resulting from Algorithm 5.1 versus the spectral efficiency request $\eta_{T}$. The ergodic capacity based algorithm from [Gault et al., 2007] is displayed as a benchmark. We observe, as expected, that the power consumption of Gaussian coding with finite length decreases for increasing block length $n$. The performance gain with increasing $n$ is nonetheless limited (see the thin difference between $n=10^{4}$ and $n=10^{6}$ ). The remaining gap between our Gaussian scheme and the Shannon limit when $n \gg 1$ is explained by the fact that the information rate $r_{k}$ is fixed in our case, whereas the ergodic capacity chooses the best information rate. Thus, fixing $r_{k}$ smartly is of great interest to get closer to the Shannon capacity, and is discussed in the next paragraph.

The total bandwidth that is allocated to the cluster is shown in Fig. 5.5 where $\sum_{k=1}^{K} \gamma_{k}$ is plotted (in \%) versus the total spectral efficiency request. We see that the ergodic capacity dictates the allocation of the entire bandwidth for all $\eta_{T} \in[0,3]$. In contrast, using the goodput metric in Algorithm 5.1 indicates that the optimum can be reached for $\sum_{k=1}^{K} \gamma_{k}<1$ when $\eta_{T}<r_{k}$. On this example, this enables large bandwidth savings (up to $90 \%)$. Moreover it can reduce the inter-cluster interference.

### 5.5.3 How to choose the information rate $r_{k}$ ?

In a first step, the goodput request is fixed to $\eta_{T}$ and we let the information rate $r_{k}$ vary (inside the feasible interval). In Fig. 5.6 we investigate the power consumption behavior versus $r_{k}$ in order to find some insights about the way of choosing $r_{k}$. Unfortunately, Fig. 5.6 reveals no useful information: the total transmit power $Q_{T}$ is either nonincreasing


Figure 5.4: Total power from Algorithm 5.1 for several $n$ values compared with Ergodic Capacity based algorithm.


Figure 5.5: Occupied bandwidth from Algorithm 5.1 for several $n$ values compared with Ergodic Capacity based algorithm.
or nondecreasing according to the $\eta_{T}$ values. In contrast, Fig. 5.7 shows that the occupied bandwidth decreases for increasing values of $r_{k}$, for both $\eta_{T}=0.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ and $\eta_{T}=$ $2 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$.


Figure 5.6: Total transmit power of Algorithm 5.1 versus information rate $r_{k}(n=512)$.


Figure 5.7: Occupied bandwidth of Algorithm 5.1 versus Coding rate ( $n=512$ ).

From this, we have found no practical way of fixing $r_{k} \in \mathbb{R}_{+}$. However, constraining $r_{k}$ to be chosen from a finite set $\mathcal{R} \subset \mathbb{R}_{+}$can improve the performance using a good rate selection algorithm. Fig. 5.8 plots the total transmit power versus $\eta_{T}$ for two cases:
(a) The rates $r_{k}$ are chosen as in Section 5.5 .2 among the values $0.5,1,2$ or 3 .
(b) A rate selection algorithm is run over $\mathcal{R}=\{0.5,1,1.5,2,2.5,3\}$.

Optimal choice of $r_{k} \in \mathcal{R}$ thus improve the performance up to 4 dB . Refinement of $\mathcal{R}$ can help to get closer to the Shannon limit. For the sake of simplicity, we used an exhaustive research for the rates selection algorithm. More practical approaches will be discussed in details in Chapter 6.


Figure 5.8: Total transmit power versus spectral efficiency request for different rate selections ( $n=512$ ).

### 5.5.4 How close are powerful FEC codes?

Finally, we show that the outage probability developed within this framework can be used to predict the performance of powerful FEC codes over the Rayleigh channel ${ }^{1}$. The benefits of the LDPC (and more generally the turbo-like) codes come from the relaxation of the Maximum Likelihood (ML) assumption, and the LLR messages are well modeled by Gaussian random variables under iterative decoding [Ryan and Lin, 2009]. This observation motivates us to describe the waterfall in the LDPC error performance, which is the capacity-achieving region of these codes, using finite length Gaussian codes.

[^6]In Fig. 5.9 are plotted the PER figures of two BPSK modulated LDPC codes ${ }^{2}$ [Gallager, 1963] versus SNR for $n=504$ and $r=1 / 2$. The error probability of a Gaussian code of length $n=504$ and $r=1 / 2$ is plotted too, as well as its shifted versions using some SNR gaps. It is very interesting to observe a tight approximation of the LDPC performance by shifting the finite-length Gaussian code error probability with a gap, whereas it was impossible to directly resort to gaps on the ergodic capacity function (see Chapter 4). Approximation is very tight for PER between $10^{-3}$ and 1 . The difference is noticeable beyond $10^{-3}$, and may be explained by the floor behavior of LDPC, which is not present for Gaussian coding. This is satisfying since it was remarked in [Wu and Jindal, 2011] that the operating point of FEC when optimizing the goodput is generally high (PER of about $10^{-1}$ ).


Figure 5.9: PER versus SNR of several FEC codes ( $n=504$ and $r=1 / 2$ ).

However the performance for less powerful FEC code families do not match well with the performance given by the finite length Gaussian codes, as seen in Fig. 5.10 for the rate- $1 / 2$ convolutional code of length $n=512$ with generators $(23,35)_{8}$.

### 5.6 Conclusion

In this Chapter, we have first computed in closed-form the error probability of Gaussian codes with finite length over the Rayleigh channel. This has been done using the infor-

[^7]

Figure 5.10: PER versus SNR of several FEC codes ( $r=1 / 2$ ).
mation spectrum framework. Based on this new result, we were able to find the optimal power and bandwidth allocation, thus answering to Problem 4.2.

Next, we have illustrated the results of this algorithm, which gives the best performance that one can expect from our clustered OFDMA network using Type-I HARQ. As expected, the power consumption of Gaussian coding with finite length decreases for increasing block length $n$, but the performance gain with increasing $n$ is limited. We showed that choosing appropriately the information rates $r_{k}$ helps to get closer to the capacity results. Furthermore, the proposed algorithm saves the bandwidth: this ability can be very interesting for frequency reuse purposes and/or reducing inter-cluster interference.

Finally, this framework is well adapted to predict the performance of good FEC codes (LDPC in this Chapter) over the Rayleigh channel. For instance, we know that the power consumption after the resource allocation of an irregular LDPC code of length $n=504$ and $R=1 / 2$ will be only 1.9 dB away from the best achievable performance. Thus, this framework can serve as a basis for Type-I HARQ based OFDMAresource allocation when powerful FEC is used (typically LDPC coding).

However, the GOP steps are cost-computing (the number of constraints increases linearly with the number of iterations) and convergence can be very slow. Though optimal, Algorithm 5.1 is thus not adapted to real applications. Furthermore, it cannot predict the performance of other code families that are not capacity-achieving (in particular the convolutional coding). Therefore we must develop another framework, which is the point of Chapter 6.

## Chapter 6

## Resource allocation for HARQ with practical MCS

### 6.1 Introduction

The framework developed in the previous Chapter is useful to perform the resource allocation of schemes that use powerful channel coding like LDPC. However, this framework fails to predict the performance of the other practical schemes (like convolutional coding or other standard algebraic codes that are not capacity achieving). Furthermore the proposed algorithm becomes very complex even for small $K$ and cannot be implemented in real systems.

Therefore, in this Chapter we develop another framework that is best suited to any practical MCS. The work is organized as follows. The model for practical MCS is described inSection 6.2. Then, in Section 6.3 we solve Problem 4.3 by providing an optimal solution to power and bandwidth assignment when the MCS is given. An efficient MCS selection algorithm is proposed in Section 6.3.6. Next, Problem 4.4 is solved in Section 6.4, where optimal as well as practical solutions are proposed. Finally, Section 6.5 is devoted to the resolution of Problem 4.5 for which new efficient suboptimal solutions are developed.

### 6.2 Practical MCS

This Section explains how to deal with practical MCS, e.g. QAM constellations and existing FEC codes like convolutional codes, when they are used for the resource allocation.

The optimization results presented in the subsequent Sections are valid for any PER function satisfying some technical conditions (convex and derivable), and thus are applicable to most of the existing MCSs. It is thus necessary to have an analytic expression of the PER that is derivable as a function of the SNR. For this, we propose to fit the PER versus SNR curves obtained by simulation of the MCSs, with mathematical models. We indicate in the following two different models that can be applied to perform the
curve-fitting in the case of coded packets over Rayleigh channels.
Type-I HARQ for which a single information packet can be sent at most $L$ times is used. It is assumed here, without loss of generality, that all the users are limited by $L$. The information packet can be either:
(i) uncoded, letting the users $k$ choosing the size $2^{m_{k}}$ of their own constellation inside a discrete set $\mathcal{M} \subset \mathbb{N}_{*}$,
(ii) or encoded using an existing FEC code of rate $R_{k} \in \mathcal{R}$, with $\mathcal{R} \subset \mathbb{Q}_{+}$, before modulation using a constellation of size $2^{m_{k}}$.

We recall from Chapter 4 that the Type-I HARQ goodput is:

$$
\begin{equation*}
\tilde{\eta}_{k}(\mathrm{SNR})=m_{k} R_{k}\left(1-P_{k}(\mathrm{SNR})\right), \tag{6.1}
\end{equation*}
$$

with $P_{k}(\mathrm{SNR})$ the PER of the FEC code of given rate $R_{k}$ sent over the constellation of order $2^{m_{k}}$. A well-designed FH pattern has been assumed in Chapter 4 in order to recover entirely the diversity offered by the channel, i.e. at least $M$, leading to a fast-fading channel model.

In the uncoded case (i), assuming fast-fading channel and that the information packets of $n$ bits are modulated with a $2^{m_{k}}$-QAM, the approximate bit error probability can be found in [Chung and Goldsmith, 2001]. Then, the PER can be written with respect to SNR as (large SNR approximation):

$$
\begin{equation*}
P_{k}(\mathrm{SNR}) \approx \frac{n a_{m_{k}}}{1+\frac{g_{m_{k}}}{2^{m_{k}-1}} \mathrm{SNR}} \tag{6.2}
\end{equation*}
$$

where $a_{m_{k}}$ and $g_{m_{k}}$ are two constants depending on the selected constellation $m_{k}$ and designed to fit the simulated PER curve.

In the coded case (ii), it is known that the diversity in the fast-fading channel is limited by the minimum Hamming distance of the block code if Bit Interleaved Coded Modulation (BICM) is used along with ML decoding [Caire et al., 1998]. Thus, if BICM is assumed in order to retrieve the entire diversity offered by the code, the PER can be written with respect to SNR as:

$$
\begin{equation*}
P_{k}(\mathrm{SNR}) \approx \frac{g_{c}\left(m_{k}, R_{k}\right)}{\mathrm{SNR}^{d_{f}\left(R_{k}\right)}} \tag{6.3}
\end{equation*}
$$

where $d_{f}\left(R_{k}\right)$ is the minimal (Hamming or free) distance of the code of rate $R_{k}$, and $g_{c}\left(m_{k}, R_{k}\right)$ is a coding gain designed to fit the simulated PER curve.

### 6.3 Rate constrained power minimization

In this Section we solve Problem 4.3 using the convex optimization framework. We begin with evidencing the convexity of Problem 4.3, next optimal solution is obtained in closed-form. The case of imperfect HARQ feedback is also discussed.

### 6.3.1 Optimization problem formulation

Let $Q_{k}$ be the average energy consumed to send the part of the OFDM symbol associated with link $k$. It becomes the new power parameter to be optimized. It can be easily shown that:

$$
\begin{equation*}
Q_{k}=\frac{n_{k} P_{k}}{W}=\gamma_{k} E_{k} . \tag{6.4}
\end{equation*}
$$

Therefore, the nonconvex objective function $\sum_{k=1}^{K} \gamma_{k} E_{k}$ in Problem 4.3 becomes the new objective function $\sum_{k=1}^{K} Q_{k}$. It is obvious that this function is convex.

Let us define the function $f: x \mapsto 1-x$ over $[0,1]$, and let us denote the goodput function:

$$
\begin{equation*}
\tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)=\gamma_{k} m_{k} R_{k} f\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right) . \tag{6.5}
\end{equation*}
$$

The optimal solution $\left(\gamma^{*}, Q^{*}\right)$ is such that $\gamma_{k}^{*}>0$ and $Q_{k}^{*}>0$ for all $k \in\{1, \ldots, K\}$. Indeed, if $\exists k$ such that $\gamma_{k}=0$, then this user would have no chance to satisfy his rate constraint since $\tilde{\eta}_{k}\left(0, Q_{k}\right)=0<\eta_{k}^{(0)}$ for any $Q_{k}$ value. Similarly if $Q_{k}=0$, then $P_{k}(0)=1$ and thus $\tilde{\eta}_{k}\left(\gamma_{k}, 0\right)=0<\eta_{k}^{(0)}$.

Therefore, Problem 4.3 boils down to the next Problem 6.1.

## Problem 6.1.

$$
\begin{array}{ll} 
& \min _{(\gamma, Q)} \sum_{k=1}^{K} Q_{k}, \\
\text { s.t. } & \tilde{\eta}\left(\gamma_{k}, Q_{k}\right) \geq \eta_{k}^{(0)}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k}>0, Q_{k}>0, \forall k . \tag{6.6d}
\end{array}
$$

### 6.3.2 Feasibility and convexity properties

Now, let us study the feasibility of Problem 6.1. The next result (proved in Appendix F.1) provides an easy way to check feasibility condition, as an inequality involving $m_{k}, R_{k}$ and $\eta_{k}^{(0)}$ only.

Lemma 6.1. Problem 6.1 is feasible if, and only if,

$$
\begin{equation*}
\sum_{k=1}^{K} \frac{\eta_{k}^{(0)}}{m_{k} R_{k}}<1 \tag{6.7}
\end{equation*}
$$

In the rest of the Chapter, we assume that Lemma 6.1 holds. In the next Lemma 6.2, we show that Problem 6.1 is convex as soon as the function SNR $\mapsto P_{k}(\mathrm{SNR})$ is convex. Notice that $P_{k}$ defined in Eqs. (6.2)-(6.3) satisfies the convexity property.

Lemma 6.2. The constraint function $\tilde{\eta}_{k}$ defined on $(0,1) \times \mathbb{R}_{+}^{*}$ in $E q$. (6.5) is concave as long as $P_{k}: \mathbb{R}_{+} \longrightarrow[0,1]$ is a convex function.

Proof. Assuming the univariate function $P_{k}$ convex, then $\tilde{\eta}_{k}$ is concave as the perspective of the concave function $Q_{k} \mapsto m_{k} R_{k}\left(1-P_{k}\left(G_{k} Q_{k}\right)\right)$ [Boyd and Vandenberghe, 2004].

Thus, Problem 6.1 will be solved in the next Section within the convex optimization framework.

### 6.3.3 Optimal algorithm with fixed MCS

Assuming that a strictly feasible solution to Problem 6.1 exists ${ }^{1}$, the Karush-Kuhn-Tucker (KKT) conditions enable one to exhibit the optimal solution ( $\gamma^{*}, Q^{*}$ ) to Problem 6.1 since it is convex [Boyd and Vandenberghe, 2004].

After some tedious algebraic manipulations reported in Appendix F.2, we obtain the following result for the optimal power and bandwidth allocation.

Theorem 6.3. Let us define $F: x \mapsto-\left(1-P_{k}(x)\right)^{2} /\left(f\left(P_{k}(x)\right) P_{k}^{\prime}(x)\right)-x$. The optimal allocation policy $\left(\gamma^{*}, Q^{*}\right)$ is:
If

$$
\sum_{k=1}^{K} \frac{\eta_{k}^{(0)}}{m_{k} R_{k} f\left(P_{k}\left(F^{-1}(0)\right)\right)} \leq 1
$$

then

$$
\begin{align*}
\gamma_{k}^{*} & =\frac{\eta_{k}^{(0)}}{m_{k} R_{k} f\left(P_{k}\left(F^{-1}(0)\right)\right)}  \tag{6.8}\\
Q_{k}^{*} & =\frac{\gamma_{k}^{*}}{G_{k}} F^{-1}(0) . \tag{6.9}
\end{align*}
$$

Else:

$$
\begin{align*}
\gamma_{k}^{*}\left(\lambda^{*}\right) & =\frac{\eta_{k}^{(0)}}{m_{k} R_{k} f\left(P_{k}\left(F^{-1}\left(\lambda^{*} G_{k}\right)\right)\right)},  \tag{6.10}\\
Q_{k}^{*}\left(\lambda^{*}\right) & =\frac{\gamma_{k}^{*}\left(\lambda^{*}\right)}{G_{k}} F^{-1}\left(\lambda^{*} G_{k}\right), \tag{6.11}
\end{align*}
$$

with $\lambda^{*}>0$ chosen such that

$$
\begin{equation*}
\sum_{k=1}^{K} \gamma_{k}^{*}\left(\lambda^{*}\right)=1 \tag{6.12}
\end{equation*}
$$

Theorem 6.3 provides a very fast algorithm for the resource allocation: basically, a linear research must be performed in order to find the only scalar value $\lambda^{*}$. It is summarized in Algorithm 6.1. A fast implementation of Algorithm 6.1 is given in Appendix F. 3 for the uncoded packets case.

[^8]```
Algorithm 6.1: Optimal algorithm for Problem 6.1.
    Set \(\lambda=0\) and compute, \(\forall k, \gamma_{k}(\lambda)\) from Eq. (6.10) and \(Q_{k}(\lambda)\) from Eq. (6.11).
    if \(\sum_{k=1}^{K} \gamma_{k}(\lambda) \leq 1\) then
        \(\gamma^{*}=\gamma(\lambda)\) and \(Q^{*}=Q(\lambda)\),
        Exit.
    else
        while \(\sum_{k} \gamma_{k}(\lambda)>1\) do
            Increase \(\lambda\)
            Compute \(\gamma_{k}(\lambda)\) from Eq. (6.10) and \(Q_{k}(\lambda)\) from Eq. (6.11), for all \(k\).
        end
        \(\gamma^{*}=\gamma(\lambda)\) and \(Q^{*}=Q(\lambda)\),
```


### 6.3.4 The case of imperfect feedback

We assume in this Section that the HARQ feedback is degraded, as in Chapter 3. As the power dedicated to the direct link does not influence the SNR of the reverse channel devoted to the acknowledgment, we assume erroneous feedback with constant probability $p_{\mathrm{fb}}$. For the sake of simplicity, we have assumed infinite retransmissions $(L=\infty)$. In this case, we recall that the Type-I HARQ goodput is given by:

$$
\begin{equation*}
\tilde{\eta}_{k}=\gamma_{k} m_{k} R_{k} f_{\mathrm{fb}}\left(P_{k}\right), \tag{6.13}
\end{equation*}
$$

with $f_{\mathrm{fb}}: x \mapsto 1 /\left(1 /(1-x)+p_{\mathrm{fb}} /\left(1-p_{\mathrm{fb}}\right)\right)$. For $L<\infty$, Eq. (6.13) becomes intractable. The following results hold.

Lemma 6.4. The constraint function defined by:

$$
\begin{equation*}
\tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)=\gamma_{k} m_{k} R_{k} f_{\mathrm{fb}}\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right) \tag{6.14}
\end{equation*}
$$

on $[0,1] \times \mathbb{R}_{+}$, is concave as long as $P_{k}: \mathbb{R}_{+} \longrightarrow[0,1]$ is a convex function.
Proof. It is easy to show that the function $f_{\mathrm{fb}}\left(P_{k}(x)\right)$ is concave in $x \in \mathbb{R}^{+}$:

$$
\begin{equation*}
f_{\mathrm{fb}}^{\prime \prime}(x)=\frac{-P_{k}^{\prime \prime}(x)}{\left(1+\frac{p_{\mathrm{fb}}}{1-p_{\mathrm{fb}}}\left(1-P_{k}(x)\right)\right)^{2}}-\frac{2\left(P_{k}^{\prime}(x)\right)^{2} p_{\mathrm{fb}} /\left(1-p_{\mathrm{fb}}\right)}{\left(1+\frac{p_{\mathrm{fb}}}{1-p_{\mathrm{fb}}}\left(1-P_{k}(x)\right)\right)^{3}} \leq 0 . \tag{6.15}
\end{equation*}
$$

Hence, the perspective function $\tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)=m_{k} R_{k} \gamma_{k} f_{\mathrm{fb}}\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)$ is concave [Boyd and Vandenberghe, 2004].

Lemma 6.5. Problem 6.1 (when $f$ is replaced with $f_{\mathrm{fb}}$ ) is feasible if, and only if,

$$
\begin{equation*}
\sum_{k=1}^{K}\left(1+\frac{p_{\mathrm{fb}}}{1-p_{\mathrm{fb}}}\right) \frac{\eta_{k}^{(0)}}{m_{k} R_{k}}<1 . \tag{6.16}
\end{equation*}
$$

Sketch of proof. If Problem 6.1 is feasible, then there exists a sequence $\left(\gamma_{k}, Q_{k}\right)$ such that $\forall k$, $\eta_{k}^{(0)} \leq \eta_{k}\left(\gamma_{k}, Q_{k}\right)$ and $\sum_{k} \gamma_{k} \leq 1$. This implies that $\eta_{k}^{(0)} \leq \gamma_{k} m_{k} R_{k} f_{f b}\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)<\frac{\gamma_{k} m_{k} R_{k}}{1+\frac{p_{f}}{1-p_{f b}}}$. So we have:

$$
\begin{equation*}
1 \geq \sum_{k} \gamma_{k}>\left(1+\frac{p_{\mathrm{fb}}}{1-p_{\mathrm{fb}}}\right) \sum_{k} \frac{\eta_{k}^{(0)}}{m_{k} R_{k}} \tag{6.17}
\end{equation*}
$$

Conversely, assume that Eq. (6.16) holds. Then, for some sufficiently small $\epsilon>0$, the problem is feasible by considering $Q_{k} \rightarrow \infty$ and $\gamma_{k}=\left(1+p_{\mathrm{fb}} /\left(1-p_{\mathrm{fb}}\right)\right)\left(\eta_{k}^{(0)}+\epsilon\right) /\left(m_{k} R_{k}\right)$.

Thus, from Lemmas 6.4 and 6.5 , Theorem 6.3 still holds for the case $p_{\mathrm{fb}} \neq 0$ by replacing $f$ with $f_{\mathrm{fb}}$. In Corollary 6.6 , we derive another interpretation of Lemma 6.5 that characterizes the maximum value of $p_{\mathrm{fb}}$ at which the system can work.

Corollary 6.6. Assuming Eq. (6.16) holds, Problem 6.1 is feasible if, and only if, $p_{\mathrm{fb}}<p_{\mathrm{fb}}^{t}$ with:

$$
\begin{equation*}
p_{\mathrm{fb}}^{t}=1-\sum_{k=1}^{K} \frac{\eta_{k}^{(0)}}{m_{k} R_{k}} . \tag{6.18}
\end{equation*}
$$

One can remark that, under Eq. (6.7), the threshold is well defined since the inequalities $0<p_{\mathrm{fb}}<1$ hold. Furthermore, the proof of Corollary 6.6 is easy since Eq. (6.16) holds if and only if Eq. (6.18) holds.

### 6.3.5 Numerical results with fixed MCS

In this Section, two practical MCS are considered:

- MCS1: uncoded packets of $n=128$ bits, which are mapped onto a $2^{m_{k}}$-QAM constellation;
- MCS2: packets of $n=512$ bits coming from rate $R$ convolutional encoding.

Each link fixes the order $2^{m_{k}}$ of its QAM constellation according to a rule that will be precised for each simulation. For the same reasons as explained in Chapter 5, the data rate request is uniform $\eta_{k}^{(0)}=\eta_{T} / K$, with $\eta_{T}$ the total goodput demand of the cluster (in $\mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ ), and the bandwidth is fixed to $W=1 \mathrm{MHz}$.

### 6.3.5.1 Performance gap to the Gaussian codes of length $n$

In Fig. 6.1 (resp. Fig. 6.2), we plot the total transmit power (resp. the total occupied bandwidth) after allocation using:

- Algorithm 6.1 on the MCS2 with $R=1 / 2$, and
- Algorithm 5.1 on a Gaussian code of length $n=512$.


Figure 6.1: Total transmit power of rate-1/2 convolutional code with QAM versus finite length Gaussian codes ( $K=2, n=512$ ).


Figure 6.2: Occupied bandwidth of rate-1/2 convolutional code with QAM versus finite length Gaussian codes ( $K=2, n=512$ ).

In the two cases, ( $m_{k}, R_{k}$ ) are fixed such that Lemma 6.1 holds and the Gaussian rate $r_{k}$ (see Chapter 5) such that Condition 5.1 holds. As in Chapter 5, $K=2$ and the average SNRs are fixed to 10 dB and 30 dB .

We have two remarks. Firstly, there is a constant gap of about 5 dB between the performance of scheme (b) and Gaussian coding for the range of $[0,3] \mathrm{bit} / \mathrm{s} / \mathrm{Hz}([0,3] \mathrm{Mbit} / \mathrm{s}$ within $W$ ). Secondly, the Gaussian code allocation uses less bandwidth than the MCS, and both schemes use an increasing amount of bandwidth at each rate. Thus, frequency reuse is possible when using such coding schemes.

### 6.3.5.2 Performance gap to efficient suboptimal solutions

Now the optimal Algorithm 6.1 is compared to two suboptimal policies that drastically simplify the optimization procedure. The two suboptimal solutions are obtained by letting the values $\gamma_{k}^{*}$ being proportional to $\eta_{k}^{(0)}$ as follows:

$$
\begin{equation*}
\gamma_{k}=\frac{\eta_{k}^{(0)} /\left(m_{k} R_{k}\right)}{\sum_{k^{\prime}=1}^{K} \eta_{k^{\prime}}^{(0)} /\left(m_{k^{\prime}} R_{k^{\prime}}\right)} . \tag{6.19}
\end{equation*}
$$

By definition, the suboptimal solutions place the users in the entire bandwidth:

$$
\begin{equation*}
\sum_{k=1}^{K} \gamma_{k}=\sum_{k=1}^{K} \frac{\eta_{k}^{(0)} /\left(m_{k} R_{k}\right)}{\sum_{k^{\prime}=1}^{K} \eta_{k^{\prime}}^{(0)} /\left(m_{k^{\prime}} R_{k^{\prime}}\right)}=1 \tag{6.20}
\end{equation*}
$$

We define two suboptimal policies depending on how $Q_{k}$ are computed: a) equal $Q_{k}$ for all $k$ (Suboptimal A), i.e., $Q_{k}=Q / K$ where $Q$ is chosen such that the rate constraint is satisfied, or b) by computing $Q_{k}$ such that the rate constraint in Eq. (6.6b) is satisfied:

$$
\begin{equation*}
\eta_{k}^{(0)}=\gamma_{k} m_{k} R_{k} f_{\mathrm{fb}}\left(P_{k}\left(\frac{G_{k} Q_{k}}{\gamma_{k}}\right)\right) . \tag{6.21}
\end{equation*}
$$

Definition 6.1 (Suboptimal A). For each $k \in\{1, \ldots, K\}$, compute $\gamma_{k}$ from Eq. (6.19), and $Q_{k}=Q / K$ with $Q$ such that all the constraints are satisfied.

Definition 6.2 (Suboptimal B). For each $k \in\{1, \ldots, K\}$, compute $\gamma_{k}$ from Eq. (6.19), and:

$$
\begin{equation*}
Q_{k}=\frac{\gamma_{k}}{G_{k}} P_{k}^{-1}\left(f_{\mathrm{fb}}^{-1}\left(\frac{\eta_{k}^{(0)}}{\gamma_{k} m_{k} R_{k}}\right)\right) . \tag{6.22}
\end{equation*}
$$

When $p_{\mathrm{fb}}=0, f_{\mathrm{fb}}$ boils down to $f$.
The path loss follows the free-space model $\ell(D)=1 /\left(\left(4 \pi f_{0} / c\right)^{2} D^{2}\right)$ where $c$ is the light celerity and $f_{0}$ the carrier frequency ${ }^{2}$. We put $f_{0}=400 \mathrm{MHz}$ and the noise density power

[^9]is fixed to $N_{0}=-170 \mathrm{dBm} / \mathrm{Hz}$. The distance $D_{k}$ between both users associated with the $k$-th link is randomly drawn from a uniform distribution in $\left[D_{m}, D_{M}\right]$. We have taken $D_{m}=50 \mathrm{~m}$ and $D_{M}=1 \mathrm{~km}$. Each point is averaged by Monte-Carlo drawing.

In Fig. 6.3 (resp. Fig. 6.4), we plot the total transmit power versus spectral efficiency for the MCS1 with BPSK (resp. 16-QAM). Suboptimal B outperforms Suboptimal A for both modulations. Interestingly, Suboptimal B performance are close to the optimal for $\eta_{T} \geq 0.3 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$. Thus, Suboptimal B provides a fast allocation algorithm that performs quasi-optimally for $\eta_{T} \geq 0.3 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$. This can be explained by the bandwidth occupation. In Fig. 6.5 we plot the bandwidth fraction that is occupied after allocation by MCS1. Let us remind from Theorem 6.3 that the bandwidth is not always full at the optimum, especially at low $\eta_{T}$. We observe from Fig. 6.5 that while $\sum_{k=1}^{K} \gamma_{k}<90 \%$ (i.e. while $\eta_{T}<0.3 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ ) Suboptimal B does not achieve the optimum because it costs up to $90 \%$ more bandwidth.


Figure 6.3: Total transmit power versus spectral efficiency (MCS1, BPSK, $K=4$ ).

As we will see hereafter, similar remarks can done for the coded case MCS2. Fig. 6.6 displays the total transmit power versus spectral efficiency for the MCS2 with BPSK, and we see again that Suboptimal B is close to optimal for low spectral efficiency. However, when achieving higher spectral efficiency, this policy is not optimal for $\eta_{T}<1.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ as seen from Fig. 6.7 which displays the case of 16-QAM. Finally, coding helps to save bandwidth when switching the modulation, as seen from Fig. 6.8), where we plot the bandwidth fraction that is occupied after allocation by MCS2.


Figure 6.4: Total transmit power versus spectral efficiency (MCS1, 16-QAM, $K=4$ ).


Figure 6.5: Occupied bandwidth versus spectral efficiency (MCS1, BPSK, $K=4$ ).


Figure 6.6: Total transmit power versus spectral efficiency (MCS2, $R=1 / 2$, BPSK, $K=4$ ).


Figure 6.7: Total transmit power versus spectral efficiency (MCS2, $R=1 / 2,16$-QAM, $K=4$ ).


Figure 6.8: Occupied bandwidth versus spectral efficiency (MCS2, $R=1 / 2$, BPSK to 64QAM, $K=4$ ).

### 6.3.5.3 Imperfect feedback case

In order to analyze the influence of $p_{\mathrm{fb}}$, we define the power loss (in dB ) as:

$$
\begin{equation*}
10 \log _{10}\left(\frac{Q_{T}^{*}\left(p_{\mathrm{fb}}\right)}{Q_{T}^{*}(0)}\right) \tag{6.23}
\end{equation*}
$$

where $Q_{T}^{*}\left(p_{\mathrm{fb}}\right)$ is the optimal total transmit power when the feedback error probability value is $p_{\mathrm{fb}}$. In Fig. 6.9, we plot the power loss versus $p_{\mathrm{fb}}$ when MCS1 (with BSPK and $K=4)$ is used. For this simulation, we have configured $\mathbf{D}=[50,100,500,700] \mathrm{m}$ and $\eta^{(0)}=[0.2,0.2,0.4,0.1] \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$, and BPSK is used. According to Corollary 6.6 we know that $p_{\mathrm{fb}}^{t}=0.1$ for this distribution $\boldsymbol{\eta}^{(0)}$. We observe that the power loss grows exponentially and becomes too huge when $p_{\mathrm{fb}}$ is close to $p_{\mathrm{fb}}^{t}$.

Figs. 6.10 and 6.11 show that the suboptimal performance are pretty much robust when the probability of erroneous feedback is fixed to $p_{\mathrm{fb}}=0.95 p_{\mathrm{fb}}^{t}$.

### 6.3.6 Modulation and coding scheme selection

Now, we address the problem of selecting the best MCS for each user in Problem 4.3. The extension is straightforward for Problems 4.4 and 4.5 , therefore we will only present the results with Problem 4.3.

Let us remind that the available modulations and code rates are described by the sets $\mathcal{M}$ and $\mathcal{R}$, respectively. The MCS of link $k$ is denoted by $\operatorname{mcs}_{i_{k}}=\left(m_{i_{k}}, R_{i_{k}}\right)$ with $m_{i_{k}} \in \mathcal{M}$


Figure 6.9: Power loss (in dB ) versus the feedback error probability.


Figure 6.10: Total transmit power versus spectral efficiency (MCS1, BPSK, $p_{\mathrm{fb}}=0.95 p_{\mathrm{fb}}^{t}$, $K=4$ ).
and $R_{i_{k}} \in \mathcal{R}$. It is assumed that the MCS combinations $\operatorname{mcs}_{i} \in \mathcal{G} \subset(\mathcal{M} \otimes \mathcal{R})$ are ordered


Figure 6.11: Total transmit power versus spectral efficiency (MCS1,16-QAM, $p_{\mathrm{fb}}=0.95 p_{\mathrm{fb}}^{t}$, $K=4$ ).
such that, in order to achieve a target PER:

$$
\begin{equation*}
\operatorname{SNR}\left(\mathrm{mcs}_{i}\right)<\operatorname{SNR}\left(\mathrm{mcs}_{j}\right) \quad \text { for } i>j . \tag{6.24}
\end{equation*}
$$

Finally, let us denote a MCS vector by mcs $=\left[\left(m_{i_{1}}, R_{i_{1}}\right), \ldots,\left(m_{i_{K}}, R_{i_{K}}\right)\right]^{T}$.

### 6.3.6.1 Optimization problem

The solution to Problem 6.1 optimizes the power and bandwidth allocation when the MCS is given. However, when doing the resource allocation the choice of $m_{k}$ and $R_{k}$ for each link $k$ must be optimized as well. The global problem of interest can be written as follows:

Problem 6.2.

$$
\begin{equation*}
\left(\gamma^{*}, Q^{*}, \mathbf{m c s}^{*}\right)=\arg \min _{(\gamma, Q) \in C, \mathbf{m c s} \in \mathcal{G}^{K}} Q_{T}(\mathbf{m c s}) \tag{6.25}
\end{equation*}
$$

where $C=\left\{(\gamma, Q) \in(0,1)^{K} \times \mathbb{R}_{+*}^{K} \mid(6.6 b)-(6.6 c)\right.$ satisfied $\}$.
Actually, Theorem 6.3 is the key for providing the minimum total energy given mcs $\in$ $\mathcal{G}^{K}:$

$$
\begin{equation*}
Q_{T}^{*}(\mathbf{m c s})=\min _{(\gamma, Q) \in C} Q_{T}(\mathbf{m c s}) . \tag{6.26}
\end{equation*}
$$

Thus each optimal solution to the next Problem 6.2a leads to a globally optimal solution to Problem 6.2.

Problem 6.2a.

$$
\begin{equation*}
\mathbf{m c s}^{*}=\arg \inf _{\mathbf{m c s} \in \mathcal{G}^{K}} Q_{T}^{*}(\mathbf{m c s}) \tag{6.27}
\end{equation*}
$$

This is a combinatorial optimization problem since the optimization space is discrete, and it is well known that in general this class of problems is difficult (NP-hard). An exhaustive search among all the settings in $\mathcal{G}^{K}$ is a trivial and optimal way to find it, but its complexity is out of reason and this approach is intractable for large enough users. Combining Adaptive Modulation and Coding (AMC) and HARQ for link adaptation has been already studied in the literature: the case of Type-I HARQ is done in [Liu et al., 2004], and Type-II HARQ is treated in [Lagrange, 2010]. These techniques could be adapted to our situation. In what follows, we propose a suboptimal solution inspired by [Devillers et al., 2008] that reduces the exhaustive search complexity.

### 6.3.6.2 A Greedy approach towards an efficient MCS selection

The idea is to try the next $\operatorname{mcs}_{i_{k}+1} \in \mathcal{G}$ in the MCS list for each user $k$, and to select the users with the new MCS that has the lowest power. The approach is greedy in the sense that the operation continues while the power decreases, and stops otherwise. Let $\boldsymbol{m c s}^{(0)}=\left[\operatorname{mcs}_{i_{1}}^{(0)}, \cdots, \operatorname{mcs}_{i_{K}}^{(0)}\right]^{T} \in \mathcal{G}^{K}$ be such that $\forall k, \operatorname{mcs}_{i_{k}}^{(0)}$ is the first feasible MCS in the list. Basically, this can be quickly checked using Lemma 6.1. Finally the algorithm, called "Greedy MCS selection" is summarized in Algorithm 6.2.

```
Algorithm 6.2: Greedy MCS selection.
    Set \(Q_{T}^{*}=\infty\) and \(\mathbf{m c s}=\mathbf{m c s}{ }^{(0)}\)
    1. MCS testing:
    for \(k=1\) to \(K\) do
        Let \(\mathbf{m c s}^{(k)} \in \mathcal{G}^{K}\) with \(\operatorname{mcs}_{i_{k}} \leftarrow \operatorname{mcs}_{i_{k}+1}\)
        Compute \(\boldsymbol{Q}_{T}^{*}\left(\right.\) mcs \(\left.^{(k)}\right)\) according to Eq. (6.26) using Theorem 6.3
    end
    2. Select \(k^{*}=\arg \inf _{k} \boldsymbol{Q}_{T}^{*}\left(\right.\) mcs \(\left.^{(k)}\right)\)
    3. Greedy heuristic:
    if \(Q_{T}^{*}>Q_{T}^{*}\left(\operatorname{mcs}^{\left(k^{*}\right)}\right)\) or Lemma 6.1 does not hold then
        \(Q_{T}^{*} \leftarrow Q_{T}^{*}\left(\boldsymbol{m c s}^{\left(k^{*}\right)}\right)\), mcs \(\leftarrow \mathbf{m c s}^{\left(k^{*}\right)}\), and go back to step \(\mathbf{1}\).
    else
        Exit
```


### 6.3.7 Numerical results for MCS selection

### 6.3.7.1 Simulation settings

We combine the optimal bandwidth and power allocation of Theorem 6.3 with three MCS selections:
(i) A fixed selection of the MCS that trivially satisfies Lemma 6.1. The first MCS $\operatorname{mcs}_{i_{k}}$ such that $m_{i_{k}} R_{i_{k}}>\eta_{T}$ is taken, hence $\sum_{k=1}^{K} \eta_{k}^{(0)} /\left(m_{k} R_{k}\right)<K\left(\eta_{T} / K\right) / \eta_{T}=1$ and Lemma 6.1 holds. For instance, those users requiring $\eta_{T}=1 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ should use the MCS with $m_{k}=4$ and $R_{k}=1 / 2$.
(ii) An exhaustive search of the best MCS associated with Problem 6.2a (tractable for small $K$ ).
(iii) The "Greedy MCS selection" summarized in Algorithm 6.2.

QAM constellations with $\mathcal{M}=\{1,2,4,6\}$, and a punctured convolutional code with rates $\mathcal{M}=\{3 / 4,2 / 3,1 / 2\}$ have been considered in the simulation. The four modulations shown in Tab. 6.1 are actually associated with the (uncoded) MCS1, and the six MCS reported in Tab. 6.2 are associated with the (coded) MCS2. In Fig. 6.12, we plot the empirical PER for the MCS given in Tab. 6.2 and the associated theoretical PER given by Eq. (6.3). The parameters $g_{c}$ and $d_{f}$ defined in Eq. (6.3) are determined by applying a curve-fitting method. We remark that the theoretical PER expression predicts well the empirical performance which justifies its use in our derivations.

| MCS name | BPSK | QPSK | 16-QAM | 64-QAM |
| :---: | :---: | :---: | :---: | :---: |
| $m$ | 1 | 2 | 4 | 6 |
| max bit/s/Hz | 1 | 2 | 4 | 6 |

Table 6.1: Practical MCS used in the uncoded MCS1 framework.

| MCS name | MCSc1 | MCSc2 | MCSc3 | MCSc4 | MCSc5 | MCSc6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m$ | 1 | 2 | 2 | 4 | 6 | 6 |
| $R$ | $1 / 2$ | $1 / 2$ | $2 / 3$ | $1 / 2$ | $1 / 2$ | $3 / 4$ |
| max bit/s/Hz | 0.5 | 1 | 1.33 | 2 | 3 | 4.5 |

Table 6.2: Practical MCS used in the coded MCS2 framework.

### 6.3.7.2 Simulation results

In Fig. 6.13, (resp. Fig. 6.14) we display the total transmit power versus the spectral efficiency for the MCS defined in Tab. 6.1 when $p_{\mathrm{fb}}=0$ (resp. $p_{\mathrm{fb}}=0.95 p_{\mathrm{fb}}^{t}$ ).

First of all, Algorithm 6.2 performs close to the exhaustive algorithm (which is optimal) and is far less complex. On the other hand, the fixed MCS selection performs quite poorly, especially when the feedback is imperfect. For fixed MCS, notice the huge increase in power when the total goodput requirement $\eta_{T}$ is close to the value of an element $m \in \mathcal{M}$.


Figure 6.12: MCS used with the coded MCS2.

These high peaks around $1,2,4$ and $6 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ are explained by Lemma 6.1. Indeed, the power must be strongly increased whenever $\sum_{k=1}^{K} \eta_{k}^{(0)} / m$ goes close to 1 in the fixed case, i.e. when $\sum_{k=1}^{K} \eta_{k}^{(0)}$ goes close to $m$. Actually, switching the MCS as done in Algorithm 6.2 enables large power savings.

In Fig. 6.15, we plot the total transmit power versus the spectral efficiency for the MCS defined in Tab. 6.2. Due to the complexity of the exhaustive selection algorithm, we consider only $K=2$ links with arbitrary average SNR configured to 10 dB and 30 dB , respectively. The same conclusions hold in this case, i.e., Algorithm 6.2 performance are close to the optimum though far less complex than exhaustive selection, and that a good MCS selection algorithm can greatly improve the performance compared to a fixed MCS solution.

### 6.4 Packet error and rate constrained power minimization

In this Section we focus on the resolution of Problem 4.4, for which an additional PER constraint has been defined:

$$
\begin{equation*}
P_{k}^{\mathrm{MAC}}\left(E_{k}\right) \leq P_{k}^{\mathrm{MAC},(0)} . \tag{6.28}
\end{equation*}
$$

Recalling that the MAC level PER of Type-I HARQ with $L$ transmission credit is:

$$
\begin{equation*}
P_{k}^{\mathrm{MAC}}\left(E_{k}\right)=P_{k}\left(G_{k} E_{k}\right)^{L}, \tag{6.29}
\end{equation*}
$$



Figure 6.13: Total transmit power versus the spectral efficiency (MCS from Tab. 6.1, $p_{\mathrm{fb}}=0$, $K=4$ ).


Figure 6.14: Total transmit power versus the spectral efficiency (MCS from Tab. 6.1, $\left.p_{\mathrm{fb}}=0.95 p_{\mathrm{fb}}^{t}, K=4\right)$.


Figure 6.15: Total transmit power versus the spectral efficiency (MCS from Tab. 6.2, $p_{\mathrm{fb}}=0$, $K=2, G_{1}=10 \mathrm{~dB}$ and $\left.G_{2}=30 \mathrm{~dB}\right)$.
the MAC level constraint boils down to the PHY level PER constraint:

$$
\begin{equation*}
P_{k}\left(G_{k} E_{k}\right) \leq P_{k}^{(0)} \tag{6.30}
\end{equation*}
$$

where $P_{k}^{(0)}=\left(P_{k}^{\mathrm{MAC},(0)}\right)^{1 / L}$.
The problem is first rewritten as a function of $\left(\gamma_{k}, Q_{k}\right)$ in order to exhibit once again a convex objective function. Then the optimal algorithm is derived, and suboptimal solutions are given too.

### 6.4.1 Optimization problem formulation

Rewritting Problem 4.4 using Eq. (6.4) and Eq. (6.30) leads to Problem 6.3. Notice that the unfeasibility of the all-zero solutions $(\gamma=0, Q=0)$ applies as well.

## Problem 6.3.

$$
\begin{array}{ll} 
& \min _{(\gamma, Q)} \sum_{k=1}^{K} Q_{k} \\
\text { s.t. } & \tilde{\eta}\left(\gamma_{k}, Q_{k}\right) \geq \eta_{k}^{(0)}, \forall k, \\
& P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right) \leq P_{k}^{(0)}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k}>0, Q_{k}>0, \forall k . \tag{6.31e}
\end{array}
$$

### 6.4.2 Feasibility and structure properties

It is easy to show that Lemma 6.1 holds for Problem 6.3 too. Based on Lemma 6.7 proved in Appendix F.4, Problem 6.3 is the minimization of a convex function over a convex set.

Lemma 6.7. The constraint functions defined on $[0,1] \times \mathbb{R}_{+}$by:

$$
\begin{align*}
& \left(\gamma_{k}, Q_{k}\right) \mapsto \tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right),  \tag{6.32}\\
& \left(\gamma_{k}, Q_{k}\right) \mapsto P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right), \tag{6.33}
\end{align*}
$$

are respectively concave and quasi-convex [Greenberg and Pierskalla, 1971], as long as $P_{k}: \mathbb{R}_{+} \longrightarrow$ $[0,1]$ is a convex function.

In Appendix F.5, we prove the following Lemma.
Lemma 6.8. The set:

$$
\begin{equation*}
\mathcal{F}=\left\{(\gamma, Q) \in[0,1]^{K} \times \mathbb{R}_{+}^{K} \mid \text { Eqs. (6.31b)-(6.31d) are satisfied }\right\} \tag{6.34}
\end{equation*}
$$

is convex and Slater's assumption holds ${ }^{3}$. Moreover, the nondegeneracy condition:

$$
\begin{array}{r}
\nabla \tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right) \neq 0 \quad \forall(\gamma, Q) \in \mathcal{F} \text { such that } \eta_{k}^{(0)}-\tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)=0, \\
\nabla P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right) \neq 0 \quad \forall(\gamma, Q) \in \mathcal{F} \text { such that } P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)-P_{k}^{(0)}=0, \tag{6.35b}
\end{array}
$$

holds for every $k=1, \ldots, K$.
Since Lemma 6.8 holds, it is proven in [Lasserre, 2010, Th. 2.3] that Problem 6.3 can be solved optimally by using the so-called KKT conditions. Therefore in next Subsection, we will develop the optimal algorithm by deriving the KKT conditions in closed-form.

[^10]
### 6.4.3 Optimal algorithm

Tedious derivations available in Appendix F. 6 lead to the following characterization of optimal solutions to Problem 6.3:

Theorem 6.9. The optimal allocation policy $\left(\gamma^{*}, Q^{*}\right)$ satisfies:

$$
\begin{align*}
\gamma_{k}^{*} m_{k} R_{k}\left(1-P_{k}\left(G_{k} Q_{k}^{*} / \gamma_{k}^{*}\right)\right)-\eta_{k}^{(0)} & =0  \tag{6.36}\\
\left(\Theta\left(G_{k} Q_{k}^{*} / \gamma_{k}^{*}\right)-\lambda^{*} G_{k}\right)\left(P_{k}\left(G_{k} Q_{k}^{*} / \gamma_{k}^{*}\right)-P_{k}^{(0)}\right) & =0  \tag{6.37}\\
\lambda^{*}\left(\sum_{k=1}^{K} \gamma_{k}^{*}-1\right) & =0 \tag{6.38}
\end{align*}
$$

where, $\forall x \in \mathbb{R}_{+*}$ :

$$
\begin{equation*}
\Theta(x):=\frac{x P_{k}^{\prime}(x)+1-P_{k}(x)}{P_{k}^{\prime}(x)} . \tag{6.39}
\end{equation*}
$$

To deduce an algorithm from Theorem 6.9, it is essential to know if the PER constraint Eq. (6.31c), which is related to Eq. (6.37), is active or not. If the PER constraint is inactive then $\Theta\left(G_{k} Q_{k}^{*} / \gamma_{k}^{*}\right)=\lambda^{*} G_{k}$ from Eq. (6.37). Notice that $\sum_{k=1}^{K} \gamma_{k}$ is decreasing when $\lambda$ increases, thus if the PER constraints are inactive at the optimum for $\lambda^{*}>0$, then $\sum_{k=1}^{K} \gamma_{k}^{*}=$ 1 considering Eq. (6.38). However, there may be some users who were computed through $\Theta$ that would lead to unfeasible PER values $P_{k}\left(\Theta^{-1}\left(\lambda^{*} G_{k}\right)\right)>P_{k}^{(0)}$. In such cases, some users among these unfeasible users should have made their PER constraints active, i.e. $Q_{k}^{*} / \gamma_{k}^{*}=$ $\left(1 / G_{k}\right) P_{k}^{-1}\left(P_{k}^{(0)}\right)$. Therefore, all the configurations on Eq. (6.37) are tested, i.e., either the first factor is zero (then PER constraint is inactive) or not (then PER constraint is active), and we select eventually the best one with respect to the total transmit power. More precisely, in a first step, we consider that only $n \in\{0, \cdots, K\}$ user(s) have the PER constraint active. Then in a second step, we compute the total transmit power for all the tested configurations and select the best one. Let $\mathcal{U}_{n}$ be the set of all the sets of $n$ users out of $K$. If $u$ is a subset of $K$ users, $\boldsymbol{u}^{c}$ is the associated complementary subset. For $n=0$, the loop on $u$ is implemented only once by considering $u=\emptyset$ and $\boldsymbol{u}^{c}=\{1, \cdots, K\}$. Algorithm 6.3 achieves optimality but requires $O\left(2^{K-1}\right)$ operations, and thus becomes cost-computing for large enough $K$. Therefore, we next propose two suboptimal but computationally tractable algorithms.

### 6.4.4 Suboptimal algorithms

### 6.4.4.1 Suboptimal KKT based Algorithm (SKA)

In order to reduce the complexity of the optimal Algorithm 6.3, we force the algorithm to operate as if the constraint on the PER were not active, i.e. the left-hand term associated with the Lagrange multiplier vanishes in Eq. (6.37). We remind that the constraint related to the goodput is always active (see Eq. (6.36)). Finally, the suboptimal KKT based algorithm is resumed in Algorithm 6.4.

```
Algorithm 6.3: Optimal algorithm for Problem 6.3.
    for \(n=0\) to \(K\) do
        for each \(u \in \mathcal{U}_{n}\) do
            \(\forall k \in u\),
            \(\gamma_{k}=\eta_{k}^{(0)} /\left(m_{k} R_{k}\left(1-P_{k}^{(0)}\right)\right)\), and \(Q_{k}=\gamma_{k} P_{k}^{-1}\left(P_{k}^{(0)}\right) / G_{k}\),
            \(\forall k^{\prime} \in u^{c}\),
            \(\gamma_{k^{\prime}}=\eta_{k^{\prime}}^{(0)} /\left(m_{k^{\prime}} R_{k^{\prime}}\left(1-P_{k^{\prime}}\left(\Theta^{-1}\left(\lambda G_{k^{\prime}}\right)\right)\right)\right)\), and \(Q_{k^{\prime}}=\gamma_{k^{\prime}} \Theta^{-1}\left(\lambda G_{k^{\prime}}\right) / G_{k^{\prime}}\),
            for \(\lambda \in \mathbb{R}_{*}^{+}\)such that \(\sum_{k \in u} \gamma_{k}+\sum_{k^{\prime} \in u^{c}} \gamma_{k^{\prime}}=1\) (if no \(\lambda\) leads to equality, put
            first \(\lambda=0\) and test the condition \(\sum_{k} \gamma_{k}<1\). If the condition is not satisfied,
            then put \(\lambda=\infty\) )
            if \(\exists k^{\prime} \in u^{c}\), s.t. \(P_{k^{\prime}}\left(G_{k^{\prime}} Q_{k^{\prime}} / \gamma_{k^{\prime}}\right)>P_{k^{\prime}}^{(0)}\) or \(\lambda=\infty\) then
            \(Q_{T}(u)=\infty\)
            end
        end
    end
    Choose \(u\) minimizing \(Q_{T}(u)\).
```

```
Algorithm 6.4: Suboptimal KKT based Algorithm (SKA) for Problem 6.3.
    Set \(\lambda=0, Q_{k}=\epsilon>0\) and \(\gamma_{k}=1, \forall k\).
    while \(\sum_{k} \gamma_{k}>1\) or \(\exists k, P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)>P_{k}^{(0)}\) do
        1. \(\forall k, \gamma_{k}=\eta_{k}^{(0)} /\left(m_{k} R_{k}\left(1-P_{k}\left(\Theta^{-1}\left(\lambda G_{k}\right)\right)\right)\right)\)
        2. \(Q_{k}=\gamma_{k} \Theta^{-1}\left(\lambda G_{k}\right) / G_{k}\)
        3. Increase \(\lambda\)
    end
```


### 6.4.4.2 Separate Linear Algorithm (SLA)

By remarking that Problem 6.3 comes from the equivalent form of Problem 4.4 that was written with respect to ( $\gamma, E$ ), we hereafter propose another way to exhibit a suboptimal algorithm. As $P_{k}$ is a decreasing bijective function, Eq. (6.31c) boils down to $E_{k} \geq P_{k}^{-1}\left(P_{k}^{(0)}\right) / G_{k}$ and so leads to the following equivalent optimization problem:

Problem 6.4. Problem 6.3 is equivalent to:

$$
\begin{array}{ll} 
& \min _{(\gamma, \boldsymbol{E})} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } \quad & \gamma_{k} \geq \eta_{k}^{(0)} /\left(m_{k} R_{k}\left(1-P_{k}\left(G_{k} E_{k}\right)\right)\right), \forall k, \\
& E_{k} \geq P_{k}^{-1}\left(P_{k}^{(0)}\right) / G_{k}, \forall k \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k}>0, E_{k}>0, \forall k . \tag{6.40e}
\end{array}
$$

Problem 6.4 is actually more difficult than Problem 6.3 since the objective function is no longer convex. It is easy to see that it is a biconvex optimization problem, but the GOP solution remains too expensive. However, we can use a suboptimal approach which consists in optimizing the objective function separately on each parameter. Therefore we propose to split Problem 6.4 into two subproblems.

Problem 6.4a (on E). For fixed $\gamma$, the subproblem is:

$$
\begin{equation*}
\boldsymbol{E}^{*}=\arg \min _{\boldsymbol{E}} \sum_{k=1}^{K} \gamma_{k} E_{k} \tag{6.41}
\end{equation*}
$$

subject to Eq. (6.40c) and Eq. (6.40e).
Problem 6.4b (on $\gamma$ ). For fixed $\boldsymbol{E}$, the subproblem is:

$$
\begin{equation*}
\boldsymbol{\gamma}^{*}=\arg \min _{\gamma} \sum_{k=1}^{K} \gamma_{k} E_{k} \tag{6.42}
\end{equation*}
$$

subject to Eq. (6.40b) and Eqs. (6.40d)-(6.40e).
The solution to Problem 6.4a is $E_{k}^{*}=P_{k}^{-1}\left(P_{k}^{(0)}\right) / G_{k}, \forall k$. Constraint (6.40b) has been removed from Problem 6.4a to avoid a deadlock issue. Indeed, if Eq. (6.40b) is added to Problem 6.4a and is active for user $k$, then the solution to Problem 6.4 b is actually equal to the value of $\gamma_{k}$ initializing Problem 6.4a, and so the optimal $\gamma_{k}$ is given by the initialization step.

The solution to Problem 6.4 b can be efficiently obtained by using linear programming tool, for instance, the Simplex method [Boyd and Vandenberghe, 2004]. However, for
some $\boldsymbol{E}$, Problem 6.4 b may not have a feasible solution since all the constraints may not be satisfied simultaneously. To overcome this issue, we suggest to increase $E$ until a feasible solution to Problem 6.4b is found as follows: if Problem 6.4b is not feasible, add a small increment $\delta$ to each $E_{k}$ as many times as necessary. Algorithm 6.5 summarizes these steps.

```
Algorithm 6.5: Suboptimal Separate Linear Algorithm (SLA) for Problem 6.3.
    Initialize \(\delta\), and \(E_{k}^{*}=P_{k}^{-1}\left(P_{k}^{(0)}\right) / G_{k}, \forall k\).
    1. \(\forall k, \gamma_{k} \longleftarrow\) solution of Problem 6.4 b (linear programming).
    2. If a feasible solution has been found in step 1., then Exit.
    3. Else, increase \(E_{k}\) by \(\delta\) and go to step 1.
```


### 6.4.5 MCS selection

Since Algorithm 6.2 can be used straightforwardly for the selection of MCS, we will not discuss about it and consider only BPSK modulation. Thus, the target goodput will not exceed $1 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ in the next Subsection devoted to numerical results.

### 6.4.6 Numerical results

In this Section, numerical results have been obtained for the scheme (a) presented in Section 6.3.5, and the path loss follows the free-space model. In Fig. 6.16 we plot the total transmit power versus spectral efficiency. It has been computed using the optimal Algorithm 6.3, the SKA (Algorithm 6.4) and the SLA, in order to evaluate the performance of the suboptimal algorithms (SKA and SLA). It can be seen that for the two PER constraints $\left(P_{k}^{\mathrm{MAC},(0)}=10^{-2}\right.$ or $\left.P_{k}^{\mathrm{MAC},(0)}=10^{-4}\right)$, the SLA performance are extremely close to the optimal performance. The SKA performance are slightly lower than SLA for required goodput larger than $0.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$. We conclude that SLA is a very good heuristic to approach the optimal performance.

In Fig. 6.17 (resp. Fig. 6.18) we plot the PER (resp. the total transmit power) after allocation versus the goodput requirement. Fig. 6.17 displays the PHY level PER $P_{k}$ as well as the MAC level PER $P_{k}^{\text {MAC }}$ for $L=3$, obtained using Algorithms 6.1 and 6.5. It can be observed that Algorithm 6.1 was not able to guarantee the target PER of $P_{k}^{\text {MAC,(0) }}=10^{-2}$ for the links (in particular, it exceeds this constraint for $\eta_{T}<0.8 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ ). Beyond $0.8 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$, the two problems achieve the same PER since the solution is driven by the goodput constraint in this area. However, the solution to Problem 4.4 (computed through the SLA algorithm) returns $P_{k}^{\mathrm{MAC}} \leq P_{k}^{\mathrm{MAC},(0)}$ for all $\eta_{T}$, as expected. Fig. 6.18 shows that the desired QoS is achieved at a little increase in consumed power (around 2 dB for a factor 10 gain in PER).


Figure 6.16: Total transmit power versus spectral efficiency computed with different algorithms (MCS1, BPSK, $K=4$ ).


Figure 6.17: PER versus spectral efficiency (MCS1, BPSK, $K=4$ ).


Figure 6.18: Total transmit power versus spectral efficiency (MCS1, BPSK, $K=4$ ).

### 6.5 Delay and rate constrained power minimization

This Section is devoted to the study of Problem 4.5, for which an additional delay constraint has been defined as:

$$
\begin{equation*}
d_{k}^{\mathrm{MAC}}\left(\gamma_{k}, E_{k}\right) \leq d_{k}^{(0)} \tag{6.43}
\end{equation*}
$$

Due to the ARQ mechanism, the successful information packets associated with link $k$ are received after $\delta\left(P_{k}\right)$ packet transmissions, where $x \mapsto \delta(x)=1 /(1-x)-L x^{L} /\left(1-x^{L}\right)$ [Le Martret et al., 2012]. The term $\delta\left(P_{k}\right)$ corresponds to the so-called "delay" in HARQ literature. Actually, as the bandwidth is never entirely assigned to a single link, the true delay is $\delta\left(P_{k}\right)$ divided by the bandwidth occupation rate $\gamma_{k}$. Therefore the delay for each successful information packet of link $k$, denoted by $d_{k}$, is given by:

$$
\begin{equation*}
d_{k}^{\mathrm{MAC}}\left(\gamma_{k}, E_{k}\right)=\frac{1}{\gamma_{k}} \delta\left(P_{k}\left(G_{k} E_{k}\right)\right) . \tag{6.44}
\end{equation*}
$$

### 6.5.1 Optimization problem formulation

Next we rewrite Problem 4.5 using Eq. (6.4) and Eq. (6.44). Notice that the optimal solution $\left(\gamma^{*}, Q^{*}\right)$ is such that $\gamma_{k}>0$ and $Q_{k}>0$ for all $k$. Indeed, if $\exists k$ such that $\gamma_{k}=0$, then this user would have no way to satisfy its goodput nor its delay requirements ( $\tilde{\eta}_{k}=0$ whereas $\left.d_{k}^{\mathrm{MAC}} \rightarrow \infty\right)$, and such a point would be unfeasible. Thus $\forall k \in\{1, \ldots, K\}, \gamma_{k}>0$. Now, since $Q_{k}=\gamma_{k} E_{k}$, we would have $Q_{k}=0 \Rightarrow E_{k}=0$ and hence $P_{k}=1$. Once again, this would lead to an unfeasible solution. This boils down to Problem 6.5.

Problem 6.5.

$$
\begin{array}{ll} 
& \min _{(\gamma, Q)} \sum_{k=1}^{K} Q_{k}, \\
\text { s.t. } & \tilde{\eta}\left(\gamma_{k}, Q_{k}\right) \geq \eta_{k}^{(0)}, \forall k, \\
& d_{k}^{\text {MAC }}\left(\gamma_{k}, Q_{k}\right) \leq d_{k}^{(0)}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k}>0, Q_{k}>0, \forall k . \tag{6.45e}
\end{array}
$$

### 6.5.2 Feasibility property

Now, let us study the feasibility of Problem 6.5. The next result provides an easy way to check feasibility condition, as an inequality involving $m_{k}, R_{k}, \eta_{k}^{(0)}$ and $d_{k}^{(0)}$ only. Its proof follows the same lines than Lemma 6.1, and only a sketch of proof is given below. In the rest of the Chapter, we assume that Lemma 6.10 holds.
Lemma 6.10. Problem 6.5 is feasible if, and only if,

$$
\begin{equation*}
\sum_{k=1}^{K} \max \left(\frac{\eta_{k}^{(0)}}{m_{k} R_{k}}, \frac{1}{d_{k}^{(0)}}\right)<1 \tag{6.46}
\end{equation*}
$$

Sketch of proof. Only if part. If Problem 6.5 is feasible, then there is $(\gamma, Q) \in(0,1)^{K} \times \mathbb{R}_{+*}^{K}$ such that for all $k \in\{1, \ldots, K\}$ :

$$
\left\{\begin{array} { l } 
{ \eta _ { k } ^ { ( 0 ) } \leq \gamma _ { k } m _ { k } R _ { k } f ( P _ { k } ( G _ { k } Q _ { k } / \gamma _ { k } ) ) }  \tag{6.47}\\
{ d _ { k } ^ { ( 0 ) } \geq \frac { 1 } { \gamma _ { k } } \delta ( P _ { k } ( G _ { k } Q _ { k } / \gamma _ { k } ) ) } \\
{ \sum _ { k } \gamma _ { k } \leq 1 }
\end{array} \quad \Rightarrow \left\{\begin{array}{l}
\eta_{k}^{(0)}<\gamma_{k} m_{k} R_{k} \\
d_{k}^{(0)}>\gamma_{k}
\end{array}\right.\right.
$$

since $P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)>0$, so $1-P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)<1$ and $\delta\left(P_{k}\right)>1$, hence we have:

$$
\begin{equation*}
\sum_{k=1}^{K} \max \left(\frac{\eta_{k}^{(0)}}{m_{k} R_{k}}, \frac{1}{d_{k}^{(0)}}\right)<\sum_{k=1}^{K} \gamma_{k} \leq 1 \tag{6.48}
\end{equation*}
$$

If part. Conversely, let us take, $\forall k \in\{1, \ldots, K\}$ :

$$
\begin{equation*}
\gamma_{k}=\max \left(\frac{\eta_{k}^{(0)}+\epsilon}{m_{k} R_{k}}, \frac{1}{d_{k}^{(0)}-\epsilon}\right) \tag{6.49}
\end{equation*}
$$

for a sufficiently small $\epsilon>0$ such that by assumption, $\sum_{k=1}^{K} \gamma_{k}<1$. When $Q_{k} \rightarrow \infty$, we have $P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right) \longrightarrow 0$ and $\delta\left(P_{k}\right) \longrightarrow 1$, and one obtains:

$$
\left\{\begin{array}{l}
\tilde{\eta}_{k} \longrightarrow m_{k} R_{k} \max \left(\frac{\eta_{k}^{(0)}+\epsilon}{m_{k} R_{k}}, \frac{1}{d_{k}^{(0)}-\epsilon}\right) \geq \eta_{k}^{(0)}+\epsilon>\eta_{k}^{(0)}  \tag{6.50}\\
d_{k}^{\mathrm{MAC}} \longrightarrow \min \left(\frac{m_{m_{k}} R_{k}}{\eta_{k}^{(0)}+\epsilon}, d_{k}^{(0)}-\epsilon\right) \leq d_{k}^{(0)}-\epsilon<d_{k}^{(0)}
\end{array}\right.
$$

which concludes the proof.

Finally, although constraints Eq. (6.45b), Eq. (6.45d) and Eq. (6.45e) are convex, the delay constraint Eq. (6.45c) is not convex. Problem 6.5 is thus nonconvex and can be difficult to solve efficiently. In the next Sections, we develop two suboptimal algorithms to solve Problem 6.5.

### 6.5.3 KKT based algorithm (KBA)

By looking numerically, the bivariate function $(x, y) \mapsto d_{k}^{\mathrm{MAC}}(x, y)$ seems very close to be a quasi-convex function. It can be observed in Fig. 6.19 which plots the sublevel sets $S_{\alpha}:=\left\{\left(\gamma_{k}, Q_{k}\right) \in(0,1) \times \mathbb{R}_{+*} \mid d_{k}^{\mathrm{MAC}}\left(\gamma_{k}, Q_{k}\right) \leq \alpha\right\}$ versus $\left(\gamma_{k}, Q_{k}\right)$. Therefore, using the KKT conditions seems to be a relevant way even if we are not able to guarantee their optimality [Lasserre, 2010].


Figure 6.19: Sublevel sets of the delay function $d_{k}^{\mathrm{MAC}}\left(\gamma_{k}, Q_{k}\right)$.

Tedious algebraic manipulations given in Appendix F. 7 leads to the following characterization of the KKT solution $(\gamma, Q, \lambda)$ :

Theorem 6.11. The KKT point $(\gamma, Q, \lambda)$ of Problem 6.5 satisfies:

$$
\begin{align*}
\left(M\left(G_{k} Q_{k} / \gamma_{k}\right)-\lambda G_{k}\right)\left(\eta_{k}^{(0)}-\gamma_{k} m_{k} R_{k}\left(1-P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)\right) & =0  \tag{6.51}\\
\left(\Theta\left(G_{k} Q_{k} / \gamma_{k}\right)-\lambda G_{k}\right)\left(\frac{\delta\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)}{\gamma_{k}}-d_{k}^{(0)}\right) & =0,  \tag{6.52}\\
\lambda\left(\sum_{k=1}^{K} \gamma_{k}-1\right) & =0, \tag{6.53}
\end{align*}
$$

where, $\forall x \in \mathbb{R}_{+*}$ :

$$
\begin{align*}
M(x) & =-\frac{x \delta^{\prime}\left(P_{k}(x)\right) P_{k}^{\prime}(x)+\delta\left(P_{k}(x)\right)}{\delta^{\prime}\left(P_{k}(x)\right) P_{k}^{\prime}(x)}  \tag{6.54}\\
\Theta(x) & =-\frac{x P_{k}^{\prime}(x)+1-P_{k}(x)}{P_{k}^{\prime}(x)} \tag{6.55}
\end{align*}
$$

Now, it is shown in Appendix F. 8 how to deduce a simple and efficient algorithm from the KKT characterization Eqs. (6.51)-(6.53). The steps are summarized in Algorithm 6.6.

```
Algorithm 6.6: KKT based algorithm (KBA) for Problem 6.5.
    Set \(\lambda=0\), and \(\forall k\),
    \(\gamma_{k}(0)=\max \left\{\frac{\eta_{k}^{(0)}}{m_{k} R_{k}\left(1-P_{k}\left(\Theta^{-1}(0)\right)\right)}, \frac{\delta\left(P_{k}\left(\Theta^{-1}(0)\right)\right)}{d_{k}^{(0)}}\right\}\),
    \(Q_{k}(0)=\frac{\gamma_{k}}{G_{k}} \Theta^{-1}(0)\)
    if \(\sum_{k=1}^{K} \gamma_{k}(0)<1\) then
        Exit
    else
        \(\mathbb{K}_{M}=\left\{k \in\{1, \ldots, K\} \mid d_{k}^{(0)} \geq 1 / \eta_{k}^{(0)}\right\}\) and \(\mathbb{K}_{\Theta}=\{1, \ldots, K\} \backslash \mathbb{K}_{M}\)
        while \(\sum_{k=1}^{K} \gamma_{k}(\lambda)>1\) do
            1. \(\forall k \in \mathbb{K}_{M}\), compute
            \(\gamma_{k}(\lambda)=\frac{\eta_{k}^{(0)}}{m_{k} R_{k}\left(1-P_{k}\left(\Theta^{-1}\left(\lambda G_{k}\right)\right)\right)}\), and
            \(Q_{k}(\lambda)=\frac{\gamma_{k}(\lambda)}{G_{k}} \Theta^{-1}\left(\lambda G_{k}\right)\).
```

2. $\forall k \in \mathbb{K}_{\Theta}$, compute
$m_{\lambda}=M^{-1}\left(\lambda G_{k}\right), \theta_{\lambda}=\Theta^{-1}\left(\lambda G_{k}\right)$
if $\delta\left(P_{k}\left(m_{\lambda}\right)\right)\left(1-P_{k}\left(m_{\lambda}\right)\right)>\frac{\eta_{k}^{(0)} d_{k}^{(0)}}{m_{k} R_{k}}$ then $\gamma_{k}(\lambda)=\delta\left(P_{k}\left(m_{\lambda}\right)\right) / d_{k}^{(0)}$, and $Q_{k}(\lambda)=\frac{\gamma_{k}(\lambda)}{G_{k}} m_{\lambda}$.
else if $\delta\left(P_{k}\left(\theta_{\lambda}\right)\right)\left(1-P_{k}\left(\theta_{\lambda}\right)\right)<\frac{\eta_{k}^{(0)} d_{k}^{(0)}}{m_{k} R_{k}}$ then

$$
\gamma_{k}(\lambda)=\eta_{k}^{(0)} /\left(m_{k} R_{k}\left(1-P_{k}\left(\theta_{\lambda}\right)\right)\right), \text { and } Q_{k}(\lambda)=\frac{\gamma_{k}(\lambda)}{G_{k}} \theta_{\lambda} .
$$

else
Compute the root $x^{*} \in(0,1)$ of Eq. (F.62).
$\gamma_{k}(\lambda)=\delta\left(x^{*}\right) / d_{k}^{(0)}$, and $Q_{k}(\lambda)=\frac{\gamma_{k}(\lambda)}{G_{k}} P_{k}^{(-1)}\left(x^{*}\right)$.
end
3. Increase $\lambda$
end
end

### 6.5.4 Ping-Pong algorithm (PPA)

The second algorithm consists in rewriting Problem 6.5 as a function of $(\gamma, E)$. Then, the function to minimize becomes biconvex and solutions can be easily obtained on each direction as done in Section 6.4.

Problem 6.6. Problem 6.5 is equivalent to:

$$
\begin{array}{ll} 
& \min _{(\gamma, E)} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } & \tilde{\eta}\left(\gamma_{k}, E_{k}\right) \geq \eta_{k}^{(0)}, \forall k, \\
& \left(1 / \gamma_{k}\right) \delta\left(P_{k}\left(G_{k} E_{k}\right)\right) \leq d_{k}^{(0)}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k}>0, E_{k}>0, \forall k . \tag{6.56e}
\end{array}
$$

Indeed, assuming fixed $\boldsymbol{\gamma}$ (resp. $E$ ) the problem is linear in $E$ (resp. $\boldsymbol{\gamma}$ ). More precisely, we split Problem 6.6 into two subproblems which are solved alternately.
Problem 6.6a (on $E$ ). For fixed $\gamma^{(i-1)}$, the subproblem at iteration $i$ is:

$$
\begin{array}{ll} 
& \boldsymbol{E}^{(i)}=\arg \min _{E} \sum_{k=1}^{K} \gamma_{k}^{(i-1)} E_{k}, \\
\text { s.t. } \quad & E_{k} \geq\left(1 / G_{k}\right) P_{k}^{-1}\left(1-\eta_{k}^{(0)} /\left(m_{k} R_{k} \gamma_{k}^{(i-1)}\right)\right), \forall k, \\
& E_{k} \geq\left(1 / G_{k}\right) P_{k}^{-1}\left(\delta^{-1}\left(\gamma_{k}^{(i-1)} d_{k}^{(0)}\right)\right), \forall k . \tag{6.57c}
\end{array}
$$

Problem 6.6b (on $\gamma$ ). For fixed $E^{(i-1)}$, the subproblem at iteration $i$ is:

$$
\begin{array}{ll} 
& \gamma^{(i)}=\arg \min _{\gamma} \sum_{k=1}^{K} \gamma_{k} E_{k}^{(i-1)}, \\
\text { s.t. } \quad & \gamma_{k} \geq \max \left(\eta_{k}^{(0)} /\left(m_{k} R_{k}\left(1-P_{k}\left(G_{k} E_{k}^{(i-1)}\right)\right)\right), \delta\left(P_{k}\left(G_{k} E_{k}^{(i-1)}\right)\right) / d_{k}^{(0)}\right), \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1 . \tag{6.58c}
\end{array}
$$

The solution $E^{(i)}$ of the $i$-th iteration of Problem 6.6a is given by:

$$
\begin{equation*}
E_{k}^{(i)}=\left(1 / G_{k}\right) \max \left(P_{k}^{-1}\left(1-\eta_{k}^{(0)} /\left(m_{k} R_{k} \gamma_{k}^{(i-1)}\right)\right), P_{k}^{-1}\left(\delta^{-1}\left(\gamma_{k}^{(i-1)} d_{k}^{(0)}\right)\right)\right) . \tag{6.59}
\end{equation*}
$$

The solution $\gamma^{(i)}$ to Problem 6.4 b can be efficiently obtained by using linear programming tool, for instance the Simplex method [Boyd and Vandenberghe, 2004]. The iterative algorithm is summarized in Algorithm 6.7. We initialize the bandwidth occupation terms by assuming infinite energy consumption. We remind, we are not able to guarantee the optimality of this algorithm.

Algorithm 6.7: Ping-Pong algorithm (PPA) for Problem 6.5.
Initialize $\epsilon>0, E_{k}^{(0)}=\infty$,

$$
\begin{equation*}
\gamma_{k}^{(0)}=\frac{\max \left(\eta_{k}^{(0)} /\left(m_{k} R_{k}\right), 1 / d_{k}^{(0)}\right)}{\sum_{k^{\prime}=1}^{K} \max \left(\eta_{k^{\prime}}^{(0)} /\left(m_{k^{\prime}} R_{k^{\prime}}\right), 1 / d_{k^{\prime}}^{(0)}\right)^{(0)}}, \tag{6.60}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{k}^{(1)}=\left(1 / G_{k}\right) \max \left(P_{k}^{-1}\left(1-\eta_{k}^{(0)} /\left(m_{k} R_{k} \gamma_{k}^{(0)}\right)\right), P_{k}^{-1}\left(\delta^{-1}\left(\gamma_{k}^{(0)} d_{k}^{(0)}\right)\right)\right) . \tag{6.61}
\end{equation*}
$$

Initialize $i=1$
while $\left\|\boldsymbol{E}^{(i)}-\boldsymbol{E}^{(i-1)}\right\|_{\infty}>\epsilon$ do
$E^{(i)} \longleftarrow$ Eq. (6.59)
$\gamma^{(i)} \longleftarrow$ solution to iteration $i$ of Problem 6.4b
$i \longleftarrow i+1$
end

### 6.5.5 Numerical results

For the same reasons exposed in Section 6.4.6, we only present numerical results for the MCS1 with BPSK described in Section 6.3.5, and the path loss follows the free-space model. The delay will be measured in seconds by multiplying $d_{k}^{\text {MAC }}$ and $d_{k}^{(0)}$ by the time for transmitting a single MAC packet of $L_{\text {MAC }} / \log _{2}(M)$ symbols over $N_{c}$ OFDM subcarriers ${ }^{4}$, given by:

$$
\begin{equation*}
\tau:=\frac{L_{\mathrm{MAC}}}{\log _{2}(M) W} . \tag{6.62}
\end{equation*}
$$

For $W=1 \mathrm{MHz}$ and since BPSK is considered, we have $\tau=128 \mu \mathrm{~s}$. Therefore, $d_{k}^{\mathrm{MAC}} \tau$ corresponds to the average time for receiving the data packet without errors when transmitting over $\gamma_{k} N_{c}$ subcarriers.

In Fig. 6.20 (resp. Fig. 6.21), we plot the total transmit power (resp. the occupied bandwidth) versus the total goodput demand, for two delay requirements: $d_{k}^{(0)} \tau=1024 \mu \mathrm{~s} \approx$ 1 ms or $d_{k}^{(0)} \tau=2560 \mu \mathrm{~s} \approx 2.5 \mathrm{~ms}$, for all $k$. As expected, at larger goodput requirement (basically beyond $0.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ ) the performance are driven by the goodput constraints, which define the convex problem of Section 6.3, and the two algorithms 6.6 and 6.7 have the same performance (bandwidth saturation and comparable power consumption). However, for lower goodput requirement the algorithms behavior are very different since driven by the delay constraints. As expected, a larger delay constraint $\left(d_{k}^{(0)} \tau=2.5 \mathrm{~ms}\right)$ is less restrictive and so consumes less bandwidth and less power.

Let us recall from Appendix F. 8 that the delay constraint is never active when $\eta_{k}^{(0)} /\left(m_{k} R_{k}\right) \geq 1 / d_{k}^{(0)}, \forall k$, and so the nonconvex delay constraint can be deleted from Problem 6.5, which is therefore convex and KKT becomes optimal. When $d_{k}^{(0)} \tau=1 \mathrm{~ms}$,

[^11]the KBA is optimal as soon as $\eta_{T}$ is larger than $\sum_{k=1}^{K} 1 / d_{k}^{(0)}=K / 8=0.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ as observed in Fig. 6.20. When $d_{k}^{(0)} \tau=2.5 \mathrm{~ms}$, optimality of the KBA is guaranteed as soon as $\eta_{T}$ is larger than $0.2 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$. On the other hand, the proposed PPA outperforms the KBA for $d_{k}^{(0)} \tau=1 \mathrm{~ms}$ when the users are not in the convex area.


Figure 6.20: Total transmit power versus spectral efficiency (MCS1, BPSK, $K=4, \tau=$ $128 \mu \mathrm{~s})$.

### 6.6 Conclusion

The study of Type-I HARQ-based OFDMA network resource allocation with statistical CSI at the cluster head ends with this last Chapter. Upon building the Type-I HARQ using practical MCS, we have proposed a general framework for:

- power and bandwidth allocation for minimizing the total power emitted by the cluster, when the links are subject to minimum rate constraints (Problem 4.3, solved by Theorem 6.3 and Algorithm 6.1),
- smart MCS selection among predefined MCS for total power minimization under rate constraints (Problem 6.2a solved by Algorithm 6.2),
- power and bandwidth allocation for minimizing the total power emitted by the cluster, when the links are subject to minimum rate as well as maximum PER constraints (Problem 4.4 solved by Theorem 6.9 and Algorithm 6.3),


Figure 6.21: Occupied bandwidth versus spectral efficiency (MCS1, BPSK, $K=4, \tau=$ $128 \mu \mathrm{~s}$ ).

- power and bandwidth allocation for minimizing the total power emitted by the cluster, when the links are subject to minimum rate as well as maximum delay constraints (Problem 4.5 suboptimally solved by Algorithms 6.6 and 6.7).

The numerical results were computed using QAM modulated signals associated with convolutional coded packets, with a free-space path loss propagation model (squared distance $1 / D^{2}$ decay), a carrier frequency $f_{c}=400 \mathrm{MHz}$, and within a bandwidth $W=$ 1 MHz , illustrate a military context.

The main novelty of this framework, greatly influenced by some new trends in the related literature (especially [Devillers et al., 2008] and [Wu and Jindal, 2011], or [Rodriguez, 2003]), is the abandonment of the celebrated Shannon capacity (as used in [Gault et al., 2007]) as the measure of information rate. Instead, we have considered the so-called goodput as the figure of merit for information rate, as well as measurable performance metrics for the constraints (goodput, PER, delay).

Moreover, one important point of the proposed method is that the results are general enough to handle any practical MCS for which its performance (PER versus SNR) are available through simulation points only.

Finally, these results have been published in [C4], [C5] and [J2].

## Conclusions and Perspectives

The work carried out in this thesis dealt with the resource allocation of HARQ-based OFDMA clustered MANETs, which are a flexible solution for fast and short-lived communications deployment for military applications or future smart networks. Industrial concerns about the realism of the proposed solutions led us to consider practical and existing communications schemes instead of the commonly used capacity tools. In particular, the main objective was to design and analyze algorithms that optimize the assignment of power, bandwidth, modulation order, and code rate, of the HARQ mechanism at the top of the proposed multiuser communication scheme. Due to the presence of HARQ in the proposed network, parts of the thesis were devoted to the extension of the analysis of HARQ performance done in [Le Duc, 2009] in some particular new contexts.

The fundamentals about HARQ that are useful throughout the thesis were presented in Chapter 1. Without being exhaustive, the state of the art exposed in this Chapter covers a large amount of the retransmission techniques from the basic concepts of ARQ to more advanced cross-layer HARQ techniques. We reviewed the main works related to the study of Type-I and Type-II HARQ, and the different retransmission protocols of ARQ (SW, GBN, and SR). We defined the metrics of interest for the study of HARQ performance: the PER, the delay, and the efficiency. We discussed on the relation between the throughput, the goodput, and the efficiency. Finally, we reviewed the HARQ performance study within the cross-layer concept.

In Chapter 2 we studied an ED based version of the cross-layer HARQ with IBS. The mechanism of the ED technique was exposed, and we saw that ED modifies only the HARQ efficiency metric. Then, we developed a new expression of efficiency that is valid for any HARQ type with equal MAC packet length, and derived a closed-form expression for the Type-I HARQ case. The numerical analysis revealed that the efficiency is only slightly improved when ED is used. We concluded that the ED improvement was more helpful when the fragmentation $N$ and the total credit $C$ are close together.

Chapter 3 was devoted to the analysis of cross-layer HARQ schemes with imperfect feedback. We proposed a model for two kinds of feedback impairments, i.e. errors
in the acknowledgment messages and delayed feedback, and we derived new analytic expressions at IP level for the PER, the delay and the efficiency of the HARQ schemes. The impact of such imperfect feedback on the HARQ performance was studied through numerical examples. While the PER is not modified by any feedback imperfection in the FBS case, the PER of IBS is dramatically degraded, and thus the impact on the two other metrics (delay and efficiency) is significant in this case. The best performance of the FBS scheme are achieved by using coding inside the feedback packets and by setting a time-out value that is close to the average arrival time of the feedback. In contrast, a larger time-out value must be chosen in the IBS case, and even coding cannot retrieve the ideal performance. Therefore we defined the RCS scheme, for which the analysis was conducted within a unified framework. Numerical results revealed that the choice of the initial credit distribution offered a soft transition from the robustness of FBS against imperfect feedback, to the cross-layer gain brought by IBS.

Chapter 4 moved towards the second part of the thesis and was dedicated to the resource allocation issue in the paradigm of ad hoc networks. We reviewed the different causes to the design choice of the considered MANET and discussed the main assumptions concerning this system, which led to a statistical channel knowledge only. Furthermore, several practical limitations were envisaged to make the design more realistic. Precisely, in this Chapter we established the framework for resource allocation with statistical CSI in a Type-I HARQ-based OFDMA clustered MANET, with either finite-length Gaussian codes or practical MCS. The main objective was the minimization of total cluster power based on the HARQ performance metrics as figures of merit. Finally, the mathematical formulations of the minimization problem have been led to Problems 4.2, 4.3, 4.4, and 4.5.

In Chapter 5 we solved the case of finite-length Gaussian codes formalized in Problem 4.2. We firstly computed in closed-form the error probability of Gaussian codes with finite length over the Rayleigh channel. Based on this new result, we were able to find the optimal power and bandwidth allocation given in Algorithm 5.1, which gives the best performance that one can expect from our clustered OFDMA network using Type-I HARQ. Numerical results revealed that the power consumption of Gaussian coding with finite length was decreasing for increasing block length $n$, but the performance gain with increasing $n$ was limited. Choosing appropriately the information rates $r_{k}$ helped to get closer to the capacity results. Furthermore, the proposed algorithm saved the bandwidth: this ability can be very interesting for frequency reuse purposes and/or reducing intercluster interference. The framework developed in this Chapter can serve as a basis for Type-I HARQ based OFDMA resource allocation when powerful FEC coding is used: the performance of LDPC codes can be assessed by applying a power penalty to the algorithm output (for instance, 1.9 dB for the rate- $1 / 2$ irregular LDPC code of length $n=504$ on the Rayleigh channel).

In Chapter 6 we solved the case of practical MCS formalized in Problems 4.3, 4.4, and 4.5. We proposed a general framework for:

- power and bandwidth allocation for minimizing the total power emitted by the cluster, when the links are subject to minimum rate constraints (Problem 4.3, solved by Algorithm 6.1),
- smart MCS selection among predefined MCS for total power minimization under rate constraints (Problem 6.2a solved by Algorithm 6.2),
- power and bandwidth allocation for minimizing the total power emitted by the cluster, when the links are subject to minimum rate as well as maximum PER constraints (Problem 4.4 solved by Algorithms 6.3, 6.4 and 6.5),
- power and bandwidth allocation for minimizing the total power emitted by the cluster, when the links are subject to minimum rate as well as maximum delay constraints (Problem 4.5 suboptimally solved by Algorithms 6.6 and 6.7).

The main novelty of this framework, greatly influenced by some new trends in the related literature, is the consideration of the goodput as the figure of merit. The numerical results have been computed, without loss of generality, for QAM modulated signals associated with convolutional coded packets. It has been shown that the performance of the rate$1 / 2$ convolutional code of length $n=512$ were within 5 dB of the optimal finite-length Gaussian performance.

## Perspectives

The part of this thesis devoted the resource allocation has raised up several issues that would deserve to be treated in future research.

To begin with, the frameworks developed in this thesis for the resource allocation could be extended to more general systems:

- In Chapters 4, 5, and 6, we assumed Type-I HARQ for facilitate the resolution of the optimization problems. Using instead Type-II HARQ would lead to better performance and would be closer to practical systems. However the closed-form expressions of the metrics will change and our results do not hold anymore. These expressions actually lead to a more complicate optimization problem.
- The proposed framework solves optimization problems whose the QoS were defined at the MAC level. Extension from MAC level defined constraints to IP level defined constraints could be of interest. In the case of HARQ with FBS, this extension is straightforward since the IP level metrics are trivial functions of the MAC
level metrics. However, the case of HARQ with IBS or RCS would be more difficult given the metrics expressions, and it could be interesting to know if this strategy can outperform the power minimization based on the FBS metrics.
- OFDM signals were used assuming perfect timing and frequency synchronization. Relaxing this assumption would lead to a more realistic model, and it could be interesting to evaluate the performance losses incurred by some desynchronization. This study is left to future research since desynchronization would lead to a loss of orthogonality amongst the OFDM subcarriers which thus reintroduces multiuser interference inside the cluster. The optimization problems will thus be strongly modified since the SNR has to be replaced with the SINR depending on the resource allocation.

Adding some instantaneous CSI at the Transmitter side would provide other interesting extensions. For instance one could extend the work of [Szczecinski et al., 2011] for outdated CSI to multiuser schemes. Secondly, merging the expected goodput concept used in [Stupia et al., 2012] with predictions based on statistical CSI can be of great interest in order to enhance the performance of each HARQ round.

Finally, several more long-term perspectives could be envisaged: i) since the objectives of system designer associated with a specific application could be multiple (for instance, increasing the data rate and minimizing the delay simultaneously), multi-criteria optimization can be useful and should be analyzed in the future. ii) The multiuser scheme depicted in Chapter 4 (Fig. 4.1) leads to centralized optimization problems via the common resource allocator (actually, the cluster head). In order to be robust against the resource allocator (CH) failure (especially in military context), it would be of interest to develop decentralized allocation schemes using distributed optimization based on consensus-like approach.

## Appendix A

## Appendix related to Chapter 1

## A. 1 Proposition A. 1

Proposition A.1. $\forall n, p \in \mathbb{N}$,

$$
\begin{equation*}
\sum_{k=0}^{p}\binom{n+k}{n}=\binom{p+n+1}{n+1} \tag{A.1}
\end{equation*}
$$

Proof. Let $n, p \in \mathbb{N}$ be any integers. $\forall k, 1 \leq k \leq p$, the Pascal triangle formula gives:

$$
\begin{equation*}
\binom{n+k+1}{n+1}=\binom{n+k}{n+1}+\binom{n+k}{n} . \tag{A.2}
\end{equation*}
$$

From this, one finds:

$$
\begin{align*}
\sum_{k=1}^{p}\binom{n+k}{n} & =\sum_{k=1}^{p}\binom{n+k+1}{n+1}-\sum_{k=1}^{p}\binom{n+k}{n+1} \\
& =\sum_{k=1}^{p}\binom{n+k+1}{n+1}-\sum_{k=0}^{p-1}\binom{n+k+1}{n+1}, \tag{A.3}
\end{align*}
$$

and it remains after straightforward simplifications:

$$
\begin{equation*}
\sum_{k=1}^{p}\binom{n+k}{n}=\binom{p+n+1}{n+1}-\binom{n+1}{n+1} \tag{A.4}
\end{equation*}
$$

Yet,

$$
\begin{align*}
\sum_{k=0}^{p}\binom{n+k}{n} & =\binom{n}{n}+\sum_{k=1}^{p}\binom{n+k}{n} \\
& =\binom{n}{n}+\binom{p+n+1}{n+1}-\binom{n+1}{n+1} \tag{A.5}
\end{align*}
$$

where Eq. (A.4) has been used to obtain the second line. Finally, the result comes after recalling that $\forall n>0,\binom{n}{n}=1$.

## A. 2 Proposition A. 2

Proposition A.2. Let $n, p \in \mathbb{N}$ and $f:[0,1] \longrightarrow \mathbb{R}_{+}$be the function defined by:

$$
\begin{equation*}
f(x)=\sum_{k=0}^{p}\binom{n+k}{n} x^{n+k+1} . \tag{A.6}
\end{equation*}
$$

Then, for $\mu=\binom{n+p+1}{n+1}, f$ satisfies the differential equation:

$$
\begin{equation*}
\left(E_{\mu}\right) \quad y-\frac{x(1-x)}{n+1} y^{\prime}=\mu x^{n+p+2} . \tag{A.7}
\end{equation*}
$$

Proof. Starting from the Pascal triangle relation, we have $\forall k, 0<k \leq p$ and $\forall x \in[0,1]$ :

$$
\begin{align*}
& \sum_{k=1}^{p}\binom{n+k+1}{n+1} x^{n+k+1}=\sum_{k=1}^{p}\binom{n+k}{n+1} x^{n+k+1}+\sum_{k=1}^{p}\binom{n+k}{n} x^{n+k+1} \\
\Leftrightarrow & x^{n+1}+\sum_{k=1}^{p}\binom{n+k+1}{n+1} x^{n+k+1}=\sum_{k=0}^{p-1}\binom{n+k+1}{n+1} x^{n+k+2}+x^{n+1} \sum_{k=1}^{p}\binom{n+k}{n} x^{n+k+1} \\
\Leftrightarrow & x \sum_{k=0}^{p}\binom{n+k+1}{n+1} x^{n+k}=x^{2} \sum_{k=0}^{p}\binom{n+k+1}{n+1} x^{n+k}-\binom{n+p+1}{n+1} x^{n+p+2}+\sum_{k=0}^{p}\binom{n+k}{n} x^{n+k+1} . \tag{A.8}
\end{align*}
$$

Denoting by $f(x)=\sum_{k=0}^{p}\binom{n+k}{n} x^{n+k+1}$, then $\forall x \in[0,1]$ :

$$
\begin{align*}
f^{\prime}(x) & =\sum_{k=0}^{p}\binom{n+k}{n}(n+k+1) x^{n+k} \\
& =(n+1) \sum_{k=0}^{p}\binom{n+k+1}{n+1} x^{n+k} . \tag{A.9}
\end{align*}
$$

Thus, by expressing the binomial sums using exclusively $f$ and $f^{\prime}$ we find:

$$
\begin{equation*}
\frac{x}{n+1} f^{\prime}(x)=\frac{x^{2}}{n+1} f^{\prime}(x)-\binom{n+p+1}{n+1} x^{n+p+2}+f(x) \tag{A.10}
\end{equation*}
$$

Lastly, $\mu:=\binom{n+p+1}{n+1}$ and then Eq. (A.10) $\Leftrightarrow\left(E_{\mu}\right)$.

## A. 3 Proposition A. 3

Proposition A.3. $\forall \mu \in \mathbb{R}$, the solutions of $\left(E_{\mu}\right)$ are the functions $f_{\mu}:(0,1) \longrightarrow \mathbb{R}$ defined as:

$$
\begin{equation*}
f_{\mu}(x)=\left(\frac{x}{1-x}\right)^{n+1}(\lambda-(n+1) \mu B(x ; p+1, n+1)), \quad \forall \lambda \in \mathbb{R} \tag{A.11}
\end{equation*}
$$

where $B(x ; a, b)$ is the incomplete Beta function.
Proof. Direct resolution using classic tools from linear differential equations theory.

## A. 4 Proof of Eq. (1.30)

We recall from Chap. 1 that $P_{\mathrm{IP}}^{\mathrm{I}}=1-\left(1-p_{0}\right)^{N} \sum_{\ell=N}^{C}\left({ }_{N-1}^{\ell-1}\right) p_{0}^{\ell-N}$, thus for $n=N-1$ and $p=C-N$, one finds:

$$
\begin{equation*}
P_{\mathrm{IP}}^{\mathrm{I}}=1-\left(\frac{1-p_{0}}{p_{0}}\right)^{N} f\left(p_{0}\right) \tag{A.12}
\end{equation*}
$$

From Prop. A.2, $f\left(p_{0}\right)$ is a solution of $\left(E_{\mu}\right)$ over [0,1] for $\mu=\binom{C}{N}$, and using Prop. A.3, $\forall p_{0} \in(0,1)$ :

$$
\begin{equation*}
P_{\mathrm{IP}}^{\mathrm{I}}=1-\lambda+N \mu B\left(p_{0} ; C-N+1, N\right), \quad \mu, \lambda \in \mathbb{R} \tag{A.13}
\end{equation*}
$$

Yet, the function $P_{\mathrm{IP}}^{\mathrm{I}}$ is uniquely determined using the two limiting conditions:

$$
\begin{align*}
& \lim _{p_{0} \rightarrow 0} P_{\mathrm{IP}}^{\mathrm{I}}=0  \tag{A.14}\\
& \lim _{p_{0} \rightarrow 1} P_{\mathrm{IP}}^{\mathrm{I}}=1 \tag{A.15}
\end{align*}
$$

Since from Eq. (A.13) we have that $P_{\mathrm{IP}}^{\mathrm{I}} \rightarrow(1-\lambda)$ when $p_{0} \rightarrow 0$, then from Eq. (A.14) we find $\lambda=1$, hence $P_{\mathrm{IP}}^{\mathrm{I}}=N \mu B\left(p_{0} ; C-N+1, N\right)$ for $\mu \in \mathbb{R}$. Similarly, since $P_{\mathrm{IP}}^{\mathrm{I}} \rightarrow N \mu B(C-N+1, N)$ when $p_{0} \rightarrow 1$, from Eq. (A.15) we find $\mu=1 /(N B(C-N+1, N))$. Finally, remark that:

$$
\begin{equation*}
\mu=\frac{1}{N B(C-N+1, N)}=\frac{\Gamma(C+1)}{N \Gamma(C-N+1) \Gamma(N)}=\frac{C!}{N!(C-N)!}=\binom{C}{N} \tag{A.16}
\end{equation*}
$$

to conclude that $P_{\mathrm{IP}}^{\mathrm{I}}=B\left(p_{0} ; C-N+1, N\right) / B(C-N+1, N)=I\left(p_{0} ; C-N+1, N\right)$.

## A. 5 Proof of Eq. (1.32)

From Chap. 1, we rewrite $d_{\mathrm{IP}}^{\mathrm{I}}=\left(\left(1-p_{0}\right) / p_{0}\right)^{N} /\left(1-P_{\mathrm{IP}}^{\mathrm{I}}\right) \sum_{k=0}^{C-N}\binom{k+N-1}{N-1}(k+N) p_{0}^{k+N}$. Using the definition of $f$ for $n=N-1$ and $p=C-N$, it gives:

$$
\begin{equation*}
d_{\mathrm{IP}}^{\mathrm{I}}=\frac{1}{1-P_{\mathrm{IP}}^{\mathrm{I}}}\left(\frac{1-p_{0}}{p_{0}}\right)^{N} p_{0} f^{\prime}\left(p_{0}\right), \tag{A.17}
\end{equation*}
$$

where $f^{\prime}$ is obtained using $\left(E_{\mu}\right)$ :

$$
\begin{equation*}
f^{\prime}\left(p_{0}\right)=\frac{N}{p_{0}\left(1-p_{0}\right)} f\left(p_{0}\right)-\frac{p_{0}^{C}}{\left(1-p_{0}\right) B(C-N+1, N)^{\prime}} \tag{A.18}
\end{equation*}
$$

where $\kappa$ is defined as $\kappa:=C-N+1$. Using Eq. (1.30), and that $1-I\left(p_{0} ; \kappa, N\right)=I\left(1-p_{0} ; N, \kappa\right)$, it comes:

$$
\begin{equation*}
d_{\mathrm{IP}}^{\mathrm{I}}=\frac{1}{I\left(1-p_{0} ; N, \kappa\right)}\left(\frac{1-p_{0}}{p_{0}}\right)^{N}\left(\frac{N}{1-p_{0}} I\left(1-p_{0} ; N, \kappa\right)\left(\frac{p_{0}}{1-p_{0}}\right)^{N}-\frac{p_{0}^{\mathrm{C}+1}}{\left(1-p_{0}\right) B(\kappa, N)}\right) \tag{A.19}
\end{equation*}
$$

The final result drops down after some algebraic computations.

## Appendix B

## Appendix related to Chapter 2

The purpose is to find in closed-form the term $p_{0}^{C-N+1} f\left(1-p_{0}\right)$, where $f$ is the function defined for $x \in[0,1]$ by:

$$
\begin{equation*}
f(x)=\sum_{n=1}^{N} n\binom{C-N+n-1}{n-1} x^{n-1} . \tag{B.1}
\end{equation*}
$$

Our approach will be to find a closed-form expression for a primitive $F$ of $f$ :

$$
\begin{equation*}
F(x)=\sum_{n=1}^{N}\binom{C-N+n-1}{n-1} x^{n}, \tag{B.2}
\end{equation*}
$$

and then to compute its derivative. First, by using the symmetry property $\binom{n}{k}=\binom{n}{n-k}$, $\forall n \geq k$, and an index reorganization, we obtain that $F(x)=G(x) / x$ where $G$ is defined by:

$$
\begin{equation*}
G(x)=\sum_{n=0}^{N-1}\binom{C-N+n}{C-N} x^{C-N+n+1} . \tag{B.3}
\end{equation*}
$$

Then, by using Prop. A. 2 for $n=C-N$ and $p=N-1$, the function $G$ satisfies the following differential equation:

$$
\begin{equation*}
y-\frac{x(1-x)}{K} y^{\prime}=\mu x^{C+1} \tag{B.4}
\end{equation*}
$$

with $\mu=\binom{C}{K}$ and $K=C-N+1$. Prop. A. 3 can be used to solve Eq. (B.4), and we have:

$$
\begin{equation*}
G(x)=\left(\frac{x}{1-x}\right)^{K}(\lambda-K \mu B(x ; N, K)) . \tag{B.5}
\end{equation*}
$$

Due to some binomial properties [Abramowitz and Stegun, 1972, Eq. (3.1.4)], we have $\mu K=1 / B(N, K)$. Thus

$$
\begin{equation*}
F(x)=\frac{x}{(1-x)^{K}}(\lambda-I(x ; N, K)) . \tag{B.6}
\end{equation*}
$$

In order to characterize $\lambda$, let us consider $P_{\mathrm{IP}}^{\mathrm{I}}$. One can check that $P_{\mathrm{IP}}^{\mathrm{I}}=p_{0}^{\mathrm{K}} /\left(1-p_{0}\right) F\left(1-p_{0}\right)=$ $\lambda-I\left(1-p_{0} ; N, K\right)$. When $p_{0} \rightarrow 1$, we know that $P_{\mathrm{IP}}^{\mathrm{I}} \rightarrow 1$. Thus, $I\left(1-p_{0} ; N, K\right) \rightarrow 0$ and we find $\lambda=1$. Then:

$$
\begin{equation*}
F(x)=\frac{x}{(1-x)^{K}}(1-I(x ; N, K)) . \tag{B.7}
\end{equation*}
$$

Moreover, $1-I(x ; b, a)=I(1-x ; a, b)$ and we finally have:

$$
\begin{equation*}
F(x)=\frac{x}{(1-x)^{K}} I(1-x ; K, N) \tag{B.8}
\end{equation*}
$$

The final result drops down by taking the derivative of $F($.$) given in Eq. (B.8).$

## Appendix C

## Appendix related to Chapter 3

## C. 1 Proof of Proposition 3.2

In order that $n$ fragments are received with success, each fragment $\# \ell$ must be acknowledged according to the following ACK/NACK sequence: first, the reception of $s_{\ell} \geq 0$ NACKs coming from NACKs (and corresponding to the number of decoding failures), then the reception of $t_{\ell} \geq 0$ NACKs coming from ACKs (and corresponding to the number of feedback errors) and possibly one ACK. Thus, for $n$ fragments for which $0 \leq k \leq n$ ACKs are received, this enumeration leads to the total of $\sum_{\ell=1}^{n}\left(s_{\ell}+t_{\ell}\right)=i-k$ transmissions. Hence, the expected transmission time $\alpha_{n}(i)$ is distributed over the combinatorial set:

$$
\begin{equation*}
\mathcal{E}_{p, n}^{B}=\left\{(s, t) \in \mathbb{N}^{n} \times \mathbb{N}^{n} \mid \sum_{\ell=1}^{n}\left(s_{\ell}+t_{\ell}\right)=p \text { and } \forall \ell, \sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right) \leq \sum_{m=1}^{\ell} L_{m}^{(0)}\right\} . \tag{C.1}
\end{equation*}
$$

It is written (simply by enumeration):

$$
\begin{equation*}
\alpha_{n}(i)=\sum_{k=0}^{n} \sum_{(s, t) \in \mathcal{E}_{i-k, n}^{B}}\left(\left(\sum_{\ell} s_{\ell}\right) \tau_{r, n}+k \tau_{a}+\left(\sum_{\ell} t_{\ell}\right) \tau_{r, a}\right) \operatorname{Pr}\{(s, t)\} . \tag{C.2}
\end{equation*}
$$

Since fragment $\# \ell$ is received in $1+s_{\ell}+t_{\ell}$ transmissions, but only $k$ ACKs have been received during the transmission of the $n$ fragments, one finds $\operatorname{Pr}\{(s, t)\}=\left(1-p_{\mathrm{fb}}\right)^{k} \prod_{\ell=1}^{n} p_{1}\left(1+s_{\ell}\right) p_{\mathrm{fb}}^{t_{\ell}}$. The final expression is straightforward.

## C. 2 Proof of Proposition 3.3

Direct enumeration gives, for $n \geq 1$ and $i \geq n$ :

$$
\begin{equation*}
\beta_{n}(i)=\sum_{x \in \chi_{i, n}} \prod_{j=1}^{n} \operatorname{Pr}\left\{\text { fragment } \# j \text { received in } x_{j}\right\} \tag{C.3}
\end{equation*}
$$

where $\chi_{k, n}=\left\{x \in \mathbb{N}_{*}^{n} \mid \sum_{\ell=1}^{n} x_{\ell}=k\right.$ and $\left.\forall \ell, \sum_{m=1}^{\ell} x_{m} \leq \sum_{m=1}^{\ell} L_{m}^{(0)}\right\}$, with $A_{j}=\left\{\sum_{m=1}^{j} x_{m}<\right.$ $\left.\sum_{m=1}^{j} L_{m}^{(0)}\right\}$. The event $\left\{\right.$ fragment \#j received in $x_{j}$ \} is split as follows: $k_{j}$ transmissions until
correct decoding of the fragment (at the receiver side), next ( $x_{j}-k_{j}$ ) transmissions for correct ACK reception at the transmitter side. It does not matter if NACK has still been received at the $\left(x_{j}-k_{j}\right)$-th transmission since the fragment has been correctly decoded. This leads to:

$$
\begin{equation*}
\operatorname{Pr}\left\{\text { fragment } \# j \text { received in } x_{j}\right\}=\sum_{k_{j}=1}^{x_{j}} p_{1}\left(k_{j}\right) p_{\mathrm{fb}}^{x_{j}-k_{j}}\left(1-p_{\mathrm{fb}}\right)^{\left.\delta^{\delta} A_{j}\right\}} \tag{C.4}
\end{equation*}
$$

## C. 3 Proof of Proposition 3.4

The IP packet fails when at least one fragment is received with errors. At least $L_{1}+(N-1)$ transmissions are needed (the first fragments fails with its total $L_{1}$, and the last ( $N-1$ ) fragments are received in one shot), up to $C$. Considering $N$ fragments for which $0 \leq n \leq$ $(N-1)$ ACKs are received, we enumerate over the set $\mathcal{E}_{i-n, n}^{B}$ :

$$
\begin{equation*}
\left.\theta_{n}(i)=\sum_{(s, t) \in \mathcal{E}_{i-n, n}^{B}}\left(\left(\sum_{\ell} s_{\ell}\right) \tau_{r, n}+n \tau_{a}+\sum_{\ell} t_{\ell}\right) \tau_{r, a}\right) \operatorname{Pr}\{(s, t)\} \tag{C.5}
\end{equation*}
$$

There may be a failure for fragment $\# \ell$ only if its credit is consumed, i.e., if $\sum_{m=1}^{\ell}\left(1+s_{m}+\right.$ $\left.t_{m}\right)=\sum_{m=1}^{\ell} L_{m}^{(0)}$. Therefore, let us define:

$$
\begin{align*}
& B_{\ell}=\left\{\sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right) \leq \sum_{m=1}^{\ell} L_{m}^{(0)}\right\},  \tag{C.6}\\
& \Gamma_{\ell}=\left\{\sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right)=\sum_{m=1}^{\ell} L_{m}^{(0)}\right\}, \tag{C.7}
\end{align*}
$$

and $\mathrm{KO}=\left\{\exists \ell \in\{1, \ldots, N\} \mid \Gamma_{\ell}\right\}$, and thus:

$$
\begin{equation*}
\operatorname{Pr}\{(s, t)\}=\left(1-p_{\mathrm{fb}}\right)^{n} \delta\{\mathrm{KO}\} \prod_{\ell=1}^{N}\left(p_{1}\left(1+s_{\ell}\right) p_{\mathrm{fb}}^{t_{\ell}}\left\{\left\{B_{\ell}\right\}+q\left(1+s_{\ell}+t_{\ell}\right) \delta\left\{\Gamma_{\ell}\right\}\right) .\right. \tag{C.8}
\end{equation*}
$$

## C. 4 Proof of Proposition 3.5

Success in the IBS setting consists in the acknowledgment of $n$ consecutive fragments with a total of $i$ transmissions, $i \in\{n, \ldots, p\}$. First, let us focus on $i<p$ (the case $i=p$ will be completed afterward). Prop. 3.2 when applied to IBS gives:

$$
\begin{equation*}
\alpha_{n, p}(i)=\sum_{(s, t) \in \mathcal{E}_{i-n, n}^{B}}\left(\left(\sum_{\ell} s_{\ell}\right) \tau_{r, n}+n \tau_{a}+\left(\sum_{\ell} t_{\ell}\right) \tau_{r, a}\right)\left(1-p_{\mathrm{fb}}\right)^{n} \prod_{\ell=1}^{n} p_{1}\left(1+s_{\ell}\right) p_{\mathrm{fb}}^{t_{\ell}} \tag{C.9}
\end{equation*}
$$

since the transmitter must have been received $n$ ACKs in order the $n$ fragments be all received. Moreover, the sets $\mathcal{E}_{i-n, n}^{B}$ and $\mathcal{E}_{i-n, n}=\left\{(s, t) \in \mathbb{N}^{n} \times \mathbb{N}^{n} \mid \sum_{m=1}^{n}\left(s_{m}+t_{m}\right)=i-n\right\}$
are equal since the condition $\sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right) \leq \sum_{m=1}^{\ell} L_{m}^{(0)}$ is satisfied for all $\ell \geq 1$ in the IBS case. ${ }^{1}$

As a set of vectors couples, $\mathcal{E}_{i-n, n}$ can be expressed using the Cartesian product:

$$
\begin{equation*}
\mathcal{E}_{i-n, n}=\bigcup_{\ell=0}^{i-n}\left(\mathcal{S}_{\ell, n} \times \mathcal{S}_{i-n-\ell, n}\right), \tag{C.10}
\end{equation*}
$$

where $\mathcal{S}_{\ell, n}$ are the combinatorial sets $\mathcal{S}_{\ell, n}=\left\{s \in \mathbb{N}^{n} \mid \sum_{m=1}^{n} s_{m}=\ell\right\}$. Thus we obtain:

$$
\begin{equation*}
\alpha_{n, p}(i)=\sum_{\ell=0}^{i-n}\left(\ell \tau_{r, n}+n \tau_{a}+(i-n-\ell) \tau_{r, a}\right) \sum_{s \in \mathcal{S}_{\ell, n}} \sum_{t \in \mathcal{S}_{i-n-\ell, n}}\left(1-p_{\mathrm{fb}}\right)^{n} \prod_{m=1}^{n} p_{1}\left(s_{m}+1\right) p_{\mathrm{fb}}{ }^{t_{m}} . \tag{C.11}
\end{equation*}
$$

Let us focus on the set $\mathcal{S}_{\ell, n}$, which gathers all the ways of writing any natural integer $\ell$ as the sum of $n$ non-negative integers (also known as a weak $n$-composition). By use of the bijection defined by $k_{m}=s_{m}+1$, this set is equinumerous [Stanley, 1997], hence equivalent, to the set $\mathcal{K}_{\ell+n, n}=\left\{k \in \mathbb{N}_{*}^{n} \mid \sum_{m=1}^{n} k_{m}=\ell+n\right\}$ that represents all the ways of writing any integer $\ell+n>0$ as the sum of $n$ positive integers ( $n$-composition). Hence,

$$
\begin{align*}
\alpha_{n, p}(i) & =\sum_{\ell=0}^{i-n}\left(\ell \tau_{r, n}+n \tau_{a}+(i-n-\ell) \tau_{r, a}\right) \sum_{k \in \mathcal{K}_{\ell+n, n}} \sum_{r \in \mathcal{K}_{i-\ell, n}}\left(1-p_{\mathrm{fb}}\right)^{n} \prod_{m=1}^{n} p_{1}\left(k_{m}\right) p_{\mathrm{fb}}{ }^{r_{m}-1} \\
& =\sum_{\ell=0}^{i-n}\left(\ell \tau_{r, n}+n \tau_{a}+(i-n-\ell) \tau_{r, a}\right)\left(1-p_{\mathrm{fb}}\right)^{n}\left(\sum_{k \in \mathcal{K}_{\ell+n, n}} \prod_{m=1}^{n} p_{1}\left(k_{m}\right)\right)\left(\sum_{r \in \mathcal{K}_{i-\ell, n}} p_{\mathrm{fb}} \Sigma_{m}\left(r_{m}-1\right)\right. \\
& =\sum_{\ell=0}^{i-n}\left(\ell \tau_{r, n}+n \tau_{a}+(i-n-\ell) \tau_{r, a}\right)\left(1-p_{\mathrm{fb}}\right)^{n}\left(\sum_{k \in \mathcal{K}_{\ell+n, n}} \prod_{m=1}^{n} p_{1}\left(k_{m}\right)\right)\left(\sum_{r \in \mathcal{K}_{i-\ell, n}} p_{\mathrm{fb}}^{i-n-\ell}\right) . \tag{C.12}
\end{align*}
$$

We recall that the set of all $n$-compositions of $k \in \mathbb{N}$ has cardinality $\binom{k-1}{n-1}$ [Stanley, 1997]. Furthermore, the term $\sum_{k \in \mathcal{K}_{\ell+n, n}} \prod_{m=1}^{n} p_{1}\left(k_{m}\right)$ is identified as the probability $p_{n}(\ell+n)$. After changing $\ell$ into $\ell+n$, it gives:

$$
\begin{equation*}
\alpha_{n, p}(i)=\sum_{\ell=n}^{i}\left((\ell-n) \tau_{r, n}+n \tau_{a}+(i-\ell) \tau_{r, a}\right) p_{n}(\ell)\binom{i-\ell+n-1}{n-1} p_{\mathrm{fb}}^{i-\ell}\left(1-p_{\mathrm{fb}}\right)^{n} . \tag{C.13}
\end{equation*}
$$

Lastly, for $i=p$ the transmitter receives $(n-1)$ ACKs and the last feedback message is ACK with probability $\left(1-p_{\mathrm{fb}}\right)$. Hence, at the $p$-th transmission the transmitter waits ( $\left.1-p_{\mathrm{fb}}\right) \tau_{a}+p_{\mathrm{fb}} \tau_{r, a}$. Some simple algebra leads to the result.

[^12]
## C. 5 Proof of Proposition 3.6

Prop. 3.5, by setting $\tau_{r, n}=\tau_{a}=\tau_{r, a}=1$ in Eq. (3.33), leads to:

$$
\begin{equation*}
\alpha_{n, p}(i)=\left(1-p_{\mathrm{fb}}\right)^{n-\delta\{i=p\}} \sum_{k=n}^{i} i\binom{i-k+n-1}{n-1} p_{n}(k) p_{\mathrm{fb}}^{i-k} . \tag{C.14}
\end{equation*}
$$

Since it is the average number of transmissions when feedback is unreliable, write it $\alpha_{n, p}(i)=\sum_{k=n}^{i} i \beta_{n}(k) /\left(1-p_{\mathrm{fb}}\right)^{\delta\{i=p\}}$ to obtain the result.

## C. 6 Proof of Proposition 3.7

Fig. C. 1 depicts a typical event for acknowledging $(n-1)$ fragments (green box) and not decoding the $n$-th fragment (red box) with $C$ transmissions:

- $n-1$ ACKs are received with a probability $\left(1-p_{\mathrm{fb}}\right)^{n-1}$ leading to a waiting time $(n-1) \tau_{a}$ and $C-n+1$ transmissions left.
- $m \geq 1$ transmissions are spent for the last fragment, which is not decoded with a probability $q(m)$.
- thus, it remains at most ( $C-n$ ) transmissions: $\ell \geq 0$ of them are used to successfully decode the $(n-1)$ first fragments, with a probability $p_{n-1}(\ell+n-1)$, and a time $(\ell+m) \tau_{r, n}$ is spent to transmit the NACKs that are received as NACKs; the ( $C-n+1-\ell-m)$ other transmissions are used to transmit the ACKs that are received as NACKs (with a probability $p_{\mathrm{fb}}{ }^{\mathrm{C}-n+1-\ell-m}$, in a time $(C-n+1-\ell-m) \tau_{r, a}$.
- the $(C-n+1-\ell-m) \geq 0$ ACKs that are transformed into NACKs are divided into the $(n-1)$ fragments in $\binom{C-\ell-m-1}{n-2}$ ways.

Finally, we find:

$$
\begin{align*}
& \theta_{n}(C)=\sum_{\ell=0}^{C-n} \sum_{m=1}^{C-n+1-\ell}\left((n-1) \tau_{a}+(C-n+1-\ell-m) \tau_{r, a}+(\ell+m) \tau_{r, n}\right) \\
& \times\binom{ C-\ell-m-1}{n-2} p_{n-1}(\ell+n-1) q(m) p_{\mathrm{fb}}{ }^{C-n+1-\ell-m}\left(1-p_{\mathrm{fb}}\right)^{n-1} \tag{C.15}
\end{align*}
$$

and changing index $\ell$ into $(\ell+n-1)$ gives the desired expression. $\gamma_{n}(C)$ is obtained along the same lines.


Figure C.1: Simple counting in $\theta_{n}(C)$.

## Appendix D

## Appendix related to Chapter 4

## D. 1 Proof of problem convexity

Basically, we aim to solve the problem defined in Eq. (4.19) with the individual user rate constraints driven by the links capacity:

$$
\begin{equation*}
C_{k}\left(\gamma_{k}, E_{k}\right)=\gamma_{k} \mathbb{E}\left[\log \left(1+\frac{\left|H_{k}(i, n)\right|^{2} E_{k}}{N_{0}}\right)-\frac{1}{2} \log \left(1+\left(\frac{\left|H_{k}(i, n)\right|^{2} E_{k}}{N_{0} M_{k}}\right)^{2}\right)\right] . \tag{D.1}
\end{equation*}
$$

Hence, the mathematical optimization problem is:

$$
\begin{array}{ll} 
& \min _{(\gamma, \boldsymbol{E})} \sum_{k=1}^{K} \gamma_{k} E_{k}, \\
\text { s.t. } & C_{k}\left(\gamma_{k}, E_{k}\right) \geq \frac{\rho_{k}^{(0)}}{W}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k} \geq 0, E_{k} \geq 0, \forall k . \tag{D.2d}
\end{array}
$$

Introducing the variable $Q_{k}:=\gamma_{k} E_{k}$, the problem turns out to:

$$
\begin{array}{ll} 
& \min _{(\gamma, Q)} \sum_{k=1}^{K} Q_{k}, \\
\text { s.t. } & C_{k}\left(\gamma_{k}, Q_{k}\right) \geq \frac{\rho_{k}^{(0)}}{W}, \forall k, \\
& \sum_{k=1}^{K} \gamma_{k} \leq 1, \\
& \gamma_{k} \geq 0, Q_{k} \geq 0, \forall k \tag{D.3d}
\end{array}
$$

In the light of the following Property, the previous problem falls within the class of convex minimization problems, which can be easily solved using convex optimization tools [Boyd and Vandenberghe, 2004]:

Property D.1. $C_{k}$ is concave in $\left(\gamma_{k}, Q_{k}\right)$.
Proof. Let us study the concavity of the function $f$ defined as:

$$
\begin{equation*}
f(x)=\log (1+x)-\frac{1}{2} \log \left(1+\frac{x^{2}}{M^{2}}\right) \tag{D.4}
\end{equation*}
$$

Deriving $f$ twice, we find after little algebra:

$$
\begin{equation*}
f^{\prime \prime}(x)=\frac{-1 / M^{2}}{1+x^{2} / M^{2}}\left(\frac{1-x^{2} / M^{2}}{1+x^{2} / M^{2}}\right)-\frac{1}{(1+x)^{2}} . \tag{D.5}
\end{equation*}
$$

It is easy to see that $f^{\prime \prime}(x) \leq 0$ when $x \leq M$. However it is more difficult for $x>M$, but it can be conjectured from Fig. D.1. Moreover, the function $E_{k} \mapsto f \mathbb{E}\left[\left(E_{k}\left|H_{k}(i, n)\right|^{2} / N_{0}\right)\right]$ is concave since it corresponds to the average of positive concave functions. Finally, since $\left(\gamma_{k}, Q_{k}\right) \mapsto C_{k}\left(\gamma_{k}, Q_{k}\right)$ is the perspective of the concave function $E_{k} \mapsto \mathbb{E}\left[f\left(E_{k}\left|H_{k}(i, n)\right|^{2} / N_{0}\right)\right]$, then $C_{k}$ is concave in $\left(\gamma_{k}, Q_{k}\right)$ [Boyd and Vandenberghe, 2004].


Figure D.1: Sign of $f^{\prime \prime}$ for several values of $M$.

## D. 2 Solution of the convex optimization problem

The minimization problem under investigation exhibits a convex structure from Property D.1. Thus, an optimal solution is obtained by solving the KKT optimal conditions:

$$
\begin{equation*}
\nabla\left(\sum_{k=1}^{K} Q_{k}\right)-\sum_{k=1}^{K} \mu_{k} \nabla C_{k}\left(\gamma_{k}, Q_{k}\right)+\lambda \nabla\left(\sum_{k=1}^{K} \gamma_{k}\right)=0 . \tag{D.6}
\end{equation*}
$$

This multivariate can be expanded as a set of $2 K$ scalar equations $\mu_{k} \partial C_{k} / \partial \gamma_{k}=\lambda$ and $\mu_{k} \partial C_{k} / \partial Q_{k}=1$. After developing the two partial derivatives of $C_{k}$ :

$$
\begin{equation*}
C_{k}\left(\gamma_{k}, Q_{k}\right)=\gamma_{k}\left(\mathbb{E}\left[\log \left(1+\frac{\left|H_{k}(i, n)\right|^{2} Q_{k}}{N_{0} \gamma_{k}}\right)-\frac{1}{2} \log \left(1+\left(\frac{\left|H_{k}(i, n)\right|^{2} Q_{k}}{N_{0} M_{k} \gamma_{k}}\right)^{2}\right)\right]\right), \tag{D.7}
\end{equation*}
$$

which gives, denoting by $g_{k}:=\left|H_{k}(i, n)\right|^{2} / N_{0}$.

$$
\begin{align*}
& \frac{\partial C_{k}}{\partial \gamma_{k}}=\mathbb{E}\left[\log \left(1+g_{k} \frac{Q_{k}}{\gamma_{k}}\right)\right]-\frac{1}{2} \mathbb{E}\left[\log \left(1+\frac{g_{k}^{2} Q_{k}^{2}}{M_{k}^{2} \gamma_{k}^{2}}\right)\right]  \tag{D.8}\\
&-\mathbb{E}\left[\frac{g_{k} Q_{k} / \gamma_{k}}{1+g_{k} Q_{k} / \gamma_{k}}\right]+\mathbb{E}\left[\frac{g_{k}^{2} Q_{k}^{2} /\left(M_{k}^{2} \gamma_{k}^{2}\right)}{1+g_{k}^{2} Q_{k}^{2} /\left(M_{k}^{2} \gamma_{k}^{2}\right)}\right]  \tag{D.9}\\
& \frac{\partial C_{k}}{\partial Q_{k}}=\mathbb{E}\left[\frac{g_{k}}{1+g_{k} Q_{k} / \gamma_{k}}\right]-\mathbb{E}\left[\frac{g_{k}^{2} Q_{k} /\left(M_{k}^{2} \gamma_{k}\right)}{1+g_{k}^{2} Q_{k}^{2} /\left(M_{k}^{2} \gamma_{k}^{2}\right)}\right], \tag{D.10}
\end{align*}
$$

reordering and observing that $Q_{k} / \gamma_{k}=E_{k}$ leads to the following set of equations:

$$
\begin{align*}
\mu_{k} \mathbb{E}\left[\log \left(1+g_{k} E_{k}\right)-\frac{g_{k} E_{k}}{1+g_{k} E_{k}}\right]-\frac{1}{2} \mathbb{E}[ & \left.\log \left(1+\frac{g_{k}^{2} E_{k}^{2}}{M_{k}^{2}}\right)-\frac{g_{k}^{2} E_{k} / M_{k}^{2}}{1+g_{k}^{2} E_{k}^{2} / M_{k}^{2}}\right] \tag{D.11}
\end{align*}=\lambda .
$$

Notice the two correction terms in $M_{k}$ introduced by the finite-modulation approach, compared to the set of equations that were derived in [Gault et al., 2007].

Finally, solving for the multiplier $\mu_{k}$ gives, for all $k$ :

$$
\begin{equation*}
f_{k}\left(E_{k}\right)=\lambda, \tag{D.13}
\end{equation*}
$$

where the functions $f_{k}$ are defined by:

$$
\begin{equation*}
f_{k}(x)=\frac{\mathbb{E}\left[\log \left(1+x g_{k}\right)-\frac{1}{2} \log \left(1+x^{2} g_{k}^{2} / M_{k}^{2}\right)\right]}{\mathbb{E}\left[\frac{g_{k}}{1+x g_{k}}-x \frac{g_{k}^{2} / M_{k}^{2}}{1+x^{2} g_{k}^{2} / M_{k}^{2}}\right]}-x . \tag{D.14}
\end{equation*}
$$

Since $g_{k}$ is an exponential random variable with mean $G_{k}$, in order to compute $f_{k}$ in closed-form one can compute the function $f$ defined as:

$$
\begin{equation*}
f(x, M)=\frac{\mathbb{E}\left[\log \left(1+x X_{e}\right)-\frac{1}{2} \log \left(1+x^{2} X_{e}^{2} / M^{2}\right)\right]}{\mathbb{E}\left[\frac{X_{e}}{1+x X_{e}}-x \frac{X_{e}^{2} / M^{2}}{1+x^{2} X_{e}^{2} / M^{2}}\right]}-x, \tag{D.15}
\end{equation*}
$$

where $X_{e}$ is an exponential random variable with mean 1. Therefore, $f$ is related to $f_{k}$ through $f_{k}(x)=\left(1 / G_{k}\right) f\left(G_{k} x, M_{k}\right)$. The numerator is known from Appendix D. 3 as the capacity with $M$-QAM input signals:

$$
\begin{equation*}
\mathbb{E}\left[\log \left(1+x X_{e}\right)-\frac{1}{2} \log \left(1+\frac{x^{2} X_{e}^{2}}{M^{2}}\right)\right]=e^{1 / x} E_{1}(1 / x)+\operatorname{ci}\left(\frac{M}{x}\right) \cos \left(\frac{M}{x}\right)+\operatorname{si}\left(\frac{M}{x}\right) \sin \left(\frac{M}{x}\right) . \tag{D.16}
\end{equation*}
$$

Now, the two remaining terms at the denominator are computed:

$$
\begin{equation*}
\mathbb{E}\left[\frac{X_{e}}{1+x X_{e}}\right]=\int_{0}^{\infty} \frac{t}{1+x t} e^{-t} \mathrm{~d} t=\frac{1}{x^{2}} \int_{0}^{\infty} \frac{u}{1+u} e^{-u / x} \mathrm{~d} u=\frac{1}{x^{2}}\left(-e^{1 / x} E_{1}(1 / x)+x\right) \tag{D.17}
\end{equation*}
$$

where the last equality comes from [Gradshteyn and Ryzhik, 1980, Eq. (3.353.5)], and:

$$
\begin{align*}
\mathbb{E}\left[\frac{X_{e}^{2} / M^{2}}{1+x^{2} X_{e}^{2} / M^{2}}\right] & =\int_{0}^{\infty} \frac{(t / M)^{2}}{1+(x t / M)^{2}} e^{-t} \mathrm{~d} t \\
& =\frac{1}{x^{3}} \int_{0}^{\infty} \frac{u^{2}}{M^{2}+u^{2}} e^{-u / x} \mathrm{~d} u \\
& =\frac{1}{x^{3}}(-M(\operatorname{ci}(M / x) \sin (M / x)-\operatorname{si}(M / x) \cos (M / x))+x) \tag{D.18}
\end{align*}
$$

for which the last line is found from [Gradshteyn and Ryzhik, 1980, Eq. (3.356.2)]. Hence, combining these results into Eq. (D.15), and defining $C(x):=-\operatorname{ci}(x) \cos (x)-\operatorname{si}(x) \sin (x)$ and $S(x):=\mathrm{ci}(x) \sin (x)-\operatorname{si}(x) \cos (x)$, leads to:

$$
\begin{equation*}
f(x)=x^{2} \frac{e^{1 / x} E_{1}(1 / x)-C(M / x)}{M S(M / x)-e^{1 / x} E_{1}(1 / x)}-x . \tag{D.19}
\end{equation*}
$$

## D. 3 Approximate closed-form expressions for ergodic mutual information with QAM entries

Let $Y \in \mathbb{C}^{n}$ be the channel output:

$$
\begin{equation*}
Y=H X+N, \tag{D.20}
\end{equation*}
$$

where $X$ and $N$ are random vectors of length $n$ with i.i.d. elements $X_{k}$ and $N_{k}$, respectively. $X_{k}$ is uniformly distributed over a discrete subset $\mathcal{X} \subset \mathbb{C}$ of $M$ elements, and such that $\mathbb{E}\left[\left|X_{k}\right|^{2}\right]=E_{s}$, whereas $N_{k} \sim \operatorname{CN}\left(0, N_{0}\right)$, and $H$ is a $n \times n$ diagonal matrix with i.i.d. elements $H_{k} \sim \mathcal{C N}\left(0, \sigma_{h}^{2}\right)$.

Moreover, the channel gains $\left|H_{k}\right|$ are Rayleigh distributed, such that a random SNR can be defined as:

$$
\begin{equation*}
\mathrm{SNR}_{k}=\frac{\left|H_{k}\right|^{2} E_{s}}{N_{0}} \tag{D.21}
\end{equation*}
$$

and is exponentially distributed with parameter $1 / \overline{\mathrm{SNR}}$, where $\overline{\mathrm{SNR}}=\sigma_{h}^{2} E_{s} / N_{0}$ is the average SNR.

A nice approximation can be intuited from the observation that the capacity with discrete entries will be reduced compared to the capacity with continuous inputs. The Shannon capacity, found as the maximal mutual information shared between the source and the destination, is achieved for Gaussian inputs. Therefore a quantification of the
input symbols to $M>4$ states, induced by the finite nature of the alphabet, leads to a capacity reduction for the M-QAM AWGN channel evaluated in [Weidong et al., 2007]:

$$
\begin{equation*}
C_{G, \mathrm{QAM}} \approx \log (1+\mathrm{SNR})-\frac{1}{2} \log \left(1+\frac{\mathrm{SNR}^{2}}{M^{2}}\right) . \tag{D.22}
\end{equation*}
$$

The capacity $C_{\mathcal{R}, \mathrm{QAM}}$ of the Rayleigh channel is obtained by averaging:

$$
\begin{equation*}
C_{\mathcal{R}, \mathrm{QAM}}=\mathbb{E}[\log (1+\mathrm{SNR})]-\frac{1}{2} \mathbb{E}\left[\log \left(1+\frac{\mathrm{SNR}^{2}}{\mathrm{M}^{2}}\right)\right] . \tag{D.23}
\end{equation*}
$$

Next, we give a closed-form expression for Eq. (D.23). Since the first term (ergodic Rayleigh capacity) is already known, it remains only to compute the second term in closed-form:

$$
\begin{equation*}
A:=\frac{1}{2} \mathbb{E}\left[\log \left(1+\frac{\mathrm{SNR}^{2}}{M^{2}}\right)\right]=\frac{1}{2} \int_{0}^{\infty} \log \left(1+\frac{t^{2}}{M^{2}}\right) \frac{e^{-t / \overline{\mathrm{SNR}}}}{\overline{\mathrm{SNR}}} \mathrm{~d} t=\int_{0}^{\infty} \frac{t}{M^{2}+t^{2}} e^{-t / \overline{\mathrm{SNR}}} \mathrm{~d} t \tag{D.24}
\end{equation*}
$$

where the last equality is obtained after partial integration and simplification. The value of this integral is provided in [Gradshteyn and Ryzhik, 1980, Eq. (3.354)]:

$$
\begin{equation*}
A=-\mathrm{ci}\left(\frac{M}{\overline{\mathrm{SNR}}}\right) \cos \left(\frac{M}{\overline{\mathrm{SNR}}}\right)-\operatorname{si}\left(\frac{M}{\overline{\mathrm{SNR}}}\right) \sin \left(\frac{M}{\overline{\mathrm{SNR}}}\right), \tag{D.25}
\end{equation*}
$$

where $\operatorname{ci}(x)=-\int_{x}^{\infty} \frac{\cos t}{t} \mathrm{~d} t$ and $\operatorname{si}(x)=-\int_{x}^{\infty} \frac{\sin t}{t} \mathrm{~d} t$ are the cosine integral and sine integral, respectively [Gradshteyn and Ryzhik, 1980]. These functions are related to the exponential integral through ci $(x)=-\left(E_{1}(i x)+E_{1}(-i x)\right) / 2$ and $\operatorname{si}(x)=\left(E_{1}(i x)-E_{1}(-i x)\right) /(2 i)$. Hence, inserting this into Eq. (D.24) boils down to:

$$
C_{R, \mathrm{QAM}} \approx e^{1 / \overline{\mathrm{SNR}}} E_{1}(1 / \overline{\mathrm{SNR}})-\frac{E_{1}(i M / \overline{\mathrm{SNR}})+E_{1}(-i M / \overline{\mathrm{SNR}})}{2} \cos \left(\frac{M}{\overline{\mathrm{SNR}}}\right) .
$$

The previous closed-form expressions are illustrated in Fig. D.2.


Figure D.2: Capacity with discrete entries.

## Appendix E

## Appendix related to Chapter 5

## E. 1 Proof of Lemma 5.1

From Eq. (5.31), we find that:

$$
\begin{equation*}
\log \tilde{\eta}_{k}\left(\gamma_{k}, E_{k}\right)=\log \left(\gamma_{k}\right)+\log \left(r_{k}\right)+\log \left(1-P_{e}^{(n)}\left(G_{k} E_{k}\right)\right), \tag{E.1}
\end{equation*}
$$

thus the goodput is clearly log-concave in $\gamma_{k}>0$. The purpose is the study of the concavity of the function $f(x):=\log (1-Q(u(x)))$, where $Q$ is the queue of the Normal distribution, and $u$ is the centering/scaling function given by $u(x):=\sqrt{n}(\mu(x)-R) / \sigma(x)$. In order that the logarithm to be defined, $(1-Q)$ must be non-zero, which is guaranteed for $x>0$.


Figure E.1: Concavity of the function $u(x)(n=10)$.

First, we compute the two first derivatives of $f$ :

$$
\begin{align*}
& f^{\prime}(x)=\frac{u^{\prime}(x) e^{-u^{2}(x) / 2}}{1-Q(u(x))}  \tag{E.2}\\
& f^{\prime \prime}(x)=\left(u^{\prime \prime}(x)-\left(u^{\prime}(x)\right)^{2}\right) \frac{e^{-u^{2}(x) / 2}}{1-Q(u(x))}-\left(u^{\prime}(x)\right)^{2} \frac{e^{-u^{2}(x)}}{(1-Q(u(x)))^{2}} . \tag{E.3}
\end{align*}
$$

Hence, if $u$ is concave $\left(u^{\prime \prime}(x) \leq 0\right)$, then $f$ is concave:

$$
\begin{align*}
u^{\prime}(x) & =\sqrt{n} \frac{\mu^{\prime}(x) \sigma(x)-\sigma^{\prime}(x)(\mu(x)-R)}{\sigma^{2}(x)}  \tag{E.4}\\
u^{\prime \prime}(x) & =\sqrt{n} \frac{\Delta(x)}{\sigma^{4}(x)^{\prime}} \tag{E.5}
\end{align*}
$$

where the sign of $u^{\prime \prime}$ is given by the sign of $\Delta$ as defined below:

$$
\begin{align*}
\Delta(x):=\sigma^{2}(x)\left(\mu^{\prime \prime}(x) \sigma(x)-\sigma^{\prime \prime}(x)(\mu(x)-R)-\mu^{\prime}(x) \sigma^{\prime}(x)-\right. & \left.\mu(x) \sigma^{\prime}(x)\right) \\
& +2\left(\sigma^{\prime}(x)\right)^{2} \sigma(x)(\mu(x)-R) \tag{E.6}
\end{align*}
$$

and

$$
\begin{align*}
& \sigma^{\prime}(x)=\frac{1}{\sqrt{(n)}} \frac{v^{\prime}(x)}{2 \sqrt{v(x)}},  \tag{E.7}\\
& \sigma^{\prime \prime}(x)=\frac{1}{\sqrt{n}} \frac{2 v^{\prime \prime}(x) \sqrt{v(x)}-\left(v^{\prime}(x)\right)^{2} / \sqrt{v(x)}}{4 v(x)},  \tag{E.8}\\
& v(x)=\int_{0}^{\infty}\left(\log ^{2}(1+x t)-\mu^{2}(x)+\frac{x t}{1+x t}\right) e^{-t} \mathrm{~d} t,  \tag{E.9}\\
& v^{\prime}(x)=\int_{0}^{\infty} \frac{2 t}{1+x t}\left(\log (1+x t)-\mu(x)+\frac{1 / 2}{1+x t}\right) e^{-t} \mathrm{~d} t,  \tag{E.10}\\
& v^{\prime \prime}(x)=\int_{0}^{\infty}\left(\frac{-2 t^{2}}{(1+x t)^{2}}\left(\log (1+x t)-\mu(x)+\frac{1 / 2}{1+x t}\right)\right. \\
&\left.+\frac{2 t}{1+x t}\left(\frac{t}{1+x t}-\mu^{\prime}(x)-\frac{t / 2}{(1+x t)^{2}}\right)\right) e^{-t} \mathrm{~d} t . \tag{E.11}
\end{align*}
$$

Proving that $\Delta(x) \leq 0$ for all $x>0$ is difficult, nevertheless it can be conjectured from Fig. E.2.


Figure E.2: Sign of $\Delta$.

## Appendix F

## Appendix related to Chapter 6

## F. 1 Proof of Lemma 6.1

Only if part. If Problem 6.1 is feasible, then there is $(\gamma, Q) \in(0,1)^{K} \times \mathbb{R}_{+*}^{K}$ such that for all $k \in\{1, \ldots, K\}$ :

$$
\left\{\begin{array}{l}
\eta_{k}^{(0)} \leq \gamma_{k} m_{k} R_{k} f\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)  \tag{F.1}\\
\sum_{k} \gamma_{k} \leq 1
\end{array} \quad \Rightarrow \eta_{k}^{(0)}<\gamma_{k} m_{k} R_{k}\right.
$$

since $1-P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)<1$, hence we have:

$$
\begin{equation*}
\sum_{k=1}^{K} \frac{\eta_{k}^{(0)}}{m_{k} R_{k}}<\sum_{k=1}^{K} \gamma_{k} \leq 1 \tag{F.2}
\end{equation*}
$$

If part. Conversely, let us define the open set:

$$
\begin{equation*}
O=\left\{\eta \in \mathbb{R}_{+*}^{K} \left\lvert\, \sum_{k=1}^{K} \frac{\eta_{k}}{m_{k} R_{k}}<1\right.\right\} \tag{F.3}
\end{equation*}
$$

and thus $\mathbf{t}_{0}=\eta^{(0)} \in O$. Therefore, there is an $\epsilon>0$ such that the ball:

$$
\begin{equation*}
B\left(\mathbf{t}_{0}, \epsilon\right)=\left\{\mathbf{t} \in \mathbb{R}_{+*}^{K} \mid\left\|\mathbf{t}-\mathbf{t}_{0}\right\|<\epsilon\right\} \subset O, \tag{F.4}
\end{equation*}
$$

where $\|$.$\| is the L_{\infty}$-norm. In particular, we have $\left\{\eta \in \mathbb{R}_{+*}^{K}\left|\forall k \in\{1, \ldots, K\},\left|\eta_{k}-\eta_{k}^{(0)}\right|<\epsilon\right\} \subset\right.$ $B\left(\mathbf{t}_{0}, \epsilon\right)$. Now let us consider, $\forall k \in\{1, \ldots, K\}$,

$$
\begin{equation*}
\gamma_{k}=\frac{\eta_{k}^{(0)}+\epsilon / 2}{m_{k} R_{k}} \tag{F.5}
\end{equation*}
$$

Since $\left\{\eta_{k}^{(0)}+\epsilon / 2\right\} \in B\left(\mathbf{t}_{0}, \epsilon\right)$, we have $\sum_{k=1}^{K} \gamma_{k}<1$.
Furthermore let $\tilde{\eta}_{k}=\gamma_{k} m_{k} R_{k}\left(1-P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)$. When $Q_{k} \rightarrow \infty$, one obtains:

$$
\begin{equation*}
\tilde{\eta}_{k} \longrightarrow m_{k} R_{k} \frac{\eta_{k}^{(0)}+\epsilon / 2}{m_{k} R_{k}}=\eta_{k}^{(0)}+\frac{\epsilon}{2}>\eta_{k}^{(0)} \tag{F.6}
\end{equation*}
$$

which concludes the proof.

## F. 2 Proof of Theorem 6.3

Let $(\mu, \lambda)$ be the non-negative Lagrangian multipliers associated with Eqs. (6.6b)-(6.6c), respectively. The KKT conditions lead to the following equality:

$$
\begin{align*}
& \nabla\left(\sum_{k=1}^{K} Q_{k}\right)-\sum_{k=1}^{K} \mu_{k} \nabla \tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)+\lambda \nabla\left(\sum_{k=1}^{K} \gamma_{k}\right)=0,  \tag{F.7a}\\
& \mu_{k}\left(\tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)-\eta_{k}^{(0)}\right)=0, \lambda\left(\sum_{k} \gamma_{k}-1\right)=0 . \tag{F.7b}
\end{align*}
$$

where $\nabla$ stands for the gradient operator.
Before working on the KKT equations, we compute the gradients:

$$
\begin{align*}
& \frac{\partial P_{k}}{\partial Q_{k}}=G_{k} \frac{1}{\gamma_{k}} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right),  \tag{F.8}\\
& \frac{\partial P_{k}}{\partial \gamma_{k}}=-G_{k} \frac{Q_{k}}{\gamma_{k}^{2}} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right) . \tag{F.9}
\end{align*}
$$

We express the gradient of $\tilde{\eta}_{k}$ as:

$$
\nabla \tilde{\eta}_{k}=m_{k} R_{k} \gamma_{k} f^{\prime}\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right) \nabla P_{k}+\left[\begin{array}{ll}
0 & m_{k} R_{k} f\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right) \tag{F.10}
\end{array}\right]^{T} .
$$

Stability Eq. (F.7a) is thus equivalent to the 2 K scalar equations:

$$
\begin{array}{r}
1-\mu_{k} m_{k} R_{k} \gamma_{k} f^{\prime}\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right) \frac{\partial P_{k}}{\partial Q_{k}}=0, \\
-\mu_{k} m_{k} R_{k} \gamma_{k} f^{\prime}\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right) \frac{\partial P_{k}}{\partial \gamma_{k}}-\mu_{k} m_{k} R_{k} f\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)+\lambda=0 . \tag{F.12}
\end{array}
$$

Putting the first line into the second enables the elimination of the $K$ multipliers $\mu_{k} \neq 0$, hence the optimal $Q_{k}^{*}$ satisfies:

$$
\begin{equation*}
F\left(G_{k} Q_{k}^{*} / \gamma_{k}^{*}\right)=\lambda G_{k} \tag{F.13}
\end{equation*}
$$

with $F: x \mapsto-\left(1-P_{k}(x)\right)^{2} /\left(f\left(P_{k}(x)\right) P_{k}^{\prime}(x)\right)-x$. Moreover since $\mu_{k} \neq 0$, Eq. (F.7b) indicates that the goodput constraint Eq. (6.6b) must be active, which gives for the optimal $\gamma_{k}^{*}$ :

$$
\begin{equation*}
\gamma_{k}^{*} m_{k} R_{k} f\left(P_{k}\left(G_{k} Q_{k}^{*} / \gamma_{k}^{*}\right)\right)=\eta_{k}^{(0)} . \tag{F.14}
\end{equation*}
$$

The optimal $\left(Q_{k}^{*}, \gamma_{k}^{*}\right)$ thus satisfy the set of equations (F.13)-(F.14) involving only one multiplier $\lambda$.

Finally, the optimal Lagrangian multiplier $\lambda^{*} \geq 0$ is found. First of all, it is straightforward to show that $F$ is strictly increasing over $\mathbb{R}^{+}$, hence the inverse function $F^{-1}$ of $F$ with respect to the composition exists. From Eqs. (F.13)-(F.14) one finds:

$$
\begin{equation*}
\gamma_{k}^{*}(\lambda)=\frac{\eta_{k}^{(0)}}{m_{k} R_{k} f\left(P_{k}\left(F^{-1}\left(\lambda G_{k}\right)\right)\right)^{\prime}} \tag{F.15}
\end{equation*}
$$

and from the monotonic behavior of $F, f$ and $P_{k}$, we have that $\gamma_{k}^{*}(\lambda)$ decreases when $\lambda$ increases. In contrast, when $\lambda$ increases then $Q_{k}^{*}(\lambda)$ increases too. Then two cases occur for $\lambda=0$ :
(i) if $\sum_{k=1}^{K} \gamma_{k}^{*}(0) \leq 1$, then a feasible solution is found, and $\lambda^{*}=0$. Otherwise, stopping at a larger $\lambda^{*}$ would give larger $Q_{k}^{*}$ such that $\sum_{k=1}^{K} Q_{k}^{*}\left(\lambda^{*}\right)>\sum_{k=1}^{K} Q_{k}^{*}(0)$, which contradicts the optimality of $\lambda^{*}$.
(ii) else, by increasing $\lambda$ until a feasible solution is found leads to the minimum for $\lambda^{*}>0$ such that $\sum_{k=1}^{K} \gamma_{k}^{*}\left(\lambda^{*}\right)=1$ (for Eq. (F.7b) must be satisfied).

## F.3 Calculations leading to fast implementation of Algorithm 6.1 in uncoded packet case

Based on Eq. (6.2), the PER derivative becomes:

$$
\begin{equation*}
P_{k}^{\prime}\left(G_{k} E_{k}\right)=\frac{-n G_{k}}{\left(1+G_{k} E_{k}\right)^{2}}=\frac{-G_{k}}{n} P_{k}^{2}\left(E_{k}\right) . \tag{F.16}
\end{equation*}
$$

Using Eq. (F.16), and since the PER is bijective, we can solve Eq. (F.13) with respect to the variable $P_{k}$. Thus we obtain after some algebra that $P_{k}^{*}$ is a root of the polynomial $\phi$ :

$$
\begin{equation*}
\phi(X)=\left(\lambda-\frac{1}{G_{k}}-\frac{n}{G_{k}} \frac{p_{\mathrm{fb}}}{1-p_{\mathrm{fb}}}\right) X^{2}+\frac{2 n}{G_{k}} \frac{1}{1-p_{\mathrm{fb}}} X-\frac{n}{G_{k}} \frac{1}{1-p_{\mathrm{fb}}} . \tag{F.17}
\end{equation*}
$$

The next result guarantees that the solution $P_{k}^{*}$ to $\phi\left(P_{k}^{*}\right)=0$ exists and is unique:
Proposition F.1. $\phi$ has exactly one root $P_{k}^{*} \in(0,1)$. Let us denote the constants $a:=\lambda-\frac{1}{G_{k}}-$ $\frac{n}{G_{k}} \frac{p_{\mathrm{fb}}}{1-p_{\mathrm{fb}}}, b:=\frac{2 n}{G_{k}} \frac{1}{1-p_{\mathrm{fb}}}, c:=-b / 2$, and $\Delta:=b^{2}-4 a c$. Then, $P_{k}^{*}=(-b+\sqrt{\Delta}) /(2 a)$.

Proof. Since $\phi$ is a polynomial of degree two, it has at most two distinct roots:

$$
\Delta:=b^{2}-4 a c=b(b+2 a)=2 b\left(\frac{n_{S}-1}{G_{k}}+\lambda\right)>0 .
$$

Hence, $\phi$ has exactly two distinct roots $x_{1}=(-b+\sqrt{\Delta}) /(2 a)$ and $x_{2}=(-b-\sqrt{\Delta}) /(2 a)$. Let us investigate the two cases:

- If $\lambda<\frac{1}{G_{k}}+\frac{n}{G_{k}} \frac{p_{\mathrm{f}}}{1-p_{\mathrm{fb}}}$, i.e. $a<0$. Then,

$$
\begin{aligned}
-b+\sqrt{\Delta} & =\frac{-2 n}{G_{k}} \frac{1}{1-p_{\mathrm{fb}}}+\sqrt{\frac{4 n}{G_{k}} \frac{1}{1-p_{\mathrm{fb}}}\left(\frac{n-1}{G_{k}}+\lambda\right)} \\
& <\frac{-2 n}{G_{k}} \frac{1}{1-p_{\mathrm{fb}}}+\sqrt{\frac{4 n^{2}}{G_{k}^{2}} \frac{1}{1-p_{\mathrm{fb}}}\left(1+\frac{p_{\mathrm{fb}}}{1-p_{\mathrm{fb}}}\right)} \\
& =\frac{-2 n}{G_{k}} \frac{1}{1-p_{\mathrm{fb}}}+\sqrt{\frac{4 n^{2}}{G_{k}^{2}} \frac{1}{\left(1-p_{\mathrm{fb}}\right)^{2}}} \\
& \leq 0 .
\end{aligned}
$$

Thus, $x_{1}>0$. Finally, since $b>0$, we have $\Delta>0 \Leftrightarrow-b<2 a$. Hence,

$$
x_{1}=\frac{-b+\sqrt{\Delta}}{2 a}=\frac{2 a-(b+2 a)+\sqrt{b(b+2 a)}}{2 a}=1+\frac{\sqrt{b+2 a}(\sqrt{b}-\sqrt{b+2 a})}{2 a}<1
$$

since $a<0$ and then $\sqrt{b}-\sqrt{b+2 a}>0$. For the other solution, suppose that $x_{2}<1$, then (since $-2 a>0$ ):

$$
\begin{aligned}
b+\sqrt{\Delta}<-2 a & \Leftrightarrow \sqrt{b(b+2 a)}<-(b+2 a) \\
& \Rightarrow b(b+2 a)<(b+2 a)^{2} \\
& \Leftrightarrow b<b+2 a \\
& \Leftrightarrow 0<2 a
\end{aligned}
$$

which is in contradiction with $a<0$. Thus, $x_{2}>1$ and this solution is impossible.

- Or suppose that $\lambda>\frac{1}{G_{k}}+\frac{n}{G_{k}} \frac{p_{\mathrm{fb}}}{1-p_{\mathrm{fb}}}$, i.e. $a>0$. Then,

$$
-b+\sqrt{\Delta}>\frac{-2 n}{G_{k}} \frac{1}{1-p_{\mathrm{fb}}}+\sqrt{\frac{4 n^{2}}{G_{k}^{2}} \frac{1}{\left(1-p_{\mathrm{fb}}\right)^{2}}} \geq 0
$$

thus $x_{1}>0$. Moreover, suppose that $x_{1}>1$. This is equivalent to:

$$
\begin{aligned}
-b+\sqrt{\Delta}>2 a & \Leftrightarrow \sqrt{b(b+2 a)}>b+2 a \\
& \Rightarrow b(b+2 a)>(b+2 a)^{2} \\
& \Leftrightarrow b>b+2 a \\
& \Leftrightarrow 0>2 a,
\end{aligned}
$$

which is in contradiction with $a>0$. Therefore, $x_{1}<1$. In this case, the other solution $x_{2}=-(b+\sqrt{\Delta}) /(2 a)<0$ is not consistent.

## F. 4 Proof of Lemma 6.7

To begin with, let us give a little recall about quasi-convexity (see [Greenberg and Pierskalla, 1971] and [Boyd and Vandenberghe, 2004, § 3.4]). A function $f$ defined on $\operatorname{dom} f$ is quasi-convex if, and only if, its sublevel sets:

$$
\begin{equation*}
S_{t}=\{x \in \operatorname{dom} f \mid f(x) \leq t\} \tag{F.18}
\end{equation*}
$$

are convex for all $t \in \mathbb{R}$.
The following characterization of quasi-convex functions will be used in the proof. $f$ is quasi-convex if, and only if, for all $x, y \in \operatorname{dom} f$ and $t \in[0,1], f$ satisfies Jensen's inequality [Boyd and Vandenberghe, 2004]:

$$
\begin{equation*}
f(t x+(1-t) y) \leq \max \{f(x), f(y)\} . \tag{F.19}
\end{equation*}
$$

Now, let us prove Lemma 6.7. The concavity of $\tilde{\eta}$ has already been established in Lemma 6.2. In what follows we focus on the PER function. For all $(\gamma, Q),\left(\gamma^{\prime}, Q^{\prime}\right) \in$ $[0,1] \times \mathbb{R}_{+}$and $t \in[0,1]$, we have:

$$
\begin{equation*}
\frac{t Q+(1-t) Q^{\prime}}{t \gamma+(1-t) \gamma^{\prime}}=s \frac{Q}{\gamma}+(1-s) \frac{Q^{\prime}}{\gamma^{\prime}} \tag{F.20}
\end{equation*}
$$

where $s:=\frac{t \gamma}{t \gamma+(1-t) \gamma^{\prime}} \in[0,1]$, hence:

$$
\begin{align*}
P_{k}\left(\frac{t Q+(1-t) Q^{\prime}}{t \gamma+(1-t) \gamma^{\prime}}\right) & =P_{k}\left(s \frac{Q}{\gamma}+(1-s) \frac{Q^{\prime}}{\gamma^{\prime}}\right) \\
& \leq s P_{k}(Q / \gamma)+(1-s) P_{k}\left(Q^{\prime} / \gamma^{\prime}\right) \\
& \leq \max \left\{P_{k}(Q / \gamma), P_{k}\left(Q^{\prime} / \gamma^{\prime}\right)\right\}, \tag{F.21}
\end{align*}
$$

where (a) follows from the convexity assumption on $P_{k}: \mathbb{R}_{+} \rightarrow[0,1]$. Thus, $P_{k}$ is quasiconvex in the two variables $\left(\gamma_{k}, Q_{k}\right)$.

## F. 5 Proof of Lemma 6.8

The set $\mathcal{F}$ is convex. Indeed, let us recall from Lemma 6.7 that $P_{k}$ are quasi-convex functions. By definition, the sublevel sets of $P_{k}$ denoted by:

$$
\begin{equation*}
S_{t}=\left\{(\gamma, \boldsymbol{Q}) \in[0,1]^{K} \times \mathbb{R}_{+}^{K} \mid P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)-P_{k}^{(0)} \leq t\right\}, \tag{F.22}
\end{equation*}
$$

are convex for all $t \in \mathbb{R}$. In particular, $S_{0}$ is convex. Thus $\mathcal{F}$ is convex by intersection of $S_{0}$ with trivially convex sets defined by Eq. (6.31b) and Eq. (6.31d) [Boyd and Vandenberghe, 2004].

Now, we check that the nondegeneracy condition holds for Eqs. (6.31b)-(6.31d) defined over the convex set dom $c=(0,1)^{K} \times \mathbb{R}_{+*}^{K}$. The nondegeneracy of $\left(\eta_{k}^{(0)}-\tilde{\eta}_{k}\right)$ and $\left(\sum_{k=1}^{K} \gamma_{k}-1\right)$ immediately follows from the convexity of these functions [Lasserre, 2010]. Next, we show that if $P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)-P_{k}^{(0)}=0$ then $\nabla P_{k} \neq 0$. Assume that:

$$
\begin{equation*}
P_{k}\left(Q_{k} / \gamma_{k}\right)=P_{k}^{(0)}<1, \tag{F.23}
\end{equation*}
$$

and that:

$$
\nabla P_{k}=0 \Leftrightarrow\left\{\begin{array} { l } 
{ \frac { \partial P _ { k } } { \partial Q _ { k } } = 0 }  \tag{F.24}\\
{ \frac { \partial P _ { k } } { \partial \gamma _ { k } } = 0 }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\frac{1}{\gamma_{k}} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right)=0 \\
\frac{-Q_{k}}{\gamma_{k}^{2}} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right)=0 .
\end{array}\right.\right.
$$

But since $(\gamma, Q) \in \operatorname{dom} c$ we have $Q_{k}>0$ and $\gamma_{k}>0$, and from $P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)<1$ we have $P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right) \neq 0$ which contradicts Eq. (F.24). Therefore, $\nabla P_{k} \neq 0$.

## F. 6 Proof of Theorem 6.9

From [Lasserre, 2010, Th. 2.3], any KKT point of Problem 6.3 is optimal. It remains to show that any KKT point is a solution of Eqs. (6.36)-(6.38). Let $(\mu, \boldsymbol{\theta}, \lambda)$ be the nonnegative Lagrange multipliers associated with the $2 K+1$ constraints Eqs. (6.31b)-(6.31d), respectively. Then, a KKT point $(\gamma, Q, \mu, \theta, \lambda)$ is given by the following equations:

$$
\begin{align*}
& \nabla\left(\sum_{k=1}^{K} Q_{k}\right)-\sum_{k=1}^{K} \mu_{k} \nabla \tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)+\sum_{k=1}^{K} \theta_{k} \nabla P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)+\lambda \nabla\left(\sum_{k=1}^{K} \gamma_{k}\right)=0,  \tag{F.25a}\\
& -\mu_{k}\left(\tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)-\eta_{k}^{(0)}\right)=0, \theta_{k}\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)-P_{k}^{(0)}\right)=0, \lambda\left(\sum_{k=1}^{K} \gamma_{k}-1\right)=0 . \tag{F.25b}
\end{align*}
$$

Before working on the KKT equations, we compute the gradients:

$$
\begin{align*}
& \frac{\partial P_{k}}{\partial Q_{k}}=G_{k} \frac{1}{\gamma_{k}} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right),  \tag{F.26}\\
& \frac{\partial P_{k}}{\partial \gamma_{k}}=-G_{k} \frac{Q_{k}}{\gamma_{k}^{2}} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right) . \tag{F.27}
\end{align*}
$$

We remark that the gradient of $\tilde{\eta}_{k}$ can be expressed as:

$$
\nabla \tilde{\eta}_{k}=-m_{k} R_{k} \gamma_{k} \nabla P_{k}+\left[\begin{array}{ll}
0 & m_{k} R_{k}\left(1-P_{k}\right) \tag{F.28}
\end{array}\right]^{T} .
$$

Stability Eq. (F.25a) is thus equivalent to the 2 K scalar equations:

$$
\begin{array}{r}
1+\left(m_{k} R_{k} \gamma_{k} \mu_{k}+\theta_{k}\right) \frac{\partial P_{k}}{\partial Q_{k}}=0, \\
\left(m_{k} R_{k} \gamma_{k} \mu_{k}+\theta_{k}\right) \frac{\partial P_{k}}{\partial \gamma_{k}}-m_{k} R_{k}\left(1-P_{k}\right) \mu_{k}+\lambda=0, \tag{F.30}
\end{array}
$$

that are equivalent to the matrix identity:

$$
S\left[\begin{array}{c}
\mu_{k}  \tag{F.31}\\
\theta_{k}
\end{array}\right]+\left[\begin{array}{l}
1 \\
\lambda
\end{array}\right]=0
$$

where:

$$
S=\left[\begin{array}{cc}
m_{k} R_{k} \gamma_{k} \frac{\partial P_{k}}{\partial D_{k}} & \frac{\partial P_{k}}{\partial O_{k}}  \tag{F.32}\\
m_{k} R_{k}\left(\gamma_{k} \frac{\partial P_{k}}{\partial \gamma_{k}}-\left(1-P_{k}\right)\right) & \frac{\partial P_{k}}{\partial \gamma_{k}}
\end{array}\right] .
$$

Therefore, we are provided with $K$ independent linear equations in $\left(\mu_{k}, \theta_{k}\right)$, which are easily solved ( S is $2 \times 2$ ) if and only if $\operatorname{det} S \neq 0$ (this is guaranteed by the next result):
Lemma F.1. $\operatorname{det} S<0$.
Proof. By direct computation:

$$
\begin{align*}
\operatorname{det} S & =m_{k} R_{k}\left(1-P_{k}\right) \frac{\partial P_{k}}{\partial Q_{k}} \\
& =\left(1-P_{k}\right) G_{k} \frac{P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right)}{\gamma_{k}} \\
& <0 \tag{F.33}
\end{align*}
$$

since the PER is a decreasing function of SNR, i.e. $P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right)<0$.
The solution of Eq. (F.31) is easy to write from $\left[\begin{array}{c}\mu_{k} \\ \theta_{k}\end{array}\right]=-S^{-1}\left[\begin{array}{l}1 \\ \lambda\end{array}\right]$, hence after some basic algebra:

$$
\left[\begin{array}{c}
\mu_{k}  \tag{F.34}\\
\theta_{k}
\end{array}\right]=\frac{-1}{\operatorname{det} S}\left[\begin{array}{c}
\frac{-1}{\gamma_{k}} G_{k} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right)\left(\frac{Q_{k}}{\gamma_{k}}+\lambda\right) \\
m_{k} R_{k} G_{k} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right)\left(\frac{Q_{k}}{\gamma_{k}}+\lambda\right)+m_{k} R_{k}\left(1-P_{k}\right)
\end{array}\right]
$$

The complementary slackness equations:

$$
\left\{\begin{array}{l}
-\mu_{k}\left(\tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)-\eta_{k}^{(0)}\right)=0  \tag{F.35}\\
\theta_{k}\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)-P_{k}^{(0)}\right)=0 \\
\lambda\left(\sum_{k=1}^{K} \gamma_{k}-1\right)
\end{array}\right.
$$

are thus equivalent to:

$$
\begin{align*}
\left(-G_{k} \frac{Q_{k}}{\gamma_{k}}-\lambda G_{k}\right)\left(\eta_{k}^{(0)}-\gamma_{k} m_{k} R_{k}\left(1-P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)\right) & =0  \tag{F.36}\\
\left(\Theta\left(G_{k} Q_{k} / \gamma_{k}\right)-\lambda G_{k}\right)\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)-P_{k}^{(0)}\right) & =0  \tag{F.37}\\
\lambda\left(\sum_{k=1}^{K} \gamma_{k}-1\right) & =0 \tag{F.38}
\end{align*}
$$

where, $\forall x \in \mathbb{R}_{+*}$ :

$$
\begin{equation*}
\Theta(x):=\frac{x P_{k}^{\prime}(x)+1-P_{k}(x)}{P_{k}^{\prime}(x)} \tag{F.39}
\end{equation*}
$$

Finally, if the goodput constraint is inactive at the optimal point ( $\gamma^{*}, Q^{*}$ ), then by Eq. (F.36) we have:

$$
\begin{equation*}
-G_{k} \frac{Q_{k}^{*}}{\gamma_{k}^{*}}-\lambda^{*} G_{k}=0 \Leftrightarrow-\frac{Q_{k}^{*}}{\gamma_{k}}=\lambda^{*} \tag{F.40}
\end{equation*}
$$

But $\lambda^{*} \geq 0$ (by definition), hence $Q_{k}^{*}=0$ which contradicts the fact that $Q^{*} \neq 0$. Thus the goodput constraint is always active at the optimal, i.e. $\tilde{\eta}\left(\gamma_{k^{\prime}}^{*} Q_{k}^{*}\right)-\eta_{k}^{(0)}=0$.

## F. 7 Proof of Theorem 6.11

Let $(\mu, \boldsymbol{\theta}, \lambda)$ be the Lagrange multipliers associated with the $2 K+1$ constraints Eqs. (6.45b)(6.45d), respectively. Then, the KKT conditions are written:

$$
\begin{gather*}
\nabla \sum_{k=1}^{K} Q_{k}-\sum_{k=1}^{K} \mu_{k} \nabla \tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)+\sum_{k=1}^{K} \theta_{k} \nabla d_{k}^{\mathrm{MAC}}\left(\gamma_{k}, Q_{k}\right)+\lambda \nabla\left(\sum_{k=1}^{K} \gamma_{k}\right)=0  \tag{F.41a}\\
-\mu_{k}\left(\tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)-\eta_{k}^{(0)}\right)=0, \theta_{k}\left(d_{k}^{\mathrm{MAC}}\left(\gamma_{k}, Q_{k}\right)-d_{k}^{(0)}\right)=0, \lambda\left(\sum_{k=1}^{K} \gamma_{k}-1\right)=0 \tag{F.41b}
\end{gather*}
$$

Before working on the KKT equations, we compute the gradients:

$$
\begin{align*}
& \frac{\partial P_{k}}{\partial Q_{k}}=G_{k} \frac{1}{\gamma_{k}} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right)  \tag{F.42}\\
& \frac{\partial P_{k}}{\partial \gamma_{k}}=-G_{k} \frac{Q_{k}}{\gamma_{k}^{2}} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right) . \tag{F.43}
\end{align*}
$$

We remark that the gradients of $\tilde{\eta}_{k}$ and $d_{k}^{\mathrm{MAC}}$ can be expressed as:

$$
\begin{align*}
\nabla \tilde{\eta}_{k} & =-m_{k} R_{k} \gamma_{k} \nabla P_{k}+\left[\begin{array}{ll}
0 & m_{k} R_{k}\left(1-P_{k}\right)
\end{array}\right]^{T},  \tag{F.44}\\
\nabla d_{k}^{\mathrm{MAC}} & =\frac{\delta^{\prime}\left(P_{k}\right)}{\gamma_{k}} \nabla P_{k}+\left[\begin{array}{ll}
0 & -\frac{d_{k}^{\mathrm{MAC}}}{\gamma_{k}}
\end{array}\right]^{T}, \tag{F.45}
\end{align*}
$$

with the function $\delta^{\prime}: x \mapsto 1 /(1-x)^{2}-L^{2} x^{L-1} /\left(1-x^{L}\right)^{2}$ for $x \in[0,1]$.
As a consequence, Eq. (F.41a) leads to the following $2 K$ scalar equalities:

$$
\begin{array}{r}
1+\left(m_{k} R_{k} \gamma_{k} \mu_{k}+\frac{\delta^{\prime}\left(P_{k}\right)}{\gamma_{k}} \theta_{k}\right) \frac{\partial P_{k}}{\partial Q_{k}}=0 \\
\left(m_{k} R_{k} \gamma_{k} \mu_{k}+\frac{\delta^{\prime}\left(P_{k}\right)}{\gamma_{k}} \theta_{k}\right) \frac{\partial P_{k}}{\partial \gamma_{k}}-m_{k} R_{k}\left(1-P_{k}\right) \mu_{k}-\frac{d_{k}^{\mathrm{MAC}}}{\gamma_{k}} \theta_{k}+\lambda=0 \tag{F.47}
\end{array}
$$

This set of $2 K$ equations in Eqs. (F.46)-(F.47) are equivalent to the following $K$ independent 2-by-2 matrix linear identities on ( $\mu_{k}, \theta_{k}$ ):

$$
S\left[\begin{array}{c}
\mu_{k}  \tag{F.48}\\
\theta_{k}
\end{array}\right]+\left[\begin{array}{l}
1 \\
\lambda
\end{array}\right]=0
$$

where:

$$
S=\left[\begin{array}{cc}
m_{k} R_{k} \gamma_{k} \frac{\partial P_{k}}{\partial Q_{k}} & \frac{\delta^{\prime}\left(P_{k}\right)}{\gamma_{k}} \frac{\partial P_{k}}{\partial Q_{k}}  \tag{F.49}\\
m_{k} R_{k}\left(\gamma_{k} \frac{\partial P_{k}}{\partial \gamma_{k}}-\left(1-P_{k}\right)\right) & \frac{\delta^{\prime}\left(P_{k}\right)}{\gamma_{k}} \frac{\partial P_{k}}{\partial \gamma_{k}}-\frac{d_{k}^{\text {MAC }}}{\gamma_{k}}
\end{array}\right] .
$$

This matrix identity can be easily solved if and only if $\operatorname{det} S \neq 0$. This property is guaranteed by the next result.

Lemma F.2. $\operatorname{det} S>0$.
Proof. By direct computation:

$$
\begin{align*}
\operatorname{det} S & =-m_{k} R_{k} d_{k}^{\mathrm{MAC}} \frac{\partial P_{k}}{\partial Q_{k}}+m_{k} R_{k}\left(1-P_{k}\right) \frac{\delta^{\prime}\left(P_{k}\right)}{\gamma_{k}} \frac{\partial P_{k}}{\partial Q_{k}} \\
& =\frac{-m_{k} R_{k} G_{k} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right)}{\gamma_{k}^{2}}\left(\delta\left(P_{k}\right)-\left(1-P_{k}\right) \delta^{\prime}\left(P_{k}\right)\right) . \tag{F.50}
\end{align*}
$$

Since the packet error rate is a decreasing function of SNR, $P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right) \leq 0$. Thus $\operatorname{det} S$ has the same sign than $\delta\left(P_{k}\right)-\left(1-P_{k}\right) \delta^{\prime}\left(P_{k}\right)$ :

$$
\begin{align*}
\delta(x)-(1-x) \delta^{\prime}(x) & =\frac{-L x^{L}}{1-x^{L}}+(1-x) L^{2} \frac{x^{L-1}}{\left(1-x^{L}\right)^{2}} \\
& =\frac{L^{2}(1-x) x^{L-1}-L x^{L}\left(1-x^{L}\right)}{\left(1-x^{L}\right)^{2}} \\
& =\frac{L x^{L-1}}{\left(1-x^{L}\right)^{2}}\left(x^{2}-(L+1) x+L\right) \tag{F.51}
\end{align*}
$$

Finally, since the polynomial $x^{2}-(L+1) x+L=(x-1)(x-L)>0$ for $0<x<1$ (remind that $\pi_{k}<1$ since $\gamma_{k}>0$ and $\left.Q_{k}>0\right)$, then $\operatorname{det} S>0$.

After some simple algebra, we obtain the following solutions for Eq. (F.48):

$$
\left[\begin{array}{c}
\mu_{k}  \tag{F.52}\\
\theta_{k}
\end{array}\right]=-\frac{S^{\prime}}{\operatorname{det} S}
$$

where:

$$
S^{\prime}=\left[\begin{array}{l}
\frac{-1}{\gamma_{k}^{2}}\left(\delta^{\prime}\left(P_{k}\right) P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right) G_{k}\left(\frac{Q_{k}}{\gamma_{k}}+\lambda\right)+\delta\left(P_{k}\right)\right)  \tag{F.53}\\
m_{k} R_{k} P_{k}^{\prime}\left(G_{k} Q_{k} / \gamma_{k}\right) G_{k}\left(\frac{Q_{k}}{\gamma_{k}}+\lambda\right)+m_{k} R_{k}\left(1-P_{k}\right)
\end{array}\right] .
$$

Hence, the complementary slackness equations Eq. (F.41b) are equivalent to:

$$
\begin{align*}
\left(M\left(G_{k} Q_{k} / \gamma_{k}\right)-\lambda G_{k}\right)\left(\eta_{k}^{(0)}-\gamma_{k} m_{k} R_{k}\left(1-P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)\right) & =0  \tag{F.54}\\
\left(\Theta\left(G_{k} Q_{k} / \gamma_{k}\right)-\lambda G_{k}\right)\left(\frac{\delta\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)}{\gamma_{k}}-d_{k}^{(0)}\right) & =0,  \tag{F.55}\\
\lambda\left(\sum_{k=1}^{K} \gamma_{k}-1\right) & =0, \tag{F.56}
\end{align*}
$$

where, $\forall x \in \mathbb{R}_{+*}$ :

$$
\begin{align*}
M(x) & =-\frac{x \delta^{\prime}\left(P_{k}(x)\right) P_{k}^{\prime}(x)+\delta\left(P_{k}(x)\right)}{\delta^{\prime}\left(P_{k}(x)\right) P_{k}^{\prime}(x)}  \tag{F.57}\\
\Theta(x) & =-\frac{x P_{k}^{\prime}(x)+1-P_{k}(x)}{P_{k}^{\prime}(x)} \tag{F.58}
\end{align*}
$$

## F. 8 Calculations leading to Algorithm 6.6

We deduce a simple and efficient algorithm from the KKT characterization Eqs. (6.51)(6.53). First of all, it is worth to emphasize that if link $k$ satisfies $d_{k}^{(0)} \geq\left(m_{k} R_{k}\right) / \eta_{k}^{(0)}$, then its delay constraint is inactive. Indeed, the delay expression can be split as follows:

$$
\begin{equation*}
d_{k}^{\mathrm{MAC}}\left(\gamma_{k}, Q_{k}\right)=\frac{m_{k} R_{k}}{\tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right)}+\frac{1}{\gamma_{k}}\left(L-\frac{L}{1-\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)^{L}}\right) \tag{F.59}
\end{equation*}
$$

Since $P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right) \leq 1$, the term $L-\frac{L}{1-\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)^{L}} \leq 0$, and one obtains:

$$
\begin{equation*}
d_{k}^{\mathrm{MAC}}\left(\gamma_{k}, Q_{k}\right) \stackrel{(a)}{\leq} \frac{m_{k} R_{k}}{\eta_{k}^{(0)}} \stackrel{(b)}{\leq} d_{k}^{(0)} \tag{F.60}
\end{equation*}
$$

where (a) boils down from the feasibility $\tilde{\eta}_{k}\left(\gamma_{k}, Q_{k}\right) \geq \eta_{k}^{(0)}$, and (b) follows by assumption. As a consequence, the right term in the LHS of Eq. (6.51) is equal to zero while the left term in the LHS of Eq. (6.52) is equal to zero. These both identities characterize the associated $\gamma_{k}$ and $Q_{k}$ (see Item 1. in Algorithm 6.6).

Otherwise (i.e., $\left.d_{k}^{(0)}<\left(m_{k} R_{k}\right) / \eta_{k}^{(0)}\right)$, we have two cases:
(i) Let us assume that the goodput constraint is inactive, i.e., $\eta_{k}^{(0)}<\gamma_{k} m_{k} R_{k}(1-$ $\left.P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)$. Then, by Eq. (6.51) we have $M\left(G_{k} Q_{k} / \gamma_{k}\right)=\lambda G_{k}$ which leads to $Q_{k}=\frac{\gamma_{k}}{G_{k}} M^{-1}\left(\lambda G_{k}\right)$. Then two cases are possible: the delay constraint is active or not.

- if the delay constraint is active, then $\gamma_{k}=\delta\left(P_{k}\left(M^{-1}\left(\lambda G_{k}\right)\right) / d_{k}^{(0)}\right.$.
- if the delay constraint is inactive, then $\Theta\left(G_{k} Q_{k} / \gamma_{k}\right)=\lambda G_{k}$ which implies that $M^{-1}\left(\lambda G_{k}\right)=\Theta^{-1}\left(\lambda G_{k}\right)$, which is not possible.
(ii) Let us assume that the goodput constraint is active, i.e., $\eta_{k}^{(0)}=\gamma_{k} m_{k} R_{k}\left(1-P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)$. Once again, two cases are possible: the delay constraint is active or not.
- if the delay constraint is active, then $\delta\left(P_{k}\left(G_{k} Q_{k} / \gamma_{k}\right)\right)=\gamma_{k} d_{k}^{(0)}$ which implies that there is some $P_{k}$ such that (due to the active goodput constraint):

$$
\begin{equation*}
m_{k} R_{k}\left(1-P_{k}\right) \delta\left(P_{k}\right)=\eta_{k}^{(0)} d_{k}^{(0)} \tag{F.61}
\end{equation*}
$$

According to the closed-form expression of $\delta$, the corresponding $P_{k}$ (in $(0,1)$ ) is a root of the polynomial equation:

$$
\begin{equation*}
L x^{L+1}-\left(L+1-d_{k}^{(0)} \eta_{k}^{(0)} /\left(m_{k} R_{k}\right)\right) x^{L}+1-d_{k}^{(0)} \eta_{k}^{(0)} /\left(m_{k} R_{k}\right)=0 \tag{F.62}
\end{equation*}
$$

- if the delay constraint is inactive, then $\Theta\left(G_{k} Q_{k} / \gamma_{k}\right)=\lambda G_{k}$. Therefore, $\gamma_{k}(\lambda)=$ $\eta_{k}^{(0)} /\left(m_{k} R_{k}\left(1-P_{k}\left(\Theta^{-1}\left(\lambda G_{k}\right)\right)\right)\right)$ (thanks to the active goodput constraint) and $Q_{k}(\lambda)=\frac{\gamma_{k}(\lambda)}{G_{k}} \Theta^{(-1)}\left(\lambda G_{k}\right)$ (thanks to the inactive delay constraint).

Notice that when the goodput constraint is inactive and the delay constraint is active, we have:

$$
\begin{equation*}
\delta\left(P_{k}\left(M^{-1}\left(\lambda G_{k}\right)\right)\right)\left(1-P_{k}\left(M^{-1}\left(\lambda G_{k}\right)\right)\right)>\frac{\eta_{k}^{(0)} d_{k}^{(0)}}{m_{k} R_{k}} \tag{F.63}
\end{equation*}
$$

Similarly, when the goodput constraint is active and the delay constraint is inactive, we have:

$$
\begin{equation*}
\delta\left(P_{k}\left(\Theta^{-1}\left(\lambda G_{k}\right)\right)\right)\left(1-P_{k}\left(\Theta^{-1}\left(\lambda G_{k}\right)\right)\right)<\frac{\eta_{k}^{(0)} d_{k}^{(0)}}{m_{k} R_{k}} \tag{F.64}
\end{equation*}
$$

The algorithm is initialized with $\lambda=0$ and assuming that only the goodput constraint is active. If the delay constraint is not satisfied, we choose a higher $\gamma_{k}$ for satisfying this constraint even if the constraint Eq. (6.45d) does not hold anymore. Then we will increase $\lambda$ until a solution that satisfies Eq. (6.45d) is found.
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# Allocation de Ressources pour les Réseaux Ad Hoc Mobiles basés sur les Protocoles HARQ 

Sébastien MARCILLE


#### Abstract

RÉSUMÉ : Cette thèse porte sur l'allocation de ressources dans les réseaux mobiles ad hoc basés sur les protocoles ARQ Hybrides (HARQ), qui offrent une souplesse de déploiement rapide pour des communications à court terme dans le cadre d'applications militaires ou de futurs réseaux intelligents. L'OFDMA (Orthogonal Frequency Division Multiple Access) est considérée en particulier, en tant que solution prometteuse dans les standards de communication sans fil les plus récents. Bien qu'une coordination centralisée des communications soit rendue possible grâce à une organisation en clusters, il est toutefois difficile de remonter au coordinateur des informations fiables sur l'état du canal en vertu de la latence due à l'organisation de ce réseau. Ainsi les performances des liens seront renforcées par des mécanismes de retransmission HARQ, qui permettent de gérer les variations rapides du canal. L'objectif principal de cette thèse est l'allocation des ressources OFDMA dans les réseaux mobiles ad hoc basés sur les protocoles HARQ, en utilisant uniquement les statistiques à long terme du canal. Pour répondre à un besoin industriel, des schémas de modulation et de codage pratiques seront considérés en lieu et place des outils de capacité hérités de la théorie de l'information. En particulier, nous concevons et analysons de nouveaux algorithmes qui optimisent l'attribution de puissance, de largeur de bande, d'ordre de modulation et de rendement de codage, pour les mécanismes HARQ insérés dans le schéma multi-utilisateurs proposé. En raison de la présence de protocoles HARQ dans le réseau, une partie de la thèse est dédiée à l'étude des performances de l'HARQ que nous étendons à de nouveaux contextes -


MOTS-CLEFS : Allocation de ressources multi-utilisateurs, HARQ, Réseau ad hoc, CSI statistique, Goodput


#### Abstract

This thesis tackles the issue of resource allocation in Hybrid ARQ-based mobile ad hoc networks (MANETs), which are a flexible solution for fast and short-lived communications deployment for military applications or future smart networks. Typically, OFDMA is considered since it is a promising solution for the most recent wireless standards. Though a clustered organization provides a centralized coordination of the pairwise communications, it is still difficult to provide reliable channel state information at the cluster head due to the feedback latency, and HARQ is used to enforce the link performance by mitigating the fast channel variations. The main objective of this thesis is to perform the resource allocation of HARQ-based OFDMA clustered MANETs using only long-term channel statistics. Industrial concerns about the realism of the proposed solutions lead us to consider practical and existing communications schemes instead of the commonly used capacity tools. In particular, the main objective is to design and analyze algorithms that optimize the assignment of power, bandwidth, modulation order, and code rate, of the HARQ mechanism at the top of the proposed multiuser communication scheme. Due to the presence of HARQ in the proposed network, parts of the thesis are devoted to the extension of the analysis of HARQ performance done in previous works in some particular new contexts -
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[^0]:    ${ }^{1}$ Basically, code combining corresponds to the maximal ratio combining of the Log Likelihood Ratio (LLR) entering into the soft channel decoder.

[^1]:    ${ }^{2}$ http://pastel.archives-ouvertes.fr/docs/00/55/93/22/PDF/TheseAudeLeDucCouleurs_ TitreFrancais.pdf

[^2]:    ${ }^{1}$ We recall, that the delay is defined as the average number of packet transmissions when an IP packet is successfully received.

[^3]:    ${ }^{2}$ The most general case with unequal packet length was done in our paper [C1].

[^4]:    ${ }^{1}$ Notice that the elements of $\boldsymbol{H}_{k}(i)$ are not necessarily independent. Actually, only $M$ elements are independent, the others are obtained by linear combination. However, $\left(\boldsymbol{H}_{k}(i)\right)_{i \geq 0}$ is an independent random process (since the channel realization is assumed to be different from one OFDM symbol to an other one), i.e. $\boldsymbol{H}_{k}(i)$ is independent of $\boldsymbol{H}_{k}(j)$ for $i \neq j$.

[^5]:    ${ }^{2}$ Actually, the exponential integral $E_{1}($.$) is defined in [Abramowitz and Stegun, 1972] as E_{1}(z):=$ $\int_{z}^{+\infty}\left(e^{-t} / t\right) \mathrm{d} t$ for $|\arg z|<\pi$, and coincide for $n=1$ with $E_{n}(z)=\int_{1}^{+\infty}\left(e^{-z t} / t^{n}\right) \mathrm{d} t$, for $\mathfrak{R} z>0$.

[^6]:    ${ }^{1}$ The performance of finite-length Low Density Parity Check (LDPC) and Turbo-like codes over the binary erasure channel were already studied in [Amraoui, 2006], [Andriyanova and Urbanke, 2009], and [Andriyanova, 2009] using the scaling approach. The waterfall of finite-length LDPC codes was already modeled by the $Q($.$) function in these works. Unfortunately, the formalism is outstandingly hard for any use$ in our context.

[^7]:    ${ }^{2}$ We used a (3,6)-regular code and an irregular code generated by Progressive Edge Growth (MacKay's parity-check matrices found on http://www.inference.phy.cam.ac.uk/mackay/codes).

[^8]:    ${ }^{1}$ This is guaranteed by Lemma 6.1.

[^9]:    ${ }^{2}$ Only free-space is considered for the sake of presentation clarity. Other models have been tested, like the so-called Okomura-Hata path loss for urban propagation models, and it only changes the $y$-scale, i.e. the conclusions remain the same.

[^10]:    ${ }^{3}$ Basically, Slater's condition requires that a strictly feasible solution must exist. This is guaranteed for Problem 6.3 by Lemma 6.1

[^11]:    ${ }^{4} T_{s}=N_{c} / W$ is the symbol duration (in seconds) over one subcarrier.

[^12]:    ${ }^{1}$ Indeed, if $(s, t) \in \mathcal{E}_{i-n, n}$ then $\sum_{m=1}^{n}\left(1+s_{m}+t_{m}\right)=i \leq p$, and because IBS is used one has $L_{1}^{(0)}=p$ and $L_{\ell}^{(0)}=0$ for all $\ell>1$. Thus, for all $\ell \leq n, \sum_{m=1}^{\ell}\left(1+s_{m}+t_{m}\right) \leq p=\sum_{m=1}^{\ell} L_{m}^{(0)}$, so that $\mathcal{E}_{i-n, n} \subset \mathcal{E}_{i-n, n}^{B}$. The case $\mathcal{E}_{i-n, n}^{B} \subset \mathcal{E}_{i-n, n}$ is straightforward.

