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Introduction and Outline

“Soil-structure interaction is an interdisciplinary field of endeavor

which lies at the intersection of soil and structural mechanics, soil and

structural dynamics, earthquake engineering, geophysics and geomechan-

ics, material science, computational and numerical methods, and diverse

other technical disciplines.”

Eduardo Kausel, 2009

E
ARTHQUAKES are one of the most devastating of all natural disasters. On
March 11th, 2011, a 9.0-magnitude undersea earthquake occurred near the
north-eastern coast of Tohoku, Japan. The unleashed tsunami, with wave

heights of about ten meters, swept away buildings, vehicles and debris accross the
farmlands. The degree and extend of the damage was unprecedented, more than
15 000 people were killed and many other thousands, injured and missing. Almost
two years later, Japanese still suffer from the Fukushima Daiichi nuclear disaster,
classified by the press media as the second worst nuclear accident ever. The World
Bank estimated economic losses around US$235 billion, which is enormous compared
with the economic costs of other recent natural disasters, i.e. for the Hurricane
Katrina (U.S., 2005), the National Oceanic and Atmospheric Administration (NOAA)
anounced $81 billion of damage cost.

But the case of the Tohoku earthquake is only one among many others. During the
last decade, seismic events have taken the life of thousands of people. In December
2004 a 9.1-magnitude Tsunami struck the coasts of Sumatra, Indonesia, killing over
200 000 people. In October 2005, a 7.6-magnitude earthquake devastated Kashmir,
Pakistan, toppling buildings and originating landslides that buried more than 85 000
people. Just over two years later, about the same number of people died in Wenchuan,
China, resulting in economic costs of about $29 billion (according to the World Bank).
On January 12th, 2010, a 7.0-magnitude earthquake destroyed Port-au-Prince, Haiti,
sweeping more than 230 000 people to death and collapsing buildings and infrastruc-
ture. Within the same year, also Chile was hit by a very strong earthquake. Indeed,
approximately two-thirds of the total record of economic losses in 2011 correspond to
earthquakes accidents.

Earthquake engineering focuses on the protection of society and man-made struc-
tures from seismic events by limiting the damage to acceptable socio-economic levels.
Earthquake engineers try to understand why some of the existing structures collapse
when an earthquake occurs and thus, to improve the more recent dimensioning tech-
niques. In this framework, and due to the lately exponentially growing world of

1



2 INTRODUCTION AND OUTLINE

computing, numerical simulation stands as a good choice for predicting the response
of structures under seismic loading.

Industrial context: challenges and motivations

Large and heavy structures such as power plants or dams have always been designed
and constructed to withstand full seismic loading. However, the definition of seismic
loading is not absolute and it actually evolves with technology. Indeed, the improve-
ment of data acquisition techniques has recently shown that last seismic levels recorded
in France are greater than those used for the initial dimensioning of those structures.
As a result, Électricité de France (EDF) –the main electricity operator in France and
the principal funder of this research work– has to respond to this new scenario by
providing new seismic risk assessments of the entire power production sites.

(a) (b)

Figure 1: (a) Model at 1/3 scale of a reactor at Hualien, Taiwan. (b) Dynamic response of the
corresponding numerical model.

This industrial need is quite interesting since the problem at hand slightly differs
from the classical engineering way of thinking. Indeed, the role of engineers generally
consists in doing calculations for the correct dimensioning of the buildings during
their conception, usually using safety factors. However, in our case, the structures
to assess were built some decades ago and therefore, the role of the engineer here is
mainly focused on the evaluation of their resistance in order to satisfy the current
seismic risk regulation. Thus the most important thing is not much to obtain fast
and reliable calculations but to master the dimensioning margins and the possibly ad-
ditional reinforcing costs. The best way to update seismic safety factors is to perform
more accurate simulations that account for new physical phenomena at stake. These
simulations refer mainly to dynamic SSI effects but not only, since numerical models
can also be enriched by considering soil nonlinear behaviour, uplift of foundation,
deformable slab, seismic spatial variability, inclined incidence waves, etc.

Within this context, the Research and Development (R&D) division of EDF is
interested in developing new numerical tools that model more accurately SSI problems
(Fig. 1). This interest is not new, and other Ph.D. thesis, such as Cottereau [35] or
Obrembski et al. [107], have also been done under their support and collaboration.
Relying on a BE-FE coupling strategy, most of their work contributed to improve
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different functionalities of Code Aster1 (an open-source FE code developed within

EDF R&D) and MISS3D2 (a frequency-based BE code developed at the École Centrale
Paris by Prof. D. Clouteau). This BE-FE coupling approach was historically adopted
by EDF to enhance the advantages of the FE and BE methods and to reduce at the
same time the main drawbacks of both. In fact, they are somehow two complementary
spatial discretization methods: while the BE method is generally used to solve some
kind of linear problems, the FE method seems to be well-adapted to problems showing
complex nonlinear behaviour and geometry. Additionally, and in contrast to the FE
method which is restricted to the discretization of bounded domains, the BE method
is also able to deal with unbounded domains for mainly two reasons. First, it takes
implicitly into account the radiation condition at infinity of the unbounded media;
second, it is based on the discretization of only the boundaries, not the whole domain
as in FE-based methods. It obviously reduces by one the dimension of the domain
of discretization, but to the detriment of the resulting algebraic system which is
characterized by fully-populated and possibly non-symmetric matrices. For further
information on BE methods, the reader can refer to Bonnet [18] and Domı́nguez
[44]. The work of Zienkiewicz et al. [159] is recommended for further reading on FE
methods.

Keeping on this BE-FE coupling strategy and because of the industrial need
standing behind, both codes (Code Aster and MISS3D) have also been used in the
framework of this Ph.D. thesis and our main original contributions have actually been
implemented in Code Aster.

Methodology and original contributions

The present work addresses a computational methodology –baptized here as the Hy-
brid Laplace-Time Domain Approach (HLTA)– which essentially solves a dynamic
problem coupling time and Laplace domain discretizations. This approach is based
on a domain decomposition technique where one subdomain (i.e. the unbounded linear
soil) is solved in the Laplace domain –or complex frequency domain– using the BE
method implemented in MISS3D. The other subdomain (i.e. the bounded nonlinear
superstructure or generalized structure) is solved at each time step with a FE method
in Code Aster. This methodology, which applies for deterministic and probabilis-
tic analysis, allows to account for three-dimensional nonlinear dynamic soil-structure
interaction in seismic calculations by using an efficient BE-FE coupling approach.

The expression generalized superstructure refers not only to the structure and
its foundations but also to the domain of soil surrounding the structure that possibly
exhibits nonlinear behaviour (see Fig. 2). This domain is bounded and hence modelled
using a FE method, which accounts for nonlinear material laws in a straightforward
way. It is important to notice, however, that in the vicinity of the SSI-interface –which
basically corresponds to the BE-FE interface– an elastic behaviour must be assumed
to avoid spurious reflections back inside the FE domain. Otherwise, the SSI-interface
must be moved away into a linear region of soil. Hereafter, it would be assumed
that the word structure also includes the irregular soil region and thus the expression
generalized is omitted.

1http://www.code-aster.org
2http://www.mssmat.ecp.fr/cms/lang/en/mssmat/moyens/moyens techniques logiciels/miss
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(a) (b)

Figure 2: Simplified model of a SSI system where the superstructure is modelled using a FE
method and the layered soil, using a BE method. (a) The superstructure refers at least to the
structure and its foundations since (b) may also include a surrounding part of soil.

The remaining soil, which can have a horizontally stratified profile, is modelled
using a soil impedance matrix as shown in Fig. 3a. This matrix, computed in the
Laplace domain using MISS3D, can also be expressed on a modal basis constituted
by dynamic interface modes. The equivalent soil impedance matrix in the time domain
is obtained by means of the HLTA. This time impedance matrix allows the evaluation
of the SSI-interaction forces that appear at the SSI-interface, evaluation that is not
trivial, since it involves the computation of a time integral convolution. If an inci-
dent field is also considered, MISS3D allows for the calculation of the corresponding
equivalent seismic force applied at the SSI-interface.

Once the equivalent seismic force and the time impedance matrix are computed,
the effects of seismic waves and the unbounded soil can be taken into account. There-
fore, the dynamic response of the structural domain accounting for SSI can be solved
in Code Aster as outlined in Fig. 3b.

The HLTA has been implemented in Code Aster allowing EDF, for the first time
using a substructuring approach, to account for full nonlinear behaviour in indus-
trial three-dimensional soil-structure interaction calculations under deterministic or
stochastic seismic loading.

Organisation of the text

This PhD dissertation has been mainly divided into four parts organized as follows:

Chapter 1 presents the main difficulties of the numerical modelling of DSSI
problems as well as a general literature review on the numerical approaches to deal
with the spatial domain discretization. The governing equations of both the soil
and the structure are formulated. Once the variational form of the problem within
a domain decomposition approach introduced, the soil impedance operator coming
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(a) (b)

Figure 3: Simplified scheme to represent (a) the effects of the linear unbounded soil and (b)
the final global resolution of the SSI problem.

from an integral boundary formulation is briefly defined. Some of its properties are
also recalled. Finally, the problem is spatially discretized and the BE-FE coupling
equations are presented in the linear (Laplace domain) and nonlinear (time domain)
frameworks.

Chapter 2 constitutes the core of this dissertation since it addresses the Hy-
brid Laplace-Time domain Approach. It deals with the time domain discretization
of the SSI problem. The HLTA is thus presented first from a general point of view
and afterwards, from the perspective of SSI problems. The extension to modal ba-
sis is also provided. In order to give some other insights, the HLTA formulation,
which is developed in terms of both stiffness and flexibility, is compared to a Hy-
brid Frequency-Time Domain approach. The last section analyzes the BE-FE time
integration schemes couplings within the HLTA.

Chapter 3 is related to the validation of the HLTA and its implementation. To
that end, the SSI problem is numerically discretized with respect to space and time
using MISS3D and Code Aster. In this context, time impedance evolutions are ana-
lyzed as well as particular numerical considerations that have to be taken into account.
Afterwards, different numerical applications involving surface and embedded founda-
tions, modal reduction techniques, linear and nonlinear calculations and different soil
profiles are considered.

Chapter 4 is focused on a seismic assessment of a semi-industrial numerical model.
Different modellings are tested involving full FE discretizations and hybrid substruc-
turing approaches in order to carry out linear and a nonlinear analysis. Nonlinearities
are confined in the structure and thus, the whole domain of soil remains linear elastic.

And finally, after some conclusions and perspectives for further research, the dis-
sertation is complemented with Appendix A and B which recall respectively some
useful mathematical definitions and some concepts commonly used in earthquake en-
gineering.
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Chapter 1

An overview on dynamic
soil-structure interaction

“The sources must be sources, not sinks of energy. The energy which

is radiated from the sources must scatter to infinity; no energy may be

radiated from infinity into the prescribed singularities of the field.”

Arnold Sommerfeld, 1949

1.1 Literature review

The growing complexity of SSI systems prevents the use of analytical approaches
to carry out engineering analysis. Spatial discretization techniques, such as the FE
method or the Finite Difference (FD) method, must be adopted. In particular, the
FE method is a good choice for the discretization of geometrically complex domains
and boundaries and it is thus the approach considered hereafter. However, it allows
only the discretization of bounded domains whereas the modelling of infinite domains
rises as one of its main challenges. Since an SSI analysis involves the effects of an
unbounded domain –the soil– the standard FE method is not sufficient and engineers
must proceed in a different way so that the Sommerfeld’s condition [133] is met. This
condition, which is also known as radiation condition, ensures the absence of energy
flow going back from the infinity to the free-surface of the soil and it is of great
importance for a rigorous representation of the infinite or semi-infinite medium.

Therefore, if a FE method is to be used at least over a part of the whole SSI sys-
tem (for instance, the part involving inhomogeneities and nonlinearities), a domain
decomposition technique must be used and two subdomains should be defined. To this
aim, an artificial boundary that bounds one of the subdomains has to be introduced,
leading thus to one bounded subdomain (the structure) and one unbounded subdo-
main (the soil). The artificial boundary, which would be referred to the following as
SSI interface, allows then the use of a FE technique over the structure. Recall that
the term structure accounts for the superstructure domain, which certainly includes
the building but which may also contain part of the soil surrounding it. The soil ex-
tending to infinity is generally modelled by means of a so-called Artificial Boundary

7
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Condition (ABC) applied on the artificial boundary. The problem simply reads:





∇ · σb(x, t) + f b(x, t)− ρ∂ttub(x, t) = 0 in the bounded structure

Dirichlet BC on ΓD

Neumann BC on ΓN

Artificial BC on ΓABC

where ∇ · σb(x, t) denotes the divergence of the stress tensor σb(x, t) and f b(x, t),
ρ and ub(x, t) stand respectively for the body prescribed forces, the density and the
displacement field.

In order to model the ABC’s and thus, the unbounded domain, literature proposes
several methods. To help the reader, it may be useful to make a general classification
of them. For instance, according to Zhenpeng [157], all these methods can be easily
gathered into two major groups: those based on the substructure method and those
based on the direct method. The classification depends simply on the location of
the artificial boundary with respect of the SSI interface. If the latter coincides with
the artificial boundary, a substructuring approach would be adopted; otherwise, if
the artificial boundary encloses not only the superstructure subdomain but also a
part of the unbounded soil, a direct method would be considered. ABC’s are known,
depending on the approach, under many other names such as absorbing, transmitting
or nonreflecting boundary conditions, force-motion relationship, etc.

1.1.1 The direct method

In this section the structural domain, which is bounded, is assumed to be modelled
with a FE method. The unbounded soil is modelled either with FE plus nonreflecting
boundary conditions, or with Infinite Elements (IE).

Nonreflecting boundary conditions

The aim of Nonreflecting Boundary Conditions (NRBC) is to absorb outgoing waves
or to minimize reflections in order to account for unbounded domains, i.e. the soil.
In this framework, the simplest modelling comes from the works of Lysmer and Kuh-
lemeyer [90] and involves the use of viscous boundaries which behave as simple dash-
pots. Alternatively, an approach relying on paraxial approximations was presented by
Clayton and Engquist [29] for elastic wave propagation problems. Since then, several
versions of the latter approach, including high-order boundaries, have been proposed
[64, 118] and used in many different applications. These techniques can be combined
with a more intuitive approach [78] that is based on layers of damping materials that
attenuate the displacement field near the artificial boundary.

Nevertheless, all these techniques do not absorb incident waves perfectly. In fact,
spurious reflections are always generated at the edges of the domain yielding to inaccu-
rate results. Perfect NRBC are called Perfectly Matched Layers (PML). Berenger [13]
pionnered the use of an artificial material that rapidly attenuate –electromagnetic–
waves avoiding thus reflections regardless of the frequency and the incidence angle.
Similar formulations can be found in literature for the case of elastodynamic mediums
[25, 34]. Particularly interesting are the PML’s formulated in the time domain [10]
since they could be coupled to a nonlinear analysis.
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As mentioned before, NRBC are commonly combined with a FE modelling of the
unbounded soil, but they can also be used with other type of modellings such as the
Thin Layer Method (see Fig. 1.1b and 1.2a).

(a) (b)

Figure 1.1: (a) Simplified model of a SSI-system. (b) The whole SSI system, bounded with
an artificial NRBC boundary (dashed lines) is discretized using FE.

Infinite elements

As mentioned before, FE method allows the discretization of finite domains. On the
contrary, since no radiation conditions can be directly satisfied on the boundaries
of the domain, it is not well-adapted to exterior wave propagation problems. To
overcome this drawback, the FE method can be combined to the so-called Infinite
Element (IE) method. The latter is a new concept developed in the 70’s by Ungless
[142] that accounts for radiation conditions at infinity. The idea is to combine the
standard shape functions of the classical FE framework with some oscillatory decay
functions. These functions can exhibit different asymptotic behaviours such as re-
ciprocal (∝ 1

rn ) or exponential (∝ e−nr) in the radial direction r. Several authors,
such as Bettess [15] and Astley [2], have worked on different decay functions and on
special integration schemes (Gauss-Laguerre, Gauss-Legendre...) in order to correctly
account for the different propagating and, even evanescent, modes (P-waves, S-waves,
Rayleigh waves...) arising in three dimensional wave propagation problems. Other
research lines were based on a different type of IE, the mapped IE [16], which allowed
to apply the IE method to exterior domains bounded by cylindrical, spherical or el-
lipsoidal artificial boundaries [22, 158]. In fact, the IE of Zienkiewicz was, at least
from the point of view of Bettess [16], the best IE choice ”because of its simplicity
and theoretical advantages”. However, some parameters, such as the phase velocity
or the decay function behaviour, have to be priorly estimated by means of empirical
results or analytical solutions [96, 132], and that is one of the main drawbacks of the
approach.

Regarding to dynamic SSI problems, some references exist in literature that have
used IE’s to model a homogeneous half-space or even a layered infinite media. Al-
though most of them worked under axisymmetric assumptions (refer for instance
to Chuhan and Chongbin [28], Medina and Taylor [95], Rajapakse and Karasudhi
[116], Yang and Yun [153]), Seo et al. [130] and [122], among others, developed an IE
formulation based on a Cartesian coordinate system. It is particularly interesting to
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notice that these referred SSI analyses have been done in the frequency domain, the
reason is mainly because the IE method actually has some difficulties to cope with
transient calculations [132]. In fact, Astley and Hamilton [3] studied the stability
of IE schemes in transient acoustics and concluded that IE mesh geometries giving
non-zero mass matrices do not yield stable solutions, and thus geometry has to be
properly worked out. Nevertheless, nonlinear SSI calculations have also been carried
out [26, 27] by means of a time-frequency coupling approach: the structure and the
near field behaving both nonlinear are solved in the time domain with a FE method;
the –linear– far-field is modelled by an axisymmetric IE method, formulated in the fre-
quency domain. The latter –substructuring– approach makes easier the evaluation of
the time integral convolutions arising in the FE-IE interface since the IE formulation
is also based in stiffness, damping and mass matrices.

1.1.2 The substructure method

If the SSI problem is solved in the superstructure domain bounded by the artificial
boundary, a discretization technique based on FE can be used. The ABC, which
complements the set of BC applied on the superstructure domain, is usually expressed
by a force-displacement relationship defined on the SSI-interface by means of the so-
called impedance operator. This motion relationship can be written in both frequency
and time domains.

Literature proposes several approaches to obtain this impedance operator and they
are briefly discussed in the following paragraphs. It is important to have in mind that
these approaches will be necessarily combined to a FE method, which is the technique
adopted for the discretization of the superstructure domain.

Procedures based on a BE method

The Boundary Element (BE) method was originally proposed by [119] in 1967 within
the field of electrostatics. This technique is based on the discretization of only the
domain boundaries and thus, it can be considered as a mesh reduction approach.
It is generally restricted to linear problems although some authors have applied it
on some kind of nonlinearities [18]. This discretization technique involves singular
integrations and thus a lot of research has been done on regularization techniques
or convergence analysis [18, 44]. Despite these numerical problems, the BE method
is very well-adapted to deal with unbounded domains, making this feature as one of
the main advantatges of the method. Therefore, the coupling of a BE-FE method
to account for dynamic soil-structure interaction is an interesting choice that many
authours have explored. Among them, it can be mentioned for instance the work of
von Estorff and Kausel [143], which presents a time domain formulation of the BE
method. Besides, there is the work of Belytschko and Lu [12] who proposed, some
years later, a variational formulation based on the full-space transient fundamental
solutions. Nevertheless, the use of half-space Green’s functions had been also used
by Triantafyllidis [141]. Despite the vast number of articles that have focused on
transient BE-FE formulations [46, 48, 50], mainly because of the interest to solve
nonlinear problems [49], the BE-FE coupling can obviously be formulated also in the
frequency domain. Indeed, this is particularly useful when layered medium should be
accounted for [109, 137].
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The main drawback of the BE method is that it has to deal with fully populated
(and possibly non-symmetric) matrices. The latter, for large models yields to very
important computational costs. In order to improve this feature, current research
exists to reduce the number of operations through Fast Multipole formulations [23].

Scaled Boundary Finite-Element Method

The Scaled Boundary Finite-Element Method (SBFEM), also known as the Consistent
Infinitessimal Finite-Element Cell Method (CIFECM), is an effective alternative to the
BE method for the modelling of infinite or semi-infinite domains having heterogeneous
material properties that was proposed by Wolf and Song [134, 135, 136, 150, 151]. In
fact, this approach combines the advantages of both the FE and the BE methods:
while only the boundaries have to be discretized, no fundamental solution is required.
The limitation of the SBFEM comes from the geometric requirements that have to be
satisfied for the similarity relationships but this problem can be overcome by coupling
the SBFEM to other aproaches such as the FE method [21, 58, 152].

This approach is inspired of a technique based on similarity that was first proposed
by Dasgupta [41]. In order to understand the idea, the example of a 2D homogeneous
half-space proposed in [157] is also followed here (see Fig. 1.2b). Suppose that the
similarity centre O, which is the point of reference, is placed on the free-surface of a
bounded region of soil and coincides with the origin of x and y axis. If all coordinates
of the original SSI-interface are multiplied by a positive constant, the correspond-
ing part of the boundary can be scaled resulting in a new SSI-interface and thus
a characteristic distance r can be defined for the former and latter interface. The
dynamic soil impedance modelling the unbounded domain of soil can be thus deter-
mined formulating some similarity relationships between the dynamic impedances of
each SSI-interface and between the corresponding FE nodes of the motion equation.

Literature proposes different versions of the SBFEM to deal with the represen-
tation of homogeneous half-spaces and full-spaces in 2D or 3D problems [79, 82].
Recently, the SBFEM has also been applied to 3D-layered systems allowing dynamic
SSI analysis in complex models [17]. However, the latter approach appears to be
computationally expensive and further research is currently ongoing.

(a) (b)

Figure 1.2: (a) Modelling using the Thin Layer Method. (b) Modelling using the Scaled
Boundary Finite Element Method (only the boundary is discretized as in the BE method).
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The Thin Layer Method

The Thin Layer Method (TLM), which was originally applied by Lysmer [89] in 1970 to
study seismic Rayleigh waves propagation, is based on the partial discretization of the
wave equation, mainly in the direction of soil layering (usually the vertical one). This
allows the use of a FE solution for that coordinate while other different approaches
that account for radiation conditions at infinity, such as closed-form solutions or
ABC’s, can be used for the remaining coordinate directions (see Fig. 1.2a). Hence
the main advantage of the TLM: no additional computational effort is needed for a
layered soil respect to the case of a homogeneous soil.

Since 1970, the TLM has been extended to 2D-problems (SV-P and SH waves)
in the frequency or time domain and applied for the formulation of absorbing layers
and perfectly matched layers [8, 69, 91]. It has also been used to study the dynamic
response of circular foundations and earth dams [20, 139].

However, perhaps the most important application of the TLM came for the calcu-
lation of the Green’s functions for point loads acting on or within layered domains. In
particular, Kausel and Peek [70] proposed the framework to deal with loads showing
arbitrary spatial and temporal distributions. Thus, the Green’s functions of a layered
medium that are now implemented in some well-known programs, such as SASSI, were
presented by Kausel and Roesset [71] allowing thus the computation of the TLM soil
stiffness (or impedance) matrix. These Green’s functions were later adapted to the
case of layered media over elastic half-spaces using paraxial boundaries [72]. Other
approaches showing similar aspects to the TLM apply for the computation of the
soil stiffness matrix, i.e. Haskell-Thomson transfer matrix approach [61, 140] or the
stiffness matrices technique of Seale and Kausel [128]. Nevertheless, the advantage
of the TLM respect to others is that trascendental functions can be linearized within
layers due to the assumption of sufficiently thin layers and therefore, they are easier
to be computed.

More recently, the works of Geller and Ohminato [57] and Geller and Hatori [56]
presented the so-called Direct Solution Method (DSM) which is a modification of
TLM to handle laterally and vertically heterogeneous domains and which has also
been used for the computation of 3D synthetic seismograms [38].

Lumped-parameter models

In order to account for soil-structure interaction, other approaches are based on
lumped-parameter models, such as the pioneering spring method [47] which relied
on a set of springs, one for each degree-of-freedom, attached at the base of the struc-
ture (even for the case of embedded foundations [73]). The spring method has been
afterwards enriched with dashpots and masses [9, 149] yielding to more accurate mod-
els. However, this approach presents some difficulties when an incident seismic field
is considered [43].

Another similar approach, called the macroelement method, arises by the hand
of Nova and Montrasio [106] in 1991. A macroelement is, from a FE point of view,
an input-output system defined at the foundation centre. If displacements are given
as input, forces are obtained as a result. Thus, this method allows to account for
nonlinear constitutive laws in static and dynamic analysis [24, 59].
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1.2 Dynamic SSI problem in earthquake engineering

First of all, the geometry of the SSI system must be defined (see Fig. 1.3). Let Ωb be a
bounded subset of R3 with smooth boundary Γ∪Γbo where Γ represents the interface
between Ωb and the unbounded subdomain Ωs. And let S0 be the free-surface of the
layered half-spaced Ωs.

Figure 1.3: Subdomain Ωb (modelled in FE) may include the nonlinear structure and also the
nonlinear soil. It is separated from the linear unbounded soil Ωs by the interface Γ (modelled
in BE).

In order to set the unknown fields of this problem, let the permanent displacement
fields on Ωs and Ωb due to static loads (e.g. the weight) be first defined. They
are respectively denoted by uso and ubo and assumed to be known parameters. The
dynamic perturbations of these fields due to dynamic loadings are denoted by ub(x, t)
and us(x, t). Latter displacement fields are assumed to be small enough to allow a
linear approximation of the constitutive and equilibrium equations in the vicinity of
the static state (uso, ubo). Therefore, the dynamic perturbations of the stress tensors
denoted by σs(us) and σb(ub) can also be expressed respectively as linear functions
of the dynamic fluctuation of the strain tensors ǫs(us) and ǫb(ub), for α ∈ {s, b} the
classical linear elastic law reads:

σα(uα) = Cα : ǫα(uα) (1.1)

with Cα being a four-rank tensor and : denoting the double contraction product
between two tensors of arbitrary tensor order. In particular, for an isotropic and
homogeneous material, its components Cα,ijkl can be written using index notation
as:

Cα,ijkl = λαδijδkl + µα(δikδjl + δilδjk) (1.2)

where δij denotes the Kronecker Delta and λα and µα the Lamé’s coefficients. It
is important to notice that these Lamé constants may have space dependent values.
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They can be written in terms of the Young’s modulus Eα and the Poisson’s ratio να

as follows:

λα =
Eανα

(1 + να)(1− 2να)
(1.3)

µα =
Eα

2(1 + να)
(1.4)

Using Eq. (1.1) and (1.2), the constitutive law reads:

σα(uα) = λα(∇ · uα)Id + 2µαǫα(uα) (1.5)

ǫα =
1

2

(
∇uα +∇Tuα

)
(1.6)

where ( · )T denotes the transposed and Id the identity tensor.

The traction fields tnα
(uα) applied on a given interface and with unit outward

normal vector nα can be obtained according to Cauchy’s stress principle as:

tnα
(uα) = σα(uα) · nα (1.7)

Damping models for the soil domain

There are mainly two different ways to account for dissipation in an isotropic and
homogeneous soil: either by viscous damping or by hysteretic damping. The former
can be introduced by means of the following visco-elastic constitutive equation:

σs(us) = (1 + ∂tηs) (λs∇ · us + 2µsǫs(us)) (1.8)

where ηs corresponds to the viscous damping coefficient. When this damping model is
considered no energy is dissipated at very low frequencies since the amount of energy
dissipated is proportional to the frequency. Besides, seismic waves reaching the free-
surface of the soil usually concentrate their energy in a low range of frequencies. Since
experiments have shown the present of constant dissipation over this frequency range
[129], a viscous damping model is not appropriate for earthquake engineering systems.

To overcome this problem, hysteretic damping can be considered. In this case,
stress-strain hysteretic cycles appear even for zero frequency and thus, this damping
mechanism always introduces dissipation. It is usually modelled by casting Lamé
constants to complex-valued parameters:

λ∗
s = λs(1 + iβs(ω)) (1.9)

µ∗
s = µs(1 + iβs(ω)) (1.10)

where βs(ω) denotes the hysteretic damping coefficient. However, due to the frequency-
independent behaviour of the imaginary part of Lamé constants over the frequency
range of interest, the equivalent material laws in the time domain lead to non-causal
expressions, yielding thus to non-physically models. Hysteretic damping must be em-
ployed therefore only in the frequency domain. For further details on damping models
the reader can refer to Semblat and Pecker [129].
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1.2.1 Seismic incident field

The seismic incident displacement field is classically [63] accounted for by a displace-
ment field defined in Ωs, denoted here by uinc, that satisfies:

{
− ∇ · σs(u

inc) + ρs∂ttu
inc = 0 in Ωs

tns
(uinc) = 0 on S0

(1.11)

with ns, the outward unit normal defined in Fig. 1.3. In particular, the seismic source
is assumed to be a far-field source such that uinc can be approximated by uniform
plane waves [30].

The trace of the incident displacement field on Γ will play hereafter the role of an
external applied load and therefore, tinc = tns

(uinc) will rather be considered on Γ
interface. Since the incident displacement field is given everywhere within Ωs, tinc

can be directly evaluated on Γ.

1.2.2 Linear governing equations

In order to state the equations governing the soil, a new auxiliary displacement field
usc –the diffracted or scattered field– is introduced as the difference between the total
displacement field us and the incident field [30, 63]:

usc = us − uinc in Ωs . (1.12)

The total scattered field can be decomposed as follows:

usc = urad[φ] + uloc (1.13)

where uloc corresponds to the local scattered field generated by the incident field uinc

and urad[φ], to the displacement field radiated by the structure into the soil when a
displacement field φ is prescribed on Γ. Remark that uloc can be interpreted as the
radiated (or scattered) displacement field due to the incident displacement field, i.e.
uloc = urad[−uinc] or still, usc = urad[φ − uinc].

Let the trace of the structural displacement field ub be prescribed on Γ and hence,
let the previously introduced fields urad[ub|Γ] and uloc be considered. Together with
Sommerfeld’s radiation condition at infinity, these fields satisfy respectively:





− ∇ · σs(urad) + ρs∂tturad = 0 in Ωs

tns
(urad) = 0 on S0

urad = ub on Γ

(1.14)

and 



− ∇ · σs(uloc) + ρs∂ttuloc = 0 in Ωs

tns
(uloc) = 0 on S0

uloc = −uinc on Γ

(1.15)

where, for simplicity, free-surface boundary conditions have been assumed on S0 and
where notation urad[ub|Γ] has been omitted for conciseness purposes only. In turn,



16 AN OVERVIEW ON DYNAMIC SOIL-STRUCTURE INTERACTION

displacement field ub, which refers to the structural domain Ωb, verifies:




− ∇ · σb(ub) + ρb∂ttub = f b in Ωb

tnb
(ub) = tbo on Γbo

tnb
(ub) + tns

(urad) + tns
(uloc) + tinc = 0 on Γ

ub − urad − uloc − uinc = 0 on Γ

(1.16)

with f b standing for the body forces and tbo, for the prescribed tractions over the
exterior boundary Γbo of Ωb. It should be noticed that compatibility of the total soil
displacement field us and the structure displacement field ub is directly ensured by
the kinematic conditions considered on Γ.

Moreover, all these fields are assumed to be causal with homogeneous initial con-
ditions: 




urad(x, 0) = ∂turad(x, 0) = 0 ∀x ∈ Ωs

uloc(x, 0) = ∂tuloc(x, 0) = 0 ∀x ∈ Ωs

ub(x, 0) = ∂tub(x, 0) = 0 ∀x ∈ Ωb .

(1.17)

Provided that these equations are linear, i.e. for the (visco)-elastodynamic problem,
the –unilateral– Laplace transform can be applied on the set of equations. In that
case, using initial conditions of (1.17) the SSI system of equations becomes:





− ∇ · σ̂b(ûb) + ρbs2ûb = f̂ b in Ωb

t̂nb
(ûb) = t̂bo on Γbo

t̂nb
(ûb) + t̂ns

(ûrad) + t̂ns
(ûloc) + t̂

inc
= 0 on Γ

ûb − ûrad − ûloc − ûinc = 0 on Γ

(1.18)





− ∇ · σ̂s(ûrad) + ρss2ûrad = 0 in Ωs

t̂ns
(ûrad) = 0 on S0

ûrad = ûb on Γ

(1.19)





− ∇ · σ̂s(ûloc) + ρss2ûloc = 0 in Ωs

t̂ns
(ûloc) = 0 on S0

ûloc = −ûinc on Γ

(1.20)

{
− ∇ · σ̂s(û

inc) + ρss2ûinc = 0 in Ωs \ Ωb
s

t̂ns
(ûinc) = 0 on S0

(1.21)

s ∈ C being the Laplace domain variable and the hat symbol ·̂ denoting the corre-
sponding Laplace-transformed fields. Again, notation ûrad[ûb|Γ] has been omitted for
the sake of clearness. Note that Fourier domain equations can be straightforwardly
obtained by considering ℜe(s) = 0, s ∈ C, i.e. s = iω, ω ∈ R.

1.2.3 Variational formulation

Also in the Laplace domain, the solution of the SSI problem ûb ∈ H1(Ωb) (see
Appx. A) and the different scattered fields have to satisfy the balance equation in the
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structure and its set of boundary conditions, all detailed in (1.18). These equations
are written in the following paragraphs in a weak sense.

Multiplying the balance equation of (1.18) by any Laplace-transformed virtual
displacement field δv̂ ∈ H1(Ωb), the integration over the whole domain Ωb results,
integrating by parts, in:

∫

Ωb

σ̂b(ûb) : ǫ̂b(δv̂) dV + s2
∫

Ωb

ρbûb · δv̂ dV =

∫

Ωb

f̂ b · δv̂ dV

+

∫

Γbo

t̂bo · δv̂ dS −
∫

Γ
t̂nb
(ûb) · δv̂ dS (1.22)

where the property of symmetry of the strain and stress tensors have been used
in the left-hand side of the equation and where ⋄ denotes the complex conjugate
of ⋄. Taking into account the traction boundary condition of (1.18), the following
variational formulation of the interaction problem is obtained:

{
K+ZV (s) + s2M

}
(ûb, δv̂) = ℓs (δv̂Γ ; s) + ℓb(δv̂) (1.23)

where δv̂Γ = δv̂|Γ ∈ H
1

2 (Γ) denotes the trace of δv̂ on Γ. Thus, the continuous
sesquilinear forms of stiffness and mass K(ûb, δv̂) and M(ûb, δv̂) read:

K(ûb, δv̂) =

∫

Ωb

σ̂b(ûb) : ǫ̂b(δv̂) dV

M(ûb, δv̂) =

∫

Ωb

ρbûb · δv̂ dV (1.24)

In the same way, the linear form ℓb(δv̂) can be written as:

ℓb(δv̂) =

∫

Ωb

f̂ b · δv̂ dV +

∫

Γbo

t̂bo · δv̂ dS (1.25)

Finally, the sesquilinear form ZV (ûb, δv̂ ; s), written in terms of the displacement

field traces δv̂Γ and ûb|Γ ∈ H
1

2 (Γ), leads to the sesquilinear form of the dynamic soil
stiffness Z(ûb|Γ, δv̂Γ ; s) . The latter form and the linear form of the external seismic
load ℓs (δv̂Γ ; s) read as follows:

Z(ûb|Γ, δv̂Γ ; s) =

∫

Γ
t̂ns
(ûrad[ûb|Γ]) · δv̂Γ dS (1.26)

ℓs (δv̂Γ ; s) = −
∫

Γ
t̂ns
(ûloc) · δv̂Γ dS −

∫

Γ
t̂

inc · δv̂Γ dS . (1.27)

As a result of the Betti-Maxwell reciprocity theorem [44] applied on the first

integral of the seismic load expression for ûloc = ûrad[−ûinc] and ûrad[δv̂Γ]:

−
∫

Γ
t̂ns
(ûrad[−ûinc]) · δv̂Γ dS =

∫

Γ
t̂ns
(ûrad[δv̂Γ]) · ûinc dS , (1.28)

the linear form of the seismic force due to the incident displacement field can be
reformulated into an expression that is independent of ûloc, that is:

ℓs (δv̂Γ ; s) = Z(δv̂Γ, ûinc ; s)−
∫

Γ
t̂

inc · δv̂Γ dS . (1.29)



18 AN OVERVIEW ON DYNAMIC SOIL-STRUCTURE INTERACTION

Note that for structures built over shallow or surface foundations, Γ coincides with the

free-surface S0 (where zero traction conditions are imposed) and thus, t̂
inc

vanishes.

Hence, if by Riesz representation theorem [117] a soil impedance operator Ẑ(s) is
introduced, i.e. the sesquilinear form of the soil impedance of Eq. (1.26) can be
written in terms of duality pairings 〈·, ·〉 (see Appx. A) as:

Z(ûb|Γ, δv̂Γ ; s) = 〈Ẑ(s)ûb|Γ, δv̂Γ〉 , (1.30)

the seismic loading on shallow or surface foundations can be directly obtained only
by means of the soil impedance operator and the incident displacement field.

Following a similar reasoning, the traction forces on Γ induced by ûb|Γ, which are
denoted R̂Γ(s) hereafter and which can be written as:

R̂Γ(s) = Ẑ(s)ûb|Γ , (1.31)

are usually interpreted as the soil-structure interaction (SSI) traction forces. In order
to complete this explanation, the definition of the soil impedance operator and its
main properties are fully addressed in next section.

1.2.4 The soil impedance operator

In order to introduce the soil impedance operator, let the elastodynamic boundary
value problem (BVP) associated to a layered half-space be first considered. In par-
ticular, let S0 be the infinite free-surface of the unbounded domain of soil Ωs with
outward unit normal ns and satisfying Lipschitz continuity conditions. Let Ω be a
domain that is fully embedded in the soil and whose bounded boundary Γ also satifies
Lipschitz continuity conditions. For the sake of simplicity, it is assumed in the fol-
lowing that only Dirichlet boundary conditions (BC) are applied over Γ and no body
forces are considered. It is also assumed that Γ is not included in S0, except for a set
of points of zero measure (see Fig. 1.4). The corresponding exterior BVP formulated
in the Laplace domain for s ∈ C+ = {s ∈ C : ℜe(s) > 0} thus reads:





− ∇ · σ̂(û) + s2û = 0 in Ωs

û = φ̂ on Γ

t̂ns
(û) = 0 on S0

(1.32)

where the trace of û on Γ belongs to the functional space H
1

2 (Γ) and the associated

traction field, to its dual H̃
− 1

2 (Γ). A tilde is used on the latter functional space in

order to highlight that it does not correspond to the classical H− 1

2 (Γ), since homo-
geneous Neumann BC of this BVP are applied, in this case, on an infinite boundary
[114]. It is interesting to notice that û, the unknown of the exterior BVP, corresponds

to the displacement field that is radiated into the soil when φ̂ is prescribed on the
boundary Γ, that is û = ûrad[φ̂]. Moreover, the domain of Ω corresponds to the part
of the structural domain Ωb that is embedded into the soil. Since the exterior BVP
for the radiated displacement field is considered here, the non-embedded part of Ωb

is thus not necessary to be modelled. Indeed, as it can be seen in the following, Ωb

does not take part in the definition of the boundary integral operators but only on
the definition of Γ.
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In this framework, traction field t̂ = t̂ns
(û) ∈ H̃

− 1

2 (Γ) satisfies in general the
following variational regularized direct integral equation [18, 32] on the boundary Γ:

U(t̂, t̂
′
; s) = T (φ̂, t̂

′
; s), ∀t̂

′ ∈ H̃
− 1

2 (Γ), (1.33)

where U(t̂, t̂
′
; s) and T (φ̂, t̂

′
; s) are continuous bilinear forms defined as:

Figure 1.4: Simplified model of the exterior Boundary Value Problem considered. The image
boundary represented with dashed lines concerns the regularization approach.

U(t̂, t̂
′
; s) =

∫

Γ
t̂

′T
(x′)

∫

Γ
Û

G

s (x, x′, s)t̂(x) dSx dSx′ (1.34)

T (φ̂, t̂
′
; s) =

∫

Γ
t̂

′T
(x′)

∫

Γ

{
T̂

G

s (x, x′, s)φ̂(x, s)− T 0(x, x′)φ̂(x′)
}

dSx dSx′

+

∫

Γ
t̂

′T
(x′)D(x′)φ̂(x′) dSx′

(1.35)

vT standing for the transpose of any v. In the latter equations, Û
G

s (x, x′, s) de-
notes the first Green’s tensor of a layered half-space, i.e. for any unitary vectors a
and a′, a displacement field at any position x pointing in the direction of a that
is induced by a unit point load along direction a′ applied at x′ can be defined as

a′T Û
G

s (x, x′, s)a. Analogously, a′T T̂
G

s (x, x′, s)a defines the corresponding traction

field with T̂
G

s (x, x′, s) being the second Green’s tensor of a stratified half-space. The
regularizing tensor T 0(x, x′) [18] is found so that it satisfies:

lim
r→0

(∣∣∣T̂
G

s (x, x′, s)− T 0(x, x′)
∣∣∣
)

< +∞ (1.36)

for r = ||x − x′|| → 0. This regularization tensor, which also exists for the particular
case of a layered halfspace [30], reads:

T 0(x, x′) =
G0(x′)

r2
(1.37)
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where G0 is a second order tensor that can be numerically computed. Finally, D(x′)
is a second order tensor that can be defined, for any unbounded domain of soil, in
terms of the regularizing tensor as follows:

D(x′) = I −
∫

ΓI

T 0(x, x′) dSx (1.38)

where ΓI is the image of Γ with respect to free surface of the half-space (see Fig. 1.4).
It is interesting to notice that, as long as x′ remains at a finite distance from the
free-boundary, integral in Eq. (1.38) is not singular. In fact, this integral vanishes

when Γ is fully included in the definition of the free-boundary (traction fields T G
s are

zero at free-boundary conditions) and also when Γ is a closed contour that remains
entirely at a finite distance from S0. Nevertheless, this formulation still holds when
x′ belongs to the free-surface since the measure of ΓI ∩ Γ is equal to zero.

By Riesz representation theorem [117], each bilinear form of Eq. (1.33) admits a
unique linear bounded operator mapping two Hilbert spaces. These operators can be
defined as follows:

Û(s) : H̃
− 1

2 (Γ) Ô→ H
1

2 (Γ) (1.39)

T̂(s) : H
1

2 (Γ) Ô→ H
1

2 (Γ) (1.40)

Therefore, the soil impedance operator, which corresponds to the Steklov-Poincaré
operator [76] of the unbounded soil or to the DtN operator defined over Γ, can be

written as the following isomorphism Ẑ(s) : H
1

2 (Γ) Ô→ H̃
− 1

2 (Γ):

Ẑ(s) = Û
−1(s)T̂(s) (1.41)

Based on estimates of the Green’s function in the Laplace domain, several authors
have given different s-depending bounds (s ∈ C+) for both layer potentials and in-
tegral operators associated to the dissipative Helmholtz equation [75]. Their works
are mainly focused on the exterior problems of open bounded domains, which refers
basically to infinite domains. However, the SSI problem does not exactly deal with
an infinite domain but with a semi-infinite one, i.e. the soil Ωs. Therefore, a proof
within the framework of the Helmholtz equation is provided in the following showing
that the impedance operator s Ô→ Ẑ(s), holomorphic in C+, is upper bounded for
large s and for ℜe(s) = σ0 > 0 so that:

||Ẑ(s)||
(H

1
2 (Γ),H̃

−
1
2 (Γ))

≤ C(σ0)|s|2 , with C(σ0) ∈ R . (1.42)

Proof. Let D be a continous extention operator D : H
1

2 (Γ) → H1(Ω), satisfying by
Lemma 1 of Bamberger and Duong [5] the following:

|||Dφ||||s|,Ω ≤ A(σ) |s|
1

2 ||φ|| 1
2

, ∀φ ∈ H
1

2 (Γ) , ℜe(s) > σ > 0 (1.43)

where ||| · ||||s|,Ω is defined in Appx. A. Thus the natural norm given in the dual space
is defined as:

||∂nu||− 1

2
= sup

φ∈H
1
2 (Γ),φ Ó=0

| < ∂nu, φ > |
||φ|| 1

2

≤ sup
φ∈H

1
2 (Γ),φ Ó=0

|||u||||s|,Ω|||Dφ||||s|,Ω

||φ|| 1
2

(1.44)
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where Cauchy-Schwarz inequality has been used in last step. The normal derivative
is denoted by ∂n and 〈·, ·〉 correspond to duality pairings (see Appx. A).
The first step of the proof is obtained by using inequality (1.43) in (1.44):

||∂nu||− 1

2
≤ A(σ)|s| 12 |||u||||s|,Ω (1.45)

which provides a bound1 for the Neumann data depending on |||u||||s|,Ω.

The proof of Eq. (1.42) will thus come by proving a bound for |||u||||s|,Ω. To that
aim, let us first obtain the following relation:

ℜe(s)|||u|||2|s|,Ω = ℜe(< ∂nu, su|Γ >) (1.46)

which comes from the classical variational form (∇u, ∇v) + s2(u, v) =< ∂nu, v >
tested with v = su|Γ. This can be used to show next inequality for ℜe(s) Ó= 0:

||∂nu||2− 1

2

≤ C ′(σ)|s||||u|||2|s|,Ω = C ′(σ)|s|ℜe(< ∂nu, su|Γ >)

ℜe(s)

≤ C ′(σ)|s| | < ∂nu, su|Γ > |
ℜe(s)

≤ C ′(σ)
|s|2

ℜe(s)
||∂nu||− 1

2
||u|Γ|| 1

2
(1.47)

It follows:
||∂nu||− 1

2
≤ C(σ)|s|2||u|Γ|| 1

2
(1.48)

where C(σ) is now a new constant depending on ℜe(s) > σ > 0.

Since the impedance operator is a DtN operator that maps u|Γ Ô→ ∂nu|Γ, the
inequality of Eq. (1.48) proves the upper bound of the soil impedance operator with
µ = 2.

Hereafter, it is assumed that this property of the soil impedance operator is verified
not only for the scalar case of the Helmholtz equation but also for the elastodynamic
case. In addition, it should be noticed that being Ẑ(s) holomorphic in C+ directly

ensures the causality of the corresponding operator t Ô→ Z(t) = L−1
Ẑ(s) in the time

domain [108].

1.3 Spatial semi-discretization: the BE-FE coupled
equations

The BE-FE coupling can be easily introduced by recalling the expression of the
sesquilinear form of dynamic soil impedance of Eq. (1.26) and Eq. (1.30):

Z(ûb|Γ, δv̂Γ ; s) =

∫

Γ
t̂ns

(ûrad[ûb|Γ]) · δv̂Γ dS =

∫

Γ
Ẑ(s)ûb|Γ · δv̂Γ dS (1.49)

1Another less restrictive bound can be obtained without using Lemma 1 by just considering the
continuity of the operator D:

||Dφ||21 = ||Dφ||2 + ||∇(Dφ)||2 ≤ CD||φ||21
2

, ∀φ ∈ H
1
2 (Γ)

and identity ||v||1,|s| ≤ |s|||v||1.
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where the form Z is discretized using a FE method but the impedance operator Ẑ
applied to ûb|Γ, and thus t̂ns

(ûrad[ûb|Γ]), is obtained from a BE approach. Therefore,
the first step towards the FE discretization of Z is the numerical evaluation of the
traction field t̂ns

of Eq. (1.26) with φ̂ = ûb |Γ, which is the trace of the structural
displacement field on Γ.

1.3.1 BE discretization

In section 1.2.4, the dynamic soil impedance operator Ẑ has been defined by means of
boundary integral operators associated to an exterior BVP. In order to discretize this
impedance operator, the Boundary Integral Equation (BIE) of Eq. (1.33) is discretized
in the following with a BE method. This numerical technique appears to be quite
well-adapted to this problem because of mainly two reasons. First, the BE method is
performed entirely on the boundary and, second, in the case of unbounded domains,
the radiation conditions are implicitly taken into account.

Let the spatial domain of Γ be approximated by a BE method, i.e. the boundary Γ
is divided into Ne boundary elements, whose support is denoted WE . It thus follows
the discretization of the known field φ̂(x; s) and the unknown t̂ns

(x; s) by means of
piecewise-constant shape functions in each ej direction of the canonical basis:

φ̂(x; s) =
Ne∑

k=1

3∑

j=1

M jk(x)φ̂
k
j (s) = M s

✿✿

φ̂
s
(s) (1.50)

t̂ns
(x; s) =

Ne∑

k=1

3∑

j=1

M jk(x)t̂
k
j (s) = M s

✿

t̂ s(s) (1.51)

where M jk are vectors defined as:

M jk =

{
ej for x ∈ ΩE

0 for x Ó∈ ΩE

(1.52)

and
✿✿

φ̂
s
(s) and

✿

t̂ s(s) denote the vectors that respectively collect the displacements and
tractions at the center of the elements. Higher order basis functions to approximate
displacements, in particular, the use of linear basis functions, would give a more
accurate solution [18].

Once Green’s solutions are computed, the following algebraic system of equations
can be obtained by injecting formulae of Eq. (1.34) and (1.35):

Û(s)
✿

t̂ s(s) = T̂ (s)
✿✿

φ̂
s
(s) (1.53)

where Û and T̂ are the BE method system matrices that arise from the double inte-
gration over the interface Γ of the traction and displacement fundamental solutions.
It is interesting to mention that singular integrals have to be computed and hence
special numerical techniques have to be employed [18].

Since φ̂(x; s) is discretized using a BE method and ûb|Γ(x′; s), using a FE method,
the kinematic condition stated in Eq. (1.32) must be verified in a variational sense,
this is: ∫

Γ
t̂

′T
(x′)φ̂(x′; s) dSx′ =

∫

Γ
t̂

′T
(x′)ûb|Γ(x′; s) dSx′ (1.54)
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for any test fonction t′(x′) ∈ H̃
− 1

2 (Γ). After discretization and testing with the BE
shape functions, previous Eq. (1.54) gets to:

Λs
✿✿

φ̂
s
(s) = T T

q ûb|Γ (1.55)

with Λs being a diagonal matrix containing the surface of the elements and T q, the

transfer matrix defined as T q =
∫
Γ NT

b M s dS. Recall that M s collects the BE shape
functions and, as it will be explained in next section 1.3.2, N b collects the globally
defined FE shape functions of the structure domain. Remark that vector ûb|Γ contains
the displacements at FE nodes of the interface Γ and not at BE nodes (the center of
the elements).

At this stage, tractions
✿

t̂ s(s) induced by prescribed displacements
✿✿

φ̂ s(s) on Γ can
not only be evaluated by means of the BE discretized equation (1.53):

✿

t̂ s(s) = Û
−1
(s)T̂ (s)

✿✿

φ̂ s(s) (1.56)

but also in terms of displacements expressed in a FE basis:

✿

t̂ s(s) = Û
−1
(s)T̂ (s)Λ−1

s T T
q ûb|Γ , (1.57)

where Eq. (1.55) has been used in the last step.

Subsequently, the nodal soil-structure interaction forces, denoted by R̂Γ(s), can
be obtained by the FE discretization of the sesquilinear form of Eq. (1.26). Thus, the
BE-FE coupling is finally traduced into the following expression:

R̂Γ(s) = T q
✿

t̂ s(s) (1.58)

Then, using Eq. (1.57), the latter equation derives into:

R̂Γ(s) = Ẑ(s) ûb|Γ , (1.59)

where the term of Ẑ(s) = T q Û
−1
(s)T̂ (s)Λ−1

s T T
q corresponds to the discretized

operator of Ẑ(s) and denotes the dynamic soil impedance matrix (or the dynamic

soil stiffness matrix) in a FE basis. In this dissertation, this impedance matrix Ẑ(s)
is directly computed using the BE code MISS3D [30].

Once the impedance matrix that models the soil domain is obtained, a FE formu-
lation is employed to solve for the structure domain unknowns.

1.3.2 FE discretization

The correspondant variational problem (see Eq. (1.23)) can be discretized by using
a FE approach. The displacement field ûb can thus be approximated on a finite di-
mensional defined on Ωb as ûb ≈ N bûb, being N b the matrix containing the globally
defined shape functions and ub the vector of the displacements at FE nodes. A stan-
dard Galerkin approach is followed and, using the same basis, the virtual displace-
ment field δv̂ ≈ N bδv̂ is also discretized. In the formulation that is employed here,
the elements of the symmetrical stress tensor σ̂b are collected in the vector σ̂b =
{σ̂xx, σ̂yy, σ̂zz, σ̂xy, σ̂yz, σ̂zx}T . Similarly, vector ǫ̂b = {ǫ̂xx, ǫ̂yy, ǫ̂zz, γ̂xy, γ̂yz, γ̂zx}T
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gathers the elements of the symmetrical strain tensor ǫ̂b, where γ̂xy, γ̂yz, γ̂zx de-
note the engineering shear strains. The strain vector ǫ̂b can thus be approximated by
means of shape functions as ǫ̂b = LN bûb = Bbûb, where L denotes the matrix with
derivative operators. The stress vector, related to ǫ̂b by Hooke’s law, is written as
σ̂b = DbBbûb, where Db is the constitutive matrix depending on Lamé coefficients
for an isotropic homogeneous elastic material. The resulting system of equations reads
as follows :

(Kb + s2M b + ẐV ) ûb = f̂
b
+ f̂

s
(1.60)

where ẐV depends on s. Eq. (1.60) can be rewritten by splitting the degrees-of-
freedom into those defined on the interface (denoted by subscript Γ) and those be-
longing to the interior of the building (denoted by subscript b), as follows:

[
Ŝbb(s) ŜbΓ(s)

(sym.) ŜΓΓ(s) + Ẑ(s)

] [
ûbb(s)
ûbΓ(s)

]
=

[
f̂

bb
(s)

f̂
bΓ
(s)

]
+

[
0

f̂
s
(s)

]
(1.61)

where Ŝαβ(s) = s2M b,αβ+Kb,αβ for α, β ∈ {b,Γ}, with M b,αβ and Kb,αβ the matrix

blocks of mass and stiffness of domain Ωb, and where matrix ẐV (s) is non-zero on
Γ-DoF’s:

ẐV (s) =

[
0 0

0 Ẑ(s)

]
,

Ẑ(s) denoting the soil impedance matrix. The FE stiffness matrix Kb and the FE
mass matrix M b are calculated as:

Kb =

∫

Ωb

BT
b DbBb dV (1.62)

M b =

∫

Ωb

NT
b ρbN b dV (1.63)

and the vector of external nodal forces f̂
b
is equal to:

f̂
b
=

∫

Γbo

NT
b t̂bo dS +

∫

Ωb

NT
b f̂ b dV (1.64)

The seismic force vector corresponds to the discretized version of Eq. (1.29):

f̂
s
= Ẑ

T
uinc − T T

q tinc (1.65)

where T q has been defined in the previous section.

1.3.3 Extension to the nonlinear case

Since solving nonlinear problems is one of the goals, it is interesting to turn equation
(1.61) into the time domain by using the inverse laplace transform. The new obtained
system of equations reads:

[
Lt,bb(·) Lt,bΓ(·)
(sym.) Lt,ΓΓ(·)

] [
ubb(t)
ubΓ(t)

]
+

[
0

RΓ(t)

]
=

[
F b(t)

F Γ(t) + f
s
(t)

]
(1.66)
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where the time differentiation operator related to Ŝαβ(s) is denoted by Lt,αβ(·) =
M b,αβ∂tt(·) + Kb,αβ for again α, β ∈ {b,Γ}. Vector RΓ(t), called interaction forces,

corresponds to a convolution integral coming from the term Ẑ(s)ûΓ(s):

RΓ(t) = (Z ∗ uΓ) (t) =

∫ t

0
Z(τ)uΓ(t − τ) dτ (1.67)

and its numerical treatment is the main motivation of this discussion. Remark that
in this convolution, denoted by ∗, soil impedance matrix and displacement field are
assumed to vanish for t < 0.

When nonlinear phenomena are accounted for, the problem must be formulated
in the time domain and thus, RΓ(t) also appears in the system of equations. In fact,
if nonlinearities are considered in Ωb, the problem takes the following form:

[
M b,bb M b,bΓ

(Sym.) M b,ΓΓ

] [
üb(t)
üΓ(t)

]
+

[
F int

b (t)
F int
Γ (t) +RΓ(t)

]
=

[
F b(t)

F Γ(t) + f
s
(t)

]
(1.68)

where F int
α (t) (α ∈ {b,Γ}) represents the nonlinear internal efforts in the structure

and depend on both displacement and velocity fields. In this case, the stiffness matrix
Kb,αβ of the operator Lt,αβ(·) introduced in Eq. (1.66) can be interpreted as the
tangent matrix of the internal forces.

Nonlinear transient analysis

A classical nonlinear algorithm [66] is used to deal with nonlinearities in the domains.
In this section, the main steps of the procedure are briefly introduced.

Let consider the following governing equation:

M bü + F int(u, u̇, t, ...) + R(u, t) = F ext(x, t) (1.69)

with vanishing initial conditions (simple case) and where matrix M denotes here the
mass matrix of the whole system. Vector F int corresponds to the internal nonlinear
forces that possibly depends on multiple variables and vector R(u, t) contains the
nodal soil-structure interaction forces. If Eq. (1.69) is rewritten as follows:

M bü + f int(u, u̇, t, ...) + R(u, t) − F ext(x, t) = r(u) = 0 (1.70)

with r(u) denoting the residual term, a Newton-Raphson algorithm can be applied to
solve the nonlinear problem. This algorithm consists in an iterative process that leads
to an approximated numerical solution of Eq. (1.70). This iterative process finishes
when convergence criterion is reached, i.e. displacement at iteration k + 1, denoted
uk+1, satifies Eq. (1.70) for fixed t within a given tolerance ǫ:

||r(uk+1)|| < ǫ (1.71)

In more detail, when iteration k+1 is carried out for fixed t, the following expres-
sion should be satisfied:

r(uk+1) = r(uk) + ST (u
k)(uk+1 − uk) (1.72)
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where ST (u
k) corresponds to the tangent operator on r(u) evaluated at uk. In

particular, choosing uk+1 so that r(uk+1) = 0 as in Eq. (1.70) gives:

ST (u
k)∆u

k+1 = −r(uk) (1.73)

where ∆u
k+1 = uk+1 − uk. Finally, uk+1 is computed by means of uk and ∆u

k+1.

Eq. (1.70) shows the dependence on time-varying quantities, such as displacements,
velocities and accelerations. In order to compute these terms a time discretization
must be done and this is the main issue of next chapter.

1.4 Conclusions

In this chapter the problem of soil-structure interaction has been presented. For the
spatial discretization, two main approaches have been briefly reviewed: the direct
and the substructure method. Each of them involves the coupling of the FE method
with another different numerical technique (absorbing layers, the Infinite Element
method, the BE method, the Thin Layer method, the Scaled Boundary-Finite Element
method, the method of the hidden state variables, etc.). In addition, both of them
aim at overcoming one difficulty, which is modelling the unbounded domain of soil
by accounting for Sommerfeld’s radiation conditions at infinity. The main difference
between these two approaches deals with the fact that substructuring techniques need
the construction of an impedance matrix that results in the so-called soil dynamic
stiffness matrix, whereas no impedance matrix is required for direct approaches.

In this Ph.D. thesis, a substructuring approach has been adopted. The problem
stated in the structure is solved with a Finite Element method. The soil is represented
by a soil dynamic stiffness matrix computed using a Laplace domain Boundary Ele-
ment method.

Within this FE-BE chosen approach, the governing equations of the linear coupled
system have been presented in its strong and weak forms. The dynamic soil impedance
operator has also been introduced showing that it is a causal operator holomorphic
in the complex half-plane ℜe(s) > σ0 > 0 that satifies:

||Ẑ(s)||H ≤ C(σ0)|s|µ , with C(σ0) ∈ R and µ = 2.

When nonlinear behaviour is accounted for in the FE domain, the problem must
be formulated in the time domain. In this case, it has been showed that a time
convolution integral between the dynamic soil impedance operator and the trace of
the structural displacement field over the SSI-interface appears in the equations. This
time convolution corresponds to the so-called SSI forces. In order to evaluate them,
a proper time discretization technique has thus to be chosen and this is the main
subject of chapter two.



Chapter 2

The Hybrid Laplace-Time
Domain Approach

“Entre deux vérités du domaine réel, le chemin le plus facile et le plus

court passe bien souvent par le domaine complexe.”

Paul Painlevé, 1900

With the resolution of dynamic nonlinear SSI problems being the main issue of this
dissertation, the coupled BE-FE equations have to be formulated in the time domain.
The problem needs also to be discretized in time and thus, this chapter provides
some broad-brush strokes on time integration schemes. In particular, the choice of an
adequate integration procedure within a coupled BE-FE approach is briefly discussed.

Special attention has to be given to the time convolution integrals arising at the
SSI interface (ie. interaction forces) that must be computed during the resolution of
the problem. Indeed, the evaluation of the SSI interaction forces RΓ(t) relies on the
solution of the following integral:

RΓ(t) = (Z ∗ uΓ) (t) =

∫ t

0
Z(τ)uΓ(t − τ) dτ , t > 0 , (2.1)

where the convolution kernel Z(t), numerically known in the Laplace domain, shows
a distributional behaviour. In order to evaluate this convolution, a Hybrid Laplace-
Time domain Approach which is based on convolution quadratures is presented. It
is first introduced regardless of the problem’s nature and then, it is particularized to
dynamic SSI problems.

The coupling of the proposed approach to a Newmark time integration scheme
within the BE-FE framework is elaborated and its stability properties discussed. Some
features of the proposed approach, as well as those of a Hybrid Frequency-Time
domain Approach, are finally analyzed on a simple numerical applicaton.

27
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2.1 State of the art

As stated before, the interaction forces within a BE-FE coupling approach are es-
sentially the representation of the unbounded soil domain. They are thus directly
related to the BE system. If the FE model contains some kind of nonlinearities (con-
tact, friction, impact, plasticity, large transformations, etc.), the SSI forces applied
on FE domain boundaries must be evaluated in the time domain.

They can be evaluated entirely in the time domain by using a BE method based on
time domain Green’s functions. However, the main difficulty of this approach is the
choice of an adequate time step. Indeed, a very small time step produces an unstable
numerical solution, whereas a too large time step introduces numerical damping in
the solution. Although, several research works have recently been focused on the
improvement of the stability and causality of the transient dynamic BE solutions
[112, 155], the fundamental solutions are not always easy to obtain.

To overcome these problems, several approches based on frequency BE formula-
tions can be found in literature. Hybrid approches are mainly based on recursive
discrete-filtering techniques [146, 147], on Fast Fourier Transform (FFT) algorithms
[14] or on balancing approximation techniques [111]. Examples of recursive filtering
techniques can also be found in Şafak [37] but these techniques show very high in-
stabilities during the time integration procedure and its application is limited to the
analysis of rigid foundations [94]. On the other hand, FFT-based techniques needs the
computation of the SSI convolution kernel which usually corresponds to the dynamic
impedance matrix of the unbounded soil domain. Nevertheless, Masoumi [94] and
Wolf [145] proved that the choice of a flexibility formulation can avoid some numerical
difficulties related to Gibbs phenomenon. In this way, François [53] proposed a hybrid
frequency-time approach where the SSI convolution to be evaluated was computed by
means of a Filon algorithm applied on soil flexibility matrix. This approach can still
be combined with the θ-method, which is a dissipative time integration scheme, in
order to get more satisfying results.

Even if no SSI convolution has to be evaluated, it might be interesting to recall that
hybrid approaches exist also for contact and frictional nonlinearities. One example is
the so-called time-frequency method recently developed by Obrembski et al. [107] or
Clouteau and Devésa [31]. The approach, which was recovered from the work of Dar-
bre and Wolf [40], is based on the following strategy. Time solution of the linearized
problem is first computed using a frequency based BE method and, afterwards, a time
solution is obtained by using a FFT algorithm. It is then corrected by an incremental
time stepping procedure in order to reach convergence with the nonlinear solution.
Nevertheless this method presents some difficulties of convergence, particularly with
3D modellings.

Alternatively, Schanz and Antes [125, 126] have introduced a new formulation for
time domain BEM based on the Convolution Quadrature Method of Lubich [84, 85].
The main difference to usual time-stepping BE formulations is the way to solve the
convolution integral appearing in most time-dependent integral equations. In the
CQM formulation, this convolution integral is approximated by a quadrature rule
whose weights are determined by the Laplace transformed Green’s solutions and a
multistep method. The combination of CQM with BEM basically improves the sta-
bility of the time-stepping procedure and allows to avoid highly complicated funda-
mental solutions in time domain. In addition, it allows the modelling of viscoelastic
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and poroelastic constitutive relations even in quasi-static problems [127]. A compara-
tive study against two other different approaches, both classical transformed Laplace
domain and time domain formulations, has been carried out by Gaul and Schanz [55].

Convolution quadrature method has also been combined with Duhamel-BE meth-
ods [97, 98, 113] to solve soil-structure interaction and wave propagation problems.
But the adoption of the Laplace transform has also been employed without convo-
lution quadratures. In fact, Loureiro and Mansur [83] used a hybrid time-Laplace
algorithm based on subsequently numerical Laplace inversion techniques to obtain
the time domain solution of the elastodynamic equations of motion and Albuquerque
et al. [1] applied also a hybrid time-Laplace domain BEM for anisotropic dynamic
crack problems.

Even when a stable time integration scheme is used for the BE system, an unstable
solution can be obtained within a nonlinear analysis. Lie et al. [81], Yu et al. [154]
pointed out that the FE time discretization scheme may introduce some unstabilities.
Masoumi [94] thus proposed a coupled θ-method for the BE system and a time step-
ping scheme developped by Lie and Yu [80] for the FE equations. Time integrations
schemes that introduce numerical damping, such as the HHT method [65], can also
be used for the FE system of equations.

2.2 Time domain discretization

In order to focus on time domain discretization methods, hereafter, it is assumed that
all variables are spatially discretized by means of a FE method. Therefore, and for
the sake of conciseness, nodal vectors are no more underlined.

The time stepping procedure involves the division of the whole time interval of
calculation into small time increments ∆t. This method, which also involves the time
discretization of both loadings and unknown fields, assumes that governing equations
are only satisfied at some instants t = n∆t, with n ∈ N. In addition, other assump-
tions concerning the variation of the unknown fields (ie. displacements, velocities and
accelerations in dynamic problems) within a time step have to be done. In fact, the
way that this variation is approximated can constitute a characteristic feature of the
time integration scheme and thus, a possible classification. However, time stepping
procedures are typically classified as explicit or implicit depending on the way the cur-
rent time step (that is at t = n∆t) is evaluated. For dynamic problems, an explicit
algorithm can be defined as:

un(x) = f(un−1, u̇n−1, ün−1, un−2, u̇n−2, ün−2, ...) (2.2)

where un approximates the displacement field u(n∆t) and dot denotes time derivative.
Remark that in this case, the current time step solution n depends only on past
responses. On the contrary, an implicit algorithm, which can be expressed as:

un(x) = f(u̇n, ün, un−1, u̇n−1, ün−1, un−2, u̇n−2, ...) (2.3)

exhibits dependency also on the solution of the motion equation evaluated at t = n∆t
and thus, a coupled algebraic system of equations must be solved. The latter makes
implicit schemes more computationally expensive per time step iteration. However,
unconditionally stable implicit schemes allows the use of larger time steps to satisfy
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the same accuracy requirements. Indeed, explicit schemes are all conditionally stable.
That means that the time step size that can be used without getting an unstable
solution must be smaller than, or equal to, a critical time step given by the Courant
condition [36]. This restriction can lead to the use of a too small time step with
respect to the one that would be required to properly represent the physics of the
problem. Then, in these cases, an implicit algorithm can be more effective.

Another classification that can be made depends on whether or not the time inte-
gration scheme is self-starting. Time stepping procedures where the response at the
current time step depends only on the previous time step are self-starting. Other-
wise, the time integrator used corresponds to a multistep method (dependency on the
responses of the last k time steps).

Moreover, in nonlinear analysis, the choice of the time integration scheme becomes
as important as Newton-Raphson equilibrium iterations within each time step. In-
deed, even with very tight convergence tolerances for Newton-Raphson iterations (see
Sec. 1.3.3), a time integration scheme that is unconditionally stable in a linear analysis
may become unstable when nonlinearities are accounted for [11].

In the following, the family of explicit and implicit Newmark time integration
schemes will be used for the FE model and the Convolution Quadrature Method, for
the BE equations. Therefore, they are briefly addressed in next sections.

2.2.1 Family of Newmark time integration schemes

The family of Newmark time integration schemes [104] are considered as one time
step schemes. The reason is because the variables to compute in the current time step
depend only on the previous time step, not on several previous time steps (a multi
time step scheme). The general Newmark scheme comes from the Taylor expansion of
the time function that one wants to compute. In mechanics, the variables to estimate
are the displacement u(t) and the velocity u̇(t). The general expressions involve two
parameters, γ and β, whose value can modify the properties of convergence, stability
and consistance of the time integration scheme, e.g. β = 0.25 and γ = 0.5 gives an
unconditionally stable scheme without numerical dissipation.

The calculation of the displacement and the velocity deals essentially with two
phases: one of prediction and the other of correction. The predictors can be directly
identified in the Taylor development, they depend only on the previous time step.
The two predictors, one for the displacement and the other for the velocity, read:

u̇P
n+1 = u̇n +∆t(1− γ)ün

uP
n+1 = un +∆t2(

1

2
− β)ün (2.4)

Therefore, the final expressions of u(t) and u̇(t) at the current time step t = (n+ 1)∆t
are:

u̇n+1 = u̇P
n+1 + γ∆tün+1

un+1 = uP
n+1 + β∆t2ün+1 (2.5)

In dynamics, the FE equation written at t = (n+ 1)∆t is generally:

Mün+1 +Cu̇n+1 +Kun+1 = F n+1 (2.6)
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Then, it must be chosen for which quantity (displacement, velocity, acceleration) the
problem is going to be solved. Depending on which quantity is chosen, Eq. (2.5) must
be elaborated and introduced in (2.6) in order to reduce the system to something like:

Ax = B (2.7)

where x denotes the unknown quantity chosen andA and B, the resulting matrix and
vectors gathering the predictors and matrices M , C, K. For example, when solving
for displacement, which is common in nonlinear problems, matrix A and vector B
read:

A =
1

β∆t2
M +

γ

β∆t
C +K

B = F n+1 +

(
1

β∆t2
M +

γ

β∆t
C

)
uP

n+1 − Cu̇P
n+1 (2.8)

After predicting and computing the current time step, it follows a phase of cor-
rection of the two other quantities. Following the example, they would correspond to
the velocity and the acceleration and they would read as:

ün+1 =
1

β∆t2
(un+1 − uP

n+1)

u̇n+1 = u̇P
n+1 + γ∆tün+1 (2.9)

2.2.2 Convolution Quadrature Method

In this section, the Convolution Quadrature Method (CQM) is briefly adressed for
the general case of a sectorial Laplace transform F (s). For more details, the reader
can refer to Lubich [84].

In the framework of a sectorial Laplace transform, F (s) is analytic in Σϕ, which
is defined as:

Σϕ =
{

s ∈ C : | arg(s − σ0)| < π − ϕ , ϕ <
π

2
, σ0 ∈ R

}
(2.10)

and, also in Σϕ, F (s) verifies:

|F (s)| ≤ M |s|−ν for some M, ν ∈ R (2.11)

The case of a non-sectorial Laplace transform can be easily particularized for ϕ = π
2 .

The analyticity domain of F (s) is thus bounded in a half-plane Re(s) > σ0 > 0.

The inverse Laplace transform is then given by

f(t) =
1

2πi

∫

Γ
F (s)est ds, t > 0 (2.12)

with Γ a contour in the sector of analyticity, going to infinity with an acute angle to
the negative real half-axis and oriented with increasing imaginary part1. The function
f(t) is analytic in t > 0 and satisfies:

|f(t)| ≤ Ctν−1eσ0t, t > 0 (2.13)

1Numerical evaluation of the inverse Laplace transform can be obtained using other (even more
performing) integration contours such as Talbot contours or hyperbolas [52, 138].
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and is therefore locally integrable if ν > 0 (and absolutely convergent). When
ν < 0, the problem is conveniently formulated as in Lubich [86], that is in terms
of F (s) = smFm(s) with m ≥ |ν|. In that article, the case of convolutions with non-
integrable kernel is also addressed.

Under these assumptions, the approximation of a continuous convolution (possibly
matrix × vector2):

(f ∗ g)(t) :=

∫ t

0
f(t − τ)g(τ) dτ, 0 ≤ t ≤ T (2.14)

can be evaluated at t = n∆t, with n = 0, 1, ..., N and time step ∆t > 0, by using a
convolution quadrature, that is:

(f ∗ g)(n∆t) ≈
n∑

k=0

wn−k(∆t)g(k∆t) (2.15)

where the quadrature weights wn are the coefficients of the generating power series3:

∞∑

n=0

wn(∆t)zn = F

(
r(z)

∆t

)
z ∈ C, |z| ≤ 1. (2.16)

Here r(z) is a given rational function, chosen as the quotient of the generating poly-
nomials of a linear multistep method verifying the following assumptions:

1. strongly zero-stability and stability in a neighbourhood of infinity: r(z) is
analytic and without zeros in a neighbourhood of the closed unit disk |z| ≤ 1,
with the exception of a zero at z = 1;

2. A(α)-stability with α > ϕ of (2.10): | arg r(z)| ≤ π − α for |z| < 1;
3. consistency of order P ≥ 1: 1

∆t
r(e−∆t) = 1 +O(∆tP ) as ∆t → 0.

It can be noticed that (2.16) is well-defined if r0
∆t
is in the domain of analyticity

of F(s), where r0 denotes r(z) evaluated at z = 0. Since r0 > 0 by the conditions
on r(z), this is satisfied at least for sufficiently small ∆t > 0. The use of convolution
quadrature formulas based on implicit Runge-Kutta methods (such as the Radau IIA
schemes) instead of multistep methods is not common for engineering applications
[6, 88] and remains a perspective of the present work.

Proof. For the sake of simplicity, the same reasoning of [84] and a similar notation is
used in here4. Replacing f(t) with expression (2.12) within Eq. (2.14) and exchanging
integrals leads to:

y(t) =

∫ t

0
f(t − τ)g(τ) dτ =

1

2πi

∫

Γ
F (s)

∫ t

0
es(t−τ)g(τ) dτ

︸ ︷︷ ︸
x(t;s)

ds (2.17)

with Γ the same contour as in (2.12). The inner integral, abbreviated with x(t; s) is
a solution of the differential equation of first order:

∂tx(t; s) = sx(t; s) + g(t) (2.18)

2The absolute values on the left-hand sides of the bounds (2.12) and (2.11) are to be interpreted as
matrix norms for matrix-valued convolution kernels.
3Quadrature weights wn can also be interpreted as the inverse Z-transform [67] of W (z) = F

(
r(z)
∆t

)
,

where z ∈ C denotes the Z-transform variable.
4The same proof can be done by means of the Z-transform theory.
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with vanishing initial conditions. Therefore, ∂tx(t; s) can be approximated at t = n∆t,
n ≥ 0, by a linear k-step method:

∂tx(t; s)|t=n∆t ≈
∑k

j=0 αjxn+j−k

∆t
=

k∑

j=0

βj(sxn+j−k + g((n+ j − k)∆t)) (2.19)

with equal time steps ∆t, the starting values x−k = ... = x−1 = 0 and g ∈ C[0, ∞)
extended by 0 to the negative real axis. Coefficients αj and βj correspond to the
multistep constants. Recall that a linear multistep method applied on a ordinary
differential equation of first order, this is for instance ẋ(t) = h(t, x), can be generally
written at t = n∆t as:

k∑

j=0

αjxn+j−k = ∆t
k∑

j=0

βj h(n∆t, xn+j−k) . (2.20)

Unfortunately, this representation of the multistep method does not allow to ex-
tract the discrete values xn which shall be used in (2.17). Multiplying (2.19) by zn

and summing over n from 0 to ∞ we obtain:

(α0z
k + ...+ αk)X(z) = (β0z

k + ...+ βk) · (∆t · sX(z) + ∆tG(z)) (2.21)

with the generating (formal) power series

X(z) =
∞∑

n=0

xnzn , G(z) =
∞∑

n=0

g(n∆t)zn.

Solving this equation for X(z) we find that xn is the n-th coefficient of the power

series
(

r(z)
∆t

− s
)−1

G(z) where:

r(z) =
(α0z

k + ... + αk−1z + αk)

(β0zk + ... + βk−1z + βk)
(2.22)

verifies condition 3. Therefore, the approximation in (2.17) at t = n∆t is the n-th
coefficient of:

∞∑

n=0

y(n∆t)zn =
1

2πi

∫

Γ
F (s)

(
r(z)

∆t
− s

)−1

G(z) ds = F

(
r(z)

∆t

)
G(z) (2.23)

where the equality holds by Cauchy’s integral formula. By using (2.16) we finally
obtain that:

y(n∆t) =
n∑

k=0

wn−k(∆t)g(k∆t), n = 0, 1, ..., N (2.24)

which corresponds to (2.15).

Following notation of Eq. (2.22), some examples of linear multistep methods can be
found in Tab. 2.1. Particularly interesting are the backward differentiation formulas

(BDF) of order P ≤ 6, given by r(z) =
∑P

m=1
1
m
(1 − z)m, which correspond to a

linear multistep method of Eq. (2.20) with βj = 0. In Fig. 2.1 some examples are
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Figure 2.1: Backward differentiation formulas of order P on the complex plane.

Table 2.1: Generating polynomials of some well-known k-step methods of order P .

Method Type α(z) β(z) k P

Forward Euler explicit 1− z z 1 1
Trapezoidal Rule implicit 1− z 1

2 +
1
2z 1 2

Backward Euler or BDF1 implicit 1− z 1 1 1
BDF2 implicit 3

2 − 2z + 1
2z2 1 2 2

plotted on the complex plane for |z| = 1. BDF show, respectively for P = 1, ..., 6,
A(α)-stability with α = 90◦, 90◦, 88◦, 73◦, 51◦, 18◦. As this dissertation is focused on
causal operators (i.e. operators satisfying (2.11) on Σϕ with ϕ = π

2 ) only multistep
methods that verify the A(α)-stability condition for α ≤ ϕ = π

2 are considered, that
is only multistep methods of order P ≤ 2 [39].

Therefore, the CQM with an underlying BDF2 method will be considered here-
after for the evaluation of the interaction forces. This method is, in some way, the
time discretization method used for the BE system. But the reason of chosing CQM
might be found by analyzing its numerical characteristics. Among its main attractive
features, one can highlight that they work well for singular kernels and they are spe-
cially useful when the Laplace transform of the convolution kernel can be evaluated.
They also show excellent stability properties when used for the discretization of in-
tegral equations or integro-differential equations of convolution type. This is mainly
due to the fact that the stability of a discrete convolution equation depends on the
range of the generating function of the weights for |z| < 1 [123]. In fact, in Eq. (2.16),
the generating function is directly related to the Laplace transform, which somehow
determines the stability properties of the continuous convolution equation.

2.3 The Hybrid Laplace-Time Domain Approach

The transient solution of the dynamic equations is obtained by using a time integration
scheme. In FE analysis, this time integration scheme is usually based on a single
solution procedure, such as the Newmark time integration scheme. On the other
hand, in a BE analysis, the system response at each time step depends not only on
the response at the previous time step (as classically done in a FE analysis) but also on
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all previous states of the system. Therefore, different types of time integration schemes
may be used for each type of analysis so that a stable5 solution could be guaranteed.
Unfortunately, as mentinoned on the introduction of this chapter, the stability of
either or both BE and FE solutions does not ensure the stability of the coupled BE-
FE solution. In order to stabilize the BE-FE coupled time stepping solution, the
hybrid Laplace-time approach –denoted hereafter as HLTA– is proposed.

Following the strategy of Lubich [86] to show numerical properties of convolution
quadratures, the HLTA is based on the factorisation of the polynomial part of the
impedance function Ẑ(s). The formulation of a general mathematical framework is
first adressed. It is then particularized to the case of dynamic interaction problems,
where the HLTA allows to introduce inertial, damping and stiffness terms in the for-
mulation. The reason to introduce these terms comes from the fact that the unknowns
of our problem are not only displacements but also velocities and accelerations (see
for instance Newmark’s time integration scheme in Sec. 2.2.1).

In the case of a dynamic soil-structure interaction, it seems convenient to express
the interaction forces t Ô→ L−1(Ẑû)(t) as a linear combination of inertial, damping
and stiffness terms instead of hiding all the inertial and damping effects behind the
time impedance function. This approach is already used in other kind of dynamic
problems, such as fluid-structure interaction (FSI) problems. In fact, in FSI problems,
literature proposes similar approaches to compute the aerodynamic forces. They are
mostly based on the decomposition of the impedance function defined in the Laplace
domain into a second order polynomial and a regular function. This yields in time
domain to a linear combination of inertial, damping and stiffness terms [68, 156].

2.3.1 General formulation

Let Ω be a bounded subset of R3 with a smooth boundary ∂Ω. Let homogeneous
boundary conditions be considered on ∂Ω, except for Γ ⊂ ∂Ω which represents the
interface between Ω and the unbounded subdomain Ωs. Let an impedance function
s Ô→ Ẑ(s), defined on Γ and with inverse Laplace transform t Ô→ Z(t), t ∈ R, be
analytic on the complex half-plane ℜe(s) > σ0 and bounded for large s:

||Ẑ(s)||H ≤ C(σ0) |s|µ , with C(σ0), µ ∈ R (2.25)

where s ∈ C denotes the Laplace variable and ||·||H the norm of an appropriate Hilbert
space H. Remark that µ corresponds to −ν of Lubich’s notation of Eq. (2.11).

In this framework, the problem to be considered is the evaluation of a convolution
integral between two causal functions like:

(Z ∗ u) (t) =

∫ t

0
Z(t − τ)u(τ) dτ, 0 ≤ t ≤ T (2.26)

where the impedance Z(t) is the kernel of the convolution and u(t) denotes a suffi-
ciently time-diffentiable field on Γ. Recall that a causal function is zero for t < 0.
Hereafter, continuous fields are assumed to be discretized in the space domain.

5An integration scheme is said to be stable if the numerical solution, under any initial conditions,
does not grow without bound (Bathe, 1996).
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Let Ẑ(s) = Ẑm(s)P̂ (s) with P̂ (s) a s-polynomial function of degree m ≥ µ > 0
with matrix-valued coefficients of dimension nΓ, the number of degrees-of-freedom on
the interface Γ (for µ ≤ 0, polynomial P̂ (s) can be chosen as the identity matrix):

P̂ (s) =
m∑

p=0

Λpsp (2.27)

where Λp ∈ M
+
nΓ
(R).

Following this polynomial decomposition, the distributional convolution kernel
Z(t) is thus written as the product of a sum of p-order derivatives (0 ≤ p ≤ m), which
are weighted by the matrix-valued coefficients Λp, and a continuous exponetially

bounded function Zm(t) = L−1
(

Ẑm(s)
)
, i.e.

Z(t) =


Zm ∗

m∑

p=0

Λp

dpδ

dtp


 (t) (2.28)

where δ(t) denotes Dirac’s delta distribution. Remark that, by Cauchy’s integral
theorem, Zm(t) is a causal function [86]. Thus:

(Z ∗ u)(t) =
m∑

p=0

(∫ t

0
Zm(τ)Λpu(p)(t − τ) dτ

)
(2.29)

with u(t) a smooth causal function.

Therefore, if ∆t > 0 denotes the time step, the Convolution Quadrature Method
[84] approximates the convolution integral in Eq. (2.29) by a discrete convolution as:

(Z ∗ u)(n∆t) =
n∑

k=1

(
Ψn−k+1
0 uk + ...+Ψn−k+1

m u
(m)
k

)
(2.30)

where u
(p)
k approximates the p-derivative of displacement at t = k∆t, u(p)(k∆t), and

coefficients {Ψi
j} ∈ M

+
nΓ
(R) (i = 1 .. n, j = 1 .. m) correspond to the weights of the

generating power series:
+∞∑

k=0

Ψk
j zk = Ẑm (s∆t)Λj (2.31)

The complex sampled values s∆t of impedance are given by a rational function of a
linear multistep method of order P satisfying strong A-stability conditions. In this

dissertation, let s∆t be
r(z)
∆t

where r(z) is the backward differentiation formula of

P = 2 reading r(z) = 3
2 − 2z + 1

2z2.

2.3.2 Application to SSI problems: MKC formulation

The soil impedance matrix, i.e. the discretized version of the impedance operator,
maps any displacement vector of the soil-structure interface to its corresponding force
vector on the same boundary. Recall that all continuous fields are discretized in space
and thus the problem is addressed in terms of matrices and vectors.
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The dynamic soil impedance matrix, assumed analytic in the half-plane ℜe(s) > σ0
for causality purposes, will be considered in the following form:

Ẑ(s) = Ẑsin(s) + Ẑnsin(s) (2.32)

where Ẑsin(s) denotes the singular part of the impedance and Ẑnsin(s) denotes a
regular function whose inverse Laplace transform:

Znsin(t) =
1

2πi

∫

σ0+iR

estẐnsin(s) ds (2.33)

defines a continuous, exponentially bounded function which vanishes for t < 0. A
singular impedance is assumed hereafter to be an impedance that is not bounded in
the high frequency range. On the contrary, a non-singular impedance would tend to
zero for high values of the frequency and thus, its inverse Laplace transform exists in
the classical sense.

For the case of an impedance matrix coming from a FE formulation, Cottereau
[35] showed that the singular part can be written as:

Ẑsin(s) =MΓs2 +CΓs+KΓ (2.34)

whereKΓ, CΓ andMΓ are the matrices modelling the soil inertial, damping and stiff-
ness effects. Note that this expression explicitly satisfy condition stated in Eq. (2.25).
By using some of the well-known propeties of the Laplace transform, it can be veri-
fied that the inverse Laplace transform of Ẑsin(s) is defined in terms of distributions,
particularly, it involves the first and second time derivatives of Dirac’s delta function:

Zsin(t) = MΓδ̈(t) +CΓδ̇(t) + KΓδ(t) (2.35)

Recall that Zsin(t) corresponds to the time convolution kernel of the interaction
forces. The evaluation of this kind of –distributional– convolution integrals involving
such a singular behaviour is not trivial and thus, a CQM-based time discretization
seems to be a well-adapted strategy for this type of problem.

Nevertheless, paying attention to the physical units of Eq. (2.26) which are actually
those of a force (Newtons), it seems natural to express the convolution not only in
terms of displacements, but also in terms of accelerations and velocities. To that end,
the polynomial part P̂ (s) of the impedance is factorized yielding to:

Ẑ(s) = Ẑm(s)P̂ (s) = Ẑm(s)
(

M̃Γs2 + C̃Γs + K̃Γ

)
(2.36)

where K̃Γ, C̃Γ and M̃Γ are respectively some estimates of the matrices KΓ, CΓ

and MΓ presented in Eq. (2.34). Some procedures to determine these estimates are
described in Sec. 2.3.3.

Therefore, the convolution can be written in terms of the Laplace transform as
follows:

(Z ∗ u)(t) =
1

2πi

∫

σ0+iR

Ẑm(s)P̂ (s)û(s) estds (2.37)

The polynomial function P̂ (s) acts thus over the displacement as a differential oper-
ator and Eq. (2.26) finally reads:

(Z ∗ u)(t) = (Zm ∗ M̃Γü)(t) + (Zm ∗ C̃Γu̇)(t) + (Zm ∗ K̃Γu)(t) (2.38)
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where the interaction force vector (denoted hereafter by RΓ(t)) involves in its calcu-
lation the evaluation of displacement, velocity and acceleration convolutions.

If a time step ∆t > 0 is chosen, the convolution integral can be discretized again
as in Eq. (2.30) leading to:

RΓ,n =
n∑

k=1

(
Ψn−k+1
2 ük +Ψ

n−k+1
1 u̇k +Ψ

n−k+1
0 uk

)
(2.39)

where matrices multiplying displacement vectors uk, velocity vectors u̇k and acceler-
ation vectors ük are given by:

Ψk
0 = Zk

mK̃Γ

Ψk
1 = Zk

mC̃Γ

Ψk
2 = Zk

mM̃Γ (2.40)

From a numerical point of view, these three convolutions (see Eq. (2.39)) are just
unknown at t = n∆t, since all previous time steps have already been computed.
Therefore, Eq. (2.39) can be written by isolating instant n as:

RΓ,n = Ψ
1
2ün +Ψ

1
1u̇n +Ψ

1
0un +RΣ(n−1) (2.41)

Consequently, coefficients Ψ1
i (i = 0, 1, 2) are respectively related to instantaneous

stiffness, damping and inertia terms and RΣ(n−1) depends only on previous time
steps:

RΣ(n−1) =
n−1∑

k=1

(
Ψn−k+1
2 ük +Ψ

n−k+1
1 u̇k +Ψ

n−k+1
0 uk

)
(2.42)

Eigenmode decomposition

In order to reduce the computational cost, the kinematics of the SSI interface can
be approximated by the linear combination of N eigenmodes φj , j = 1, ..., N . That
is, the nodal displacement vector corresponding to degrees-of-freedom on Γ can be
written as:

uΓ(t) =
N∑

j=1

αj(t)φj (2.43)

where αj(t) correspond to the so-called generalized or modal coordinates. If φj (also
known as Ritz vectors) are collected in a matrix ΦΓ and the modal coordinates are
collected in a vector αΓ(t), Eq. (2.43) reads:

uΓ(t) = ΦΓαΓ(t) (2.44)

If the nodal displacement vector is expressed in this Ritz basis, the interaction
forces should to be projected in the same basis, that is:

fΓ(t) = Φ
T
ΓRΓ(t) (2.45)

where fΓ(t) stands for the modal SSI interaction forces.
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Once the problem is discretized in the time domain, Eq. (2.44) and Eq. (2.39) can
be combined and thus, Eq. (2.44) can be written at t = n∆t:

fΓ,n =
n∑

k=1

(
ΦT
ΓΨ

n−k+1
2 ΦΓα̈Γ,k +Φ

T
ΓΨ

n−k+1
1 ΦΓα̇Γ,k +Φ

T
ΓΨ

n−k+1
0 ΦΓαΓ,k

)

(2.46)

By taking Ψ̆
k

i = Φ
T
ΓΨ

k
iΦΓ (i = 0, 1, 2) previous equation becomes:

fΓ,n =
n∑

k=1

(
Ψ̆

n−k+1

2 α̈Γ,k + Ψ̆
n−k+1

1 α̇Γ,k + Ψ̆
n−k+1

0 αΓ,k

)
(2.47)

where Ψ̆
0

0, Ψ̆
0

1 and Ψ̆
0

2 corresponds, respectively, to the generalized (or modal) in-
stantaneous matrices of stiffness, damping and mass associated to the soil. In fact,
this eigenmode decomposition allows the computation of the soil modal impedance
matrix with a reduced computational effort.

Flexibility formulation

Instead of evaluating RΓ(t) as a function of Z(t), interaction forces can be written

as a function of F (t) which is the inverse Laplace transform of Ẑ
−1
(s). Such a

formulation will be called a flexibility formulation, otherwise, it will be referred to as
stiffness formulation [144, 145, 148].

When a flexibility formulation is adopted, the convolution integral to evaluate is
not the one in Eq. (2.39) but the following one:

un = (F ∗ Q)(n∆t) =
n∑

k=1

Θn−k+1Qk (2.48)

where F (t) is the flexibility matrix (the inverse of the impedance matrix Z(t)) and

Q(t)6 are the interaction forces. Assuming that Ẑ(s) is as Eq. (2.34), it can be
verified that the flexibility matrix also satisfies the condition of Eq. (1.42). In fact,
for µ < 0 (for µ = −2 indeed) the CQM can be straightforwardly applied without

using a polynomial factorisation. Therefore, if F̂ (s) denotes the Laplace transform of

F (t), the matrix coefficients Θk correspond to the coefficients of the power series:

∞∑

n=0

Θn(∆t)zn = F̂

(
r(z)

∆t

)
z ∈ C, |z| ≤ 1. (2.49)

In order to compute the interaction forces vector Qn at time t = n∆t, equation
(2.48) is rearranged as follows:

Qn =
(
Θ1

)−1
un −

(
Θ1

)−1
n−1∑

k=1

Θn−k+1Qk (2.50)

where
(
Θ1

)−1
is the instantaneous stiffness term.

6In order to avoid confusions, the interaction forces will be denoted either Q(t) or R(t) when either
a flexibility or a stiffness formulation is respectively adopted.
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Equation (2.50) shows that interaction forces can be calculated in terms of dis-
placements and the interaction forces at previous time steps. If one wants inertia and
damping terms to appear, an other formulation has to be proposed:

Qn =
(
Θ̃
1
)−1

(MΓün +CΓu̇n +KΓun)−
(
Θ̃
1
)−1 n−1∑

k=1

Θ̃
n−k+1

Qk (2.51)

where the matrix coefficients Θ̃k are now the coefficients of the power series:

∞∑

n=0

Θ̃n(∆t)zn = F̂ ∗

(
r(z)

∆t

)
z ∈ C, |z| ≤ 1. (2.52)

with F̂ ∗(s) denoting the Laplace transform of:

F̂ ∗(s) =
(
MΓs2 +CΓs+KΓ

)
F̂ (s) (2.53)

Remark that in Eq. (2.51) (Θ̃
1
)−1MΓ, (Θ̃

1
)−1CΓ, (Θ̃

1
)−1KΓ are thus the instanta-

neous inertia, damping and stiffness matrix of the unbounded soil domain.

2.3.3 MKC identification

As seen before, K̃Γ, C̃Γ and M̃Γ correspond to some estimates of the real KΓ, CΓ

and MΓ matrices associated to the soil impedance matrix within a FE formulation.
However, in the present case, only the BE soil impedance matrix is provided at some
complex frequencies. Assuming that the soil impedance matrix should be the same
either within a FE formulation or a BE one, the FE matrices K̃Γ, C̃Γ and M̃Γ can
be approximated by means of the BE soil impedance samples by using identification
techniques that can be found in the literature.

All identification methods start with the assumption on the form of the soil
impedance operator and, in general, the use of an equivalent lumped-parameter
model is recommended [110]. Indeed, the SSI convolution appearing in dynamic
SSI problems, is no more necessary to be computed. However, stiffness and damping
terms are not enough to get accurate results, and a virtual mass should also be con-
sidered [103]. These parameters depend on the type of foundation and soil profile.
The works of Nakamura [99, 100] were for instance focused on rigid foundations with
homogeneous or layered soils. They were afterwards extended for the case of hys-
teretic damped soil impedance functions [62, 102], where the Hilbert transform can
be used to deal with causality problems.

Other common methods assume that the soil impedance matrix can be expressed
as a rational function, such as:

Ẑ(iω) =
N̂(iω)

q̂(iω)
(2.54)

with q̂ being a polynomial of degree P and with N̂ being a matrix-valued polynomial
of (iω) of degree P +2. The rational approximation is obtained by means of available
samples of the soil impedance operator at some (complex) frequencies and an opti-
mization algorithm. The most employed optimization techniques include nonlinear
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least-squares [101] and the hybrid genetic-simplex algorithm [45]. However, as the
impedance constitutes a stable system, zeros and poles of the rational function are
enforced to lie on the left-half complex s plane. Some other constraints that have to
be taken into account are, for instance, the positive-definiteness of matrices and the
causality. Among these methods, there is the hidden state variable method [35]. It
is based on the approximation of the soil impedance to a lumped-parameter model
by considering a set of hidden degrees-of-freedom defined on the interior of the soil
domain.

2.4 Coupling to the time integration scheme used for
the FE system

As seen before, a Newmark time integration scheme is used for the FE equations.
For the BE system, a CQM with an underlying linear multistep method is employed.
The dynamic SSI problem is then solved by coupling both FE and BE systems. This
BE-FE coupling is actually materialized in the form of SSI forces, i.e. a convolution
integral that has to be evaluated in the time domain. In the following, the way how
this coupling is implemented and some numerical stability issues are discussed.

In this section the coupled scheme is presented for both explicit and implicit
schemes of Newmark integration method. A brief explanation on stability proper-
ties is also provided.

2.4.1 Stability properties

As seen before, a time integration procedure is stable when the integration solution
does not increase artificially after some time steps (the number of time steps is related
to the fundamental period of the system). But stability can also be defined in terms
of perturbations: any undesired initial condition at time step n (due for instance to a
computer error of precision), does not grow during the next time steps of integration.

In order to study the stability of a single time step7 integration scheme, time
discretized equations have to be elaborated to obtain a system of equations expressed
as:

Un = G Un−1 +Ln−1 (2.55)

where matrixG denotes the growth matrix and vector Un, the state vector collecting,

for dynamic problems, the nodal displacements and velocities [UT
n , U̇

T

n ]
T . Vector

Ln−1 depends on the excitation at both t = (n−1)∆t and t = n∆t. The corresponding
time integration procedure is said to be stable if the modulus of all the eigenvalues of
G is less than, or equal to, one. Indeed, if a perturbation δU0 on initial conditions is
considered, the error will be damped during the time integration:

δUn = G δUn−1 = Gn δU0 . (2.56)

Nevertheless, the stability analysis of the HLTA is much more complicated. In
this case, the time integration scheme used for the FE set of equations is coupled to a

7For multistep methods, stability analyses in the time domain can be done using the similar approach
of Romero [121].
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linear multistep method. Since the linear multistep method is somehow hidden behind
the CQM, an equivalent time scheme must be found to obtain a system like the one
in Eq. (2.55). Thus, the convolution integral that corresponds to the SSI interaction
forces should be written in terms of responses at previous time steps. To illustrate
this point, let interaction forces RΓ,n on Γ be written analogously to Eq. (2.17) as:

RΓ,n =
1

2πi

∫

Γ
Ẑ(s)xn(s) ds (2.57)

where Ẑ(s) stands for soil impedance matrix in the Laplace domain (s ∈ C). If,
for the sake of simplicity, a BDF of first order is used for the CQM discretization,
Eq. (2.18) can be expressed as:

xn(s)− xn−1(s)

∆t
= s xn(s) + gn (2.58)

where gn corresponds to the nodal displacement at the SSI interface. By combining
Eq. (2.57) and Eq. (2.58), one gets to the following:

RΓ,n =
1

2πi

∫

Γ

Ẑ(s)

1− s∆t
xn−1(s) ds+

1

2πi

∫

Γ

Ẑ(s)

1− s∆t
gn ds (2.59)

which, by Cauchy’s integral formula, finally results in:

RΓ,n =
1

∆t
Ẑ

(
∆t−1

)
xn−1

(
∆t−1

)
+ Ẑ

(
∆t−1

)
gn (2.60)

Such an equation can be easily introduced in the equation of motion and, after ob-
taining the corresponding equation (2.55), the eigenvalue problem associated with G
should be worked out. However, xn−1

(
∆t−1

)
is not defined at s = ∆t−1 and thus

stability analysis becomes unfeasible in this way. Further research should be done on
this subject, which could actually be an entire topic of dissertation. In particular, it
would be interesting to explore other approaches such as energy-based techniques.

Although numerical stability has not been possible to be proved, this property will
be investigated throughout several numerical examples.

2.4.2 Implicit algorithm

Let the degrees-of-freedom of the structure be denoted by the subindex 1 and those

of the interface, by 2. If un =
[
uT
1,nuT

2,n

]T
is the displacement vector at t = n∆t,

then:
[

M11 M12

M21 M22

]
ün +

[
C11 C12

C21 C22

]
u̇n +

[
K11 K12

K21 K22

]
un +

[
0

Rn

]
= F ext

n

(2.61)
where Rn denotes the numerical approximation of the interaction forces at instant
t = n∆t.

Introducing Eq. (2.41) into (2.61) and solving for the displacement by means of a
Newmark scheme, the following equation is obtained:

[
A11 A12

A21 Ã22

]
un = B̃n = Bn −

[
0

RΣ(n−1)

]
(2.62)
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where A and Bn denote the same Newmark equations defined in Sec. 2.2.1, except
for A22 which has to be modified as follows:

A22 =
1

β∆t2
(
M22 +Ψ

1
2

)
+

γ

β∆t

(
C22 +Ψ

1
1

)
+

(
K22 +Ψ

1
0

)
(2.63)

The terms Ψ12, Ψ
1
1, Ψ

1
0 in equation (2.63) modify the condition number of the

equivalent stiffness matrix A and therefore, their value have an impact on the conver-
gence of the solution. Contrary to the Newmark forces B̃n, which have to be updated
at each time step, A is constant and can be computed once for all.

When the HLTA is considered with a flexibility formulation, interaction forces are
denoted for clarity by Qn instead of Rn. In this case, it is not Eq. (2.41) but Eq. (2.50)
which has to be introduced in Eq. (2.61). Following the same kind of reasoning, the
following equations are finally obtained:

A22 =
1

β∆t2
M22 +

γ

β∆t
C22 +

(
K22 +

(
Θ
1
)−1

)
(2.64)

B̃n = Bn +

[
0

QΣ(n−1)

]
(2.65)

Remark that when a flexibility formulation is considered, all the interaction forces
{Ri} (i = 1, .., n − 1) must be stored during all the analysis.

2.4.3 Explicit algorithm

The explicit algorithm corresponds to the case where β = 0, i.e. the predicted dis-
placements are the final ones. It is important to notice that an explicit algorithm is
interesting for diagonal matrices and therefore, A12 and A21 are assumed to be zero.
Solving for the acceleration, one obtains:

[
A11 A12

A21 A22

]
ün = Bn −

[
0

Ψ
1
1u̇

P
2,n +Ψ

1
0u

P
2,n +RΣ(n−1)

]
(2.66)

whereBn is the Newmark equivalent vector of forces associated to the explicit scheme.
The Newmark operator applying on the acceleration is different than the one applying
on the displacement and because of Rn, the term A22 must also be modified:

A22 = M22 +Ψ
1
2 + γ∆t

(
C22 +Ψ

1
1

)
(2.67)

It is interesting to notice that, as for an implicit algorithm, the Newmark operator
remains constant during all the resolution procedure while the right-hand side of the
equation has to be computed for each time step.
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2.5 Comparison with the Hybrid Frequency-Time do-
main Approach

As in the previous section, the problem here remains essentially the same, i.e. solving
a convolution integral in the time domain in order to deal with nonlinear SSI problems.
However, the main difference from the previous section is that, in this case, the con-
volution kernel is not computed in the Laplace domain but in the frequency domain.
Such an approach will thus be called hereafter a hybrid frequency-time domain ap-
proach (HFTA), in contrast with the Hybrid Laplace-Time domain Approach (HLTA).

When a hybrid frequency-time domain procedure is adopted, the CQM is no more
well-adapted. Indeed, the CQM needs the convolution kernel Z(t) to be known in
the complex plane, that is its Laplace transform L Z(t) : C → C , and, in the Fourier
domain, the support of the impedance is the real axis (F Z(t) : R → C, where F
denotes the Fourier transform operator). Moreover, the use of a HFTA involves the
choice of time interpolation functions for the interaction forces.

In the frequency domain, real and imaginary parts of the dynamic stiffness matrix
tend to infinity for large ω. A stiffness formulation thus results in numerical difficulties
when evaluating its inverse Fourier transform at time t = 0. Therefore, a flexibility
formulation should be rather employed in the frequency domain [94]. In fact, real
and imaginary parts of the flexibility matrix tend to zero at infinity. But, even if it
performs better that the stiffness formulation, the non-zero value of the flexibility at
high frequencies (Gibbs phenomenon) has sometimes non-causal effects on the time
domain function. Fortunately, this problem can be overcome with the extrapolation
of the flexibility up to higher frequencies or by using low-pass time interpolation
functions [94]. Hence, the main inconvenients of working with a flexibility formulation
are the resulting computational cost and the possible inversion problems due to a
singular stiffness matrix (particularly in the case of a modal basis analysis). To
avoid this formulation, one may expect to attenuate the instabilities of a stiffness
formulation by using an approach close to the HLTA, that is:

Ẑ(iω) = Ẑm(iω)P̂ (iω) = Ẑm(iω)
(

−ω2M̃Γ + iωC̃Γ + K̃Γ

)
(2.68)

Since Ẑm(iω), which is the function to be integrated over all the frequencies, tends to
zero at infinity, no numerical difficulties should appear at t = 0 (except for the Gibbs

phenomenon). However, the distributional behaviour Ẑm(iω) is still present in the
formulation in most of cases and thus, numerical instabilities cannot be removed from
the calculation. CQM properties seem to be what actually smoothes these numerical
problems and what also reduces the sensitivity to the size of the time step. Certainly,
the use of closed contours of integration is one of the reasons.

In order to illustrate what is stated above, the Hybrid Frequency-Time domain
Approach proposed by François [53] has been chosen as a frequency-based approach.
This approach relies on a flexibility formulation that is first addressed in the following
subsection. Both approaches, HLTA and François’ HFTA, are then tested on a spring-
dashpot-mass lumped-parameter model. The main goal of the present discussion is
to provide some insight on their advantages and inconvenients when the interaction
forces must be evaluated in the time domain. The model considered is thus as simple
as possible and shows a fully linear behaviour.
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2.5.1 Frequency-based formulation for the time evaluation of the
SSI forces

When a flexibility formulation is taken into account, the convolution integral to solve
becomes:

u(t) =

∫ t

0
F (τ)Q(t − τ) dτ (2.69)

where Q(t) denotes the interaction forces between the soil and the structure.

The interaction forces Q(t) are discretized in the time domain:

Q(t) =
+∞∑

k=1

φ(t − k∆t)Qk (2.70)

The approach developed in François [53] is followed here. As a result, for the time
interpolation function φ(t), the linear time interpolation function used commonly in
time domain boundary element discretization has been chosen:

φ(t) =




1− |t|

∆t
if −∆t ≤ t ≤ ∆t

0 t ≥ ∆t or t ≤ −∆t
,

Substituting expression of Eq. (2.70) into Eq. (2.69), the displacement u(t) reads:

u(t) =

∫ t

0
F (τ)

(
+∞∑

k=1

φ(t − τ − k∆t)Qk

)
dτ (2.71)

Changing the order of integration and summation yields:

u(t) =
+∞∑

k=1

(∫ t

0
F (τ)φ(t − τ − k∆t) dτ

)
Qk (2.72)

Then, the displacement un at time t = n∆t is obtained as:

un =
+∞∑

k=1

(∫ n∆t

0
F (τ)φ ((n − k)∆t − τ) dτ

)
Qk (2.73)

Due to causality, the summation
∑+∞

k=1 is limited up to k = n, since the displacement
solution at time t = n∆t is only influenced by the interaction forces Qk with k ≤ n.
Eq. (2.73) is then rearranged as follows:

un =
n∑

k=1

(∫ (n−k+1)∆t

0
F (τ)φ ((n − k)∆t − τ) dτ

)
Qk (2.74)

where the integration is performed from 0 to (n−k+1)∆t due to the bounded support
of the interpolation function φ(t). The displacement vector un corresponding to the
motion at the interface nodes finally reads:

un =
n∑

k=1

F n−k+1Qk (2.75)
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where

F k =

∫ k∆t

0
F (τ)φ ((k − 1)∆t − τ) dτ (2.76)

From Eq. (2.75), the interaction forces vector Qn at the time t = n∆t reads as
follows:

Qn =
(
F 1

)−1
un −

(
F 1

)−1
n−1∑

k=1

F n−k+1Qk (2.77)

where
(
F 1

)−1
is the instantaneous dynamic stiffness matrix of the unbounded soil

domain. Note that
(
F 1

)−1
plays here the same role of

(
Θ
1
)−1

in Eq. (2.50).

In order to calculate the dynamic flexibility matrices F k in Eq. (2.76), a distinction
is made between the case k = 1 and k ≥ 2.

The first dynamic flexibility matrix F 1 reads:

F 1 =

∫ ∆t

0
F (τ)φ (−τ) dτ (2.78)

or, alternatively:

F 1 =

∫ +∞

−∞
F (τ)φ (−τ)H(τ) dτ (2.79)

where H(t) is the Heaviside function.

Using the Convolution Theorem, Eq. (2.79) is finally written as:

F 1 =
1

2π

∫ +∞

−∞
F̂ (iω)ϕ̂(ω) dω (2.80)

being ϕ̂(ω) the Fourier transform of ϕ(t) = φ(t)H(−t) equals to:

ϕ̂(ω) =
1− eiω∆t + iω∆t

ω2∆t
(2.81)

Following the same principle, the flexibility matrix F k (k ≥ 2) is written as:

F k =
1

2π

∫ +∞

−∞
F̂ (iω)φ̂(ω)eiω(k−1)∆t dω (2.82)

where φ̂(ω), which is the Fourier transform of φ(t), is equal to:

φ̂(ω) =
2− 2 cos (ω∆t)

ω2∆t
(2.83)

Figs. 2.2 and 2.3 show the Fourier transform of both time interpolation functions
ϕ(t) and φ(t), which have a filtering effect on the flexibility function. Therefore, the
time domain function of the flexibility is never actually computed, only its convolution
with the interpolation function is evaluated.

The first flexibility matrix of Eq. (2.80) F 1 is computed by means of a trape-
zoidal rule, which is the only A-stable time integration scheme (see conditons listed in
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Figure 2.2: (a) Real and (b) imaginary parts of the time interpolation function ϕ̂(ω) in the
frequency domain for ∆t = 0.02 s (black line) and ∆t = 0.01 s (blue line).
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Figure 2.3: Real part (imaginary part is zero) of the time interpolation function φ̂(ω) in the
frequency domain for ∆t = 0.01 s (black line) and ∆t = 0.005 s (blue line).

Sec. 2.2.2) that does not introduce numerical dissipation. On the contrary, the other

flexibility matrices F k (k > 1) of Eq. (2.82) are calculated using a Filon integration
algorithm with an oscillatory kernel function. Due to the unbounded support of the
integrals involved in these calculations, an asymptotic development of the flexibility
coefficients in the infinity should be taken into account [54, 145]. However, high fre-
quency components are filtered by the shape functions (see Fig. 2.2 and 2.3) and thus,
this development is optimal.

2.5.2 Illustrative numerical example

The numerical model chosen (Fig. 2.4) is one that allows to represent soil-structure
interaction problems. It consists of three masses m1, m2, m3 that correspond respec-
tively to the structure, the foundation and the unbounded soil. At the same time, the
foundation m2 is split into m2,1 which considers the inertial effects due to the base
of the structure and m2,2, which takes into account those coming from the soil. Mass
m3 represents one internal degree-of-freedom of the soil. Dashpot d2 and d3 model
radiation damping in the soil and d1 is related to the energy dissipation within the
structure. Before stating the SSI system of equations to solve, the soil impedance has
to be calculated and to do that, a domain decomposition approach has to be adopted.
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Figure 2.4: Lumped-parameter model of the soil-foundation-structure system.

The domain decomposition considered here is the following:

• the superstructure: m1, m2,1;
• the soil: m2,2, m3;

and therefore, the soil impedance Ẑ(s) that has to be calculated corresponds to the
impedance seen from m2,1. The impedance matrix associated to a dynamic set of FE
matrices can be generalized in the vectorial form of:

Ẑ(s) = ŜΓ(s) − Ŝc(s)Ŝ
−1

in (s)Ŝ
T

c (s) (2.84)

where ŜΓ(s), Ŝc(s), Ŝin are the block matrices of the FE system of the soil, denoted

by Ŝ(s) and defined as follows:

Ŝ =

[
ŜΓ Ŝc

Ŝ
T

c Ŝin

]
=

[
MΓ M c

MT
c M in

]
s2+

[
CΓ Cc

CT
c Cin

]
s+

[
KΓ Kc

KT
c Kin

]
, (2.85)

the subindex Γ, c and in denote respectively the degrees-of-freedom contained on the
soil-structure interface, those which are coupled and the soil internal ones.

Considering the impedance in the form of Eq. (2.32), a non-singular and a singular
part have to be identified. Taking the SSI model of Fig. 2.4 and the same notation of
Eq. (2.34), the following association can be written for the singular part:

KΓ = k2 − d22
m3

,

CΓ = d2 ,

MΓ = m2,2 (2.86)
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and for the non-singular one:

Ẑnsin = − 1

m3

(2d2k2m3 − (d2 + d3)d
2
2)s + m3k

2
2 − (k2 + k3)d

2
2

m3s2 + (d2 + d3)s + k2 + k3
(2.87)

which vanishes for large values of s.

Table 2.2: Properties of the structure-foundation system.

m1[kg] m2,1[kg] k1[N.m−1] c1[N.s.m−1]

1.8 · 107 3.6 · 106 2.1 · 1010 1.23 · 107

Table 2.3: Properties of the soil modelled by a lumped-parameter impedance.

m2,2[kg] k2[N.m−1] c2[N.s.m−1] m3[kg] k3[N.m−1] c3[N.s.m−1]

6.5 · 105 3.6 · 106 1.59 · 109 1.0 1.59 · 109 1.59 · 105

The time history of the load applied in z-direction at the bottom of the structure,
m2, is considered to be a Ricker wavelet whose frequency content is centered at
f0 = 5Hz:

Fz(t) = (1 − 2λ2)e−λ2 (2.88)

with λ = πf0(t − tD) and tD = 1 s the time delay.

Once the soil impedance can be numerically evaluated with values of Tab. 2.2 and
2.3, the equations of the SSI system can be discretized in time (e.g. with a time step
∆t = 10−3 s) yielding to:

Mün +Cu̇n +Kun +Rn = F n (2.89)

where vectors un = [u
T
n,1,z, uT

n,2,z]
T , Rn = [0, RT

n,Γ]
T , F n = [0, F T

n,z]
T and matrices:

M =

[
m1 0
0 m2,1

]

C =

[
d1 −d1

−d1 d1

]

K =

[
k1 −k1

−k1 k1

]
(2.90)

Eq. (2.89) is solved for the displacement using a classical unconditionally stable
Newmark time integration scheme (β = 0.25, γ = 0.5). No numerical damping

is considered. It should be noticed that the instantaneous coefficient
(
F 1

)−1
(see

Eq. (2.77)) or the equivalent of Ψ1
0 in Eq. (2.41) can be assembled into the Newmark

operator at the beginning of the calculation. In addition, when a flexibility formula-
tion is adopted the interaction force vector has to be saved and updated at each time
step.
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Concerning the numerical values of all these parameters: they are chosen so that
a P-wave velocity of CP = 845m.s−1 is given for the soil and a pumping eigen-
frequency of 5.4Hz is given for the structure clamped at its base. For the CQM,
parameters are tuned according to literature [113] and for the cut-off frequency in the
Hybrid Frequency-Time domain Approach, the double of the time sampling frequency
2.0 · 103Hz has been chosen.

In order to compare both approaches a reference solution is first computed con-
sidering the whole system in the time domain.

Figure 2.5: Acceleration at m1 computed with the Hybrid Frequency-Time domain Approach
(red points) compared to the reference solution (black) for MΓ = m2,2.

For the case of the HLTA with an underlying BDF2, satisfactory results are ob-
tained for all values tested. However, although Hybrid Frequency-Time domain Ap-
proach (HFTA) shows also good results for some values, numerical problems arise
for larger values of parameters. For instance, when the inertial effects MΓ in the
impedance matrix become too large, the obtained solution disagrees with the reference
one. In Fig. 2.5 the acceleration measured at m1 for MΓ = m2,2 is plotted. Alterna-
tively, Fig. 2.6 presents the acceleration at the same point for an MΓ = 10m2,2, also
computed using the HFTA. The ratio between the flexibility functions obtained by
the HFTA and HLTA is plotted in Fig. 2.7 where greater coefficients are observed for
the HFTA.

However, if a BDF1 multistep method is used for the HLTA, similar results are
obtained with respect to the HFTA (see Fig. 2.7). Since artificial dissipation increases
with the order of BDF method, one may think that numerical damping is necessary
to get an accurated solution. Indeed, François [53] recommends the combination
of the Hybrid Frequency-Time domain Approach with a θ-method, which is also a
dissipative time integrator of second order. As for this comparison the θ-method has
not been implemented, a Newmark’s modified average acceleration method (numerical
dissipation can be adjusted by a parameter αd) could straighforwardly be used instead.
However, even if the latter integrator should preserve the same properties as the HHT
integrator, its order of accuracy is actually reduced to one [60] and thus, integrators
with different orders of accuracy would be again being compared.
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Figure 2.6: Acceleration at m1 computed with the Hybrid Frequency-Time domain Approach
(red points) compared to the reference solution (black) for MΓ = 10m2,2.

Figure 2.7: Ratio between time flexibility functions calculated by both approaches: the BDF2-
based HLTA and the HFTA.

If the stiffness formulation considered in Eq. (2.41) is adopted, the convolution
is computed in terms of the acceleration vector. Therefore, as the impedance does
not need to be inversed a gain in computation time can be observed. However, it
gives very similar results. Table 2.4 shows the Root Mean Square (RMS) error of the
acceleration measured at m1 relative to the maximum recorded during 5 s.

Table 2.4: RMS errors of the acceleration response computed at m1 with both Hybrid Laplace-
Time domain Approach (HLTA) and the Hybrid Frequency-Time domain Approach (HFTA) for
different type of formulations.

Flexibility Stiffness
HLTA 0.0152% 0.00046%
HFTA 2.47% -
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Figure 2.8: Acceleration at m1 computed with the multistep BDF1-based Hybrid Laplace-
Time domain Approach (red) compared to the reference solution (black).

2.6 Conclusions

Dynamic SSI equations are discretized in the time domain within a BE-FE coupled
approach. Different time integrators are used for the BE and FE systems. In particu-
lar, a Convolution Quadrature Method based on a BDF2 is used for the BE equations
whereas a classical Newmark scheme is used in the FE subdomain.

The use of convolution quadratures requires the evaluation of the soil impedance
operator in the Laplace domain instead of the Fourier domain. However, the latter
does not cause an inconvenient but the contrary, since some advantages can be ob-
served with respect to other frequency-based approaches. First of all, within a CQ
Method, the Cauchy’s integral formula has to be evaluated and therefore, a closed
contour is considered. The latter avoids difficulties related to cut-off frequencies and
Gibbs phenomenon. Moreover, as CQM is well-adapted to singular convolution ker-
nels, smaller time steps can be used without getting unstable solutions. The use of
an implicit dissipative time integration scheme (BDF2) is also useful for the stability
of the solution, particularly for nonlinear analyses.

Another important point is that the HLTA allows the explicit introduction of
inertial, damping and stiffness terms during the evaluation of the SSI forces. Indeed,
these terms are not explicit but hidden behind the dynamic behaviour of the soil
impedance matrix and some of the approaches proposed in the literature to identify
them are briefly reviewed.

The HLTA seems to be compatible with the use of either implicit or explicit time
integration schemes of the FE equations. In particular, in the present chapter, the
coupling with an implicit unconditionally stable Newmark procedure has been ad-
dressed. However, it seems that theoretical stability properties of such a coupled
BE-FE time scheme are not easy to prove and energetic approaches may be explored.



Chapter 3

Numerical experiments and
validation

“In theory, there is no difference between theory and

practice. But, in practice, there is.”

Jan L. A. van de Snepscheut

This chapter aims to experiment with the HLTA and to understand not only how it
performs but also its limitations. Therefore, the computation of soil impedances in the
time domain is tested in different linear cases: surface or embedded rigid and flexible
foundations lying on homogeneous or stratified soils. The HLTA is next investigated
within the case of nonlinear material constitutive laws.

3.1 Preliminaries

This section addresses different aspects that are common to all numerical simula-
tions: the computation of the CQM weights, the time impedance functions and the
identification of the MKC matrices. Problems related to the damping model and the
implementation of the HLTA within Code Aster environment are also detailed.

3.1.1 Numerical implementation of the CQ Method

In this section,the numerical evaluation of the CQM weights wn(∆t) (see Eq. (2.16))
is discussed. In fact, they can be obtained using different techniques [85]:

1. Power series expansion which is an efficient approach when F (s) is a simple
expression such as a rational function.

2. Trapezoidal rule approximation of the Cauchy integral for wn(∆t) with contour
|z| = ρ :

wn(∆t) =
1

2πi

∫

|z|=ρ

F

(
r(z)

∆t

)
z−n−1 dz (3.1)

53
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In the second approach, which is actually the one used in this dissertation, Cauchy’s
integral can be rewritten in terms of polar coordinates z = ρeiθ. The trapezoidal rule
approximation can thus also be applied using L equal angle steps ∆θ = 2π

L
as follows:

w̃n(∆t) =
ρ−n

L

L−1∑

l=0

F (sl)e
−i 2πl

L
n, n = 0, 1, ..., N (3.2)

where sl =
r(ρe

i 2πl
L )

∆t
with r(z) the polynomial of the underlying linear multistep

method. Assuming that F (sl) are computed with precision ǫCQM , coefficients w̃n(∆t)
can thus be obtained with accuracy O(

√
ǫCQM ) when L = N and ρN =

√
ǫCQM .

In addition, for these values of L and ρ, Fast Fourier Transform (FFT) algorithm
can be applied to compute the weights, yielding to O(L logL) operations instead of
O(L2). However, the value to be assigned to ǫCQM is not obvious. In fact, too
small values of ǫCQM , such as 10

−20 or 10−30, yield to very small radii |z| = ρ of
integration in Cauchy’s integral and, since the integrand involves a singularity at
z = 0, a too small radius can result in an inappropriate evaluation of the integral.
Indeed, coefficients w̃n(∆t) depends on ρ−n and thus, for large n, they can give
inaccurate values. This problem remains present even if higher accuracy integration
techniques, such as Simpson’s rule of integration, are used [124].

Therefore, after testing on different values of ǫCQM one realizes that a good
compromise for the computation of the soil impedance matrix-valued coefficients
Zn, n ≥ 0 is ǫCQM = 10−10. However, even in the case of this given precision,

Zn become inaccurate in most of the cases for n > n70% = 0.7
T
∆t
, where T stands for

the last instant of calculation and ∆t, for the time step. Hereafter, time impedance
functions are thus computed for a time window sufficiently large to satisfy accuracy
requirements of ǫCQM = 10−10 also for n70% < n < T

∆t
.

3.1.2 The soil impedance in the time domain

As mentioned in Chap. 2, the evaluation of the interaction forces on the SSI-interface
involves the computation of a convolution integral over the whole continuous time
domain. In order to understand the role of an impedance function in the time domain
two examples are studied.

(a) (b)

Figure 3.1: (a) Simplified model of one-layer soil overlying a bedrock. (b) Simplified model of
a homogeneous soil.

Let us first consider the case of a square surface foundation lying over an elastic soil
consisting of a homogenous layer and the bedrock (see Fig. 3.1a). In this configuration,
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if one suddenly applies a vertical load over the foundation, the generated wavefront
will travel towards the bedrock. Reasoning in terms of discrete time, after some time
steps, the wave will be reflected on the bedrock and so, it will propagate backwards
to the free surface. If the interaction forces were computed just by means of the last
previous state –which is actually the case of a Newmark scheme– this incident field
coming from the bedrock would never be accounted for. The latter evidences that not
only the last previous step is necessary but the whole time history must be considered
when computing the interaction forces and therefore, solving the convolution integrale
becomes in most cases compulsory or unavoidable. We can conclude then that the
interaction forces have some kind of dependency on the soil profile because of the
wave propagation phenomena taking place inside. The same applies for the time
impedance function. In fact, the time impedance function can be interpreted as the
time evolution of the interaction forces induced by unitary displacements.
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Figure 3.2: (a) Horizontal and (b) vertical components of the time impedance evolution for a
soil consisting of a 150m-layer.

These conclusions can be observed in Fig. 3.2a and Fig. 3.2b where time impedance
function has been computed using a time step of ∆t = 2.5·10−3 s for a 150 m-soil layer
with a shear wave velocity of CS = 150m.s

−1 and P-wave velocity of CP = 367m.s
−1

respectively. The results presented here certainly correspond to a very soft soil, but
similar results can be obtained for either medium or hard soils. Fig. 3.2a which cor-
responds to the horizontal component of the impedance highlights the propagation
of the shear wave velocity (every 2 tprop,S = 2 s). Analogously, Fig. 3.2b which corre-
sponds to the vertical component shows the instants of arrival of the P-wave (every
2 tprop,P = 0.8174 s).

The high amplitude at t = 0 is related to the distributional character of the
impedance function in the time domain, which has been verified in Sec. 2.3.2. The
ideal impedance function in the Laplace domain, which corresponds toMs2 +Cs+K
(M , C, K being respectively mass, damping and stiffness FE matrices), can be sim-
ply expressed in the time domain as: M δ̈(t)+C δ̇(t)+Kδ(t). Notice that oscillations
amplitude decays as time goes, which proves the fact that some energy is lost in the
soil, at least in the form of geometric or radiation damping. It is also interesting to
notice that the sum of the time impedance coefficients tend to the static value of soil
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stiffness. Indeed, unilateral Laplace transform formula gives:

Ẑ(s = 0) =

∫ +∞

0
Z(t) dt (3.3)

expression which, after time discretization, becomes:

Ẑ(s = 0) ≈
N∑

n=0

Zn (3.4)

The second example deals with a squared surface foundation over an elastic ho-
mogeneous half-space (see Fig. 3.1b). In this case, no reflection on the bedrock is
expected. In fact, it is well-known that this kind of system can be modelled by a
lumped-parameter model consisting of a mass, a dash-pot and a spring. Regarding
the fact that mass involves acceleration terms, it may be appropriate to think that the
interaction forces –that is the convolution– should be expressed, somehow, in terms
of the displacement vector at time step n and also at time step n − 1 and n − 2. In
that case, the time impedance evolution should be zero after the first three coeffi-
cients. This is actually what it is obtained in Fig. 3.3 when the time impedance is
computed for example for ∆t = 2.5 ·10−3 and with a soil having a shear wave velocity
of CS = 150 m.s−1. It is interesting to notice that this analysis can also be done
in the opposite way: if the time impedance evolution of a given soil tends quickly to
zero, then it might be possible to find a simple equivalent lumped-parameter system
that could avoid the computation of the convolution. This is actually the topic of
next section.

0 0,01 0,02 0,03 0,04 0,05 0,06 0,07

time [s]

-3e+11

-2e+11

-1e+11

0

1e+11

2e+11

x
x

-c
o

m
p

o
n

en
t 

o
f 

Z
(t

)

XX-component of time impedance
Homogeneous soil

(a)

0 0,5 1 1,5

time [s]

-2e+09

-1e+09

0

1e+09

x
x

-c
o

m
p

o
n

en
t 

o
f 

Z
(t

)

XX-component of time impedance
Homogeneous soil (zoom-in)

(b)

Figure 3.3: (a) Horizontal component of the time impedance function for a homogeneous soil.
(b) Idem with different y-axis limits.

3.1.3 Hysteretic damping model

The BE method developped in MISS3D allows the computation of the soil impedance
matrix for hysteretic damping. The use of this damping model yields to frequency
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Figure 3.4: Time impedance function con-
taining hysteretic damping.

impedance functions that satisfy the form
of a s-polynomial with complex coefficients.
Causality, which is a property that should
be verified when using convolution quadra-
tures, is thus lost in the time domain.

As a result, spurious oscillations ap-
pear in the time impedance waveform (see
Fig. 3.4). Although these oscillations do
not perturb the calculation of the structural
response, they do not give a clear picture
in the way to understand the role of the
time impedance function. Because of this,
the time history of the plotted impedances
in this section do not contain hysteretic
damping.

3.1.4 Soil matrices identification approach

In order to estimate the M̃ , C̃ and K̃ a very simple approach is followed in this
chapter. First of all, the soil impedance is computed by MISS3D (in-house BE code

at École Centrale Paris) in the frequency domain. The computed impedance soil

Ẑs(ω) is assumed in the form of:

Ẑs(ω) ≈ −ω2M + iωC +K(1 + iβs) (3.5)

where ω denotes the angular frequency and βs, the hysteretic damping coefficient.
This assumption seems to be accurate enough for surface foundations lying either on
homogeneous soils or regular soil. Expression regular means here that velocity-depth
trend of the soil increases with depth, ie. there is no inversion of velocities between
layers of soil from the free-surface to the bedrock.

Equation (3.5) is then evaluated at two frequencies: one chosen very close to zero
(eg. ω1 = 2π f1 = 2π 0.3 rad.s−1) and the other, ω2, chosen at the first eigenfrequency
of the structure satisfying homogeneous Dirichlet boundary conditions on the SSI
interface. As a result, stiffness K̃ is estimated as:

K̃ = ℜe(Ẑs(ω1)) (3.6)

and the soil mass matrix, M̃ , as:

M̃ =
ℜe(Ẑs(ω2))− K̃

−ω22
(3.7)

More comments have to be done on the choice of the soil damping matrix C̃. Indeed,
it actually corresponds to a viscous damping and it could be thus approximated as
follows:

C̃ =
ℑm(Ẑs(ω2))− ℑm(Ẑs(ω1))

ω2
(3.8)

Note that the component ℑm(Ẑs(ω1)) accounts for hysteretic damping and thus, for
the static solution (i.e. at f = f1). Therefore, removing this component results
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in larger amplitudes of the structural response. To avoid this problem, unless the
contrary is explicitly stated, the next expression is considered in the following analyses:

C̃ =
ℑm(Ẑs(ω2))

ω2
(3.9)

Impedance matrix symmetrization

The soil impedance matrix is a fully populated matrix derived from the use of a BE
method. As already mentioned, the BE method used in this dissertation corresponds
to the one implemented in code MISS3D, which corresponds to a Galerkin BE ap-
proach. However, due to numerical errors of integration, the obtained BE matrices
are not always symmetric. In order to use the standard functionalities of the FE in-
house code (Code Aster) and avoid the use of fully-populated matrices, the matrices

associated to the soil domain (ie. Ẑs(ω), M̃ , C̃ and K̃) are symmetrized as usual:

Asym =
A+AT

2
(3.10)

where A represents here any soil nonsymmetric matrix.

3.1.5 Interpolation of the interaction forces in the time domain

Numerical difficulties of convergence can arise when nonlinear phenomena are ac-
counted for. In some cases, reducing the time step from ∆t to γ∆t (0 ≤ γ ≤ 1) may
help to reach convergence. However, if the discretization of the time impedance –by
means of the CQM– has been done with a time step ∆t, an interpolation technique
has to be implemented to overcome the problems of convergence related to the non-
linear analysis. In this framework, SSI forces as well as the new unknowns to solve for
have to be evaluated at time t = (n + γ)∆t. In terms of numerical approximations,
the linearized problem reads:

Mün+γ +Cu̇n+γ +Kun+γ +Rn+γ = F n+γ (3.11)

Then, since SSI forces depend on the unknowns of the problem, the vector of interac-
tion forces Rn+γ in Eq. (3.11) should be rewritten as a function of un+γ and Zn+γ .
In order to avoid the computation of Zk for the new time step γ∆t one may think
of an interpolation procedure for the time impedance evolution. However, this is not
possible. The convolution quadrature method works only for fixed time step and then,
the number of terms in the convolution is fixed from the beginning. By interpolating
the time impedance matrix evolution, the number of these terms changes and so does
the global value of the interaction forces. In order to avoid this problem, the present
section addresses an interpolation procedure not of the time impedance function but
of the global interaction forces vector.

Following François [53], let a linear temporal variation be assumed for the soil-
structure interaction forces within a time step (0 ≤ τ ′ ≤ ∆t), which can be written
as:

R(n∆t+ τ ′) ≈ τ ′

∆t
Rn+1 + (1− τ ′

∆t
)Rn , n = 0, ..., N (3.12)
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or, denoting τ ′

∆t
by γ and the approximation of R(n∆t+ τ ′) by Rn+γ , as:

Rn+γ = γRn+1 + (1− γ)Rn , n = 0, ..., N (3.13)

It should be noted that an implicit scheme of interpolation has been chosen, since
only Rn is known in Eq. (3.13). Thus, one may prefer the expression of extrapolation
rather than interpolation for the computation of Rn+γ . However, Rn+1 does not
require to be computed since, as shown in Eq. (3.11), the real unknowns are un+γ ,
u̇n+γ , ün+γ . If Rn and Rn+1 are replaced in Eq. (3.13) by their corresponding
expression of Eq. (2.39), one gets to:

Rn+γ = Z0un+γ +
n∑

k=1

Zkun+γ−k + γZn+1u0 , n = 0, ..., N (3.14)

where un+γ denotes the numerical approximation of u(n∆t+ γ∆t) given by:

un+γ = γun+1 + (1− γ)un (3.15)

Recall that the matrix-valued coefficients of the time impedance evolution are already
computed for the whole time interval of calculation (so Zn+1 in Eq. (3.14) is known)
and uk for 0 < k < n + 1 are also known from the previous time steps calculations.

Moreover, if initial vanishing conditions are considered for the displacement field,
i.e. u0 = 0, Eq. (3.14) finally yields to:

Rn+γ = Z0un+γ +
n∑

k=1

Zk

(
γun+1−k + (1 − γ)un−k

)
, n = 0, ..., N (3.16)

Therefore, Eq. (3.16) shows indeed that the displacement field vector at t = (n+ 1)∆t
is never computed since the algebraic system of Eq. (3.11) is directly solved for un+γ .

The same implicit interpolation scheme can be used when the soil impedance ma-
trix is decomposed into inertial, damping and stiffness terms. In this case, Eq. (3.14)
reads for n = 0, ..., N :

Rn+γ = ZM
0 ün+γ +ZC

0 u̇n+γ +ZK
0 un+γ

+
n∑

k=1

(
ZM

k ün+γ−k +ZC
k u̇n+γ−k +ZK

k un+γ−k

)
(3.17)

where displacement, velocity and acceleration initial vanishing conditions have been
assumed for simplicity.

It should be remarked that during the whole calculation (n = 0, ..., N), even if the
time step is modified, the contribution of the instantaneous impedance terms to the
operator that has to be inversed at every time step remains constant. For example, in
Eq. (3.16), the term Z0 is always multiplying the displacement field vector that must
be evaluated, regardless that it corresponds to time step n∆t or (n+γ)∆t. The same
happens when the soil impedance operator is decomposed into inertial, damping and
stiffness terms: ZK

0 , ZC
0 , ZM

0 remain always in the left hand-side of the equation.

If a flexibility formulation is adopted the same interpolation procedure can be
used. In this case and using the same notation as in Sec. 2.3.2, Eq. (3.14) becomes
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for n = 0, ..., N :

Qn+γ = (F 0)
−1

un+γ − (F 0)−1
(

γF n+1Q0 +
n∑

k=1

F kQn+γ−k

)
(3.18)

where Qn+γ = γQn+1 + (1 − γ)Qn and F k correspond respectively to the vector of
interaction forces at time step n+ γ and the time flexibility matrix-valued coefficient
at time step k. Recall that for flexibility formulations the whole time evolution of the
interaction forces have to be saved during the calculation.

3.2 Linear analysis

This section aims to find out how HFTA performs within different linear numerical
analyses: surface or embedded foundations, rigid or flexible foundations, homogeneous
or stratified soils.

3.2.1 Reference solution

To obtain a reference solution, the equilibrium of the coupled SSI system is solved in
the frequency domain:

([
Kbb KbΓ

KΓb KΓΓ + Ẑs(ω)

]
− ω2

[
M bb M bΓ

MΓb MΓΓ

]) [
ûb(ω)
ûΓ(ω)

]

=

[
f̂ b(ω)

f̂Γ(ω) + f̂s(ω)

]
(3.19)

where Mαβ and Kαβ , α, β ∈ {b,Γ}, respectively correspond to the FE mass and
stiffness matrices. Recall that b stands for building internal degrees-of-freedom and
Γ, for those on the SSI-interface. Again, Ẑs(ω) denotes the soil impedance matrix in

the frequency domain, f̂s(ω), the equivalent seismic force.

In order to solve for the structural response, a classic generalized Craig-Bampton
decomposition method is used. Thus, the total displacement field can be expressed
by means of Q vibration modes:

ub =

[
ûb(ω)
ûΓ(ω)

]
=

[
ψb ψs

b

0 ψΓ

] [
α̂b(ω)
α̂Γ(ω)

]
= ΨCBα̂b(ω) (3.20)

where vector α̂b(ω) collects the modal coordinates. After building global FE matrices
of mass and stiffness, matrices ψb, ψs

b and ψΓ can be computed in Code Aster. Indeed,
eigenmodes ψb corresponding to the structure clamped at its base are obtained by
solving:

(Kbb − ω2M bb)ψb = 0 (3.21)

and the quasi-static transmission ψs
b of the interface modes into the structure is given

by:

ψs
b = −K−1

bb KbΓψΓ (3.22)
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Matrix ψΓ is usually the unit matrix, however, in order to reduce the computa-
tional effort, a reduction technique can be employed to account for flexible foundation
(see Sec. 2.3.2). Hence, the corresponding eigenvalue problem reads:

(K ′
ΓΓ − ω2M ′

ΓΓ)ψΓ = 0 (3.23)

where K ′
ΓΓ and M ′

ΓΓ are respectively the stiffness and mass matrices resulting of the
concentration of the mass on the foundation that lies on a set of springs. Mass is
concentrated on the foundation. Note that these matrices are not the same as KΓΓ

and MΓΓ and require thus a supplementary FE assembly.

Once ΨCB calculated in Code Aster and the soil impedance and the equivalent
seismic force computed with a BE method in MISS3D, the following problem can thus
be solved:

([
ΛQQ 0

0 ψT
Γ (KΓΓ − KΓbK−1

bb KbΓ)ψΓ

]

− ω2




IQQ ψT
b

[
M bb M bΓ

] [
ψs

b

ψΓ

]

[
ψT

b ψT
Γ

] [
M bb

MΓb

]
ψb

[
ψT

b ψT
Γ

] [
M bb M bΓ

MΓb MΓΓ

] [
ψS

b

ψΓ

]




+

[
0 0

0 ψT
Γ Ẑs(ω)ψΓ

]) {
α̂b(ω)
α̂Γ(ω)

}

=

[
ψT

b f̂ b(ω)

ψsT
b f̂ b(ω) + ψT

Γ f̂Γ(ω)

]
+

[
0

ψT
Γ f̂s(ω)

]
(3.24)

where ΛQQ = diag(ω2i ) is a diagonal matrix of size Q×Q containing the square of the
eigenfrequencies ωi (i = 1...Q) of the structure satisfying fixed-base boundary condi-
tions. Matrix IQQ corresponds to the identity matrix coming from the orthogonality
of modes ψb with respect to mass matrix M bb.

All post-processing tasks are also carried out in Code Aster. Particularly, the
transient reference solution is obtained by using an FFT.

3.2.2 Lumped-parameter model

The first numerical model considered in this linear analysis consists of two masses,
m1 and m2, which respectively represent the structure and its foundations. Both
masses are linked by a spring of stiffness k and a dashpot c that accounts for viscous
dissipation in the structure. A rigid body constraint exists between mass m2 and the
surface foundation modelled with shell FE (see Fig. 3.5) in Code Aster. The base-slab
lies over an elastic homogeneous unbounded soil and, as mentioned before, the soil is
modelled with MISS3D, which allows the computation of the soil impedance matrix
in the Laplace domain. The properties of the model are listed in Tab. 3.1.

The load applied to m2 in the x-direction ex corresponds to the earthquake giving
the free-field accelerogram γf (t) shown in Fig. 3.6, whose maximal acceleration is
around 0.3g. A time step of 0.01 s and a precision of ǫCQM = 10−10 for the Convolu-
tion Quadrature Method (CQM) give sufficiently accurate results.

Solving for displacement by means of an unconditionally stable Newmark time
integration scheme (β = 0.25, γ = 0.5), the transient response shown in Fig. 3.7 is
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Figure 3.5: Simplified model of a structure on a square surface foundation.

Table 3.1: Properties of the structure (m1, m2, k and c) and the soil (ρ, E, ν and βs).

m1[kg] m2[kg] k[N.m−1] c[N.s.m−1] ρ[kg.m−3] E[MPa] ν[−] βs(%)

1.8 · 107 3.6 · 106 2.1 · 1010 1.23 · 107 2 100 1 500 0.4 5

obtained. It corresponds to the acceleration ofm1 evaluated with the Hybrid Laplace-
Time domain Approach (involving only displacement convolution) and compared with
its reference solution. The root mean square error over the maximale acceleration in
a 20 s-interval regarding the reference is about ǫ = 0.53%. Results get better when
not only stiffness convolution but also damping convolution is used, the error reduces
to 0.50%. Still, it drops down to 0.43% if inertia terms are also introduced in the
evaluation of the interaction forces. As mentioned, the polynomial factorisation is
done with KΓ, CΓ and MΓ estimated by means of the first fundamental frequency
of the clamped structure. Maybe because the low number of degrees-of-freedom in
this model (actually twelve), the HLTA shows robustness with respect to the values
of KΓ, CΓ and MΓ.

3.2.3 Large-scale FE model

The next model corresponds to a FE structure modelling the reactor building of a
nuclear power plant. The structure is supposed to have a deformable slab lying on a
–soft/medium– homogeneous soil. The main difficulty of this analysis is the number
of degrees-of-freedom modelling the SSI interface, which stands close to 1 100 degrees-
of-freedom. In order to cut down on computational effort, a reduction technique has
to be applied for the interface.

The FE model of the building consists of shell elements, also for the base slab
(see Fig. 3.8). The first fundamental frequency arises at f1 = 3Hz. The loading, in
x-direction, is chosen so that the main frequency content of the building is excited.
Fig. 3.9 shows the transient excitation as well as its spectral content. The baseline
of the accelerogram has been removed (see Appx. B). For the computation of the
time impedance matrix, a time step ∆t = 0.008 s and a precision of ǫCQM = 10−10

is employed. For the transient calculation, again, an unconditionally stable time
integration scheme (β = 0.25, γ = 0.5) is adopted.

As mentioned before, it is too costly to account for exact kinematics of the inter-
face. Two possibilities can be adopted: to expand structural response on a Ritz basis
or to simplify the model by considering rigid foundations. In this case, because of the
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Figure 3.6: Free-field accelerogram applied to m2.

Figure 3.7: Displacement at m1 in the x-direction computed with the HLTA (black line) and
compared to the reference solution (red markers).

soil properties and of the surface foundation dimensions, no significant difference is ob-
served between both cases, as proves reference base-slab responses shown in Fig. 3.10.
Here, 60 modes (up to 121.496Hz) are retained for the case of flexible foundation
and, of course, the 6 rigid body modes for the case of non-deformable foundation.
The number of modes is chosen so that the dynamic response does not differ from
the exact one. In fact, for this model, 30 modes (up to 77.407Hz) might have been
enough but, from a numerical point of view, larger matrix dimensions were preferred
to be tested.

According to Fig. 3.12 and Fig. 3.13, similar results are obtained when the HLTA
is respectively used either in the case of a direct convolution (Z ∗ u)(t) or in the case
of a decomposed convolution (Z ∗ u)(t) = (ZM ∗ u)(t) + (ZC ∗ u)(t) + (ZK ∗ u)(t).
Whereas displacement responses are very close to each other, accelerations show slight
differences between rigid and flexible solutions. These discrepancies become smaller
when a decomposed convolution is considered. In fact, in this case, an MKC formula-
tion performs better because of homogeneous soil characteristics. As Fig. 3.11 shows,
ZK and ZM are homothetic functions whose scaling factors correspond respectively
to KΓ and MΓ. In addition, as these time evolutions are quickly attenuated, the
mass, damping and stiffness matrices of the soil can be easily identified. Recall that
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Figure 3.8: Different views of the FE model of reactor building considered in this study.
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Figure 3.9: Free-field acceleration applied on x-direction (a) in time domain and (b) in fre-
quency domain.

these time impedances evolutions contain the effect of the hysteretic damping.

However, in comparison with the reference solution, it seems that HLTA solution
with rigid foundation results in higher amplitudes than for the case of flexible foun-
dation. In addition, Fig. 3.14 shows that better results are obtained when an MKC
formulation is used.
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Figure 3.10: Comparison between rigid (red) and flexible (black) foundation responses in (a)
displacement and (b) in acceleration at the top of the building for the reference solution.
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Figure 3.11: (a) Time-history of impedance ZK(t) and (b) of impedance ZM (t).
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Figure 3.12: Comparison between rigid (red) and flexible (black) responses in (a) displacement
and (b) in acceleration at the top of the building for HLTA without MKC formulation.
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Figure 3.13: Comparison between rigid (red) and flexible (black) foundation responses in (a)
displacement and (b) in acceleration at the top of the building for HLTA with MKC formulation.
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Figure 3.14: Comparison between HLTA using an MKC formulation (black), without MKC
decomposition (red) and the reference solution (blue) for (a) displacement and (b) acceleration
in the time domain at the top of the building.
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3.2.4 Structure-soil-structure interaction model

The next numerical experiment deals with a case of structure-soil-structure interaction
(3SI), which involves the interaction between two structures throughout the soil. The
numerical model chosen for this study corresponds to the one used for the “Soil-
Structure Interacion NUPEC” workshop, which was organized by the Nuclear Power
Electric Corporation (NUPEC) in Japan during the mid-1990s. This workshop was
based on some experimental data obtained under real seismic loading conditions [33,
74]. Fig. 3.15 shows indeed the real buildings where the experimental tests were
carried out.

(a) (b)

Figure 3.15: (a) Real view of the single embedded building as well (b) of two identical closely
spaced embedded buildings used within the NUPEC benchmark.

The numerical model used for this study is presented in Fig. 3.16. It consists of
two stick models, which are based on the real geometry of NUPEC buildings, made up
of four masses and twelve massless beams of five different types. Reinforced concrete
is assumed for material properties, that is a Young’s modulus of E = 31 000MPa, a
Poisson’s ratio of ν = 0.16 and a density of ρ = 2028 kg.m−3. The foundations, which
constitute the SSI-interface, are embedded into the soil (about 5m) and modelled
using shell elements. For more details on the characteristics of the model please refer
to the work of Clouteau et al. [33].

(a) (b)

Figure 3.16: Simplified model of the NUPEC 3SI application: (a) diagram of dimensions and
a (b) view of the FE model.

The loading applied on the embedded foundation corresponds to free-field accelero-
grams based on earthquake recordings, in both x-direction and y-direction.
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Figure 3.17: (a) Transient free-field accelerogram applied on the x-direction and (b) the
modulus of its Fourier transform (FFT).

0 5 10 15 20
time [s]

-20

-10

0

10

20

A
cc

el
er

at
io

n
 [

m
/s

²]

Free-field accelerogram
y-direction

(a)

0 10 20 30 40 50
frequency [Hz]

0

0,1

0,2

0,3

0,4

0,5

0,6

A
cc

el
er

at
io

n
 [

m
/s

²/
H

z]

Free-field accelerogram
y-direction - Modulus of Fourier Transform

(b)

Figure 3.18: (a) Transient free-field accelerogram applied on the y-direction and (b) the
modulus of its Fourier transform (FFT).

Figure 3.19: Soil profile with the thickness
of each soil layer and its relative position re-
spect to the buildings.

Regarding the soil, Fig. 3.19 and
Tab. 3.2 show its profile which consists of
ten different layers, including the bedrock.
This complex soil profile should not be a
problem since wave propagation velocities
increase with depth, ie. the soil has a
regular profile. However, the combination
of such a soil with the fact that the SSI-
interface is embedded into the soil arises as
the main difficulty of this study. Indeed,
fictitious eigenfrequencies occur when the
boundary integral equation is used for ex-
terior problems, since it has nonunique so-
lution at frequencies corresponding to the
eigenfrequencies of the excavated part –the
interior domain– with Dirichlet boundary
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conditions on the SSI-interface [115]. This problem should be corrected when the
boundary equation is formulated in the Laplace domain, as the use of complex fre-
quencies ensures a unique solution. It is thus interesting to study how HLTA performs
in such a case.

Table 3.2: Properties of the soil layers ranged by depth: the first layer corresponds to the
free-surface layer and the tenth one to the substratum. Hysteretic damping βs is given in
percentage.

Layer Thickness [m] ρ[kg.m−3] E[MPa] ν[−] βs (%)

1 1.00 1 770 117.880 0.386 10

2 1.00 1 770 190.270 0.279 10

3 1.00 1 770 207.000 0.265 10

4 1.00 1 770 224.190 0.251 10

5 1.00 1 770 248.670 0.272 10

6 0.50 1 940 97.776 0.120 10

7 2.50 1 940 614.930 0.371 10

8 3.00 1 940 10 151.000 0.415 4

9 14.00 2 210 10 190.000 0.386 4

10 27.75 2 210 15 010.000 0.343 4
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Figure 3.20: (a) Time impedance Z(t) and (b) the ZK(t) coming from an MKC formulation.

As mentioned in the preliminaries, the soil impedance matrix in the frequency
domain can be computed by MISS3D in order to estimate the soil matrices. However,
in this case, the real part of the impedance function is difficult to be approximated
by a polynomial of second order. Therefore, the MKC formulation yields to time
impedance evolutions that globally differ from an approximation of the Dirac’s delta
distribution. This can be appreciated in Fig. 3.20 where time impedances computed
with and without MKC decomposition are plotted.

In fact, for this case, if the soil matrices are not correctly identified the calculation
fails to converge. Other decompositions have also been tested, such as KC, MC and
MK, but none of them yielded to convergence. Therefore, all calculations have been
carried out without any kind of impedance decomposition. The obtained acceleration
response at the top of one of the buildings, in the x-direction and y-direction, is
compared with the reference solution in Fig. 3.21.
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Figure 3.21: Transient accelerations at the top of one of the buildings in the (a) x-direction
and (b) y-direction respect to the reference solutions.

3.3 Nonlinear framework

The two numerical applications allowing an MKC formulation are considered in this
section. The reason is that, in such cases, a transient referent solution can be obtained
in a straightforward way. Indeed, the soil can be replaced by a lumped-parameter
impedance and assembled to the FE model as sketched in Fig. 3.22.

Lumped-parameter model

Figure 3.22: Model
for the nonlinear
reference solution.

The nonlinear behaviour is introduced by an elastoplastic spring
with one end attached to the upper mass m1 and the other, to
a smaller mass m2. Analagously to the linear numerical appli-
cation, a square surface foundation layering on a homogeneous
half-space is connected to massm2 by means of a rigid body con-
straint (see Fig. 3.23) and the loading of Fig. 3.6 is considered.
The soil impedance seen from the foundation is again computed
with a boundary element method in the Laplace domain. The
same properties are considered for the structure and the soil, ex-
cept of the fact that no viscous dissipation is considered for this
case. The elastoplastic behaviour of the spring is modeled with
the linear kinematic work hardening law sketched in Fig. 3.23.
The elastic deformation is characterized here by the elastic stiff-
ness matrix Ke which, after reaching the yield load F y, becomes
Kp = 0.1Ke.

The governing equations of this numerical model from the non-inertial reference
frame of the structure –which is undergoing the free-field acceleration γf (t) of Fig. 3.6–
can be written at t = n∆t as follows:

[
M11 0

0 M22 +Ψ
1
2

] [
ü1,n
ü2,n

]
+

[
F int
1,n

F int
2,n

]
=

[
−M1exγf,n

−M2exγf,n

]
+

[
0

−RΣ(n−1)

]
(3.25)

where F int
α (t) (α ∈ {1, 2}) denote the nonlinear internal efforts in the structure and

depend on both displacement and velocity vectors. The interaction forces RΓ,n have
been directly substituted by Eq. (2.41). It has to be noticed that the application
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(a) (b)

Figure 3.23: (a) Simplified model of a structure on a square surface foundation. (b) Linear
kinematic work hardening law of the nonlinear spring K.

considered here is particularized to the case where K̃Γ = C̃Γ = 0, that is the case
where only inertial terms are taken into account for the computation of the convolution
integral:

RΓ,n =
n∑

k=1

Ψn−k+1
2 ü2,k = Ψ

1
2ü2,n +

n−1∑

k=1

Ψn−k+1
2 ü2,k (3.26)

where Ψk
2 = Zk

mM̃Γ. As mentioned at the beginning of the chapter, coefficients Zk
m

can be efficiently computed by using FFT algorithms.

The governing equations are finally solved for displacement by using the modified
average acceleration time integration scheme of the Newmark family (β = 0.25, γ =
0.5). This time integration scheme allows to introduce numerical damping by means
of the parameter αd. Hence, if numerical damping is introduced (αd = 0.1) for the
reference solution computed with F y, the measured relative error reduces to e10 =
1.59%. This artificial damping that is introduced is directly related to the iterative
Newton procedure. The fact of considering only inertial terms for the convolution
decomposition may also have an influence. Otherwise, the stiffness terms coming
from the soil impedance would have to be assembled to the tangent matrix within
each nonlinear iteration and thus, modify the final response.

It should be noted that if yield load is chosen sufficiently large, the entire calcula-
tion remains linear. Therefore, linear and nonlinear responses can easily be compared
using a fixed precision, for example ǫCQM = 10−10. Fig. 3.24 shows that the displace-
ment atm1 in the x-direction compared to the reference solution and also to the linear
solution for F y. It is then observed that the amplitude of displacements is increased
as expected. In addition, when the elastoplastic effects are taken into account, the
structural response is clearly shifted to the low frequencies because of the reduction in
stiffness (Ke > Kp). However, only one fundamental frequency seems to stand out in
the response as if just one equivalent stiffness were present in the system. Hence, the
effects of both stiffness Ke and Kp on the response can be highlighted by increasing
the yield load (see Fig. 3.25).
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Figure 3.24: Displacement at m1 in the x-direction computed with the hybrid time-Laplace
domain approach (black markers) and compared to the reference solution (red line) and to the
linear response (blue line) for a yield load F y.

Figure 3.25: Displacement at m1 in the x-direction computed with the hybrid time-Laplace
domain approach (black markers) and compared to the reference solution (red line) for a yield
load of 6.5F y.

Large-scale FE model

The same FE model used in Sec. 3.2.3 is here extended to a nonlinear analysis, but
only for a rigid surface foundation. As for the lumped-parameter model, a consti-
tutive law of plasticity is globally spread in all the building. The influence of this
nonlinear material behaviour on both acceleration and displacement responses can be
appreciated in Fig. 3.26 for the case of the reference solution.

Nonlinear analysis has been done for different yield loads and for different types
of decomposition within a MKC formulation. Problems of convergence have been
encountered when an incomplete MKC formulation is used, such as MK, MC or even
KC. On the contrary, if a full MKC decomposition is adopted not only better results
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Figure 3.26: (a) Displacement and (b) acceleration at the top of the building for linear (black)
and nonlinear (red) responses.

are obtained in respect to the reference solution but also no numerical damping is
observed. In fact, the lower the yield load (that is a stronger nonlinear behaviour)
the lower the relative error (see Tab. 3.3).

Table 3.3: Relative errors between acceleration response computed by the HLTA and the
reference solution for different yield loads.

Fy Fy/10 Fy/20

5.40% 4.45% 4.06%

Fig. 3.27 and 3.28 show the displacement and the acceleration in the x-direction
at the top of the reactor building when the HLTA is used with MKC formulation.
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Figure 3.27: (a) Displacement and (b) acceleration in the x-direction using the HLTA with
an MKC formulation.

If only inertial terms are used for the evaluation of SSI interaction forces, ie. a
M decomposition is done as in previous section, the calculation yields to a wrong
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Figure 3.28: Zoom at the acceleration response obtained with an MKC formulation for (a)
some strong shaking instants and (b) some weak shaking instants.

solution (see Fig. 3.29). In particular, whereas displacement response seems to be
almost in phase with the reference solution –despite clear amplitude discrepancies–,
acceleration response is completely dephased, probably due to an incorrect Newmark
operator.
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Figure 3.29: (a) Displacement and (b) acceleration at the top of the building (in the x-
direction) for a HLTA applied with an M formulation.

3.4 Conclusions

Some considerations about HLTA numerical implementation have been listed. In
particular, it should be recalled the fact that Convolution Quadrature Method can
be straightforward implemented by using FFT algorithms. Moreover, it has been
highlighted that SSI interaction forces are written in the form of a convolution integral
because they account for ground-borne propagation phenomena. And so do time
impedance functions.
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Regarding the MKC identification to approximate the soil impedance matrix, a
polynomial expression in the frequency domain can generally be used to identify its
MKC matrices. This polynomial assumption is almost fully verified for homogeneous
soils or regular layered soils. Nevertheless, in the case of embedded foundations or
complex soil profiles, the identification of MKC matrices becomes more complex and
the use of advanced algorithms, such as least squares, might be required. Whether or
not such algorithms give better results remains unknown and future research works
should be carried out.

Within a linear framework, HLTA has been tested on a lumped-parameter model,
on a large scale FE model and on a 3SI application. Therefore, the computation of
soil impedances in the Laplace domain has been validated in the case of different types
of soils and foundations. Moreover, it has been concluded that the use of an MKC
formulation gives better results, for both linear and nonlinear analyses, when MKC
matrices can be determined. However, it is important to note that in the case of rigid
surface foundations or embedded ones, conservative solutions have been obtained.
Finally, it has been observed that accounting for nonlinear behaviour tends to reduce
differences respect to the reference solution.
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Chapter 4

Industrial numerical
application

“We hope that, since the endless complexity and variety of natural

phenomenon are caused by few basic elements and laws, their visual

simulation can be achieved using few basic primitives and algorithms.

We are still far from that goal, but then again we do not have as many

processors or as much time as nature does.”

A. Fournier and W. T. Reeves, 1987

In this chapter, the HLTA is applied on a modified version of the numerical model
used for the SMART project in 2008. Within linear and nonlinear analysis the HLTA
is compared to a full FEM approach, assumed as the reference solution.

4.1 Introduction and methodology

Figure 4.1: Experimental set-up.

The assessment of civil engineering structures un-
der seismic loading is still a complex subject
that remains a relevant research topic among
the engineering community. In this framework,
Électricité de France (EDF) and the Commissariat

à l’Énergie Atomique et aux énergies alternatives
(CEA) launched in 2007 an international benchmark
under the name of SMART-2008 [77]. Seismic de-
sign and best-estimate Methods Assessment for Re-
inforced concrete buildings subjected to Torsion and
non-linear effects (SMART) were thus tested on the
prediction of the seismic response of the SMART
specimen on the CEA Azalée shaking table (see
Fig. 4.1). The correspondant numerical model, well-
known by the scientific community, has been mod-
ified in order to construct a SSI system that could
be used in the present study.

77
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Indeed, the already available SMART building has been first completed with a
concrete slab (see Fig. 4.2). In order to build up the SSI system, a soil domain has been
secondly added at the base of the foundations. Whereas the resulting superstructure
is modelled using FE in Code Aster, three different strategies have been considered for
modelling the soil domain. The first one deals only with the FEM, ie. a large block of
soil is discretized in FE till the bedrock. This technique is maybe the most versatile
one since it is compatible with both frequency and time domain resolutions and it
also allows for nonlinear soils. The second one, which is restricted to the frequency
or Laplace domain, accounts for the (linear elastic) unbounded soil by means of an
impedance function computed with a BEM and defined all over the base-slab of the
structure. And the last one is a mixture of the other two approaches. It combines a
bounded region of soil modelled with a FEM with the rest of the unbounded domain,
also modelled by BE impedance function. Of course, in this case, the FE region of
soil can exhibit nonlinear (in the time domain). Recall that code MISS3D is used
for all BE calculations and thus, for the computation of the impedance function. In
order to compare all these approaches within the present SSI analysis, the solution
provided by the full FE approach will be considered as our reference solution.

Figure 4.2: Schematic view of the soil-structure system to be modelled.

More details on the FE modelling of the SMART building and the soil properties
are given in the following sections.

4.1.1 The structural FE model

The building, modelled in Code Aster with 2D shell elements (floors and walls) except
for a multi-fiber beam going from the bottom to the top the structure (blue line in
Fig. 4.2), constitutes the only domain exhibiting a nonlinear behaviour. The FE
model consists of 1 500 nodes and thus 9 000 degrees-of-freedom. Depending on the
type of FE, different material laws are considered:

• For shell elements, reinforced concrete showing a global damage law known as
GLRC DM [51, 92] is used. The GLRC DM law was originally developped
for seismic calculations because of its global character which results in better
performance results. However, it exhibits low dissipation rates and some current
research looks for improvements on this way.
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• For multi-fibers beams, the 1D-La Borderie constitutive law [19, 105] is adopted
for concrete and a linear kinematic hardening law, for steels. The 1D-La Bor-
derie law is well-adapted to the modelling of localized stiffness drops. It is
thus particularly interesting for seismic analyses since it becomes an additional
source of dissipation during loading cycles.

According to recommendations of reinforced concrete models and also of GLRC ma-
terial law, the size of lateral element should be between 30 and 50 cm and, for the
present study, the lower bound of 30 cm has been used for the building mesh.

(a) (b)

(c) (d)

Figure 4.3: (a) and (b) Bending modes shape around x and y axis, (c) Torsional mode shape
and (d) Pumping mode shape.

Table 4.1: First eigenfrequencies of the base-clamped SMART structure.

Bending 1 Bending 2 Torsional Pumping

Eigenfrequencies [Hz] 9.0 15.9 31.6 32.3

In order to characterize the dynamic properties of the SMART building, the modal
shapes of the first eigenmodes of the structure satisfying zero displacement at the base,
as well as the value of the corresponding eigenfrequencies are given in Fig. 4.3 and
Tab. 4.1 respectively. A Rayleigh damping model is used by considering a modal
damping of 2% at the frequencies of 5 Hz and 15 Hz.

In the framework of this SSI analysis, the shaking table of the experimental set-
up must be replaced by an unbounded domain of soil. Different choices could thus
be selected in order to build the foundations of the structure but, for simplicity of
modelling, a rigid and massive slab is added at the base of the building (see Fig. 4.4).
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This squared base-slab with a side length of 4m is modelled with 2D shell elements
and introduces 332 nodes. In addition, the foundations are assumed to lay on the soil
and thus, a surface foundation is considered for the entire study. It is important to
notice that the foundation and the SSI-interface does not always refer to the same
part of the mesh. They usually coincide but, if the surronding soil is also modelled,
the SSI-interface would become embedded into the soil whereas the foundation (the
base slab) would remain on the free-surface of the soil.

Figure 4.4: Numerical FE model of the SMART building and its foundations.

4.1.2 The viscoelastic soil domain

The soil is assumed to behave linearly in the whole domain. It consists of seven
horizontal layers of different properties and thickness lying on a solid bedrock. In
particular, the velocity-depth trend is presented in Fig. 4.5, where the z-coordinate
denotes the downwards direction, ie. from the free-surface to the bedrock. As seen in
previous chapter 3, soils showing a shear velocity pattern that increases with depth
give time impedance waveforms that drop rapidly back to zero. In these cases, the
mass, damping and stiffness matrices associated to the soil can easily be estimated
by the approach proposed in Sec. 3.1.4. Therefore, the same technique is used in this
chapter for the case of surface foundations.

Regarding the soil damping model, two different models are considered depending
on the resolution domain. When a frequency domain calculation is carried out, a
hysteretic soil damping model of coefficient βs is used. On the contrary, when the
problem is solved in the time domain, a Rayleigh damping model [129] is assumed for
the soil, that is a damping matrix written as a linear combination of FE stiffness and
mass matrices:

C = α1K + α2M (4.1)
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Figure 4.5: Vertical soil profile as a function of the shear velocity.

where α1 and α2 are some parameters arbitrarily tuned. Provided that vibration
mode shapes are used to uncouple equations of motion, Eq. (4.1) can be rewritten
in terms of the modal damping ratio ξ associated to the circular eigenfrequency ω as
follows:

ξ =
α1
2

ω +
α2
2

1

ω
(4.2)

Factors α1 and α2 are determined so that the modal damping ratio is equal to a known
value at the endpoints of an interval [ω1, ω2]. The frequency range of interest in this
application is from 3Hz to 30Hz, which gives directly our ω1 = 6π and ω2 = 60π. The
choice of the modal damping values is discussed in the following. Remark that the
expressions eigenfrequency and modal damping ratio are suitable only for bounded
domains. As the present text concerns an unbounded domain, these expressions
must be understood as the eigenvalues and eigenvectors of the FE matrices of the
discretized soil domain and their associated damping ratio. However, they are indeed
a good estimation of the resonance frequencies of the whole SSI system.

As mentioned before, one of the limitations encountered deals with the fact that
frequency calculations, carried out with MISS3D, use a hysteretic damping model
for the soil domain. In our case, the hysteretic parameter corresponding to our soil
profile is βs = 0.05 for all soil layers. To find the value of the modal damping ratio,
the following well-known relation is used:

βs = 2ξ = α1ω + α2
1

ω
(4.3)

If the same hysteretic damping βs = 0.05 applies for ω1 and ω2, the following pa-
rameters are obtained: α1 = 2.41 · 10−4 s and α2 = 0.855 s

−1. Using this parameters
in Eq. (4.2) results, as Fig. 4.6 can show, in a modal damping ratio below 2.5%
over the frequency range of 3Hz−30Hz. In order to avoid this too low dissipation
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level, an average modal damping ratio of 2.5% within the whole frequency interval is
considered:

βs = 2ξ =
1

ω2 − ω1

∫ ω2

ω1

(α1ω + α2
1

ω
) dω (4.4)

The latter gives values α1 = 3.29 · 10−4 s and α2 = 1.171 s
−1 when the same modal

damping ratio is imposed at both ω1 and ω2. The corresponding Eq. (4.2) is also
presented in Fig. 4.6.

Further data on the soil properties, such as CP or ρs, is not provided because of
confidentiality clauses.
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Figure 4.6: Modal damping ratio for an average value of 2.5% (red) between 3Hz and 30Hz
and the original formula (black) enforcing 2.5% only at endpoints of the same frequency range.

4.2 Soil-structure interaction modelling

In this section three different types of modelling for the SSI system are detailed. The
first one, which assumed as the reference solution, corresponds to a full FE modelling
of the soil domain. The second one, which is limited to linear problems, is based
on a frequency domain BE-FE coupling. And the last one, which uses the HLTA, is
reserved to nonlinear analysis. For the last two approaches, a smaller block of soil
modelled in FE is considered.

It is interesting to notice that, when the soil is taken into account, the eigenfre-
quencies of the system switch to lower frequencies. Tab. 4.2 show these results for
the case of a full FEM modelling but no significant differences are observed for the
two other approaches. Eigenfrequencies reduce approximately between 30% and 50%,
standing out the importance of accounting for SSI in similar structures.
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Table 4.2: First eigenfrequencies of the entire FE soil-structure system.

Bending 1 Bending 2 Torsional Pumping

Eigenfrequencies [Hz] 5.9 8.7 15.3 20.1

4.2.1 Full FEM resolution

The more classical approach involves the FE discretization of the whole SSI system,
that is the unbounded soil and the building. Thus, in order to correctly represent
the semi-infinite character of the soil domain, a sufficiently large block of soil has to
be considered. Besides, a structured FE mesh needs to be used, in order to avoid
frequency filterings during waves propagation. Therefore, unless an efficient adapted
parallel computing is available, this kind of full FEM approach usually results in very
costly calculations, in both CPU time and memory.

(a) (b)

Figure 4.7: (a) FE model of the SSI system using a rectangular meshing. (b) Zoom of the
same FE model near the structure.

The meshed soil block is 30m of side length and 127m of depth (until bedrock).
A conforming meshing between the structural base-slab and the soil is considered,
and also between two different layers. Two different meshing strategies have been
used. The first one, which uses rectangular elements, resulted in 150 000 FE nodes
and a non-regular mesh showing different element sizes, which in not recommended
for seismic problems (see Fig. 4.7). The second one, the one that has been used, is
based on radial meshing which results in 100 000 FE nodes (about 300 000 degrees-
of-freedom) and a more regular mesh (see Fig. 4.8). Since for the latter approach the
soil block is obtained by extruding a radially meshed surface, the number of elements
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depends on the surface geometry and thus, it increases the total number of degrees-
of-freedom. This limitation could have been avoided by meshing the volume of soil
automatically but, in this case, an element size should have been imposed. Indeed, for
a frequency domain formulation, it is recommended to use 8 nodes per S-wavelength
[42]:

lEF =
λS

8
=

CS

8 fmax

(4.5)

where CS =
√

Es

2ρs(1+νs)
denotes the shear velocity of the soil and fmax the cut-off

frequency of the nature of the problem, which is for seismic applications between 20Hz
and 50Hz. Nevertheless, this criterion may be too severe for a full FEM modelling
yielding to excessive computational costs. Therefore, engineers tend to relax it by
considering 4 to 6 nodes per S-wavelength.

(a) (b)

Figure 4.8: (a) FE model of the SSI system using a radial meshing. (b) Zoom of the same FE
model near the structure.

In addition, when dealing with unbounded domains, Sommerfeld’s radiation condi-
tions have to be satisfied. Indeed, a FE modelling introduces spurious wave reflections
because of the artificial boundaries delimiting the soil domain. In these cases, some
kind of absorbing elements have to be used in order to get rid of this unwanted re-
flected waves. Different strategies can then be adopted, such as the use of PML or
paraxial elements. It is interesting to notice that the paraxial approximation involves
the total absorption of only normal incident waves on the boundaries. They are thus
less efficient than PML-based approaches. Nevertheless, paraxial elements, which are
available in Code Aster, are used in this analysis to model radiating conditions at the
base of the FE soil column. In particular, the zero-order paraxial approximation has
been considered [93]. It is indeed equivalent to a set of dashpots of constant ρsCP
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and ρCS respectively for P-waves and S-waves. As explained in the next paragraph,
lateral sides of the soil domain do not contain absorbing elements.

The loading usually corresponds to a prescribed acceleration on the SSI-interface,
however, when the soil domain is modelled with FE the equivalent acceleration at the
bedrock has to be obtained. To do that, a one-dimension FE model of a soil column
showing the same soil profile as the three-dimensional model is used. By knowing
its transfer function, the equivalent acceleration at the bedrock is obtained using a
deconvolution technique on the free-field accelerogram. Finally, this acceleration is
applied on the whole FE model as a global body motion. In order to reproduce the 1D
soil column model in the 3D problem, periodic boundary conditions are imposed on
the lateral sides of the soil domain. The three-dimensional solution is not perturbed
by these boundary conditions because lateral limits are far enough from the structure.

A full FE modelling of the whole SSI problem allows to account for nonlinear be-
haviour in a straightforward way. If nonlinear, a transient calculation has to be done,
however, if the problem is entirely linear, i.e. a visco-elastic constitutive law is con-
sidered for both the soil and the building, the problem can be solved in the frequency
domain. Therefore, FE allows for calculations in both frequency and time domains.
Unfortunately, not all damping models used in the frequency domain can be used in
the time domain. In fact, this is a real limitation when a nonlinear full FEM solu-
tion –in the time domain– is compared with solutions obtained using frequency-time
hybrid approches. Whereas in a frequency calculation, either a hysteretic damping
or a Rayleigh damping can be used, a transient solution only applies for the latter
model. Therefore, in the present analysis, an equivalent Rayleigh damping has been
calculated (see Sec. 4.1.2) and used not only in transient calculations but, for sim-
plicity, also in frequency ones. The equivalence between both Rayleigh and hysteretic
damping models has been first validated with a harmonic calculation.

4.2.2 Frequency domain BE-FE coupling

When the problem is entirely linear, the more effective approach is based on the
coupling of Code Aster to MISS3D [42]. This technique, which underlyies a BE-FE
coupling, has been used in Sec. 3.2.1 to compute the linear reference solution. As
mentioned there, the problem is projected on a Ritz basis and it is solved in the
frequency domain. This method applies for rigid and flexible SSI-interfaces lying on
the free-surface or being embedded into the soil but it is limited to elastic homogeneous
soils and horizontally layered (local homogeneous) media.

In the present study, this approach is used for the case of a building lying on a
bounded region of soil modelled in FE (see Fig. 4.9). The unbounded part of the soil
is accounted by MISS3D using a frequency domain BE method. This FE part of soil
measures 10m of side length and 6m of depth, within the first layer of soil. In order
to avoid rocking modes by action of the building weight, this soil model, as well as the
one for the full FEM solution, is centered horizontally according to the gravity center
of the building. Because of the important number of degrees-of-freedom (3 500), the
modal reduction technique described in Sec. 3.2.1 is used on the SSI-interface and
its kinematics is thus represented by means of 240 interface eigenmodes, a sufficient
number of modes to ensure the convergence of the solution [4]. For the building,
the number of modes collected corresponds to the number of modal masses whose
addition exceeds the 90% of the total mass of the structure. In order to reduce the
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Figure 4.9: FE model used for the BE-FE coupling approach.

number of modes, not all the modal masses but only those which represent at least
0.1% of the total structural mass are retained.

The damping model considered in the FE region of soil corresponds to a Rayleigh
model. It is calculated using the procedure described in Sec. 4.1.2 in order to get
equivalent results to those that would be obtained with a hysteretic damping model
(see Fig. 4.12). The rest of the unbounded soil, since it is accounted by a BE method
in the frequency domain, is assumed to be modelled with hysteretic damping.

4.2.3 Hybrid Laplace-Time Domain Approach

In opposition to the previous section, the present approach, which is also applied
on the model of Fig. 4.9, is reserved for nonlinear analysis and thus for transient
calculations. Hence a Rayleigh damping model is used for the bounded soil region.
As for the frequency domain BE-FE technique, the unbounded part of soil uses a
hysteretic damping model. As well as for the frequency domain BE-FE coupling, the
HLTA relies on a modal reduction technique of 240 eigenmodes for the representation
of the interface dynamics, which results in an acceptable computational cost.

Chap. 3 concluded that an MKC decomposition is recommended when the SSI-
interface is defined on the free-surface. Therefore, in order to test this approach with
an MKC decomposition the model defined in Fig. 4.4, i.e. without a FE domain of
soil, is also considered in this analysis. Indeed, in such a case, the whole domain of
soil is assumed to behave with a hysteretic damping model.

When dealing with an embedded SSI-interface the base-slab is assumed to be
flexible and its kinematics are accounted by the FE method. On the other hand, if
the SSI-interface is on the free-surface the assumption of rigid foundation is adopted
because is sufficiently stiff compared to the rest of the building.
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4.3 Comparative study

In this section, a comparison of the three different modelling approaches of the same
SSI problem presented in the previous section is addressed. First of all, the SSI system
is analyzed in a linear framework and afterwards, nonlinear constitutive laws are
introduced in the building. Nonlinearities within the soil domain are not considered
in the present study.

In seismic analysis, comparisons in the time domain are sometimes not clear.
A frequency analysis by using Fourier Transforms is therefore more useful to state
conclusions. However, Response Spectra (RS), detailed in Appx. A, gives a good ap-
proximation that gets round some intrisic problems [33]. For instance, if the Fourier
Transform of the velocity field has values close to zero, higher values could be obtained
for the displacements, yielding thus to unrealistic results. RS give in general more re-
alistic values and this approach is the one used in the present study for post-processing
responses.

Figure 4.10: View from the top of the building. Red points indicate where acceleration
responses have been measured.

In order to get rid of baseline problems, only acceleration results are analyzed.
They are normalized with respect to gravity g and measured at one corner of the
top of the building (see Fig. 4.10). The third floor has been chosen because more
amplification effects are expected to be observed.

4.3.1 Loads

The dynamic response of the structure is the result of the superposition of static
and dynamic loads. The first one is a static load corresponding to the weight of
the structure. The weight of the soil is not taken into account because it remains
linear during the whole calculation and thus, its possibly initial stress state would
only translate the resulting structural response.

The second one corresponds to the dynamic loading of the earthquake, which is
modelled by the free-field accelerograms used in the experimental tests of the shaking
table. Particularly, in the present study, the measured accelerograms during the
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Figure 4.11: Time history and the corresponding Pseudo Spectral Acceleration (PSA) of
the free-field accelerogram for (a) and (b) x-direction, (c) and (d) y-direction and, (e) and (f)
z-direction.
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experimental tests over the shaking table are used. Hence, instrumental noise can
be observed in the time history of the accelerations. They are applied on x, y and
z-directions in the present analysis. Their time and frequency characteristics can be
observed in Fig. 4.11. A time step of 5 · 10−3 s has been used for the time sampling
of the accelerograms. They show a strong phase between t = 3 s and t = 7 s but
during the other time instants the level of acceleration is quite important. Indeed, it
remains around 0.5m.s−2 for the vertical direction and lower than 0.2m.s−2 for the
other two directions. In addition, the three accelerograms concentrates the most of
their energy on the frequency range of 10 to 20Hz. A cut-off frequency of 50Hz seems
thus acceptable.

Enforcing vanishing conditions at both beginning and end of the three accelero-
grams allows to satisfy causality conditions and to avoid unwanted oscillations during
the first time steps of the calculation. The latter could indeed yield to non realistic
damaged parts of the building in a nonlinear analysis.

4.3.2 Linear analysis

First of all, the proper use of the Rayleigh damping model is verified by using the
frequency domain BE-FE approach (hereafter FreqBFA). To do that, the model with
a bounded FE region of soil is considered. As mentioned before, Fig. 4.12 shows
satisfactory results when the frequency response obtained with a hysteretic FE soil
are compared with that of viscous FE soil.

Indeed the discrepancies between damping models in each direction are not sig-
nificant, maybe because the region of soil subjected to damping variations is small
with respect to the unbounded domain of soil. Thus, the Rayleigh damping model
considered in that region is validated for the following assessments.

To this validation, it follows a comparison between a harmonic full FEM solution
and the one obtained with the FreqBFA. Since the comparison is done in terms of
PSA (see Fig. 4.13), corresponding transient responses are obtained by means of FFT
algorithms. Let the frequency range of interest be only discussed: although responses
coincide quite well for the first peak around f = 7.8Hz for y and z-directions, an
error of 10.7% is produced for the same peak in the x-direction. If one focuses on
the maximum peak around f = 14.28Hz, differences of 14.8% can be observed in
all directions. Regarding the rest of the spectrum, one realizes that the full-FEM
solution is in general higher than the FreqBFA response. The latter may be explained
in terms of the amount of energy dissipated within the soil domain: the use of paraxial
elements at the boundaries of the FE domain of soil are not perfectly matching or
consistent and hence, levels of acceleration are expected to be higher in the full FEM
case. However, the difference between x and y directions is more difficult to explain
and may be related to the asymmetric behaviour of the building.
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Figure 4.12: Comparison between PSA’s: one with a hysteretic damping model within the the
bounded FE soil and the other, with a viscous damping for (a) x-direction, (b) y-direction and
(c) z-direction.
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Figure 4.13: Linear calculation comparing FreqBFA and full FE solutions in (a) x-direction,
(b) y-direction and (c) z-direction.
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4.3.3 Nonlinear analysis

In this section nonlinear phenomena is accounted for and therefore, the FreqBFA
cannot be used. The comparison is thus between a transient full FEM solution and
the one provided by using the HLTA. As nonlinearites are concentrated in the struc-
tural domain, the solution with a surface SSI-interface is also considered. But first
of all, the influence of damaging nonlinearites is highlighted. Hence Fig. 4.14 shows
the superposition of the PSA’s that correspond to linear and nonlinear full FEM
responses in each spatial direction. Regardless the spatial coordinate-direction, the
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Figure 4.14: PSA of linear and nonlinear transient full FEM solution in (a) x-direction, (b)
y-direction and (c) z-direction.

nonlinear responses are globally lower than the linear ones. This is mainly due to the
dissipative character of the damaging constitutive law of reinforced concrete. How-
ever, and probably because of the asymmetry of the building, differences are observed
depending on the direction. Then, no significant difference stand out for z-direction
and y-direction except for the most important peak around f = 14.28Hz. In particu-
lar, for y-direction the maximum of acceleration is reduced of 22.4%. On the contrary,
in the x-direction, peak at f = 14.28Hz is lowered of 15.9% but peak at f = 7.8Hz
descends from 1.54m.s−2 to 1.04m.s−2, this is a reduction of 32.4%. Moreover, a sig-
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nificant amplification between 20Hz and 30Hz suddenly appears. This phenomenon
of amplification has also been observed in the work of Sewell et al. [131].

It is interesting to notice that, even though the free-field acceleration considered
in the x-direction shows the lower amplitudes, it seems to correspond to the most
damaged direction. Recall that the building was designed for torsion analysis so cou-
pling terms certainly exist in the model. Anyway, the effect of nonlinear phenomena
globally change the structural response and therefore, within a best-estimate strategy,
it is important to be accounted for.

In the following, the full FEM solution is compared with the HLTA approach,
with and without MKC formulation. As recommended in previous chapter, the MKC
formulation is only used for a SSI-interface lying on the free-surface. However, in this
case, the base-slab is assumed to be rigid. Recall that the use of rigid foundations
yields to higher amplitudes in the final response (see Sec. 3.2.3). Obtained results are
plotted in Fig. 4.15.
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Figure 4.15: PSA of the nonlinear transient full FEM solution compared with the HLTA
based on both surface and embedded SSI-interface, for (a) x-direction, (b) y-direction and (c)
z-direction.
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The analysis of these results must be addressed separately for each direction.
In the x-direction, approaches based on the HLTA give lower levels than the one
based on the FE method. In fact, very close results are obtained for low frequencies
(0− 20Hz). In the y-direction, even if the main peak at f = 14.28Hz is not very well
approximated, HLTA with surface SSI-interface gives satisfactory results compared
with the full FEM solution until f = 20Hz. For higher frequencies, amplitudes are
reduced resulting in fact in the lowest PGA among the three approaches. However, the
HLTA with embedded SSI-interface behaves in opposition, giving lower levels before
the main peak and higher (but not as for a full FE modelling) afterwards. In the z-
direction, the HLTA with surface SSI-interface gives similar results as in y-direction.
In contrast, the HLTA with embedded SSI-interface gives levels even higher than the
full FEM ones for almost all the frequency range.

These differences are not easy to justify and complementary analyses should be
done to clarify some points, also for the full FE modelling. However, a phenomenon
observed in Chap. 3 seems to repeat again: the nonlinear behaviour tends to reduce
the discrepancies with respect to a reference solution. Indeed, as mentioned before,
the main damaging state takes place in the x-direction and it is in this direction where
HLTA results match the better the reference solution.

Damage assessment

In order to assess building damage, the iso-values of damage of only floors and walls,
that is those corresponding to the GLRC DM law, are plotted. Two variables of
damage are analyzed: the one corresponding to traction and the one corresponding
to bending forces. All results are normalized by the maximum value.

First, the damage of the building is studied under the action of its own weight.
Two different views of the building show that, in traction, the building is already
damaged by its body load, in particular, values of 0.20 are reached in the jonctions
between walls and floors, and floors and multi-fiber beams. As no bending forces are
present, no damaging is observed for this reason. Fig. 4.16 the results of the full FEM
solution.

After accounting for the weight, seismic loading is considered. At the end of the
earthquake, the building is subjected to high levels of damage. It reaches maximum
values of 0.95 for traction and 0.87 for bending in a full FE modelling (see Fig. 4.17).
The damage is mainly concentrated on the walls, near the ground. When HLTA is
used, the levels of damage decrease, being the case of surface SSI-interface the one
giving better results. It gives 0.93 for tensile damage and 0.84 for bending, yielding
to errors of 2.1% and 3.1% respectively. If the SSI-interface is embedded into the
soil, a damage of 0.92 for tensile damage and 0.83 for bending is obtained. The
corresponding damage iso-values are shown in Fig. 4.18.

4.3.4 Efficiency of the considered approaches

In this section some remarks regarding the CPU time and memory requirements are
addressed.

For linear calculations, the use of the FreqBFA is more efficient that to model
the whole SSI system with FE. Indeed, with full FEM approach the calculation takes
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(a) (b)

(c)

Figure 4.16: For a full FEM modelling under the action of the weight: damage iso-values to
traction, (a) front view and (b) side view. (c) Damage iso-values to bending, front view.

(a) (b)

Figure 4.17: For a full FEM modelling under the action of the earthquake: ultimate damage
iso-values on traction, (a) front view and (b) side view. (c) Ultimate damage iso-values on
bending, front view.

about 200 000 s of elapsed CPU time (no parallelisation is done), whereas the other
approach takes only 29 000 s, from which 23 000 s are for the computation of the soil
impedance and the equivalent seismic force.
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(a) (b)

(c) (d)

Figure 4.18: For the HLTA solution: damage iso-values on traction when (a) an embedded
SSI-interface and (b) a surface SSI-interface are considered. The same for the case of damage
on bending: (c) embedded SSI-interface and (d) surface SSI-interface.

For nonlinear calculations and a full FEM modelling, the GMRES algorithm
(PETSC package1) combined to an LDLT preconditionner gives an speed-up of 3.05
since the CPU time is almost reduced by four in four different processors (from
223 000 s to 73 000 s). In the same situation, the CPU time elapsed with a HLTA
and embedded SSI-interface is about 129 000 s from which 105 000 s is for the com-
putation of the time impedance function and 3 100 s for the real resolution. For a
surface SSI-interface the CPU time elapsed is about 4 900 s without parallelisation,
from which 1 500 s comes from the time impedance evaluation and 2 800 s for the
nonlinear solver.

It has to be highlighted that even if it seems that the HLTA (for an embedded SSI-
interface) needs a more computational effort than a full FEMmodelling, the advantage
of the former is that the time impedance matrices are computed once for all. This
is a very interesting point for parametric industrial studies or even for probabilistic
assessments. Moreover, the way in which the BE-FE coupling has been implemented
allows the parallelisation of the impedance computation. Indeed, the impedance can
be computed at each complex frequency at the same time, since each calculation is
independent to each other. In that way, important gains of CPU time can be achieved.
Nevertheless, the memory requirements to stock all the time history of the impedance
remain the same.
1http://www.mcs.anl.gov/petsc/
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4.4 Conclusions

This chapter details the validation of the Hybrid Laplace-Time domain Approach
(HLTA) on an industrial structure, the SMART building. In order to validate this
technique, a comparison to a full FEM solution (assumed as the reference) is done in
linear and nonlinear regime. Nonlinearites come essentially from the damage consti-
tutive law of the reinforced concrete of the building but steel plasticity has also been
accounted for. The GLRC DM and the 1D-La Borderie law are used for the damaging
material behaviour. The soil is assumed linear within the entire domain. Recall that
the HLTA is based on Laplace BE method which uses a hysteretic damping model for
the soil.

Different limitations arise at modelling the SSI system, in particular, during the
construction of the reference solution. In fact, no hysteretic damping model can be
used in a transient resolution and thus, the nonlinear reference solution obtained by
a full FEM modelling involves a Rayleigh damping model. An equivalent damping
model is calculated. It is also important to remark that paraxial elements on the
boundaries are used. Therefore, spurious reflections might be created inside the soil
domain.

In linear framework, the full FEM solution is first compared to a frequency domain
BE-FE coupling procedure. Satisfactory results are obtained in terms of response
spectra. In nonlinear analysis, the reference solution has been compared to the HLTA
with an SSI-interface lying on the free-surface and embedded into the soil. For the
latter, a bounded domain of soil has been modelled using the FE method. In this
analysis, maximum errors of less than 15% are obtained for acceleration response
spectra and 4% for the structural damage assessment at the end of the loading. Better
results are obtained with a surface SSI-interface than with an embedded one, but using
an MKC formulation as recommended in Chapter 3. Different conclusions can be
stated depending on loading direction but globally, one can affirm that the direction
involving more damage is the one that shows more concordance between the reference
solution and the HLTA.

Regarding time performance, the FreqBFA is the best choice for a linear calcu-
lation. For nonlinear analysis, both HLTA (with embedded SSI-interface) and the
full FEM solution gives similar computational elapsed times (about 200 000 s). How-
ever, for the HLTA, more than a half of the time is due to the computation of time
impedance matrices. Therefore, for parametric or probabilistic studies, the latter ap-
proach seems to be more performant. Still, CPU time can be reduced in a near future
by processor parallelisation. For a surface SSI-interface, computational effort is much
more acceptable (< 5 000 s).
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Conclusions and perspectives

“The world is round and the place which may seem like the

end may also be only the beginning.” Ivy Baker Priest, 1958

D
YNAMIC soil-structure interaction (SSI) problems mainly focus, in most of
the engineering analysis, on computing the response of the building, while the
response in the soil is usually the subject of less attention. The global problem

is therefore solved directly in the building and the impedance operator, defined on
the boundary, is used as a particular type of boundary conditions that accounts for
the effects of the unbounded soil. This impedance operator is assumed to be known
either in the frequency or Laplace domain. However, if nonlinearities are taken into
account, the problem formulated within the superstructure has to be solved in the time
domain. In such a case, this particular type of boundary conditions, that depends on
a frequency (or Laplace) domain impedance operator, corresponds to a convolution
integral in the time domain. As this convolution is homogeneous to a force, it is
usually known under the name of SSI interaction forces.

In the first chapter, different approaches to deal with unbounded domains have
been reviewed. Following a substructuring procedure, the SSI problem has been
formulated and the impedance operator, introduced by means of boundary integral
operators. In this framework, a FE method is used for the spatial discretization
of the structural domain and the impedance operator is computed by means of a
Laplace domain BE method. In particular, this BE-FE coupling approach relies
on the chaining of MISS3D (which is a BE code) and Code Aster (which is a FE
code). The use of a BE-FE procedure makes possible to take profit of FE methods,
which are well-adapted for complex geometries showing nonlinear material laws, and
of BE methods, which implicitly accounts for radiation conditions when dealing with
unbounded domains.

Regarding time domain discretization –compulsory for nonlinear applications– the
Convolution Quadrature Method (CQM) has been used for the approximation of
convolution integrals. Litterature proposes several techniques for the evaluation of
these SSI interaction forces and so does the approach presented in second chapter,
called Hybrid Laplace-Time domain Approach (HLTA). This approach, which is based
on the CQM and on a MKC formulation, consists in the factorization of the polynomial
part of the impedance operator. This allows the introduction of acceleration, velocity
and displacement quantities coming from the soil domain in the time integration
scheme. When MKC matrices are correctly chosen according to the soil domain,
the convergence of the calculation is improved. The coupling of the HLTA using a
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MKC formulation to a Newmark’s time integration scheme is also addressed, mainly
because this is the time integration procedure used in the majority of FE analysis.
Nevertheless, the HLTA is not limited to the use of Newmark integrators and, a priori,
it should also work with other time integration schemes such as the HHT method.

Chapter three tries to experiment with the HLTA in different applications. After
clarifying some points related to the implementation (the CQM can be combined to
IFFT algorithms to improve performance), the notion of time impedance function has
been addressed. Within these preliminaries, an interpolation technique for the inter-
action forces in the time domain has also been proposed. Finally, different numerical
applications have been studied in both linear and nonlinear conditions. Different po-
sitions of the SSI interface have also been considered as well as the possibly modal
formulation of the problem in terms of the HLTA. Chapter essentially concludes that
an MKC formulation gives better results if inertial, damping and stiffness soil matri-
ces can be identified. And this can be done when the soil profile is regular with depth
or the SSI-interface coincides with the free-surface.

Chapter four is focused on the SSI analysis of an industrial application, the
SMART building. Damaging nonlinear behaviour is considered within the reinforced
concrete of the building. Linear elastic soil is assumed. The recommendations stated
in previous chapter are used for that assessment and results are validated by compar-
ison with a full FE solution. Satisfactory results are observed in a linear framework.
However, further research has to be done in order to understand other numerical
aspects of the HLTA when adopted in a nonlinear frame.

Perspectives

Some future work is detailed in the following. The main works turn around the HLTA
and its numerical improvements. However, rendering the approach user-friendly and
ergonomic within the framework of Code Aster is also of great importance for its
future capitalisation.

Improving accuracy and performance of HLTA

Regarding accuracy, just recall that quadrature weights (this is time impedance coeffi-
cients) can be related to the p-th order approximation of the inverse Laplace transform
Z(t) for t = n∆t bounded away from zero as follows:

Zn =
Φn

∆t

with ∆t being the time step. The quality of this approximation can be improved by
adding a few correction terms [84].

Accuracy seems that would be also improved if the CQM is combined to Runge-
Kutta schemes instead of multistep methods [6, 7, 88].

Regarding performance, the parallelisation of the evaluation of complex frequen-
cies for the computation of the soil impedance matrix can significantly improve the
computational cost. Still, performance can be augmented by introducing an inter-
polation scheme in the Laplace domain allowing less samples to be collected for the
evaluation of SSI interaction forces.



101

Validation of the HLTA with a nonlinear soil application

Next step to chapter four is to introduce nonlinearites in the bounded region of soil.
However, further research has to be done to a better understanding of the model.
Particularly, improvements in the FE modelling, such as adding PML’s instead of
paraxial elements, should be considered to be done in a near future.

MKC identification for soils with embedded foundations

Further research has to be pursuit in order to optimize the identification of the inertial,
damping and stiffness soil matrices [35]. This research work would aim at allowing
an MKC formulation, within the HLTA, not only for surface SSI-interfaces but also
for embedded foundations or nonlinear soils.

Time integration scheme coupling

Theoretical developments in numerical analysis can be elaborated. Particularly in-
teresting is the stability analysis of the coupled Newmark time integration scheme
and the CQM. Since analysis based on the growing matrix has not yield to satisfac-
tory results, energy-based methodologies are encouraged to be explored for the same
purpose [87].

Probabilistic analysis

The present dissertation is written in a deterministic framework. The extension to a
probabilistic analysis can be done as a perspective. In particular, it may be interesting
to use the SMART model in order to study the effect of the nonlinear SSI on fragility
curves [120]. Besides, also spatial variability effects can also be taken into account.
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Appendix A

Functional spaces

Let Lp(Ω) be the Banach space of pth-power integrable real-valued functions defined
on an open set Ω ∈ R

n for a Lebesgue measure. This space is equipped with the norm

‖ u ‖0,p=
(∫
Ω | u(x) |p dΩ

) 1
p and, for the particular case of p = 2, L2(Ω) is a Hilbert

space with inner product:

(u, v) =

∫

Ω
u(x)v(x) dΩ (A.1)

and whose norm is denoted by ‖ · ‖. For non-negative integer m and p ≥ 1, the
classical Sobolev spaces can be defined:

W m,p(Ω) = {u ∈ Lp(Ω) | ∂ku ∈ Lp(Ω)∀ | k | ≤ m} (A.2)

whose associated norm is defined as:

‖ u ‖m,p := ‖ u ‖W m,p(Ω)=


 ∑

0≤|k|≤m

‖ ∂ku ‖p

Lp(Ω)




1

p

(A.3)

where k denotes a multi-index. Because of its Hilbert space structure, the case of
W m,2(Ω) is commonly denoted by Hm(Ω) (remark that H0(Ω) = L2(Ω)) and its
associated norm by ‖ · ‖m,Ω or simply by ‖ · ‖m. Moreover, for the case of m = 1,
the following norm can also be defined:

|||u|||a,Ω :=

(∫

Ω
| ∇u |2 + a2

∫

Ω
| u |2

) 1

2

(A.4)

where a > 0. In particular, for s ∈ C and σ = ℜe(s) > 0, the previous norm is
equivalent to the one usually used in H1(Ω):

σ ‖ u ‖1,Ω ≤ |||u||||s|,Ω ≤ | s |
σ

‖ u ‖1,Ω (A.5)

where σ := min(1, σ). For the last inequality, identity σmax(1, | s |) ≤ | s | has been
used.
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For the case of Ω having Lipschitz boundary, which is denoted Γ, similar Sobolev
spaces Hr(Γ) endowed with norm ‖ · ‖r,Γ (or ‖ · ‖r) can be defined for r ∈ R

+.

Particularly interesting are H
1

2 (Γ) ⊂ L2(Γ) and its dual H− 1

2 (Γ) ⊃ L2(Γ). If duality
pairings are denoted by 〈·, ·〉, the duality is written as:

〈λ, ψ〉 =
∫

Γ
λ(x)ψ(x) dΓ. (A.6)



Appendix B

Earthquake Response Spectra

Response Spectra are very employed in earthquake engineering. In particular, they are
used to predict how equipments would respond under a seismic loading by considering
their individual mass m and stiffness k.

In this framework, consider N SDOF systems with different fundamental periods
Ti, i = 1 .. N –but the same modal damping ξ– subjected to a ground excitation
üg(t). Then, the Spectral Displacement (SD) Sd is defined as the maximum of the
displacement response ui(t) of each SDOF system as a function of the corresponding
fundamental period:

Sd(T ) = max|ui(t)| , i = 1 .. N (B.1)

Analogously, the Spectral Acceleration (SA) reads:

Sa(T ) = max|üi(t) + üg(t)| , i = 1 .. N (B.2)

where the absolute acceleration has been considered.

In fact, both SD and SA are, not only a function of the fundamental period but
also a function of the modal damping, Sd(T ) = Sd(T, ξ) and Sa(T ) = Sa(T, ξ). The
family of all these curves is called Displacement Response Spectra or Acceleration
Response Spectra of an earthquake, respectively.

When Ti = 0 (i.e. the system is infinitely stiff), the SA equals the Peak Ground
Acceleration (PGA) Sa = üg,max(t) while Sd = 0. On the other hand, when Ti

approaches infinity (i.e. the system is infinitely flexible), Sa tends to zero and Sd to
the Peak Ground Displacement (PGD).

In order to estimate the maximum base shear force Fsh,max at the base of a SDOF,
the Pseudo Spectral Acceleration (PSA) has to be defined:

PSA(T, ξ) =

(
2π

Ti

)2
Sd(T, ξ) (B.3)

It coincides to Sa for ξ < 20% and it allows to evaluate:

Fsh,max = mPSA . (B.4)
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