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1
Introduction

Summary: The protection of data privacy is no more discretionary − its the law!
The information surge has made the retrieval of public and private information of in-
dividuals a part of day-to-day life. Many critical services e.g., health care, typically
gather this information for genuine needs; however, given the co-dependency of the
Internet and information systems, sensitive data is under the radar of theft and corrup-
tion. Data privacy has received global attention for the past few decades. The rapid
technology advancement has changed the way how privacy is protected and violated.
Though it is hard to find "exact" definition of privacy, governments and institutions are
facing a dilemma between information sharing and privacy protection. Thanks to ded-
icated efforts of research community, privacy preserving data publication appeared as
a promising aspect to provide a first hand solution to this dilemma. In this Chapter, we
motivate the need for privacy-aware systems that can be used effectively and efficiently
for data publication tasks.
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A popular Government without popular information, or the means of acquiring
it, is but a prologue to a farce or a tragedy; or, perhaps both. Knowledge will
forever govern ignorance....
- James Madison

As stated by Jim Gray [53], we are entering the fourth age of science defined by a new
paradigm where data play a central role in the production of science and innovation. To
achieve that bright vision, scientific data must be unleashed from private repositories,
and publicly released for all the research community. The Open Access movement, first
focused on free access to scientific publications, turns now to Open Data initiative. In
the same time, new business models have emerged to offer valuable services and take
benefits from open data.
One of the major accomplishments of computer science is the flurry of information
which seemed scarce few decades ago. The rapid advancement in hardware, especially
enhanced processing speeds, the advent of giant storage abilities along with the reliable
communication facilities and efficient information retrieval methods made such break-
through possible. These advance capabilities have affected the basic means of human
interaction including the way they work, communicate, and even their shopping pref-
erences. On the other hand, these advancements have given rise to the explosion of
data collection as almost every action of the individual is electronically recorded - every
website she visits, every item she purchases etc. Such data collection not only benefits
the individuals in terms of their everyday routine but also many important services like
health-care have substantially improved due to the digitization of medical data.
Then, organizations are strongly encouraged to release their micro-data to support data
analysis, to provide new business opportunities and to allow every kind of scientific
study, to support data journalism and fact checking as well. For example, patients’ med-
ical records may be released by a clinic to support medical research and epidemiological
studies. These organizations such as public and private institutions e.g., hospitals, col-
lect the micro-data (e.g., medical reports, financial transactions, and residence records),
and publish them regularly to serve the purposes of research and public benefits. For
example, a decision tree based on the medical data of patients may help the practitioners
to employ appropriate protocols for newly diagnosed diseases.
However, as a consequence, these data collections are responsible for tracking the pub-
lic and private lives of concerned individuals, thus putting a big question mark on their
privacy [44]. For instance, in October 2004, Choicepoint 1 released the financial infor-
mation concerning 145,000 individuals to a group of criminals operating a scam. In
August 2006, America OnLine (AOL) released 20 Million anonymous logs of search
queries collected from 658 000 users to facilitate information retrieval research for aca-
demic purposes, after mapping each user to a randomly generated identifier. However,

1. ChoicePoint was a US based data aggregation company which used to provide intelligence services
to the government and private institutions.
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the privacy of the concerned individuals was easily breached [99] thereby revealing their
private lives to millions.
Privacy is thus a global issue and being computer scientists, we own the power and obli-
gation to design and develop tools to assure that the most basic right of human civiliza-
tion i.e., privacy, is guarded from unwanted access while empowering the promulgation
of precious data about humans for facilitating their day-to-day life. This thesis aims
at identifying the techniques for publishing useful personal information with provable
privacy guarantee and thus serves as a step towards accomplishing this obligation.

1.1 Problem Setting
Privacy preserving data publishing techniques focus on providing a sanitized view of

a private dataset to the recipients, e.g. government institutions, research organizations,
statisticians, etc. The private dataset contains the sensitive data about the individuals,
e.g. hospital releases data about the patients for research or funding purposes. The
algorithms for sanitizing such private datasets can be classified into interactive (those
answer the queries posed on the dataset continuously) and non-interactive (those pro-
duce a sanitized dataset for the recipients). This thesis deals in the non-interactive data
publishing scenario. Non-interactive data publishing can further be categorized into
local perturbation and centralized publishing [89]. In Local perturbation approach,
individuals themselves are responsible for perturbation and distribution of data to the
recipients [106]. Centralized publishing usually assumes a trusted server, called a pub-
lisher, which is responsible for data collection of individuals, executing one or more
privacy algorithm on the collected data for preserving the privacy of individuals and
publishing for the end users. The algorithms for centralized publishing are known to
provide balanced privacy/utility trade-off as compared to local perturbation algorithms
due to the advantages offered by centralization of complete datasets [89]. The context
of this thesis is the centralized data publishing scenario.
Figure 1.1 depicts the sanitization model in typical data publishing systems. In the data
collection phase, the data publisher collects data from individuals (e.g., patients’ data
collected by hospitals). In sanitization phase, the data publisher employs a sanitization
mechanism to protect the privacy of concerned individuals. In data publishing phase, the
data publisher disseminate the data to external organizations or general public. Through-
out the thesis, we assume a trusted server e.g., a hospital, which is responsible for data
collection, sanitization and publication for the end user. This model is commonly re-
ferred to as trusted model [45]. In un-trusted model, the data publisher is not reliable
and even can be one of the attackers. Thus, individuals themselves sanitize their data
and provide them to the publisher. We invite the interested readers to [106] for statistical
methods, [17,57] for anonymous communications and [116] for cryptographic solutions
dealing in un-trusted model for data publishing.
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Figure 1.1: Data Sanitization Model

For more than half a century, many efficient database systems have been built which pro-
vide extremely proficient store and search facilities. Throughout the thesis, we assume
relational data being stored in a relational database system [87]. A relational database
consists of a set of tables or relations. An example of a relation is depicted in Table
1.1. Each relation contains a set of uniquely identifiable rows (also known as tuples or
records) and each tuple corresponds to the medical record of an individual in the hospi-
tal. Columns in the relation correspond to the attributes of each patient. We denote by
t[A] the value of the Ath attribute value for a tuple t.
We introduce the problem setting with the help of following scenario. A trusted pub-
lisher, say PIMS hospital 2, collects the data about the patients. Typically, PIMS collect
the micro-data as shown in Table 1.1 which has three kinds of attributes:

1. Identifier(s) (denoted by ID) are uniquely identifying attributes e.g., Social Secu-
rity Number, Name etc.

2. Quasi-Identifiers (denoted by QI) is the set of attributes that can be used for
linking with some externally available dataset e.g., Age, Zip Code and Gender.

3. Sensitive Attribute (denoted by S) contains sensitive information about individ-
uals in the dataset that must be protected from adversary. In Table 1.1, Disease
can be termed as a sensitive attribute.

This micro-data contains information related to several individuals. After every two
months, PIMS releases this information to a pharmaceutical company ICI which con-
ducts research and development of medicines for specific diseases and are interested in
a study on how these diseases correlate with age and gender.

While relational database systems provide efficient solution for data management,
the privacy of the individuals is of utmost importance. With the increasing anxiousness
about privacy, organizations find themselves between a rock and a hard place. They
affront a contention between privacy of their patients and the need to allow information

2. Pakistan Institute of Medical Sciences (PIMS) is a government hospital in Pakistan which provides
health services to the needy people free of cost.
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ID Age Zip Code Gender Disease
1 62 44120 F Flu
2 51 44190 M Flu
3 48 44100 M HIV
4 59 44470 F Flu
5 77 44420 M Gastritis
6 66 44420 M HIV

Table 1.1: Micro-data Table

processing for the benefit of everyone. While patients trust the way organizations han-
dle their data, they might not be confident on how their data may be utilized once they
are made public.

The intriguing question therefore is: how the data publisher like PIMS hospital,
can sanitize the micro-data for external organizations or even the general public while
preventing an adversary from "linking" an individual to his/her sensitive information in
the published data? The aim of the thesis is to answer this question in various scenarios.

1.2 Motivation

Many public and private organizations like hospitals, the Census Bureau and, even
search engine companies collect personal information from individuals and share it with
the public with the intent of data analysis. The most commonly anticipated sanitization
mechanism employed by the organizations is to simply discard the identifier attributes
before release. However, this sanitization of data is insufficient to protect the privacy of
the concerned individuals. Sweeney [96] in an initial study, estimated that - in United
States, 87% of the population can be uniquely identified using a set of naive attributes
like gender, birth date, and zip code. In fact, she used these three attributes to link Mas-
sachusetts voter registration records (comprising of name, gender, zip code, and birth
date) to supposedly sanitized medical data from the GIC 3 insurance company (com-
prising of gender, zip code, birth date and diagnosis). Using this "linking attack", also
coined re-identification attack, she was able to uniquely identify the medical records of
William Weld, the governor of Massachusetts.
This real life example illustrates that the adversary may be able to "link" an individ-
ual uniquely or to a small number of data records in the sanitized release through
quasi-identifiers. This disclosure became possible due to the use of extremely simple
pseudonymization process of data sanitization. This pseudonymization process involves

3. Group Insurance Company provides health insurance to the Massachusetts state employees
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replacing the direct identifying attributes in a record e.g., Name, SSN etc, by one or more
artificial identifiers (pseudonym or pseudo-random number) while leaving the remain-
ing attributes as-is to keep the data useful.
This area of research coined non-interactive 4 Privacy-Preserving Data Publishing (PPDP
for short), studies how to thwart such kinds of linking attacks. The major goal here is
to avoid linking an individual to a specific or small number of records while preserving
the usefulness of the sanitized data.

1.2.1 Privacy and Utility
Perfect privacy can be achieved by publishing nothing at all, but this has no

utility; perfect utility can be obtained by publishing the data exactly as received,
but this offers no privacy.
- Cynthia Dwork

Any sanitization mechanism achieves a trade-off between privacy and utility: publish-
ing the unaltered data in its entirety makes it extremely useful but with zero privacy
guarantee while not publishing the data at all is perfect for privacy but it does not offer
great opportunities for data analysis. The pressing question in this context is how to
design a perfect privacy sanitization mechanism which outputs extremely useful data?
This issue is however, extremely hard to address as these two ways of data publication
have exact opposite requirements.
Privacy models and algorithms in PPDP facilitate the data publishers in choosing a point
between these two extremes. Specifically, a privacy model formally defines the extent
of privacy by drawing a baseline for the privacy guarantee under given circumstances.
This helps the data publishers to chose a lower bound of privacy proposed by the given
privacy model. The privacy algorithms physically transform the micro-data to a sani-
tized version by providing the privacy higher than the lower bound of the given privacy
model and utility (as close as possible) to the optimal where such optimality is measured
using prominent utility metrics. This transformation of micro-data to a sanitized release
is called data sanitization or anonymization. Each sanitized dataset is then finally pub-
lished and make accessible to the intended recipients.

1.2.2 Static and Sequential Data Publication
Data publication can take place in both static and dynamic settings. In static settings,

it is presumed that data are static and once released, cannot be further modified. Thus,
data are collected, sanitized, and then published only once. In these settings, the data

4. This thesis does not consider the interactive PPDP framework which aims at answering queries
requested on a private dataset rather than sanitizing the data once for all (See Section 2.1)
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privacy protection is guaranteed by algorithms designed for static privacy models. The
static privacy models assume a simplistic scenario of one time publication. Furthermore
these models do not focus on the correlation among multiple published versions of mi-
crodata. Each privacy model has its own requirements specially the kind of adversarial
knowledge it can cater. Therefore the research on the privacy preservation for static
datasets can be thought of as a history of progressively more refined models. Famous
static models include k-anonymity [96], `-diversity [75] and t-closeness [70] (See Sec-
tion 2.3.1).
In more complex situations where data publisher needs to periodically republish mi-
crodata, static privacy models can only guarantee privacy upto one single release. Se-
quential data anonymization is naturally more complex than static publication scenario
mainly due to the dynamic nature of data. It deals with publication of multiple releases
each containing data from previous release(s) along with new records and/or modifica-
tion in the records of previous releases. Modification in the previous records correspond
to either update in any of the attribute values or deletion of a record from one release
to the next one. Along with these modifications, sequential data publication is prone
to several kinds of adversarial attacks that are not applicable for static data publication.
This makes the static publication models inappropriate for this scenario since even if
each release is individually anonymous, combining multiple releases begets the situa-
tion in which privacy can be compromised.

1.3 Thesis Contributions and Organization
The main objectives of this work are:

1. to identify advanced privacy threats in sequential data publication;

2. to highlight the complexity of dynamic data publication;

3. to key out the possible directions for improving the utility of published data in
both static and dynamic settings along with providing the protocols for improved
query accuracy for point and range queries;

4. to propose state of the art algorithms for static and dynamic settings that are scal-
able and achieve better performance than previously proposed algorithms;

In this dissertation, we initiate formal privacy definitions and propose efficient algo-
rithms that provably guarantee privacy along with substantial increase in utility. Our
main contributions are stated below:
• we present a state of the art of spatial access methods in the context of data sani-

tization. We evaluated several existing proposals that make use of spatial indexes
for data sanitization and highlight inherent deficiencies in each of them;
• we propose yet another approximative generalization algorithm, coined BangA,

that combines very nice features from Point Access Methods (PAM) and cluster-
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ing. Hence, it achieves fast computation and scalability as a PAM, and very high
quality thanks to its density-based clustering step. Moreover, BangA could in-
corporate background knowledge in the generalization process and the resulting
public releases natively support orthogonal range queries;
• dynamic data republication poses serious threats to the privacy of individuals as it

enables several attacks that are irrelevant w.r.t. static data publication. We propose
a privacy model for dynamic data publishing named τ -safety that efficiently pre-
vents from privacy breaches due to background knowledge that tracks individuals
in a sequence of public releases;
• we propose a bucketization-based algorithm for sequential data anonymization,

named τ -safe m-invariant generalization that follows τ -safety privacy model and
provides better utility of final release along with improved query accuracy as com-
pared to its predecessor i.e., m-invariance;

Below we overview the main contributions and provide thesis organization:
The first part of the thesis (Chapter 2) provides an insight into related work. Research in
Privacy Preserving Data Publication (PPDP) can be categorized into syntactic privacy
definitions and semantic privacy definitions. Syntactic privacy definitions have been
adopted widely for the past few decades and an uncountable number of privacy models
and algorithms have been proposed under the umbrella of these definitions. A lot of re-
search is primarily dedicated to developing algorithms and notions for syntactic privacy
that thwart the re-identification attacks. k-Anonymity is one of the first very popular
syntactic technique for thwarting linking attacks. Thanks to its conceptual simplicity,
k-anonymity has been widely implemented as a practicable definition of syntactic pri-
vacy, and owing to algorithmic advancement for k-anonymous versions of micro-data,
k-anonymity has attained much anticipated popularity. The problem with syntactic pri-
vacy definitions is their dependence on the type of adversarial knowledge. Since it is
near to impossible to estimate the amount of background knowledge an adversary can
possess, these definitions have been criticized for their applicability in critical privacy
applications. This opened way to semantic privacy definitions. Semantic privacy defi-
nitions do not make any assumptions about data i.e., it does not take into account about
how data is collected or generated or what is the adversarial background knowledge
but rather forces the sanitization algorithms (mechanisms) to satisfy a strong semantic
property. Famous semantic privacy definitions include differential privacy and zero-
knowledge privacy.
The second part of the thesis (Chapter 3) aim at developing a generalization based pri-
vacy algorithm using spatial indexes with the intent of improving utility of the sanitized
release. The familiar area of spatial indexing has been shown to have a striking parallel
with data sanitization [55]. Chapter 3 provides an in-depth review of spatial indexing
techniques that can be used for sanitization tasks. Also, it proposes BangA generaliza-
tion based algorithm that combines strong features of Point Access Methods (PAM) and



16 CHAPTER 1. INTRODUCTION

clustering to achieve scalable, efficient and highly useful public release.
Most existing works on PPDP focus on a single data release. In more complex sit-
uations, data are often released sequentially to serve various information purposes.
Though there exist few works on sequential data publication (See Section 2.3.1.5), much
effort is needed to cover wide range of adversarial attacks that are possible due to the
complexity of handling such dynamic data. Xiao et al. [112] proposed an effective
privacy model named m-invariance that can guarantee privacy when the dataset is en-
countered with insertion of records along with deletions. However, m-invariance does
not cater the modification of record’s attribute values between two releases. Among the
few works in the literature that relate to the sequential data publication, none of them
focuses on arbitrary updates, i.e. with any consistent insert/update/delete sequence, and
especially in the presence of auxiliary knowledge that tracks updates of individuals. In
Chapter 4, we first highlight the invalidation of existing algorithms and present an ex-
tension of the m-invariance generalization model coined τ -safety. Then we formally
state the problem of privacy-preserving dataset publication of sequential releases in the
presence of arbitrary updates and chainability-based background knowledge. We also
propose an approximate algorithm, and we show that our approach to τ -safety, not only
prevents from any privacy breach but also achieve a high utility of the anonymous re-
leases.
We conclude this thesis with a summary and possible future perspectives in Chapter 5.



2
State of the art

Summary: Research in privacy preserving data publication can be broadly categorized in
two classes. Syntactic privacy definitions have been under the cursor of the research commu-
nity for the past many years. A lot of research is primarily dedicated to developing algorithms
and notions for syntactic privacy that thwart the re-identification attacks [39, 107]. Sweeney
and Samarati proposed a well-known syntactic privacy definition coined k-anonymity [95, 96]
for thwarting linking attacks using quasi-identifiers. Thanks to its conceptual simplicity, k-
anonymity has been widely implemented as a practicable definition of syntactic privacy, and
owing to algorithmic advancement for k-anonymous versions of micro-data [42], k-anonymity
has attained much anticipated popularity. Even today, k-anonymity is under discussion for newly
proposed areas like social networking and transactional logs. k-anonymity is the very first ap-
proach to achieve sanitization of data. Other more sophisticated approaches have emerged
in recent years to address the limitations of k-anonymity. Among these approaches are `-
diversity [75], t-Closeness [70] and m-Unicity [112] (Section 2.3.1). Syntactic privacy def-
initions cover several scenarios for data sanitization including single static publication and
sequential data publication. However, the problems with syntactic privacy definitions is that
they can be achieved deterministically and they are dedicated to a certain type of adversarial
knowledge. Each syntactic privacy definition is prone to attacks if it is exposed to other kinds
of adversarial knowledge. Due to the volatile nature of these definitions, there has been a flurry
of privacy models and definitions each trying to handle a new possible adversarial attack. This
gave birth to semantic privacy definitions. Semantic privacy definitions do not take into account
the adversarial background knowledge but rather forces the sanitization algorithms (mecha-
nisms) to satisfy a strong semantic property by the way of random processes. Famous semantic
privacy definitions include differential privacy [31] and zero-knowledge privacy [47] where the

17
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later focuses on privacy in social networks. Though semantic privacy definitions are theoret-
ically immune to any kind of adversarial attacks, their applicability in real-life scenarios has
come under criticism. In order to make the semantic definitions more practical, the research
community has focused its attention towards combining the practicalness of syntactic privacy
with the strength of semantic approaches [46] such that we may in the near future benefit from
both research tracks. This Chapter provides a detail insight into both these types of definitions
and also overviews several popular privacy models pertaining to each of them.
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2.1 Introduction
This chapter provides the necessary background knowledge for understanding the

contributions of the thesis. Several privacy definitions came into existence in the past
few decades from traditional syntactic privacy definitions, to the most recent ones i.e.,
semantic privacy definitions. First, we overview the vast field of privacy-preserving data
publication for relational data. Since this thesis contributes towards algorithmic side of
privacy-preserving data publication, we try to draw a fine line between privacy models
and their respective algorithms (we use the terms mechanism or algorithm interchange-
ably throughout the thesis). Then we bring to light the syntactic and semantic privacy
definitions in isolation. We also overview several publication scenarios including static
and dynamic data publication as seen by syntactic privacy definitions. Since our main
contribution concerns dynamic data publication through syntactic privacy definitions,
we provide an insight into several syntactic privacy models dealing in this complex sce-
nario. The privacy algorithms follow specific privacy models and utility of the sanitized
release is one of the most important factors of their proposition. We overview few popu-
lar quality measures that can be used to judge the utility of sanitized data. Then we detail
various privacy algorithms that follow syntactic privacy models. We also overview pop-
ular semantic privacy definitions specially the differential privacy and its extensions.
Then we elaborate the differences between syntactic and semantic privacy settings. Fi-
nally, we accentuate the open problems relating to both privacy definitions and highlight
the recent research that is bringing them closer to each other.

2.2 Privacy-preserving data publication (PPDP)
The work in privacy preserving data publication spans across three dimensions (Fig-

ure 2.1) namely i) data model ii) privacy models/threats and iii) sanitization mechanism-
s/algorithms or techniques for privacy preservation. PPDP models and algorithms are
generally, strongly related to each other i.e., every new model is accompanied with a
proof-of-concept algorithm. Nonetheless, it is important to analyze them separately for
the ease of understanding. Though this thesis tends to contribute towards algorithmic
advancements in PPDP, we also present a detailed study of popular privacy models in
order to apprehend the problem globally. PPDP revolves around following important
aspects [67] (though not very comprehensive), necessary for the understanding of the
related work.

1. Data ownership: As mentioned earlier, this thesis deals in centralized data pub-
lishing scenario. Throughout the thesis, we assume that publishing organization
itself is trustworthy, yet it must be cautious while publishing the data externally.
This is because the concerned individuals might be hesitant in providing their pri-
vate information in the first place. The organizations have to chalk out compre-
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Figure 2.1: Overview of research directions in PPDP [58]

hensive publishing strategies to satisfy the concerned individuals against various

2. Privacy Vs. Utility: This is perhaps, the most important and intriguing aspect
of PPDP. There must be a privacy policy such that the sanitized release is secure
from any kind of intrusion given that it remains useful for the end user. In other
words, there must be a balance between the notions of privacy and utility.

3. Adversary’s Knowledge: The assumptions on the adversary’s knowledge result
in the outcome of several PPDP models and algorithms. In proposing an appropri-
ate privacy model, it is important to study the resources available to the adversary
not only in terms of externally available data but also other possible inferences.

4. Data Model: Another important aspect of PPDP is the kind of data to be dealt
with. Much of the work done in PPDP relates to the static data publication with
the philosophy of one record per individual and these records are assumed to be
independent. However, data could be dynamic i.e., it is published sequentially
with modifications. Other types of data include graph data, social network data
and other non-relational data.

Note that privacy-preserving data mining and statistical disclosure control are closely
related to PPDP. Statistical disclosure control aims at protecting statistical data. It al-
lows the data to be published and analyzed by the public (mainly in the aggregated
form), but protects private information of certain individuals or groups. On the contrary,
Privacy-preserving data publication originates from the computer science society and it
notably provides deep insights into adversarial models. Privacy-preserving data mining
[25] focuses on applying some data mining tasks on a set of private databases owned by
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different parties as well as focusing on privacy-preserving outputs of usual data mining
tasks. In contrast, privacy-preserving data publishing distant itself from actual data min-
ing task and concentrates on how to publish the data so that the anonymized data remains
useful for data mining and querying. In what follows, we aim at privacy-preserving data
publishing, referring neither to statistical disclosure control nor to privacy-preserving
data mining anymore and invite the interested readers to consult the surveys [1] for sta-
tistical disclosure control and [5, 102] for privacy-preserving data mining. The privacy
definitions for PPDP can be broadly classified into two categories [28]:
• Syntactic privacy aim at satisfying a syntactic property e.g., each individual in a

sanitized release must be indistinguishable from certain number of other individ-
uals in the sanitized release.
• Semantic privacy focus on privacy mechanisms to enforce a semantic property

e.g., the analysis conducted on the sanitized release must be independent of the
insertion or deletion of a tuple in a dataset

Below we overview popular privacy definitions and techniques relating to both cate-
gories.

2.3 Syntactic Privacy Definitions
Syntactic privacy assumes a relational table (referred to as a micro-data table) to be

protected against an adversary who possesses certain amount of background knowledge
for attacking the micro-data table to identify a target individual (commonly refer to as
a victim of the adversary). Below we overview popular syntactic privacy models and
techniques and refer the interested readers to [28] for in-depth analysis.

2.3.1 Prominent Syntactic Privacy Models for PPDP
The syntactic privacy models can further be classified into two categories based on

the nature of the adversarial attack. In first category, an adversary is able to link a
record, a sensitive information or a sanitized release to a record owner. We classify
them as identity disclosure, attribute disclosure and membership/table disclosure re-
spectively. In identity and attribute disclosure, the adversary knows that the record of an
individual is in the sanitized release, and seeks to identify the individual’s record and/or
his/her sensitive information from the respective table. In membership or table disclo-
sure, the attack consists of determining the presence or absence of an individual’s record
in the sanitized release. The second category encompasses probabilistic inferences and
is regarded as probabilistic disclosure. It states that the sanitized release should provide
with very little additional information apart from the background knowledge to the ad-
versary. Table 2.1 summarizes attack models addressed by various privacy models. !
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Privacy Model Attack Model
Identity

disclosure
Attribute
disclosure

Table
disclosure

Probabilistic
disclosure

k-Anonymity [95, 96] 7

MultiR k-Anonymity [83] 7

`-diversity [75] 7 7

Confidence Bounding [103] 7

(α, k)-Anonymity [109] 7 7

(X, Y)-Privacy [104] 7 7

(k, e)-Anonymity [117] 7

(ε,m)-Anonymity [69] 7

Personalized Privacy [111] 7

t-Closeness [70] 7 7

δ-Presence [82] 7

(c, t)-Isolation [18] 7 7

ε-Differential Privacy [31] 7 7

(d, γ)-Privacy [89] 7 7

Distributional Privacy [11] 7 7

Table 2.1: Privacy models [42]

2.3.1.1 The k-anonymity Model

To avoid identity disclosure, many organizations usually remove the uniquely iden-
tifying information like Name, Social Security Number etc. from the sanitized release.
However, this sanitization of data might not be helpful in keeping the secrecy of given
individuals. In the case brought to light by Sweeney and Samarati [96], it is discov-
ered that the micro-data, even after the removal of identity information (e.g., social
security number, name, and telephone number) is prone to linking attack. As a conse-
quence, Sweeney was able to successfully identify the medical record of the governor
of Massachusetts by linking his social information associated to the medical record (in
the medical dataset) with an external data source (the voter list). A set of attributes
that involves such linking attacks are termed as quasi-identifier of the dataset [96]. A
dataset may contain several quasi-identifiers; we denote QI the set of quasi-identifiers
hereafter.

Definition 2.1 (Quasi-identifier (from [96])). Consider a set of attributesA = A1, A2, ..., An
sampled from a general population. The set of attributes QI1, ..., QIw ∈ A is said to
be a quasi-identifier if these attributes can be used via linking to uniquely identify an
individual from the general population.
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In the case of the governor of Massachusetts, {age, birthdate,zipcode} is the quasi-
identifier used for the linking attack. The voter list is termed as the background knowl-
edge of the attacker. Such kind of linking attacks [22] can easily be thwarted by a
simple pseudonymization scheme where quasi-identifiers are removed from the dataset.
The highlighting question in this context is how much will be the information loss?
In order to provide a balance between the privacy and utility, Sweeney et al [95, 96]
proposed the k-anonymity model. The basic intuition of the k-anonymity model is to
hide an individual in a crowd thereby blurring the link between the individuals and their
respective records rather than deleting them altogether. A table satisfies k-anonymity
if every record in the table is indistinguishable from at least k - 1 other records in its
public release. This simple principle determines an equivalence relation on the data and
is sufficient to prevent the disclosure of identity with a probability of 1

k
.

Definition 2.2 (k-Anonymity from [75,95,96]). Let R be the dataset and QI be the set
of all quasi-identifiers in it. R satisfies k-Anonymity, if for a record t ∈ R, there exist at
least k−1 other records t1, t2, . . . , tk−1 ∈ R such that t[QI] = t1[QI] = . . . = tk−1[QI]
for all QI ∈ QI where t[QI] corresponds to the projection of t on the members of QI.

Table 2.2 provides a toy example of a public release of 6 medical records from Table
1.1 following 3-anonymity, i.e., each public record is identical on quasi-identifiers (Age,
Zip and Gender) with at least 2 other records. A group of tuples with the same quasi-
identifier value form an equivalence class.

Definition 2.3 (X-Equivalence relation ∼) Let R be a table with schema R(X, Y ).
The X-equivalence relation ∼

X
⊆ R × R is defined as: ∀t, u ∈ R, t ∼

X
u ↔ t[X] =

u[X].

For a tuple t ∈ R, the X-equivalence class of t, denoted [t]∼X
, contains similar val-

ues on each component of X . In what follows, we refer to this QI-equivalence class as
an equivalence class defined by a QI-equivalence relation. We will further explain the
notion of equivalence class in Section 2.4.1.
Since the quasi-identifiers are susceptible to linking attacks, the table R is not released
directly; it is first processed through a sanitization mechanism and then resulting table
R∗ is published. There exist various sanitization mechanisms in the literature e.g., gen-
eralization, suppression, bucketization etc. (See Section 2.4). Since this thesis employs
generalization (generalization substitutes a specific value with a more general less pre-
cise value while preserving the data "truthfulness") as a sanitization mechanism, below
we provide a definition of a generalization mechanism to achieve R∗.

Definition 2.4 (Generalization mechanism A) Given a micro-data table R, a gener-
alization mechanism is a bijective function A defined as follows:
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Id Age Zip Code Gender Disease
1 [48-62] 441XX * Flu
2 [48-62] 441XX * Flu
3 [48-62] 441XX * HIV
4 [59-77] 444XX * Flu
5 [59-77] 444XX * Gastritis
6 [59-77] 444XX * HIV

Table 2.2: Example of a 3-Anonymous Public Release for Table 1.1

A : R〈ID,QI, S〉 → R〈ID,QI, S〉
I(R) 7−→ A(J(R)) = I(R∗) =

{〈t[ID], ν, t[S]〉 | t[QI] � ν ∧ t ∈ R}
(2.1)

where J(R) is a generalized table of R, and ν is a generalized value of t[QI] accord-
ing to any pre-defined partial order over QI . For the sake of simplicity, we denote in the
following byR the instance I(R) ofR, and byR∗ the instance J(R) that is a generalized
version of R.
Note that such a � partial order is basically a containment relationship. Also A(R) is
not unique since there exist many different ways to generalize t[QI] and the A(R) enu-
meration is properly combinatorics. Then, regular approaches try to optimize a utility-
based objective function in the generalization mechanism. This is the underlying reason
why the k-anonymization based generalization mechanisms have been proved to be NP-
hard [59]
For example, the generalization in Table 2.2 partitions the records into two equivalence
classes. Records 1, 2, 3 from Table 2.2 belongs to the same equivalence class and are in-
distinguishable one with each other. Pattern of the class is (Age=[48-62], Zip=441XX,
Gender=*). Similarly, records 4, 5, 6 form the second equivalence class.

2.3.1.2 The `-diversity Principle

While k-anonymity privacy model protects against identity disclosure, it does not
provide sufficient protection against attribute disclosure. This is because the attributes
that do not appear in the set of quasi-identifiers are not taken into account, even though
these attributes contain highly sensitive information (e.g., patient diagnosis, salary, oc-
cupation etc). Machaanavajjhala et al. [75] highlight this inherent problem of k-anonymity
model and propose a new privacy model, named `-diversity, that aims at protecting the
association between individuals and these sensitive values. Following the literature con-
vention, from now on, we assume that the attributes of the dataset are made up of a sin-
gle quasi-identifier (i.e., comprising of the union of the dataset’s quasi-identifiers) and
a single sensitive attribute.
Machaanavajjhala et al. [75] formulate the bayes-optimal privacy model by highlighting
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the impact of sanitized release on the adversarial belief. The adversarial prior belief is
modeled as the exact joint distribution f over sensitive values and QI of whole popu-
lation. Given this distribution, the adversarial prior belief about the possibility of asso-
ciating a given quasi-identifier q and a sensitive value s is the conditional probability to
observe the association between q and s i.e.,

Prior-belief(q, s) = Pf (t[S] = s | t[QI] = q) (2.2)

The adversarial posterior belief is calculated directly from the sanitized release R∗

based on Bayesian probabilities and is given by:

Posterior-belief(q, s, R∗) = Pf (t[S] = s | t[QI] = q ∧ ∃t∗ ∈ R∗ , t→∗ t∗) (2.3)

where t∗ is generalized version of a tuple t.

Finally, the disclosure is defined as a significant difference between prior and pos-
terior adversarial beliefs. This notion of defining the disclosure i.e., by comparing the
prior and the posterior adversarial beliefs, is termed as uninformative principle [75].
The origin of uninformative principle is the Dalenius’s early definition of statistical dis-
closure [26] and is the root of many influential privacy models [20, 71, 75, 89].

Definition 2.5 (Uninformative principle [75]). The sanitized release should provide the
adversary with very little additional information beyond the background knowledge. In
other words, the prior and posterior beliefs should not differ much.

Contrary to its strong properties, Machaanavajjhala et al. [75] show that bayes-optimal
privacy model is impractical due to its strict restrictions and identify possible ways in
which bayes-optimal privacy model can be thwarted. Consequently, `-diversity privacy
model is proposed as a practical alternative to bayes-optimal privacy model.

Definition 2.6 (`-Diversity Principle [75]). An equivalence class is `-diverse if there
are at least ` "well-represented" values for the sensitive attribute. A table is said to have
`-diversity if every equivalence class of the table has `-diversity.

The term "well-represented" in Definition 2.6 has several interpretations.
1. Distinct `-diversity ensures that there are at least ` distinct sensitive values for the

sensitive attribute in each equivalence class.
2. Distinct `-diversity does not prevent probabilistic inference attacks. An equiv-

alence class may have one sensitive value that is more frequent than the others
thereby enabling the homogeneity attacks where an attacker can conclude that a
particular individual is likely to possess that value. This motivated the need of
more stronger notions of `-diversity. A sanitized table satisfies probabilistic `-
diversity if the frequency of a sensitive value in each equivalence class is at most
1
`
. This ensures that an attacker cannot infer the sensitive value of an individual

with probability greater than 1
`
.
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3. Entropy `-diversity states that, in each equivalence class, the entropy of each sen-
sitive value must exceed a lower bound. The entropy of an equivalence class EC
is given by:

Entropy(EC) = −
∑

s∈Dom(s)

f(EC, s)× log f(EC, s) (2.4)

Where f(EC, s) is the fraction of records in EC having sensitive value s. A table
is said to have entropy `)-diversity if for every equivalence classEC,Entropy(EC) ≥
log l. Thus in order to have entropy `)-diversity for every equivalence class, the
entropy of the entire table must be at-least log l [75]. Sometimes this may be too
restrictive, as the entropy of the entire table may be low if a few values are very
common. This leads to the less conservative notion of recursive (c, `)-diversity.

4. Recursive (c, `)-diversity ensures that, in each equivalence class, the most fre-
quent sensitive value does not appear too frequently, and the less frequent sen-
sitive values do not appear too rarely. Let n be the number of sensitive values
in an equivalence class EC, and sj, 1 ≤ j ≤ n be the frequency of jth most
frequent sensitive value appearing in EC. Then EC is said to have recursive (c,
`)-diversity if:

s1 < c(sm + sm+1 + . . .+ sn)

A table follows the recursive (c, `)-diversity if each equivalence classes in it is
recursively (c, `)-diverse. This ensures a smooth decrease of the privacy protec-
tion with respect to an attacker able to filter out an increasing number of sensitive
values.

Other popular variants of the `-diversity model include p-sensitive k-anonymity [101],
(α, k)-anonymity [109] and (L, α)-diversity [94].

2.3.1.3 The Closeness Model

Though `-diversity is a stronger privacy notion than k-anonymity, it also has limi-
tations. Li et al. (t-closeness [70] and (n,t)-closeness [71]) highlight the inadequacy of
`-diversity principle for data sanitization when it encounters skewed data distribution. In
general, `-diversity is unable to guarantee privacy whenever the distribution of sensitive
values within an equivalence class differs substantially from their overall distribution in
the released table thereby allowing skewness and similarity attacks. For example, what
would be the privacy of individuals who are in a 3-diverse equivalence class having 30%
of "HIV" diseases, whereas only 1% of "HIV" appear in complete dataset. The authors
of the closeness model also criticize the utility guarantees of `-diversity by highlighting
the fact that when the sensitive attribute is already not diverse in the complete dataset,
the information loss in the sanitized dataset increases.
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Li et al. [70] propose that the distribution of sensitive attribute in the complete dataset
should be considered as an auxiliary source of adversarial background knowledge. t-
closeness requires that the difference of sensitive attribute distribution in an equivalence
class from the overall distribution of that sensitive attribute must not be more than a
given threshold t. According to the t-closeness model, an adversary who knows the
overall sensitive attribute distribution in the sanitized release gains only limited infor-
mation about an equivalence class by learning the sensitive distribution in it. These
considerations correspond to the uninformative principle (Definition 2.5) where the sen-
sitive attribute distribution in the complete dataset makes adversarial prior belief, the
distribution of sensitive attribute in each equivalence class makes the adversarial poste-
rior belief and consequently the disclosure occurs when the difference between the two
distributions exceeds the threshold t.

2.3.1.4 The Adversarial Background Knowledge

One of the most important problems in data publishing is to understand and reason
about the adversarial background knowledge. In most cases, an adversary attempting
to steal personal information of an individual from public data, has some instance-level
information. For example, consider the generalized Table 2.2, and consider a curious
neighbor who is able to isolate her friend Pierre to the second equivalence class. If she
has seen Pierre recently, and knows that he does not have a Flu, then the probability of
Pierre having HIV increases from 1

3
to 1

2
.

k-Anonymity privacy model [95, 96] surmises that the adversary has access to some
publicly-available external databases (e.g., voter list) through which she is able to nab
the quasi-identifier values of the concerned individuals. The k-anonymity model also
posit that the adversary possesses the information about the individual’s existence in a
given table. Bulk of the work following k-anonymity model presume this adversarial
knowledge.
The `-diversity and closeness models assume a specific form of adversarial background
knowledge. The `-diversity principle considers an adversarial knowledge to be the nega-
tion statements over sensitive values i.e., an adversary is able to discard some sensitive
values from the equivalence classes whereas the closeness model restricts the adver-
sarial background knowledge to the distribution of sensitive attribute in the sanitized
release.
Martin et al. [76] initiated a formal study of the logical background knowledge in data
publishing. Realistically, it is not possible for a data publisher to predict any instance-
level knowledge an adversary can possess - keeping in mind the fact that there could be
various such adversaries. Martin et al. [76] and Chen et al. [20,21] propose the quantifi-
cation of the adversarial knowledge such that the data-to-be-published is resilient to a
certain amount of adversarial knowledge (in worst case and without the precise content
of this knowledge). Specifically, Martin et al. propose a language - based on logical
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sentences - for expressing the adversarial background knowledge, that consists of fi-
nite conjunctions of basic implications (by definition in [76], a basic implication has a
form (∧i=1,..,mAi) → (∧j=1,..,nBj) , where every Ai and Bj is an atom for associating
a particular sensitive value to a particular individual). Subsequently, they propose a dy-
namic algorithm to verify safe anonymization i.e., given that the adversary is aware of
maximum k basic implications, the probability of associating any individual to any sen-
sitive value remains lower than a given threshold. This is termed as (c, k)-safety privacy
model.
Chen et al. [20, 21] argue that quantifying background knowledge in terms of basic im-
plications is not so intuitive, and propose that the interesting research idea is to consider
only the real life background knowledge that can be handled efficiently. Subsequently,
they propose three types of background knowledge (coined three-dimensional knowl-
edge): i) knowledge about the target individual, ii) knowledge about other individuals
in the sanitized release, iii) and knowledge about the relationships among individuals.
Each type of background knowledge is quantified by a triplet (`, k,m) which indicates
that the adversary knows i) ` sensitive values that cannot be associated with the target
individual ii) sensitive values associated with k other individuals iii) and m other individ-
uals carrying the same sensitive value as that of a given individual. Then the sanitized
release is such that, given the sensitive value σ and the expected amount of adversarial
background knowledge about σ, the probability that an individual has σ remains lower
than a given threshold. This is known as 3D-privacy model.
Another popular adversarial knowledge model is privacy-maxent model [30] that fo-
cuses on expressing probabilistic background knowledge. Du et al. [30] criticized the
expressive power of background knowledge in 3D-privacy model [20] since it fails to
cater probabilistic background knowledge. Furthermore the authors of [30] defined the
background knowledge in terms of probabilities e.g., P (Testicular cancer | female)= 0.
Since main privacy problems arise due to the linkage of quasi-identifiers and sensitive
attributes, the quantification of privacy - is therefore - to derive the probability of the
linkage between any instance of sensitive attributes and quasi-identifiers with the prob-
abilistic background knowledge. Du et al. thereby proposed privacy-maxent model [30]
which formulates the deviation of the linkage probability as a non-linear programming
problem.
The above mentioned approaches provide an efficient framework for defining and ana-
lyzing the adversarial background knowledge but they are unable to quantify the exact
background knowledge a data publisher can possess. Li et al. [74] motivate the kernel
estimation techniques for modeling probabilistic adversarial background knowledge.
Specifically, they proposed skyline (B,t)-privacy model which is based on the adver-
sary’s prior and posterior beliefs. For a given skyline (B1, t1), (B2, t2), . . . , (Bn, tn), a
sanitized release satisfies (B,t)-privacy model if the maximum difference between the
adversary’s prior and posterior beliefs for all tuples in the data set is at most ti. Wong
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et al. [108] emphasized that the adversarial knowledge about the anonymization mech-
anism (or algorithm) can be used by the adversary to leak the sensitive information and
they proposed a model coined m-confidentiality to avert such attacks.

2.3.1.5 Dynamic Data Publication

Since the emergence of k-anonymization, several privacy preserving paradigms have
been proposed. The techniques mentioned above (commonly known as static data publi-
cation techniques or static techniques for short) ensure privacy protection up to a certain
level i.e., they are focused on single publication of datasets. Realistically however, it is
a common practice for the organizations to publish a dataset multiple times for differ-
ent recipients statically or after modifications (either insertions, deletions or update) for
providing up-to-date data. In dynamic data publication problem, the above mentioned
techniques could provide protection pertaining to a single release. This need opens a
new era in privacy preservation coined Privacy preserving dynamic data publication.

The problem of dynamic data publication can be broadly classified into following
categories [42].
• Multiple Release Publishing: Multiple views of the same underlying micro-data

are published once.
• Sequential Release Publishing: In this scenario, same micro-data is published

multiple times with different recipients in mind. e.g., a hospital intends to release
the person-specific data in Table 2.2 to either pharmaceutical company which
needs the classification on disease attribute or a statistical organization which in-
tends to apply statistical models on the attributes (Age, Gender). In this publica-
tion scenario, different projections of a given micro-data table on different subsets
of attributes are released
• Continuous Data Publishing: In this scenario, a data publisher has already re-

leasedR1, R2, . . . , Rp−1 and now wants to publish the next releaseRp, where each
Ri is a modified version of Ri−1 in which data is inserted, updated or deleted.

Since our contribution in Chapter 4 deals in continuous data publication, we provide an
insight of popular continuous data publication models and invite the interested readers
for a detailed survey [42] on other dynamic publication scenarios.
Continuous data publication assumes that the data publisher has already published the
releases R1, . . . , Rp−1 at times (1, 2, . . . , p − 1) respectively and after the insertion of
new records and/or modification (i.e., deletions and updates) in the previous records,
he/she needs to publish Rp at time p. Also, an adversary is in possession of quasi-
identifiers along with publication timestamps of her victim(s). We term a micro-data
Rp a fully dynamic dataset if it may contain all three kinds of modifications i.e., in-
sert/updates/deletes along its timeline (Timeline is modeled by a finite series of public
releases or snapshots of Rp). Continuous data publication for fully dynamic datasets
is an arduous task as compared to static publication by dint of two reasons, i) though
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each sanitized release may be individually anonymous, the privacy of the concerned in-
dividuals could be at stake if an adversary can compare multiple releases and remove
some candidate sensitive attribute values for a victim ii) sequential data publication
brings about new adversarial attacks w.r.t single dataset publication scenario. Below we
overview prominent continuous data publication models.
Sweeney in her seminal work on k-anonymization [96], identified possible inferences
when new records are inserted in a dataset and proposed a couple of straightforward
solutions. According to Sweeney, the records once generalized in any previous release,
must remain the same or more generalized in the subsequent releases. The obvious
problem with this solution is severe loss of utility. Furthermore, as explained by Bu
et al. [15], this approach is vulnerable to differencing attacks in which the adversary
may be able to filter out the records that have no correspondence with a target victim.
Though such pruning of records may not breach the privacy of the target victim, it helps
the adversary to narrow down to a smaller set of records which may contain the re-
quired record. The other solution proposed by Sweeney [96] is that once a dataset is
sanitized and released, there should be no distinction between quasi-identifiers and sen-
sitive attribute in subsequent releases i.e., all attributes in subsequent releases are treated
as quasi-identifiers. This approach works well to defy the linking attacks but does not
suffice for attribute disclosure as there might be the case when an equivalence class
contains same sensitive attribute values. For instance, if each attribute in the sanitize
release is considered as quasi-identifier then there is no restriction on how the sensitive
values are distributed among the equivalence classes. Then, there might be a possibility
that one sensitive value appears more frequently than the others in an equivalence class.
Since this situation leads to homogeneity attack (Section 2.3.1.2), the privacy of any
individual falling in that equivalence class is likely to be breached.
Byun et al. [15] presented the first study on the problem of continuous data publica-
tion. They identified several inference channels in a sequence of sanitized releases
when each release is individually anonymous i.e., each release satisfies any static pri-
vacy guarantee (e.g., k-anonymity or `-diversity). They present an interesting enhance-
ment of `-diversity privacy model for continuous data publication when new records are
inserted. The authors of [15] propose that each continuous release must satisfy "dis-
tinct" `-diversity (see Section 2.3.1.2). Since this instantiation of `-diversity is prone
to homogeneity attacks, therefore this instantiation used by Byun et al., cannot prevent
attribute linkage attacks.
The authors of [15] tried to avert the inference channels in case of record insertions
only. For the purpose of computational efficiency, the authors proposed to assign the
incoming records directly into the previous sanitized release. The `-diverse tables are
internally maintained as ungeneralized equivalence classes and new records are thereby
directly assigned to these equivalence classes subject to the following conditions i) R∗p
is `-diverse ii) the quality of R∗p is as high as possible iii) R∗p is immune to possible
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inferences. To improve the quality of the sanitized release, the algorithm [15] tends to
specialize the data as much as possible by removing the inference channels such that if
due to new records, there is a violation of given privacy requirements, the insertions are
delayed for later sanitized releases. Consequently, this solution may fall into a situation
in which no new records are released.
Byun et al. [14] further enhanced their previous proposition in [15] by incorporating
other kinds of adversarial attacks so-called cross version inferences, when the new
records are inserted. The authors improved their previous proposal so that it may be
adopted with other generalization schemes (see Section 2.4.1 for details on generaliza-
tion schemes). This improvement further took computational cost problem with the
previous proposal into account. It suggested various heuristics for identifying possible
inference channels and to significantly reduce the search space.

m-Invariance Byun et al. [14, 15] addressed the problem of continuous data publi-
cation in the insert-only scenario. Xiao et al. [112] identified that the continuous data
publication is more complex than that. They showed that even if the continuous releases
follow the principle proposed by Byun et al. [14, 15], they are vulnerable to other more
sophisticated inferences. Specifically, they extended the continuous publication sce-
nario where micro-data is modified with both insertions of new records and deletions of
some previous ones. The authors of [112] discovered that the main reason behind the
failure of static publication models in sequential data publication is that these models do
not impose any constraint on sensitive values in the equivalence classes. Consequently,
they proposed that the equivalence classes in all the public releases must contain the
same set of sensitive values, the phenomenon they termed as keeping persistent invari-
ance in equivalence classes. The authors of [112] further identified that if a sensitive
value is deleted in the previous release, its absence in the current release can beget a
situation where privacy breach is possible. They termed such an absence as critical
absence. The phenomenon of critical absence occurs when a sensitive value is deleted
in the previous release and the equivalence class containing that missing sensitive value
is unable to possess same set of sensitive values in the subsequent release. In order to
remove critical absence, the authors of [112] proposed to add fake records in place of
missing sensitive values. These records are referred to as counterfeit records. Specif-
ically, they proposed a counterfeit generalization technique coined m-invariance. A
sequence of sanitized releases R∗1, R

∗
2, . . . , R

∗
p is said to be m-invariant if

1. every sanitized release ism-unique (a sanitized release ism-unique if every equiv-
alence class in it contains at least m records and all records have different sensitive
values)

2. during the lifespan of a record (lifespan of a record is a range of timestamps
in which that record exists), all equivalence classes containing that record have
exactly the same set of sensitive attribute values.
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An important aspect of m-invariance principle is that its space and time complexity
are independent of the number of sanitized releases. This property is important in the
republication scenarios where the number of sanitized tables increases monotonically
i.e., the data publisher only needs last sanitized release for the sanitization of current
release. We will discuss m-invariance scrupulously in Chapter 4.

BCF-Anonymity k-Anonymization is the pioneer model for static data publication.
Since it is unable to cope with continuous publication scenario, Fung et al. [41] iden-
tified a situation in which the exact number of vulnerable records can be "cracked" by
comparing a series of k-anonymous releases. Specifically, a record in a k-anonymous
release is referred to as cracked if it cannot be picked up as a candidate record for
the victim and if these cracked records are removed from the sanitized release, the
resulting table could no longer follows k-anonymity. The authors of [41] identified
different attack scenarios in which the records in two consecutive releases may be
cracked. These attacks are termed as Backward attacks, Cross attacks and Forward at-
tacks (BCF attacks for short). Consequently, Fung et al [41] proposed a privacy require-
ment, coined BCF-anonymity, to estimate the anonymity requirements after purging the
cracked records and presented a generalization method to achieve BCF-anonymity with-
out delayed records insertion or introducing counterfeit records. Since the generaliza-
tion method proposed by Fung et al. does not cater the deletion scenario, it is vulnerable
to the attacks due to critical absence phenomenon presented by Xiao et al. [112].

HD-Composition m-invariance assumes that quasi-identifiers and sensitive values of
an individual remain the same over time. Bu et al. [12] relax this continuous data pub-
lishing scenario and assume that quasi-identifiers and sensitive values of an individual
can change in subsequent releases. The authors of [12] assume that sensitive values
can either be permanent (those cannot change over time e.g., in medical records, HIV
disease has no cure available till date thus it cannot be changed in subsequent releases)
or transient (those can change over time). The authors of [12] show that in the presence
of permanent sensitive values, m-invariance principle is unable to guard the privacy of
concerned individuals. They criticized m-invariance principle for its record-based con-
tinuous data publication approach rather than individual-based protection. The authors
of [12] provided an efficient solution to cope with the problem of individual protection
in the presence of permanent sensitive values efficiently. They proposed a generalization
mechanism coined H(older)D(ecoy)-composition in the presence of permanent sensitive
values. It carries two major roles namely holder and decoy where decoys are responsi-
ble for protecting permanent sensitive value holders. The main theme of the proposed
principle is to bound the linkage probability of an individual and a permanent sensitive
value by a given threshold (e.g., 1

`
). The two major partitioning principles presented by

Bu et al. are: role-based and cohort-based partitioning. In role-based partitioning, for
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each equivalence class, there are `−1 decoys (those cannot be linked to permanent sen-
sitive value) with each holder of a permanent sensitive value. Specifically, each holder
is basically blended in crowd of `− 1 decoys. In cohort-based partitioning, there are `
cohorts from which, one belongs to the holders while the other `− 1 cohorts belong to
the decoys. Also, the proposed method abjures the decoys from the same cohort to be
placed in the same equivalence class. The main intent of cohorts based partitioning is
to forge the information about true holders. The proposed technique is effective only in
the case when the transition probability among transient values is uniform which is not
often the case, the counterexample of this being the medical domain itself.

m-Distinct Li et al. [68] further assumed that while micro-data can be fully dynamic
(i.e., inserts/updates/deletes), there is a certain correlation between the old values and
the new ones. The authors of [68] proposed a counterfeit generalization model named
m-distinct. The algorithm of m-distinct presents the concept of the candidate update
set (Candidate update set for a sensitive value s - is the set of possible sensitive values
to which s can be updated i.e., s can be updated to any value in its candidate update set
with equal probability), taking advantage of the updates of sensitive attribute values that
have the correlations between the old value and the new ones to solve the problem of
continuous data publication. The rationale of m-distinct is that, it adopts m-uniqueness
to maintain the anonymity of sensitive values in each separate publication; then in san-
itizing subsequent releases, it carefully partitions the records so that the anonymity of
sensitive values is still maintained. The authors termed this concept as legal update
instance which guarantees that there is no possibility of inference via information ex-
clusion. Though, the authors in [68] suggest that there is a certain correlation between
new and old values in case of updates in sensitive attribute values, that may not be the
case in many scenarios, for instance, if a person changes his/her residence then his/her
new zip code is not known in advance.
Among the few works mentioned above that relate to continuous data publication, none
of them focus on arbitrary updates, i.e., with any consistent insert/update/delete se-
quence, and especially in the presence of auxiliary knowledge that tracks updates of
individuals. In Chapter 4, we present an extension ofm-invariance, coined τ -safety. We
show that even without any correlation between old and new values, an adversary, by
exploiting the tracks of updates of individuals, can breach the privacy of the individuals.
Table 2.3 provides an overview of prominent continuous data publication models with
their limitations.

2.4 Prominent Syntactic Algorithms
The raw dataset must be sanitized in such a way that it satisfies certain privacy

requirements. This sanitization is performed by applying a series of sanitization tech-
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inserts deletes updates
Support arbitrary updates
with individuals tracking

Sweeney et al. [95] 7 No
Byun et al. [14, 15] 7 No

BCF-Anonymity [41] 7 No
m-invariance [112] 7 7 No

He et al. [52] 7 7 No
HD-Composition [12] 7 7 7 No

m-Distinct [68] 7 7 7 No
τ -safety 7 7 7 Yes

Table 2.3: Popular continuous data publication models

niques such as generalization, suppression, bucketization etc. PPDP algorithms imple-
ment certain privacy models by using these sanitization techniques.

2.4.1 Generalization-based Algorithms
Generalization:

Before starting a review of generalization-based algorithms, it is necessary to under-
stand the major building block of these algorithms i.e., generalization. Generalization
is a process of data sanitization by means of generalizing (coarsening) some attribute
values in a micro-data table: the actual value - categorical (e.g., a profession) or numer-
ical (e.g., age) - is substituted by a range (e.g., a group of professions, an age range).
Generalization is also referred to as recoding in the statistical context. The bottom line
is that after generalization, some records (e.g., records with Ids 1, 2, 3 in Table 2.2)
would become identical when projected on the set of quasi-identifier attributes (e.g.,
Age, Zipcode, and Gender).
Typically, generalization uses a value generalization hierarchy (VGH) for each attribute.
In a VGH, the attribute values are represented by leaf nodes, and internal nodes portray
less-specific values. Figure 2.2 shows a VGH for the occupation attribute. Generaliza-
tion schemes can then be defined based on the VGH that specify how the data will be
generalized.

VGH basically represents the semantic information about a value v to generalize in
order to obtain a general value(s) to which v can be coarsened. As in Figure 2.2, a VGH
is basically a tree where leaf nodes are the domain values (e.g., if the domain comprises
of a Doctor then General physician is a leaf) and root node corresponds to the most gen-
eral value (e.g., often pointed out by ANY or *) and any path from root to a leaf consists
of nodes representing decreasing levels of generalization. Nodes participating in gener-
alization hierarchies are said to be generalization nodes. We denote the generalization
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Engineer

ANY (*)

Doctor

General Specialist Comp. Civil

Figure 2.2: VGH for Profession

relationship between two nodes a and b as a � b i.e., a generalizes b. Specialization
is the reverse operation of generalization and a specializes b is denoted by a � b. It is
important to mention here that these hierarchies can be either static (i.e., provided by
domain experts depending upon the characteristics of the attributes) or dynamic (i.e.,
dynamically created by the generalization algorithms)

Equivalence class:

The generalization is normally performed on quasi-identifier attributes but sensi-
tive attribute values can also benefit from it [100]. The main idea behind generalizing
quasi-identifiers is to obtain (multi)sets of records such that all records in a (multi)set
share identical generalized values on every quasi-identifier attribute. Further simplify-
ing the idea of generalization nodes, we say that the generalization nodes are basically
the generalized quasi-identifiers. A set of records accompanied by its generalization
node is termed as an equivalence class. Depending upon the privacy model to im-
plement, equivalence classes need to follow certain rules/constraints e.g., k-anonymity
model enforces the equivalence classes to contain at least k records while (distinct)
`-diversity requires that each equivalence class must contain ` distinct sensitive val-
ues. Then, a generalization-based algorithm inputs a relation R with q quasi-identifier
attributes, QI1, . . . , QIq ∈ QI and outputs a set of equivalence classes. The ith equiv-
alence class for a set of tuples t and a generalization node γ denoted by [t]i such that
∀t ∈ [t]i and ∀QIj ∈ QI , t[QIj] � [t]i.γ[QIj].

Finding the Best Generalization is Hard

It is worth noticing that a dataset can be trivially generalized to only one equiv-
alence class having the generalization nodes consisting of roots of all the VGHs i.e.,
replacing each quasi-identifier with the most generalized value e.g., ANY. Obviously,
generalization-based algorithms aim at finding a generalized release under the umbrella
of a given privacy model such that utility is increased up to the hilt (e.g., one can
chose the generalization nodes as close as possible to the leaves in VGH). Practically,
there can be many such possible generalizations. Then, the most important question
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is "How to find an optimal generalized release?". Meyerson et al. [77] and Bayardo
et al. [8] showed that finding the optimal generalized k-anonymous release is NP-hard
owing to the combinatorial explosion in the number of possibilities for best general-
ized releases. Due to this reason, the above mentioned question has taken a new form:
"How to find a good approximation of the optimal generalized release". To answer
this question, a large number of generalization-based algorithms have been proposed
e.g., [6,8,65,66,77,82,90,95]. We formalize the notion of a generalization mechanism
(algorithm) in next section.

Generalization Algorithms

In centralized data publishing scenario, a data publisher has an input relation R
containing personal data of the individuals from the population. The relation R has
a schema R(ID,QI, S). Following the literature convention, we assume that quasi-
identifiers (QI) are either categorical, ordered or continuous, the only sensitive attribute
is categorical and ID is removed before publication. For an input relation R, π(R) and
σ(R) corresponds to the projection and selection respectively onR. For any tuple t ∈ R,
t[A] denotes the A field value of tuple t.
We consider the problem of transforming the input relation R(ID,QI, S) into a san-
itized release, denoted by R∗(ID,QI, S) such that R∗ is immune to linking attacks 1.
In order to achieve some privacy requirements for R∗, it is assumed that the explicit
identifiers (ID) are removed in the public release and R∗ can be obtained by applying
the generalization mechanism as given by the Definition 2.4.
The generalization-based algorithms can either belong to global recoding, local recod-
ing or regional recoding algorithms [65,66]). In global recoding, the values are general-
ized to the same level of the hierarchy. One effective search algorithm coined Incognito
for global recoding is proposed by LeFevre et al. [65]. There are several advantages of
global recoding scheme:
• The strategy has conceptual simplicity.
• It is usually tractable to obtain an optimal solution [8].
• Finally, the inferences among the remaining attributes stay uniform with the orig-

inal dataset.
Regional recoding [56, 66] allows different values of an attribute to be generalized

to different levels. For example, Given the VGH for profession in Figure 2.2, one can
generalize Computer Engineer and Civil Engineer to Engineer while leaving General
physician and Specialist as is. Iyengar [56] used genetic algorithms to perform a heuris-
tic search in the solution space and LeFevre et al. [66] applied a kd-tree approach to
obtain a sanitized release.

1. Additional problems and inferences arise when micro-data is dynamic and there are multiple dif-
ferent sanitized versions of such micro-data. This problem is detailed in Chapter 4 which constitutes the
main problem handled by this thesis
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Local recoding allows the generalization of a same value to the different values in dif-
ferent records. For example, consider three records with the value Computer Engineer,
this value may be generalized to Any (*) for the first record, Engineer for the second
one, remains as is for the third record. Local recoding normally incurs less information
loss than global recoding but it is naturally more expensive to find an optimal solution
due to very large solution space which makes it a hard problem [7].

2.4.2 Bucketization Algorithms
Xiao et al. [110] proposed the bucketization algorithm to achieve `-diversity by (1)

minimizing the information loss (2) improving the efficiency as compared to generalization-
based algorithms. bucketization surmises that there is only one sensitive attribute in a
given dataset. In pursuance of minimizing information loss, Xiao et al. proposed to blur
the association between quasi-identifiers and sensitive attribute values by producing the
groups of records, assigning identity to each such group and then simply release the
quasi-identifiers as-is and sensitive attribute values in two separate tables namely quasi-
identifier table (QIT) and sensitive table (ST). The association between the QIT and ST
is maintained via the identity of each group in QIT table which serves as a foreign key
in ST table. The authors of [110] term this way of data publication as anatomy which
has some similarities with permutation [117]. Cao et. al [16] proposed sabre algorithm
for the implementation of t-closeness privacy model via bucketization. Generally, t-
closeness privacy model forces the distribution of sensitive values in an equivalence
class close to overall distribution of sensitive values (See Section 2.3.1.3). This overall
distribution of sensitive values is meticulously transformed in the buckets produced by
sabre bucketization algorithm thereby improving the utility and efficiency up to the hilt.
m-invariance privacy model for dynamic data publication problem also makes use of
bucketization. We will explain m-invariance bucketization algorithm scrupulously in
Chapter 4.
While bucketization produces an effective data analysis [16,110], it is unable to prevent
membership disclosure in the sanitized release. Further studies on the bucketization ap-
proach also highlight its limitations. For example, the bucketization algorithm proposed
by Xiao et al. [110] is shown to be particularly vulnerable to background knowledge
attacks [73].

2.4.3 Other Algorithms
Other popular syntactic algorithms include clustering [6, 13, 23], microaggrega-

tion [29], space mapping [49], spatial indexing [55], and data perturbation [4, 89, 98].
Microaggregation [29] starts by grouping the records into small aggregates comprising
of at least k records in each aggregate and finally publishes the centroid from each ag-
gregate. Aggarwal et al. [6] proposed to achieve anonymity via clustering records into
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group of at least size k and finally releasing statistics for each identified cluster. Byun
et al. [13] proposed k-member clustering algorithm that aims at minimizing some spe-
cific cost metric. Iwuchukwu et al. [55] showed the striking similarity between spatial
indexing and k-anonymity and proposed to use spatial indexing techniques for data san-
itization. Ghinita et al. [49] presented a two fold solution for data sanitization. They
first proposed heuristics for sanitizing one-dimensional data (i.e., the quasi-identifier
comprising of a single attribute) and secondly, they proposed a sanitization algorithm
that executes in linear time. The authors of [49] presented a space mapping technique
for transforming multi-dimensional data into one-dimensional data before applying the
algorithm for one-dimensional data. Below we review several space partitioning al-
gorithms for k-anonymization and highlight their weakness in achieving efficient k-
anonymous release.

Partitioning Schemes for PPDP

It is worth to notice that public release with one single equivalence class described
on each dimension by the all domain is obviously k-anonymous (k ≤ n the number
of records) but it is definitely useless for the end-user. Thus, the main challenge of
k-anonymization is to compute a public release where the information loss has been
minimized, in the sense of a general criteria by means of popular utility metrics dis-
cussed in Section 2.5. This optimization problem was proved to be NP-hard [77].
Hence, many approximation algorithms have been proposed in the literature since the
seminal work of Sweeney [95]. Usually, Mondrian approach [66] is thought as the
baseline algorithm since it has the basic good properties we could expect from such
algorithms: local recoding and multidimensional partitioning. Mondrian iteratively op-
erates a binary partitioning of the data space until every block contains between k and
2k− 1 data points. Actually, Mondrian builds a kd-tree over the raw data and publishes
bounding boxes of the leaves as equivalence classes of the anonymous release. Con-
struction has time complexity O(N log(N)), where N is the number of records in raw
data.
Following the geometric representation of the data, Iwuchukwu et al. [55] propose to
use a bulk-loading implementation of anR+-tree, one of the most popular spatial access
methods for databases, to compute the k-anonymous release. It outperforms Mondrian
thanks to buffering and efficient bottom-up index construction algorithm, and it scales
up to very large data sets. Furthermore, the hierarchical structure of the R+-tree na-
tively supports (B`k)-anonymity for all level ` in the tree, with B the fanout parameter.
And with an ordered leaf scan, it could support (cK)-anonymity as well, for all c in N.
Time complexity remains in O(N log(N)). And I/O cost for external computation is in
O(N

B
log(N

B
)).

Since the R+-tree bulk-loading algorithm is applied on a set of points rather than a set
of spatial objects with an extent, it is actually a variant of a kd-B-tree structure where



40 CHAPTER 2. STATE OF THE ART

hyper-rectangles have been shrinked to the minimum bounding boxes (MBB) of the
subset of points in each equivalence class. Remind that a kd-B-tree is a bucket-oriented
variant of a kd-tree where the fanout of each node is defined by a parameter B that usu-
ally fits the disk block size. The many good features of the R+-tree approach makes it
therefore the reference algorithm for k-anonymization up until now.
Many works also proposed point partitioning structures in low dimension (2-3D) for
privacy preserving location-based queries [27, 48, 51, 80]. In this application domain,
privacy is related to instant location of users and queries as well. Popular approaches
design an anonymizer that dynamically provides a Cloaking Region to the Location-
Based Service. For that purpose, Gruteser et al. [51] implements a kd-tree, whereas
Mokbel et al. [80] uses a variant of a PR quadtree in Casper. Ghinita et al. [48] ac-
commodate partitioning structures from kd-tree and R-tree to hash a database of Points
Of Interest (POI) and answer approximate nearest-neighbor queries in a Privacy Infor-
mation Retrieval (PIR) approach (A PIR protocol allows a user to fetch a tuple from a
database while concealing the identity of the tuple from a database server) [24]. They
also consider Hilbert space filling curves to map 2D points to single-dimensional data
structures like B+ -trees to index POIs. Actually, they argue that their PIR approach
is independent from the partitioning structure as far as it provides at most

√
N buckets

within up to
√
N POIs each. Other work [63] focused on geo-privacy in the sense of

privacy-preserving location data publishing. In this context, a space filling curve was
also employed to order both data points and POIs on the map. Quad-trees and space
filling curves do not scale for higher dimensions, and the latter cannot guarantee non
overlapping bounding boxes in the worse case.
The above short review states that every approach to geo-privacy accommodates in
memory and implements well-known structure for multi-dimensional point data parti-
tioning. k-anonymity was also studied from the cardinality constraint clustering point of
view. On one hand, the anonymization algorithms were proposed [6,13,23] that achieve
good quality, whereas neither they scale up in the size of the data set, nor they meet
the basic orthogonal range query requirement since patterns are spheres (centers and ra-
dius) of each cluster. On the other hand, many grid clustering techniques ( [85, 105] for
a short excerpt) have been proposed. However, none of them are as fast and scalable as
Point Access Methods (PAM) since external storage support and dedicated insert-delete-
search operations are missing. Then, PAMs remain the preferred logical structures for
the anonymization of very large data sets. In Chapter 3, we propose to use an efficient
point access method i.e., Bang-file, for k-anonymization which overcomes the above
mentioned problems. Extensive experimentation further strengthen our in-depth analy-
sis favoring PAMs for PPDP tasks.



2.5. DATA UTILITY 41

Data Perturbation

Data perturbation [4,89,98] is another sanitization method. It serially perturbs each
record in a given dataset. Given a record t, the algorithms retain the sensitive value s of
t with a probability p and replaces s with a random value from the domain of sensitive
attribute with probability 1 − p. The limitation of perturbation based algorithms is that
p needs to be very small in pursuance of preserving privacy i.e., it is difficult to control
noise injection. Consequently, the data may contain noise greater than expected thereby
reducing the usefulness of final release for the end users [69].

2.5 Data Utility

A data publisher aims to publish the data that are not only protected but also useful.
In order to provide sufficient level of data protection, privacy algorithms distort the data
such that no single individual can be uniquely identified. For instance, a dataset can be
trivially generalized to only one equivalence class by suppressing every quasi-identifier.
This approach gives maximum privacy however resulting data becomes useless. Since
sanitized data must allow search and analysis tasks, it is required to achieve good trade-
off between privacy and utility. Thus, the utility of sanitized data is ostensibly measured
by the degree to which it maintains the usefulness of statistical and aggregate informa-
tion.
In general, the utility of sanitized data can be evaluated by two approaches. The first
approach is to exploit one or more quantitative measures for information loss and the
second one is to actually employ the data as input to a query, and assess the accuracy
of the results. Numerous utility measures have been studied in the literature. We will
discuss a small set of these measures and refer interested readers to [42] for a more
detailed survey.

2.5.1 General Utility Measures

The main idea of this approach is to evaluate the extent to which the sanitized data
has been distorted. The popular utility measures include generic quality measures, i.e.,
measures that do depend neither on the application domain nor on a specific usage of
the sanitized release i.e., discernibility penalty [8], KL-divergence [59] and the certainty
metric proposed in [114].

The three quality measures are explained below:
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2.5.1.1 Discernibility Penalty (DCP)

Discernibility Penalty (DCP) assigns a penalty to each record based on the number
of the tuples in the database that are indistinguishable from it. If a tuple belongs to an
equivalence class EC of size |EC|, the penalty for the tuple will be |EC|. Thus, the
penalty on the equivalence class is |EC|2. The overall DCP of sanitized release R∗ is
given by:

DCP (R∗) =
∑

EC∈R∗

|EC |2 (2.5)

2.5.1.2 Certainty Penalty (CP)

Certainty Penalty (CP) evaluates the loss of accuracy in the description of equiv-
alence classes. Consider a sanitized table R∗ obtained from a raw table R having q
quasi-identifier attributes, QI1, . . . , QIq. Suppose there exist a global order on all pos-
sible values in the domain of all QI attributes. If a record r in R∗ has an interval [xi, yi]
on an attribute QIi (1 ≤ i ≤ q), then the Normalized Certainty Penalty (NCP) in r on
QIi is given by:

NCPQIi(r) =
|yi − xi|
|QIi|

where |QIi| stands for the domain of attributeQIi. For a record r, the NCP on r is given
by:

q∑
i=1

wi.NCPQIi(r)

where wi correspond to the weights of attributes. Finally the CP for R is given by:∑
t∈R∗

NCP (t) (2.6)

2.5.1.3 KL-divergence

The discernibility penalty and certainty metric are oblivious to the overall distribu-
tion of attribute values in the data. For this reason, Kullback-Leibler or KL-divergence
for short [59], is a commonly used utility metric in statistical community as it is more
appropriate for measuring the information loss of sanitized data when data distribution
is also a consideration. To employ KL-divergence, raw table is employed as a proba-
bility distribution p1 i.e., for a record r, p1(r) is the fraction of records equal to r. The
sanitized table is also transformed into probability distribution p2. There are various
ways of converting sanitized data into a probability distribution. We refer the inter-
ested readers to the work of Chen et al. [19] for the possible ways of achieving this
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conversion. KL-divergence for p1 and p2 is given by:

KL(p1, p2) =
∑

r p1(r)log p1(r)
p2(r) (2.7)

2.5.2 Query Workload
This approach aims at measuring the utility of a sanitized release in terms of accu-

racy in answering aggregate queries. For answering the aggregate queries, the "COUNT"
operator is considered in which the query predicate includes quasi-identifier attributes.
Let R be a table with q quasi-identifiers, QI1, . . . , QIq where D(QIi) denotes the do-
main of ith quasi-identifier. Then, the queries are of the form:

SELECT COUNT( ∗ ) from R
WHERE qi1 ∈ D(QI1) AND . . . AND qiq ∈ D(QIq)

The predicate of a query contains two important parameters (1) the query dimensional-
ity parameter q and (2) the query selectivity θ. The query dimensionality parameter q
indicates the number of quasi-identifiers used in the predicate. The query selectivity θ
indicates the number of values for each attribute Aj , 1 ≤ j ≤ n. Query selectivity is
usually obtained as follows:

θ =
|TQ|
|R| (2.8)

where |TQ| is the number of tuples in the result set obtained from Q on R and |R|
is the number of tuples in dataset. The error for the query Q, denoted Error(Q), is
the normalized difference between the result set from the evaluation of Q on raw and
sanitized data respectively. Then the query error is calculated as follows:

Error(Q) =
sanitized_count− actual_count

actual_count
(2.9)

where the result from the COUNT query on R is denoted by actual_count and on R∗ as
sanitized_count.

2.6 Semantic Privacy Definitions
To attain a worthwhile instantiation of data privacy, it is important to quantify the

adversarial knowledge about sensitive data that he/she gains by observing the sanitized
release. These definitions are termed as semantic because they acquire such variation in
the adversarial background knowledge. Semantic privacy in statistical context) protec-
tion has recently gained popularity for keeping the secrecy of the individuals whether
they belong to a given dataset or not. For instance, consider a published dataset that can
be used to compute the average taxes paid by the doctors in the city of Nantes. Consider
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Figure 2.3: Interactive semantic privacy

an adversary who knows that his friend, who practices in Nantes, pays e1500 less than
the average taxes paid by the doctors in Nantes. Although this piece of information
may not be useful for the adversary, but combining this knowledge with the access to
a published version of the dataset may raise privacy concerns. It is worth to notice that
such privacy issues do not depend on whether the individual (the adversary’s friend in
the above example) may belong to the published dataset or not. Also, even with this
aggregate information i.e., average taxes, it is possible to infer individual values with
proper background knowledge.
Semantic privacy definitions do not make any assumptions on the background knowl-

edge of the adversary. In semantic privacy, the quasi-identifiers and sensitive attributes
get the same treatment. This is because making any such distinction is basically making
assumptions about the adversarial background knowledge. Semantic privacy comes in
two flavors:
• In interactive semantic privacy setting, the dataset is not published. The informa-

tion is protected inside a database and access to the dataset is granted through an
interface (via querying). The answer set returned by the interface is processed in
a way to guarantee the privacy of concerned individuals. Figure 2.3 depicts the
scenario of interactive semantic privacy setting.
• In so-called non-interactive semantic privacy setting, the sanitized dataset is pub-

lished once for all while still keeping the privacy of individuals intact. Figure 1.1
is an example of non-interactive semantic privacy setting.

We provide an insight of semantic privacy in non-interactive settings and refer the inter-
ested readers to the surveys [28,32] for in-depth analysis on interactive semantic privacy
approaches. In what follows, we overview differential privacy (referred to as DP after-
wards), the most renowned semantic privacy approach. Since the original definition of
DP is strict and it has been questioned frequently for its applicability in real life sce-
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narios, we also overview several flavors of DP that try to relax the definition of original
DP .

2.6.1 Differential Privacy
Though initially proposed for interactive query answering over a static private dataset

[31, 35], the DP has shown great potential not only for non-interactive privacy preserv-
ing data publishing but it is also shown to preserve the uninformative principle [88].
DP has recently attracted growing attention from not only the database and security
research groups [34, 54, 60–62, 88] but also from general computer science commu-
nity [33, 50, 81].
Informally, DP enforces the constraint that small changes in the private data set should
only incur small changes in the output distribution of a sanitization mechanism applied
on the data. DP aims at characterizing the sanitization mechanisms - these mechanisms
must be randomized such that given two input datasets differing by only one tuple, the
output distribution from the mechanisms must not differ much. DP comes in two flavors
namely, bounded and un-bounded [60].

Definition 2.7 (Unbounded DP [31, 60]) A randomized mechanismM satisfies unbounded
ε-DP if for any subset S and any pair of datasets D, D′ such that D can be obtained
from D′ by either inserting or deleting exactly one tuple, following condition holds:

Pr(M(D) ∈ S)

Pr(M(D′) ∈ S)
≤ eε (2.10)

Definition 2.8 (Bounded DP [35, 60]) A randomized mechanismM satisfies bounded
ε-DP if for any subset S and any pair of datasets D and D′ such that D can be obtained
from D′ by modifying exactly one tuple.

Pr(M(D) ∈ S)

Pr(M(D′) ∈ S)
≤ eε (2.11)

Bounded DP is also referred to as ε-indistinguishability.
In above definitions, ε is a constant specified by the end user that provide some kind of
privacy budget. Intuitively, given the set of outputs S for the mechanismM, it is hard
for the adversary to infer whether the original dataset is D or D′ given that the param-
eter ε is sufficiently small. Similarly, ε-DP also provides any individual with plausible
deniability that her record was in the dataset [115].
The anticipative and most widely-embraced approach for the implementation of DP is
Laplace mechanism [31] which incorporates random noise to obtain a randomized ver-
sion of a given mechanismM. Normally the distribution envisaged for adding the noise
is Laplace distribution i.e., Laplace(∆(d)/ε) alongside a probability density function
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P (y) = exp(|y|/k)/2k, where k = ∆(d)
ε

and ∆(d) corresponds to maximum difference
between the result sets returned by a query on D and D′ (that, for instance, will be 1 for
count queries over D and D′ since they differ by at-most 1 tuple).
The DP techniques for non-interactive settings typically publish marginals or contin-
gency tables of the micro-data [35, 113]. The main theme of these techniques is to
first compute a frequency matrix (frequency matrix - for a contingency table, is com-
puted over all attributes, whereas for a marginal, it is calculated by projecting certain
attributes) for micro-data over the domain of database. The next step is to add the noise
to each count for specifying the privacy requirement. Finally these techniques publish
the noisy frequency matrix. Mohammed et al [79] identified that this approach may not
be efficient for high-dimensional data having large domain, due to the fact that the added
noise becomes relatively large as compared to the count thereby severely degrading the
utility.

2.6.2 Relaxing the Differential Privacy

The original definition of DP is very strict and in some scenarios lesser version of
this definition may be acceptable for the data publisher which might be possible by
relaxing some constraints while maintaining a weak form of DP. Below we summarize
some well-known relaxations for DP:

(ε, δ)-Differential Privacy

Definition 2.9 ((ε, δ)-DP [37] ) A randomized mechanismM satisfies (ε, δ)-DP if for
any subset S and any pair of datasets D and D′, following condition holds:

Pr(M(D) ∈ S) ≤ eε.P r(M(D′) ∈ S) + δ (2.12)

where δ is a small additive error probability to the size of the given dataset. The intro-
duction of δ may possibly cause a higher privacy risk than ε-DP but on the other hand it
reduces the addition of noise thereby permitting better accuracy in the sanitized release.

Computational Differential Privacy

The original version of ε-DP provides protection against computationally unbounded
adversaries. This notion may become an overhead in the scenario in which the adversary
has limited computational resources. Thus, there is room for relaxing ε-DP considering
the realistic adversaries [78]. Consequently, this approach also results in limiting noise
addition. Computational DP comes itself in two flavors:
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Definition 2.10 (Indistinguishability-based Computational DP) A randomized mech-
anismM satisfies bounded ε-DP for any two datasets D and D′, if an (realistic) adver-
sary is unable to characterize (with non negligible probability) the result of the evalu-
ation ofM over D from the result of the evaluation ofM over D′ such that D can be
obtained from D′ by modifying exactly one tuple.

This definition goes back to the definition 2.8 of bounded DP and replaces an unre-
stricted adversary with a computationally-bounded one.

Definition 2.11 (Simulation-Based Computational DP) Simulation-based approach sim-
ulates the vision of an adversary through an arbitrary randomized mechanismD′. If this
simulated result is computationally indistinguishable for the real sanitizing mechanism
D then D satisfies (computational) DP.

The other popular extensions for DP include Pan Privacy [38], Pufferfish framework
[61] and Differential identifiability [64].

2.7 Towards a Unified Approach of Syntactic and Se-
mantic Privacy

The research community has left no stone unturned in devising strategies for both
syntactic and semantic privacy definitions. The literature on privacy protection reveals
that no privacy model is capable of incorporating growing demands of data publication
(e.g., the adversarial background, needs of data publisher, constraints on underlying
dataset etc.). Thus, despite the countless efforts, privacy protection remains an open
issue.

2.7.1 Open Problems
Syntactic privacy definition, being widely studied for PPDP task, requires assump-

tions that make them questionable w.r.t privacy guarantees in critical applications. As
described in Section 2.3, each syntactic approach is based on an attack model of an ad-
versary and it assumes that such an adversarial knowledge is limited and is predefined.
Consequently, these approaches fail to provide the promised degree of protection if the
adversarial knowledge exceeds the protection level provided by the given privacy model.
In short, it is difficult to impossible to model the adversarial background knowledge.
Semantic privacy definition e.g., DP, was introduced to overcome the inherent deficien-
cies in syntactic privacy approaches but its applicability in real life situation is ques-
tioned frequently.
As DP model does not make any assumptions about how data is collected and generated,
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it may be insufficient to protect the privacy against the adversaries who are interested
in an individual’s existence in the released data. Since the deletion of a record may
not hide every trace from the released table, adversary can exploit this fact to infer the
individual’s participation in the released data. Kifer et al. [60] clarify these underly-
ing assumptions of DP model about data. Specifically they proposed an extension of
DP that gets rid of these assumptions. Also, they showed that the DP is prone to pri-
vacy breach against arbitrary background knowledge. DP has attracted the research
community for its ground breaking semantic privacy approach for static data publica-
tion [60, 61]. Employing DP for dynamic data publication (Section 2.3.1.5) may be
cumbersome for the same reason as in the case of repeated queries to a differentially
private system. Intuitively, by time, when the noise that must be added increases and
there are bounds of privacy budget (ε), the adversary has ample chance to use differenc-
ing to detect and remove the noise [10, 36]. Also, Yang et al. [115] raise some major
questions regarding the applicability of DP specially in dynamic settings. Firstly, it is
difficult to define the DP protocols when it encounters arbitrary updates. Secondly, it is
difficult for an end-user to choose the privacy budget (ε) thereby maximizing the utility
of the output of a DP mechanism.

2.7.2 Relaxing Semantic Privacy Definitions for Syntactic Approaches
Recently, there is a trend of relaxing the DP so that both syntactic and semantic

privacy approaches can flourish together in order to remove each others deficiencies.
Gehrke et al. [46] proposed to exploit the adversary’s uncertainty about the underlying
dataset. The authors of [46] stated that adding a random sampling step provides a natural
way in capturing the adversarial uncertainty about the input dataset. Consequently, they
initiated a new privacy definition coined Crowd Blending Privacy that permits to design
new mechanisms having better applicability regarding utility/efficiency than differen-
tially private mechanisms while keeping the notion of privacy intact. Moreover, they
force these mechanisms to satisfy the crowd blending privacy in pursuance of achieving
differential privacy when the underlying dataset is randomly sampled from the given
population.
Gehrke et al. noticed that k-anonymity is based on the premonition of "blending in a
crowd", since the records in a k-anonymous sanitized release are required to "blend"
with at least k − 1 other records. Ostensibly, the idea of blending in a crowd of many
people is sufficient to protect the privacy of concerned individuals. However, as shown
by several known attacks, k-anonymity is unable to fully capture this notion of "Crowd
Blending", because it does not impose any constraint on the mechanisms used to pro-
vide the k-anonymous release.
One of the important directions given by the authors of [46] is the adaptation of gener-
alization based k-anonymity solution to DP. They maintain that if generalization is not
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done carefully, the privacy of individuals is at risk. However, they show if the general-
ization step is performed gingerly, these generalization-based k-anonymity algorithms
can satisfy crowd blending privacy.

Definition 2.12 (Crowd Blending Privacy [46]) A sanitization mechanism M satis-
fies crowd blending privacy if for every dataset D and every individual i ∈ D, either i
ε-blends in a crowd of k people in D w.r.tM, orM(D) ≈εM(D\{i}) (or both).

Crowd blending privacy compels the mechanisms either to blend an individual i in a
group of k individuals or do not release i’s data at all. This way the mechanisms actually
do not release any information about i, apart from the general properties of the crowd of
k individuals. Furthermore, the authors of [46] prove that DP implies crowd blending
privacy i.e., by removing the condition M(D) ≈ε M(D\{i}) from the definition of
crowd blending privacy, results in DP.
Li et al. [72] in an open publication, proposed a notion of "safe" k-anonymity and argued
that safe k-anonymity preceded by a random sampling step satisfies (ε, δ)-differential
privacy. The authors proposed a relaxed differential privacy definition under sampling:

Definition 2.13 ((β, ε, δ)-DP [72]) Given a dataset D, a sanitization mechanism M
satisfies (β, ε, δ)-DP iff β > δ and a mechanismMβ satisfies (ε, δ)-differential privacy
such thatMβ samples the tuple from D with a probability β.

This interesting trend of combining DP with generalization-based approaches has given
the opportunity to the researchers to blend the strength of DP with the efficiency of state-
of-the-art generalization algorithms for practical privacy. Though this research area is in
the initial stages, we may in the near future benefit from both research tracks. We invite
the interested readers to refer to [46, 72] for in-depth analysis of these approaches.

2.7.3 Conclusive Statement
Keeping the above deficiencies of both syntactic and semantic privacy definitions,

the question arises "Whether the PPDP task is forlorn?". We insist that, in order to
cope with the growing demands from data recipients, several privacy models and algo-
rithms have been proposed which take into account certain scenarios depending upon
the structure of underlying data, the possibilities of inferences etc. As mentioned in
Section 2.7.2, there is an encouraging trend to find an approach that might follow One-
Size-Fits-All chimerical.
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BangA

Summary: This Chapter aims at developing a generalization-based privacy algorithm using
spatial indexes with the intent of improving utility of sanitized release.
One of the major reasons for the popularity of non-interactive PPDP is the belief that the data
could be sanitized with very little information loss; this turns out to be true if removing iden-
tifying attributes only, guarantees ample privacy. However, when micro-data has to satisfy a
stronger privacy criteria, a substantial loss of information may incur. For instance, Aggar-
wal [3] has shown that sanitizing sparse high-dimensional data (data with large number of
attributes) adversely affects the overall utility of the final release. Hence, any such research on
privacy preserving data publication that does not take into account the enforcement of privacy
guarantees and the utility of sanitized data simultaneously, is incomplete in nature.
The familiar area of spatial indexing has been shown to have a striking parallel with data sani-
tization [55]. This Chapter starts by providing an in-depth review of spatial indexing techniques
that can be used for data sanitization. Point Access Methods (PAM) are logical structures that ef-
ficiently organize a set of points for enhancing search facilities. The PAMs have many desirable
features that are suitable for the problem of data sanitization. We argue in a detailed study that
Nested Hyper-Rectangular based Bucketed Point Access Methods, NHR-based BPAMs for short,
happen to be the most effective and efficient logical structures for PPDP tasks. To follow on the
analysis, we also review the clustering systems like GRIDCLUS [92] and BANG-clustering [93]
since they provide extremely efficient clustering solutions by combining clustering with PAMs
namely Grid File [84] and Bang File [40] respectively. The remaining part of Chapter 3 pro-
poses BangA, an efficient sanitization algorithm based on BANG-clustering. Extensive experi-
mentation shows that BangA outperforms traditional k-anonymization algorithms thanks to its
effective structure and ability to scale up. Since it is based on a spatial index, BangA can be used
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as-is for sequential data anonymization (in a limited capacity). Also, it is capable to incorpo-
rate more sophisticated generalization models e.g., `-diversity with slight change in its splitting
strategy. At the end, it makes BangA a first-class algorithm for a large family of sanitization
tasks.
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3.1 Introduction
Organizations may release their microdata for the purpose of facilitating useful data

analysis and research. For example, patients medical records may be released by a
clinic for research organizations. Releasing this kind of data about individuals without
risking their privacy has been an important problem. To obviate personal identification,
many organizations usually remove the uniquely identifying information like name, SSN
from the published data. However, this sanitization of data might not be helpful in
guarding the secrecy of given individuals as it is still possible to link released records
back to their identities by matching some combination of quasi-identifier attributes. This
gave rise to the need for robust sanitization methods to publish sensitive individual data
keeping their privacy intact. The seminal k-anonymization paradigm [95] was proposed
to achieve this goal by means of a generalization model. Basically, anonymization based
on generalization consists in decreasing the accuracy of values from quasi-identifiers.
For instance, 44100 Zip code would become 44XXX and 70 pounds would be said to
range between 50 and 80 pounds.
The k-anonymity model proposed by Samarati and Sweeney [90] provides a practical
solution for Privacy Preserving Data Publication (PPDP) and has been studied exten-
sively in the last two decades. Anonymization via generalization and/or suppression is
able to protect the privacy of individuals, but at the cost of information loss especially
for high-dimensional data. This is due to the fact that generalization based k-anonymity
is impeded by the curse of dimensionality as shown by Aggarwal [3]. Furthermore, in
order to achieve an effective generalization, the tuples in the same equivalence class
ought be close to each other so that the generalization may not lose too much infor-
mation. Nevertheless, high-dimensional data forces greater amount of generalization to
satisfy basic requirement for k-anonymity even for relatively smaller value of the pa-
rameter k. Hence, it is important to consider deeply the trade-off between privacy and
information loss. Thus, the motivating question in this context is how to minimize the
information loss in the course of generalization specially for high-dimensional data.
This Chapter presents BangA, a new generalization algorithm that meets generic PPDP
features as described in 3.2, and that offers several new desirable features in regard to
many other existing approaches, and especially compared to theR+-tree based anonymiza-
tion algorithm [55].
Though BangA generalization algorithm can be extended to achieve any generalization
model e.g., `-diversity or t-closeness, we implemented BangA to achieve k-anonymous
public release for the following reasons:
• k-anonymity is conceptually simple;
• k-anonymity does not enforce any constraint on the distribution of sensitive values

in public release. This is one of the main reasons it can be extended to achieve
more stronger notions of privacy e.g., differential privacy(DP). As mentioned in
Section 2.7.2, there is an encouraging trend of combining DP style privacy with
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Id Age Zip Code Gender Disease
1 [48-62] 441XX * Flu
2 [48-62] 441XX * Flu
3 [48-62] 441XX * HIV
4 [59-77] 444XX * Flu
5 [59-77] 444XX * Gastritis
6 [59-77] 444XX * HIV

Table 3.1: 3-Anonymous pub-
lic release

Figure 3.1: 3D spatial representation of the
anonymous public release from Table 3.1
with point queryQ1 and window queryQ2.

syntactic approaches. Specifically the works in [72] and [46] provide interesting
directions to achieve DP for k-anonymity based generalization approaches.

This Chapter is organized as follows: Section 3.3 states the sanitization problem along
with the assumed adversarial knowledge. Section 3.4 discusses the main recipe for
BangA. Sections 3.5 and 3.6 explain how the raw data can be transformed to anonymous
public release using BangA. Section 3.7 evaluates the effectiveness of the proposed
approach. Section 3.8 discusses various extensions for BangA.

3.2 Spatial Indexing Techniques for PPDP
This section explores the relevance of point access methods for privacy-preserving

data publication and provides the foundation for Chapter 3. We also overview several
privacy algorithms that make use of point access methods to achieve data sanitization.
The sanitized release must support exploration, analysis and scientific studies. The very
first and popular processing of sanitized release is then to search and filter tabular data
by means of point queries and window queries. Indeed, regular database records can
be geometrically interpreted as points in a multidimensional space where each dimen-
sion is a column of the raw table. Point coordinates are then defined by the attribute
values. Transformation is obvious for numerical and ordinal variables. Categorical
variables could also be equipped with a total ordering, except that without any native
ordering, the process is driven by the application domain and background knowledge.
Thus database queries are transformed into queries against a set of points.

Once the microdata is sanitized, its records become hyper-rectangles in a multi-
dimensional space, where each dimension is a field in the set of quasi-identifiers. For
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instance, sanitized records from Table 2.2 are cuboids in the 3-dimensional space (Age,
Zipcode, Gender) as shown in Figure 3.1. As a point query exampleQ1, user would filter
data to retrieve possible patient’s record designated by Age=62 AND Zip Code=44120
AND Gender=F. For sanitized release, Q1 can be expanded for Zip Code and Gen-
der. For instance, Zip Code can be replaced with its value in the increasing levels of
its Value Generalization Hierarchy i.e., Zip Code=44120 OR Zip Code=4412X OR Zip
Code=441XX OR Zip Code=44XXX OR Zip Code=4XXXX OR Zip Code=*. Simi-
larly, Gender=F or *. Consequently, the result set forQ1 comprises of 1, 2, 3 from Table
2.2. Similarly, a window query Q2 for Zip Code IN [4442X,4447X] AND Age>=50
AND Gender=* comprises of the result set 4, 5, 6 from Table 2.2.

To achieve such querying scenario, the sanitized records are mutually disjoint spa-
tial objects with a rectangular extent and window queries are orthogonal range queries.
Any record that overlaps/lies within query region is a member of the result set. There
exist many efficient algorithms and data structures [2] to compute such orthogonal range
queries against the spatial representation of the anonymous database. Furthermore,
since any orthogonal range query can be decomposed into a several 1-dimensional range
queries, it is then easy to manage filters on the tabular representation of the public re-
lease within a basic spreadsheet or web-client technologies as well. QueryQ2 over Table
2.2 gives an example of such straightforward decomposition. Those practical features
are very useful in lots of iterative exploration processes that would support analysis and
scientific studies. Then, we argue that the axis-parallel rectangular coding of anony-
mous records is a strong requirement for a generic PPDP task.
Other kinds of window queries are defined by the shape of query region: sphere, half-
space, simplex, polytopes. Sphere range queries, so-called nearest-neighbor queries
have been extensively studied and there also exist efficient algorithms to compute such
popular queries especially on rectangular objects. However, none of these range queries
satisfies the decomposition property that makes anonymous releases human-friendly un-
der tabular representation. To sum-up the above discussion, we argue that every generic
PPDP task should meet at least the following theoretical and practical requirements in
order to be valuable for the end-user:

1. Indistinguishability principle − to achieve generalization;
2. Mutually disjoint equivalence classes − to preserve quality of the anonymous

public release;
3. Multidimensional point partitioning − to support point and range queries on the

anonymous public release;
4. Hyper-rectangular coding of equivalence classes − to allow decomposition of

orthogonal range queries.
In what follows, we review existing spatial structures that support anonymization al-
gorithms, and present features of the main logical structures eligible for a PPDP task.
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Then we focus on a singular kind of structures, so-called nested hyper-rectangle-based
bucketed point access methods, that have very nice features for the anonymization.

3.2.1 Point Access Methods
Point Access Methods (PAMs) are logical structures that organize a set of points for

efficient searching. We will see in this section that PAMs have features that are suitable
for the anonymization problem, and as such, we argue in the following that they are the
preferred data structures to support generalization algorithms.

Comparative Analysis of PAMs

For an insight into multi-dimensional Point Access Methods, we invite the interested
reader to refer to the first chapter of [91]. In Table 3.2, we present a short comparison
between the most popular PAMs that could be of interest for PPDP task. For the sake of
simplicity, we omit the multiple extensions of each structure, available in the literature,
since the main criteria of our comparison are inherent to each structure such that they
remain valid whenever the extension. Basic criteria are as follows:
• bucket?: decides whether the PAM is bucketed or not, i.e. each element of the

logical structure has a parametrized size rather than a fixed-length size. Bucket
PAMs are those that could be used as spatial indices for databases since the bucket
size B is set to the disk page size and then, the I/O cost of such structures is
controlled. Those structures are external or secondary storage structures and
then, they can grow as much as the size of the data set requires to, without main
memory limitations;
• orientation: separates PAMs into 2 categories: those that decompose the underly-

ing space, and those that aggregate the data points. The former are top-down since
they iteratively divide the space to build the blocks, and the latter are bottom-up
since they operate from the data to the blocks;
• shape : blocks of the partitioning could have various shapes in the space. The

most simple but popular one is the hyper-rectangle (HR);
• grid? : decides whether pre-defined scales support the PAM or not, such that

every partition line follows a grid in the space. PAMs with such feature adopt
regular decomposition.
• done : already used into an anonymization approach? (see Section 2.4.3 above

for a review).
The first 5 rows in Table 3.2 refer to in memory structures. Except the BSP tree, all of
them build (nested) hyperrectangular ((N)HR) blocks, thus they meet the PPDP require-
ments as stated above. The NHR property will be discussed further later. The BSP tree
builds convex polytopes that do not allow to decompose orthogonal range queries then
it is not eligible for a PPDP task. The only BD-tree, that builds nested HRs, does not
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bucket? orientation shape grid? done
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BANG file

Yes
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NHR

NHR

NHR

No

No

Yes

−

−

−

Table 3.2: Comparison of index structures for multidimensional point data. HR stands
for HyperRectangle, NHR is Nested HR, CP means Convex Polytope.

support any anonymization process. All remaining rows are Bucketed PAMs (BPAMs)
that are indexing structures for point databases. Among them, the 4 first structures gen-
erate HR blocks, whereas the 3 last ones provide nested HRs. The only R+-tree was
used for PPDP until now. Moreover, we claim that bottom-up spatial indexing is not
systematically more efficient than top-down approaches as opposed to the conjecture
from [55]. This claim is supported by our own experiments comparing in the same
running environment R+-tree approach (bottom-up) with the BANG file (top-down) in
Chapter 3. Following usual analysis on spatial access methods, we claim that the perfor-
mance is mainly dependent on the splitting strategy. In the BANG file, we use regular
decomposition following the grid whereas the original R+-tree grows by means of a
quadratic procedure comparing pairwise distances of elements in an overflow bucket.
Those strategies determine a constant factor (w.r.t. N , the number of points) in time
complexity that makes the execution time slower for the R+-tree. Hence, both top-
down and bottom-up approaches deserve to be studied in the context of PPDP. Finally,
the grid-based PAMs have the ability to support background knowledge in the space
decomposition process by means of dimensional scales. Consequences are multiple.
First, the block splitting strategy is straightforward since scales have been pre-defined
over each dimension, so that the algorithm performs very fast. Second, the privacy
requirement is governed by the user by means of the grid resolution rather than any
predefined parameter e.g., the parameter k for k-anonymous public release. Obviously,
grid resolution could be adapted to match any given parameter value when needed.
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Figure 3.2: Low quality binary partitioning of a set of 6 points into blocks of at least 3
points, following either (a) X-axis, or (b) Y-axis.

Focus on Bucketed PAMs

Bucketed PAMs (BPAMs) are well-suited for the anonymization task. The very
first reason is that BPAMs fulfill the basic requirements for PPDP as stated above. But
BPAMs have many other nice features that could be of interest in the context of PPDP.
First, since they support spatial indexing techniques in databases, they leverage 30-
years research and experience in effective and efficient multidimensional partitioning
data structures built from very large data sets. Thus, they scale up and perform very
well. Next, BPAMs natively offer basic insert-delete-search operations that straightfor-
wardly make the anonymization process incremental. It then supports dynamic updates
of the dataset before the generation of the anonymous public release, and it provides
a framework to study the open issue of continuous publication. Moreover, BPAMs re-
quire a search operation to perform at least in O(log N) to be efficient. Thus, they
all develop a hierarchical structure, so-called tree directory, that makes possible multi-
granular anonymization with partitioning extraction at any level in the tree. The only
exception would be the Grid file that performs in O(1) such like linear hashing, having
the main drawback of a low filling rate in each block and a large and sparse directory.

Features of NHR-based BPAMs

we argue that :

NHR-based BPAMs are the most sophisticated and suitable logical struc-
tures to support PPDP tasks.

NHR-based BPAMs operate an axis-parallel space partitioning by means of nested
hyper-rectangles rather than disjoint hyper-rectangles only. This singular feature allows
to improve expressive power of patterns compared to other HR-based BPAMs. For
example, given a set of 6 points in a 2-dimensional space, as shown on Figure 3.2;
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Figure 3.3: BANG file (NHR) partitioning with cardinality constraint (≤ 3 points), (a)
on points from Figure 3.2, and (b) where HR partitioning fails.

assume we are trying to 3-anonymize the data set. Then, the alternative HR partitionings
are those drawn on Figure 3.2. It also provides the MBBs of each block as the R+-tree
do. Similarly, Figure 3.3 shows (a) the partition obtained by a NHR-based BPAM for the
same problem, and (b) a set of 6 points that can even not be partitioned with a HR-based
BPAM but that can be divided within nested hyper-rectangles. Both pictures of Figure
3.3 show an outermost region A and a nested region B. Space spanned into A − B
forms one block, denoted by [A], assigned to an equivalence class of the public release,
whereas points that lie into B are the second block [B]. Hence, NHR-based BPAMs
are known to better observe clustered values into data and also to improve the filling
rate of each block since there are more flexible in the space decomposition as shown
respectively on Part (a) and (b) of Figure 3.3.

Point and Range Queries against NHRs

Remind that one of the PPDP requirements is to provide user-friendly descriptions
of anonymous data set to ease point and range searching in very simple but popular
environments such like spreadsheets. Remind that point queries and orthogonal range
queries both have the property of being decomposable into conjunctive queries. HR-
based BPAMs are obviously tailored to fulfill such requirement. We argue in the fol-
lowing sections, that anonymous public releases built with NHR-based BPAMs could
also support point and orthogonal range queries, without disregarding quality and effi-
ciency of the anonymization process.

3.2.2 Synthesis
We advocated the use of Bucketed Point Access Methods for Privacy-Preserving

Data Publishing tasks. We reviewed existing approaches based on multidimensional
point partitioning. Then, we presented an almost comprehensive list of PAMs eligible
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to the PPDP task. We ultimately claim that Nested Hyper-rectangle based BPAMs are
the most promising structures to support PPDP. As a result of this study, we propose
yet another generalization algorithm coined BangA, that combines very nice features
from Point Access Methods and clustering. Hence, it achieves fast computation and
scalability as a PAM, and very high quality thanks to its density-based clustering step.
Moreover, BangA could incorporate background knowledge in the generalization pro-
cess and the resulting public releases natively support orthogonal range queries.

3.3 Problem Definition

The data publisher wants to release a person-specific table such that the privacy of
individuals remains intact. Recall that the microdata table R has the format:

R 〈ID, QI, S〉 (3.1)

The data publisher releases two types of information. The first being the sensitive at-
tribute S e.g., Disease. The second type is the quasi-identifier attributes QI. We assume
a single QI which is a combination of attributes such as QI = Age, Zipcode, Gender.
ID is not released. The data publisher uses the anonymization mechanism A given in
Equation (2.1) to generate a generalized table R∗:

A(R) = R∗ (3.2)

where R and R∗ being instances of R〈ID,QI, S〉.

3.4 General Overview

BangA relies on an index structure so-called BANG file [40]. It operates on Axis-
parallel space partitioning by means of nested hyper-rectangles rather than disjoint
hyper-rectangles only. This singular feature allows to improve expressive power of
patterns compared to kd-B-trees, including variants like R+ -tree. BangA also sup-
ports background knowledge in the space decomposition process by means of a grid.
Consequently, it has a simple splitting strategy as scales are pre-defined over each di-
mension thereby substantially increasing the efficiency of algorithm. BangA is also able
to provide multi-granular anonymous release. To this end, it performs a density-based
clustering step on blocks of the BANG file to build a dendogram. Then, a cut in the
dendogram could yield high quality public releases and provide very flexible settings
within one single run.
Below are the various other practically useful features of our approach.
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1. Spatial indexing technique − to leverage 30-years research and experience in ef-
fective and efficient external multi-dimensional partitioning data structures built
from very large data sets;

2. BANG file revisited − to accommodate a well-studied logical structure to the
generalization problem;

3. Axis-parallel coding of equivalence classes − to ease orthogonal range queries
for the end-user;

4. Nested hyper-rectangles − to improve quality of the anonymous public release
keeping the axis-parallel coding feature up;

5. Grid-based partitioning − to make the computation faster and to control the pri-
vacy requirement by means of knowledge about the data;

6. Density-based clustering of blocks − to enforce quality of the anonymous public
release in the process of block merging;

7. Multi-granular anonymization − to allow different settings for the k value with a
single run of the algorithm.

8. Methodology for point and orthogonal range queries on non hyper-rectangular
tabular data − to support exact match and basic range searching against anony-
mous public releases into spreadsheets.

Features 1, 3 and 7 are shared with at least the R+ -tree based approach, whereas fea-
tures 2, 4, 5, 6 and 8 are unique to BangA.

3.5 From Raw Data to the BANG Directory

3.5.1 Data Space Partitioning
Mapping n-tuples to the unit hypercube [0, 1]n

The very first step of the overall anonymization process in BangA is to map n-
dimensional raw data to the unit hypercube [0, 1]n where the BANG file is going to be
defined. Records are n-tuples 〈xi〉1≤i≤n over the set of quasi-identifiers. And each field
value xi is an element of an attribute domainDi. Mapping records [0, 1]n consists in nor-
malizing all the n domains. The operation is then dependent from the kind of variable.
For instance, a straightforward linear transformation could be used for interval variables.
Ratio and additive variables are also easy to manage. Ordinal variables, isomorphic to
the natural numbers, could be handled as well, whereas nominal variables would re-
quire more effort to achieve the mapping, especially to define an ordering. Here, the
application domain supports the definition of the right ordering. H. Samet reminds in
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Figure 3.4: Grid partitioning of the data space by means of regular decompositions
following dimensional scales.

the introduction of his book [91] that "it should be clear that finding an ordering for the
range of values of an attribute is not an issue; the only issue is what ordering to use!"
Then, any background consideration should be made, such like reasoning from domain
taxonomies, to help finding the right ordering for categorical values.
The second strong requirement of the user-defined mapping to [0, 1]n is to provide a
partitioning of domain Di within 2li ranges, li ≥ 1. The li parameter set up the resolu-
tion of the dimensional scale that will be used for space decomposition into the BANG
file. Similarly, the unit interval [0, 1] is partitioned on the ith dimension into equal-sized
ranges [ k

2li
, k+1

2li
] , 0 ≤ k ≤ 2li that map to the 2li ranges from Di. Since there is no

constraint on the mapping from Π1≤i≤nDi to [0, 1]n, background knowledge could be
incorporated into scales in order for instance to fix undesirable data distribution or to
emphasis portions of the data space in the transformation.

Grid partitioning and resolution

The n scales define a grid on the multi-dimensional data space as shown by Figure
3.4 for a 2-dimensional space. Furthermore, as many grid-based structures, the BANG
file divides the data space within a hierarchy of regions where the leaves are the finest
grained grid regions corresponding to the grid resolution. The BANG file performs iter-
ative binary partitioning to develop the hierarchy from the entire data space (root) to the
grid regions (leaves). Scales are used as partition lines for regular decomposition and
the process is cyclic through the dimensions.

Each region in the hierarchy, including grid regions, is identified by a unique pair
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Figure 3.5: Block region numbering scheme.

(r, `) where r is the region number and ` is the granularity or level number. A key
feature of the BANG file [40] is the region numbering scheme. It relies on a bitstring
representation of regions that provides very efficient search facilities.
Figure 3.5 shows the numbering scheme. The outermost region is not given any iden-
tifier, whereas each non-root block region is identified by (r, `) with r being the value
of a string of binary digits, e.g. 010 is assigned to region (2, 3). Each subspace of a
binary partitioning is given value 0 (left/below part) or 1 (right/above part) and regions
are identified by the sequence of values of binary partitioning.

About shape

The BANG file relies on 2 axioms stated by Freeston [40]:

1. The union of all sub-spaces into which the data space has been partitioned must
span the data space.

2. If two sub-spaces into which the data space has been partitioned intersect, then
one of these sub-spaces completely encloses the other.

The second axiom states the existence of nested regions in the data space partitioning.
Hence, the BANG file removes the requirement that the portions resulting from decom-
position of the underlying space that are spanned by a region be hyper-rectangles. The
consequence is that the sub-space spanned by a bucket of point data, so-called a block,
is a combination of an enclosing region minus a set of enclosed regions. Then it could
be either an hyper-rectangular region, or an axis-parallel concave portion of the space or
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Figure 3.6: Example of a 2D data space partitioned with the BANG le into 7 nested
block regions A,B,C,D,E, F,G.

even a disjoint set of sub-blocks. In the following, we denote byX an hyper-rectangular
region of the space given by the regular decomposition of the BANG file. The block en-
closed into X is itself denoted by [X]. For instance, on Figure 3.6, the block [A] is
assigned to region A and is defined as the sub-space spanned by region A minus regions
B, D and G. Only the innermost regions such like C, E, F and G on Figure 3.6 coin-
cide with their corresponding blocks [C], [E], [F ] and [G] respectively. Otherwise, the
general definition of a block is as follows:

[X] = X −
⋃

Y ∈HX

Y (3.3)

whereHX is the set of pairwise disjoint X-enclosed regions at the first level.
For the sake of simplicity, we also use [X] to denote the data bucket from which points
lie into the sub-space spanned by block [X]. Thus, [X] is a subset of points and a com-
plex shape as well, depending on the contextual meaning and without any ambiguity.
The advantages of the block definition compared to hyper-rectangle-based kd-B-tree
structures are a better observation of inherent clusters into data and also a higher filling
rate of buckets. Building algorithm as described by Freeston [40] guarantees the balance
among buckets by redistribution thereby making way for clustered value sets.

3.5.2 Mapping Scheme
Both insertion and searching into the BANG directory require to map data point

coordinate to a block where the point lies by the way of the enclosing region number. To



66 CHAPTER 3. BANGA

this end, the BANG file defines a set of hash functions [40] from data point coordinate
〈xi〉1≤i≤n to region number r at scaling level ki, by means of enclosing region coordinate
〈dkii 〉1≤i≤n

dkii =

⌊
2li .xi

⌋
2li−ki

, 0 ≤ ki ≤ li (3.4)

Then, the convenient bitstring representation of region numbers allows to concatenate
dimensional dkii coordinates at levels ki to one single (r, ` =

∑
i ki) value. Let’s take

the following example:

d2
1 = (10)2

d4
2 = (0110)2

d3
3 = (110)2

r = (101|011|10|0)2

This very efficient mapping is valid if regular decomposition of the space is cyclic
through the set of dimensions. Offsets correspond to different dimensional scales de-
pending on each attribute domain.

3.5.3 BANG directory
Despite historical proximity with the Grid file and its DYOP variant, directory of

the BANG file is a tree rather than an array (grid). It follows H. Samet’s claim [91]
who states that the BANG file is a variant of the kd-B-trie, that is a kd-B-tree with
regular decomposition. Figure 3.7 shows an example of a BANG tree directory from
partitioning of Figure 3.6. Blocks are in the leaves whereas inner nodes contain entries
of the form (subspace spanned by a child node, reference to child node). The subspace
spanned by a child node is defined as an outermost hyper-rectangle and zero or more
nested regions to remove. On Figure 3.7, we denote by X a simple hyper-rectangle
(region) and X! a complex shape built as follows:

X! = X −
⋃

Y (3.5)

Where Y is an X-nested region that occurs in the path from the root to the current node.
For instance, the root of the BANG tree directory from Figure 3.7 contains 2 entries: D
and A!. D is the sub-space spanned by the left child node whereas A! = A −D is the
sup-space spanned by the right child node. Note that the second A! of the tree is defined
as follows:

A! = A− (B ∪D) (3.6)
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The partitioning algorithm is simple yet efficient. As any kd − B-tree, its time com-
plexity is O(NlogN). For external data, I/O cost still remains in O(N

B
.logN

B
) with B

the disk block size. It performs incremental insertion of data points in a top-down man-
ner. Enclosing grid region identifier is first computed thanks to the mapping scheme
discussed before. The all path up to the root (the entire space) is also retrieved. Then,

Figure 3.7: BANG directory of partitioning from Figure 3.6 represented as a kd-B-trie
with fanout B = 2.

the BANG directory is searched for the smallest recorded region that encloses the data
point. It is then assigned to the corresponding bucket.
When data bucket overflows, the algorithm operates splitting to balance the distribution
of points between buckets. Splitting is done by iteratively halving the space spanned by
points in the bucket until the best balance is achieved. It gives birth either to a buddy
region or to a new enclosed region. The iterative halving strongly differs from the R+-
tree splitting strategy. Indeed, the BANG file operates from the entire space to blocks
(topdown) whereas the R+-tree operates from points to blocks (bottom-up). This dis-
tinct feature will be discussed further in the Performance section (see Section 3.7.2).
Finally, in order first, to encompass anonymity requirements and second, to obtain the
highest quality partitioning for the anonymization process, we set up the minimum fill-
ing rate to the lowest page size (M ) value, depending on the grid resolution. Then,
splitting is performed whenever the bucket size reaches 2M + 1. The second parameter
B (the fanout of the tree directory) is set to the page size such that it allows to build an
external tree structure that scales up to potentially any size of data sets.
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3.6 From BANG Directory to Anonymous Public Re-
lease

Remind that we chose to achieve k-anonymity, based on BangA generalization al-
gorithm, this optional post-processing step merges buckets from the BANG file to build
equivalence classes of the anonymous release with the desired parameter k ≤ M . Al-
though the brute BANG directory already achieves very high quality in the public re-
lease thanks to non hyper-rectangular blocks, this additional processing increases the
usefulness of the anonymous public release for higher k values. Actually, it could be
performed on any other axis-parallel partitioning for anonymization and can be per-
formed independently to any PAM algorithm, such like the R+-tree approach.

3.6.1 Density-based clustering
BangA performs a density-based clustering on data buckets in a way similar to

BANG-clustering [93]. BANG-clustering is a grid clustering approach that relies on
a main memory kd-tree accommodated from the BANG file. It is a direct descendant
from GRIDCLUS [92] based itself on the Grid file.
The algorithm computes density index for each block assigned to a data bucket and it
creates dendogram by merging neighbor blocks having closest density indices. How-
ever, BANG-clustering as well as GRIDCLUS compute density indices for each block
[X] by means of card([X]) the number of data points it contains, and V (X), the spatial
volume of the enclosing region only. This approach does not leverage the non hyper-
rectangular blocks built by the BANG file. Thus, we refine the previous proposal and
define the spatial volume V ([X]) of a BANG directory entry [X] as follows:

V ([X]) =
∏

1≤i≤n

eiX −
∑
Y ∈HX

∏
1≤i≤n

eiY (3.7)

whereX−⋃HX
Y is the block where lies the data points from [X], andX and elements

of HX are hyper-rectangular regions. The eiα are extents of the region α on the ith
dimension.
The density index D([X]) of block [X] is then given by the ratio:

D([X]) =
card([X])

V ([X])
(3.8)

Next, the algorithm performs a sort on blocks according to their decreasing density.
The ranking of blocks supports the construction of a dendogram obtained by merging
iteratively pairs of neighbor blocks with the highest density indices, creating new clus-
ters otherwise. Neighborhood is defined as a shared (n − 1)-dimensional hyperplane
between two block regions. The algorithm is detailed in [92].
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3.6.2 Multi-granular anonymity
BangA allows multi-granular anonymity in a single run. However, instead of work-

ing directly on the index structure, we leverage the above dendogram by means of com-
putation of a cut. The main purpose is to allow the end-user to set the k value on the
fly, without the need for scanning raw data. For the basic k = M setting, leaves of
the dendogram are straightforwardly the equivalence classes for the anonymous public
release thanks to the filling requirements on the BANG file.
If we consider higher k values, then we could perform a top-down depth- first traversal
of the dendogram until we reach maximally specialized k- filled blocks in each and ev-
ery branch. The result cut draws the anonymous public release. Since we compute the
cut on the dendogram rather than on the index structure (kd-B-trie), then the k value is
not restricted to M ` settings. Indeed, the approach gives BangA the ability to perform
cM -anonymity, for any natural number c. In R+-tree based approach [55], this feature
is offered thanks to an ordered leaves scan of the kd-B-tree that gives low quality re-
leases compared to BangA since adjacent leaves could be merged even if they belong to
very different branches of the tree which bottom line for any clustering technique.

3.6.3 Point and Range Queries
Section 3.2.1 states that one of the PPDP requirements is to provide user-friendly

descriptions of anonymous data set to ease point and range queries in very simple but
popular environments such like spreadsheets. Fortunately, BangA was tailored to ful-
fill such requirement, without disregarding quality and efficiency of the anonymization
process.
To this end, each equivalence class of the public release is encoded by its enclosing
hyper-rectangular region such that nested regions are allowed in the table. And the level
of each region is provided in an additional column. Hence, it becomes very easy to
process point queries in the anonymous table:

1. define filters on each dimension;

2. rank the intermediate result on decreasing region level;

3. keep only the records with the lowest value on the region level.

The above procedure works since the intermediate result returns nested regions only,
where the innermost region is the right answer. Then, comparing levels suffices to
remove false positives that are enclosing regions. For instance, a point query in block
E on Figure 3.6 returns the intermediate result set (A, 0), (D, 2), (E, 4). Then, since
levels are 0, 2, 4 resp. for A, D and E, the remaining block is E and the answer of
point query is the set of records from [E]. Orthogonal range searching is slightly more
difficult to manage. Indeed, if we follow the above point query processing, defining
range filters rather than exact match filters, then we are left with false negatives since
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Figure 3.8: Example of a sub-space spanned by a range query on the partitioning of
Figure 3.6.

enclosing regions could be partly covered by the range query. At the contrary, if we stop
at step 2, then there could be false positives in the answer set.
Then, we propose the following methodology to manually perform orthogonal range
searching in anonymous public releases. The query is first decomposed into elementary
range queries that cover the entire query space with small cuboids that correspond to
the finest resolution of regions in the public release. The resolution can be determined
by means of the highest level value. Obviously, the resolution depends on the k value
for a given public release. Then, each elementary range query is performed in the same
way than point queries, except that filters on dimensions are ranges rather than exact
matching. Finally, the answer set is the union of all the elementary range query results.
For instance, assume a range query Q that spans the sub-space of A shown on Figure
3.8. Step 2 of point queries with range filters returns the intermediate result set (A, 0),
(D, 2), (E, 4), (G, 4) whereas step 3 gives (E, 4), (G, 4). In the former result set, (A, 0)
is a false positive, and in the later result set, (D, 2) is a false negative. To fix this wrong
behavior, the above methodology for range searching first decomposes the query into 3
elementary queries Q1, Q2 and Q3 that span respectively the sub-part of D, region E
and region G. Values of dimensional filters are given by the examination of bounds in
each column of the equivalence classes. Next, Q1 is computed as a point query (with
range filters) and gives the intermediate result set (A, 0), (D, 2). Then the answer is [D].
The process is repeated for Q2 and Q3 and it returns resp. [E] and [G]. Union of the 3
result sets is the answer to Q.
Obviously, the BANG directory tree remains available for very large data sets and could
be used as a regular database access method for any kind of range queries over the
leaves of the index structure (the M -anonymous release). Any other Spatial Access
Method could also be considered to deal with the cM -anonymous releases built from
the dendogram. Axis-parallel polytopes, that are blocks, are then indexed and they could
be efficiently retrieved by usual spatial database operators.

3.6.4 BangA and other Syntactic Generalization Models

Though we employed BangA to achieve k-anonymity generalization model, it can
be directly exposed to any sophisticated syntactic generalization model e.g., `- diver-
sity [75] and t-closeness [70]. As its R+-tree counterpart, BangA would be able to
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incorporate constraints from the definition of the various existing generalization models
in its anonymization process. The only accommodation would be to redefine the assign-
ment and splitting strategies such that both resulting blocks satisfy the generalization
model. For instance, to make the anonymous release `-diverse, it requires that at least `
sensitive values are "well represented" in each equivalence class. Thus, BangA would
incorporate checking on sensitive values in its splitting decision to only create new `-
diverse blocks from old ones. And it would add constraint on assignment of a new
point into an existing block such that the resulting block still satisfies the `-diversity,
otherwise the algorithm would locally redistribute points into blocks.

3.7 Experimental Validation
This section provides an extensive experimentation on BangA generalization algo-

rithm to achieve k-anonymous public release. The choice of k-anonymity using BangA
is due to recent striking works on combining k-anonymity and differential privacy (See
Section 3.1).

3.7.1 Preparation and Settings

We conducted experiments on two datasets for the empirical evaluation of BangA.
Efficiency and effectiveness was addressed according to time cost of the computation
and quality of the public release, respectively. We also implemented R+-tree approach
for k-anonymization espoused in [55] for comparison with BangA, since it is commonly
admitted that it is the reference algorithm. Though we had no access to the source code,
we implemented the closest possible solution for the given approach strictly observing
the requirements in [55] and adopted the same architecture than BangA for the sake of
equity in the comparison analysis.
We used the popular "Adults" dataset taken from U.C. Irvine Machine Learning Repos-
itory. This dataset, also known as "Census Income" dataset, contains the data about
individuals in the USA. We purged all records with missing values and were left with
a table containing 1 million tuples. We used the attributes Age, Zipcode and Education
level as quasi-identifiers. Second dataset was "Voter list" taken as is from the experi-
ments conducted by Sweeney [95] in her seminal work on k-anonymization. It contains
54,803 records (tuples with missing values are already removed). We used Age, Zipcode
and Salary as quasi-identifiers. For stress testing and to study the behavior of both the
approaches for high dimensional data, we used third dataset named "Customer" which
was synthetically generated using a data generator tool 1. This dataset contains 1 million
tuples with 15 attributes and all of them are used as quasi-identifiers.

1. Datanamic data generator: http://www.datanamic.com/datagenerator/index.html
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Category Description
Compiler Microsoft Visual C++ 2005
Database Postgre SQL

Operating System Windows 7
CPU Intel Xeon CPU W3520 2.67 Ghz

Memory 4096MB
Hard disk 500GB

Table 3.3: Experimental setup

Dataset Size Quasi-identifiers R+-tree BangA
Voter list 54,803 3 360s 300s

Adults 1 million 3 1554s 1116s
Customer 1 million 15 Out of memory 2765s
Customer 1 million 7 1314s 906s

Table 3.4: Time cost (in seconds) of BangA and R+-tree with B = 5 and M = 5.

To conduct the experiments in real database environment, we first populated a Post-
greSQL database with all the three datasets. And for convenience and code efficiency,
data has been normalized (see Section 3.5.1) on the database level using advanced query
facilities provided by PostgreSQL DBMS. We also used database statistics for query
optimization. We applied R+-tree and BangA approaches on all the quasi-identifiers
of Adults, Voter list and Customer datasets. In the R+-tree approach, the anonymiza-
tion process is followed as in [55]. Table 3.3 gives a short description of the system
configuration used in all the experiments.

3.7.2 Performance
Execution time of R+-tree and BangA was measured on Voter list, Adults and Cus-

tomer datasets, thus, from 50K to 1 Million records. Block size and page size was set
to 5, in order to evaluate the performance of each algorithm under stress of very small
bucket and fanout values. Many runs with different settings have been done and results
always confirm those presented here. In this experiment, we evaluated the BangA algo-
rithm with dendogram construction, against the bruteR+-tree construction, i.e. w/o leaf
scan or cut extraction. Results are presented in Table 3.4. It shows a 17% lower time cost
in favor of BangA compared to R+-tree for the Voter list data set. And the difference
still increases for large data sets like Adults since it spends up to 30% less execution
time for the public release computation. For high dimensional data in Customer dataset
with 15 quasi-identifiers, BangA simply outperforms R+-tree based anonymization as
the later is unable to cope with such high dimensional data. In order to make a veri-
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fiable comparison of both approaches, a set of 1 million tuples with 7 quasi-identifier
attributes was randomly sampled from the Customer dataset (having 1 million tuples
and 15 quasi-identifier attributes). With slightly large number of quasi-identifiers, re-
sults in Table 3.4 indicate 32% lower time cost in favor of BangA compared to R+-tree.
This shows that whatever the number of dimensions, BangA out performs its counter-
part.
We did not compare the efficiency of BangA with previous proposal such as Mon-
drian [66], since experiments in [55] have shown that R+-tree anonymization outper-
forms all the previous algorithms. Thus, those experiments validate the very good be-
havior of BangA regarding performance and scalability. Moreover, the second storage
structure of the BANG file guarantee it could handle very large data sets without any
drop in the performance.
The second result is as follows: we could argue that bottom-up spatial indexing is not
systematically more efficient than top-down approach as conjectured in [55]. This result
is given by our own experiments comparing in the same running environment R+-tree
approach (bottom-up) with BangA (top-down). Following usual analysis on spatial ac-
cess methods, we claim that the performance is mainly dependent from the splitting
strategy. In BangA, we use regular decomposition following the grid whereas the orig-
inal R+-tree grows by means of a quadratic procedure comparing pairwise distances of
elements in an overflowed bucket. Those strategies determine a constant factor (w.r.t.
N) in time complexity that makes the execution time slower for the R+-tree as shown
on Table 3.4.
We also empirically evaluated the influence of input parameters on the process. We com-
pared fine-grained and coarse-grained block sizes both for theR+-tree and BangA. The
results indicate that varying M parameter, for a given output k value, does not affect the
quality of data but it reduces the execution time of both algorithms as there would be
less partitions in both cases. For instance, to build a 100-anonymous release, it is fast
and safe to set M = 100 and to build the public release as the set of leaves of the tree
directory. However, in this case the construction of any k-anonymous release, k < 100,
requires a new run. Thus, for a generic anonymization process, it is much better to set
M to a quite small value and next to perform a cut in the dendorgram given an online k
parameter.

3.7.3 Quality of the Public Release
Since the k-anonymity problem relies on the trade-off between privacy of individ-

uals and utility of the public release, we computed and compared quality of the public
releases built respectively with BangA and with the R+-tree, by means of several mea-
sures of information loss. The main idea is to evaluate the extent to which the dataset
has been distorted when generalizing records. We adopted generic quality measures,
i.e. measures that do depend neither on the application domain nor on a specific us-
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Figure 3.9: KL-divergence (on Y -axis, normalized by log ratio on baseline) according
to k parameter (X-axis) in 5, 10, 20, 50, 100, 1000, 10000.

age of the public release. We then first followed the experimental protocol described
by Iwuchukwu et al. [55], with 3 different measures: the Discernibility Penalty, KL-
divergence and the Certainty Metric (See Section 2.5). We conducted experiments on
the Adults and Customer datasets. Results for Adults dataset are presented on Figure
3.10, Figure 3.11 and Figure 3.9 for certainty metric, discernibility penalty and KL-
divergence respectively. Roughly speaking, all the experiments show that BangA pro-
vides higher quality public releases than theR+-tree since BangA curves systematically
remain lower than those from the R+-tree and quality measures are actually "penalty"
measures.
Next, curves are all increasing since the higher the k parameter, the lower the overall
quality. We could notice that the gap between the R+-tree and BangA increases with k
in the discernibility penalty. Here we face the usefulness of the density-based cluster-
ing of BangA since merging elementary blocks give birth to very accurate equivalence
classes even for higher k values, compared to the R+-tree. To focus on specific val-
ues rather than analysis trends in large scale curves, we consider numbers for k = 100
since it represents a descent rate of 0.01% of the size of the data set. Here, we ob-
serve 5% better quality in CM, 8% in DP an 9% in KL-divergence always in favor of
BangA. For instance, in Figures 3.9 and 3.11, we normalized the values respectively for
KL-divergence and DCP for R+-tree and BangA w.r.t. baseline values (original values
are marked for k = 5, 1000 in Figure 3.9 and for k = 5 in Figure 3.11) in order to
highlight the gain achieved by BangA over R+-tree based anonymization. Those val-
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Figure 3.10: Certainty penalty (Y -axis) according to k parameter (X-axis) in 5, 10, 20,
50, 100, 1000, 10000 on a log-linear scale.

ues are prototypical of the average gap between BangA and R+-tree with a varying k
value. Moreover, if we consider the baseline of DP, then the improvement of BangA
with respect to the R+-tree is more than 48%. Finally, it is worth to notice that CM is
not designed to take into account non hyper-rectangular blocks since it aggregates di-
mensional range values. Thus, we only computed estimated values based on enclosing
regions for BangA.

3.7.4 Query Accuracy

Apart from studying the quality of data through "penalty" measures and KL-divergence
metrics, the utility of the anonymized data is also studied in terms of relative query er-
ror. In this section, we focus on point and window queries as they are important building
blocks for statistical analysis and many data mining applications (e.g., association rule
mining and decision trees). We used the randomly sampled Customer dataset containing
1 million tuples and 7 quasi-identifier attributes for these experiments and followed the
procedure detailed in Section 2.5.2.
The point queries are relatively easier to handle (See Section 2.5.2 for details). The
window queries are of the form:
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SELECT COUNT( ∗ ) from R
WHERE R.QI1 ≥ qi1 AND R.QI1 ≤ qi2
AND
. . .
AND
R.QI7 ≥ qi7 AND R.QI7 ≤ qi7

The above mentioned 7-dimensional query is dynamically created by using the upper
and lower bounds on the range of each participating attribute. These bounds are defined
as follows:
A COUNT query Q on the anonymized data set R∗ fetches the count of tuples matching
the query Q. For point query, the result set contains those tuples with the lowest value
on the region level (See Section 3.6.3).
A window query Q returns a count of the records in R∗ that matches Q. A tuple t ∈ R∗
is said to be a matching tuple for Q if region spanned by t and the query Q have a non-
null intersection i.e., t must intersect Q on all quasi-identifier attributes.
We conducted the experiments using query dimensionality parameter (See Section 2.5.2).
The query error rate is calculated using Equation (2.9). We considered 300 randomly
generated queries for conducting these experiments and calculated the average relative
error.
For these experiments, we anonymized the Customer dataset on all 7 quasi-identifiers
and varied the query dimensionality parameter i.e., the number of QI attributes in query
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predicate. The results for point and window queries with varying query dimensionality
are shown on Figures 3.12 and 3.13. As the query dimension increases, average relative
error rate decreases. Thus the anonymized data performs better for queries with a larger
query dimensions. BangA tends to be more stable than R+ based approach showing
less relative error rate for any query dimension.

3.8 Extensions
BangA generalization algorithm has shown to achieve significant gain both in terms

of efficiency and utility. Along with the features mentioned above, BangA can be ex-
tended in various directions. Below we highlight few important extensions that are
applicable to BangA.

3.8.1 Compaction Procedure
Iwuchukwu et al. [55] propose a compaction procedure that simply shrinks the en-

velop of each block to its MBB as shown on Figure 3.2. The R+-tree approach natively
computes such MBBs for every block. Consequently, the average volume of the blocks
is minimized. However, BangA operates a top-down decomposition of the space such
that the union of all the blocks spans the entire space. Obviously, a compaction of each
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block would yield to a more accurate anonymous public release, and would still increase
its quality w.r.t the R+-tree numbers. Thus, it can be considered as a straightforward
improvement of BangA, even if computation of non hyper-rectangular "MBB" such like
those on Figure 3.3 must be carefully defined.

3.8.2 BangA and Differential Privacy

As described in Section 3.6.4, BangA can be directly applied to any syntactic gener-
alization model. Quite recently, Differential Privacy DP has emerged as a state-of-the-
art semantic privacy paradigm that offers strong theoretical privacy guarantees. Due to
its inability of achieving practical implementation, there is a surge of works nowadays
that tend to combine the practicalness of syntactic approaches with the effectiveness of
DP (See Section 2.7.2 for details).
BangA can be extended in following directions to achieve DP style privacy:

BangA and Crowd Blending Privacy

In Section 2.7, we highlighted several relaxations of DP. Specifically, Gehrke et
al. [46] proposed crowd-blending privacy to strictly relax the notion of DP. They em-
phasize that if generalization is done safely then any generalization based algorithm
may be extended to achieve crowd blending privacy. As shown by the experiments,
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BangA is an extremely efficient generalization algorithm and remains suitable candi-
date to achieve crowd blending privacy.

BangA and Differential Privacy through RPS framework

Very recently, Qardaji et al. [86] in an extended abstract, propose multi-dimensional
partitioning to achieve DP. Specifically, the authors in [86] propose a framework coined
RPS (Recursive Partitioning and Summarization) to achieve DP. In RPS framework, the
tuples in micro-data are treated as points in multidimensional space. To achieve DP via
multi-dimensional partitioning, an RPS algorithm specifies three subroutines:

1. how a region can be partitioned

2. when to stop partitioning

3. how to summarize the tuples in partition

For an RPS framework to be differentially private, all the three subroutines must fol-
low some form of DP. Specifically, the authors propose a multidimensional partitioning
based k-anonymity solution that satisfies DP via the RPS framework mentioned above.
Since BangA employ extremely efficient multidimensional partitioning, it is an interest-
ing candidate to be a part of RPS framework.

3.8.3 BangA and Incremental Data Anonymization

The data sanitization based on k-anonymity model has been extensively studied for
the past few decades. However this intensive research on k-anonymity is limited to the
scenario where it is assumed that the entire dataset is available at the time of release. In
other words, much of the work done on k-anonymity model focus on static data. This
assumption leads to severe shortcomings both in terms of utility and privacy as data
nowadays are continuously collected (thus continuously growing) and there is increas-
ing demand for up-to-date data frequently. Previous k-anonymization techniques can
be employed on a dataset as a whole i.e., they take a raw dataset as input and output
the anonymized version. If new records are added to the dataset, the only solution is to
anonymize the whole dataset including the new records.
Since the spatial indexes are designed for frequent updates, BangA can easily be em-
ployed without any modification to previously anonymized data in this dynamic set-
ting. New records can be added to previous equivalence classes without breaking the
k-anonymity. Also the utility of resulting public release remains good as described
in [55]. Remind that this approach is limited to Insert-Only scenario where there are no
deletions and modifications in the previous version of raw data.
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3.9 Synthesis
In this Chapter, we proposed a new anonymization method called BangA. Based

on the BANG file indexing structure, it performs very well and provides non hyper-
rectangular blocks assigned to the equivalence classes of the public release. Further-
more, BangA allows to incorporate background knowledge in the dimensional scales
that are used for regular decomposition. A post-processing step provides a density-based
clustering of the blocks in order to achieve a high quality anonymization regardless of
the k value. And since the result of such post-processing is a dendogram, then, it offers
the opportunity to build on demand the desired k-anonymous release without scanning
the raw data. And to support the exploration of non hyper-rectangular blocks, we also
provided a methodology for point and range searching in nested equivalence classes of
the anonymous public release. Along with usual benefits, BangA can easily be extended
to adopt the compaction procedure to achieve better utility of data. Also BangA can in-
corporate other generalization models like `-diversity by making slight adjustments in
its assignment and splitting strategies. Last but not least, without any loss of generality,
BangA can be served as-is for incremental data anonymization. Quite recently however,
Differential Privacy (DP) has received much attention from the research community and
BangA generalization algorithm is an interesting candidate to achieve DP style privacy.
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τ -safety

Summary: BangA is a first step towards sequential data anonymization. Sequential data
anonymization is obviously more complex than static publication scenario mainly due to cross-
release inference channels. It deals with publication of multiple releases each containing data
from previous release(s) along with new records and/or modification in the records of previous
releases. Modification of previous records are either update in any of the attribute values or
deletion of a record from one release to the next one. Along with these modifications, sequen-
tial data publication is prone to several kinds of adversarial attacks that are not applicable for
static data publication. This makes the static publication models inappropriate for this scenario
since even if each release is individually anonymous, combining multiple releases begets the
situation in which privacy can be compromised. BangA is able to provide the required privacy
in the scenario in which there are only new records to manage. Since record deletion or update
brings about a complex problem, more sophisticated privacy models are required. Among the
few works in the literature that relate to sequential data publication, none of them focuses on
arbitrary updates, i.e. with any consistent insert/update/delete sequence, and especially in the
presence of auxiliary knowledge that tracks updates of individuals all along the series of re-
leases. In this Chapter, we first highlight the invalidation of existing algorithms and present an
extension of the m-invariance generalization model coined τ -safety. Then we formally state the
problem of privacy-preserving dataset publication of sequential releases in the presence of arbi-
trary updates and chainability-based background knowledge. We also propose an approximate
algorithm, and we show that our approach to τ -safety, not only prevents from privacy breach
but also achieve a high utility of the anonymous releases.

81
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4.1 Introduction
The work in Chapter 3 focuses on the problem of minimizing the risk of identifying

the individual record holders in a person-specific table. A set of quasi-identifying at-
tributes QI is generalized to a coarser representation such that each individual is grouped
with a certain number of other individuals (e.g., in k-anonymization each equivalence
class contains at least k records). In this context, the data in the person-specific table
is static and is aimed for one time publication. In more complex scenarios, a data pub-
lisher needs to publish the micro-data multiple times with frequent updates i.e., new
records are inserted, deleted and updated. The publication of micro-data with such
frequent updates brings about several privacy scares. Previously, most of the work in
privacy preserving data publication caters only static data publication. In dynamic set-
ting however, data are modified and published multiple times. Sequential publication is
obviously more challenging as it raises new kinds of attacks w.r.t. the single publication
scenario.

4.1.1 Motivation
Dynamic data republication poses serious threats to the privacy of individuals re-

garding two kinds of updates in data sets [68]. External updates, intuitively, are the
updates comprising of first time insertions and deleted records as they affect the total
number of records in the resulting dataset and Internal updates correspond to either the
modifications in each record’s attribute values or re-insertion of a record. We assume
that the internal updates in dynamic data sets are arbitrary i.e. old values may not have
any correlation with the new ones. In other words, a sensitive attribute value can be
internally updated to any other value within its domain. For example, if a person is
admitted to a hospital for flu, it is not necessary that if at later time she is admitted to
the hospital, she will have flu or other respiratory disease i.e. her new disease is not
dependent on the previous one.

Suppose the hospital publishes Tables 4.1, 4.2 and 4.3 (original values in brackets)
following `-diversity principle at times 1, 2 and 3 respectively in which the attributes
Age and Zipcode are QI and Disease a sensitive attribute. We further categorize internal
updates as QI updates (modifications in QI) and sensitive updates (modification in sen-
sitive attribute). Any individual who belongs to this publication series has an (logical)
event list associated with him/her. This event list contains the information about how
the data of that individual has evolved by time. For example, an individual p appears
for the first time in the release R1. Then, before the publication of R2, he contracted
a new disease and R2 reflects this change. So p’s event list has the information that he
first appeared in the dataset at time 1 and his record gets changed at time 2. This event
list contains sensitive information about p and if an adversary (e.g. friend of p) owns
this information, the privacy of p is at stake.
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Keeping the above ideas in mind, we explain possible inferences due to these event
lists and in the presence of (internal and external) updates. In Table 4.2, the records of
p2 and p6 are internally updated (italicized), record of p7 is first time insertion (bold)
and record of p4 is deleted. In Table 4.3, the record of p4 is inserted again (under-bar)
i.e she is hospitalized for the same disease at time 3. Identifiers of the individuals (ID
in this case) are not included in the public release. They are shown here for the ease
of understanding. Even though each release is individually anonymous, the privacy
requirement could be compromised by the comparison of different releases by event list
and discarding some possible sensitive values for a victim.

Invalidation of existing methods for static datasets

The main problem with static data approaches when they are employed in dynamic
settings is that these approaches do not take into account the distribution of sensitive
values in the previous public release(s). For instance, `-diversity requires that each
equivalence class contains ` well-represented sensitive values. Although each and every
public release is 2-diverse, adversary may be able to identify an individual’s sensitive
value by comparing any two releases. The privacy of the individuals can be breached as
shown by the following scenarios. We assume that the adversary has access to all previ-
ously published releases and knows the exact QI value and event list of each individual.

Scenario I: Suppose the adversary (an acquaintance of p1) is looking for the sensitive
value of p2 in Table 4.2. By using the event list, the adversary knows that p1’s sensitive
value is unchanged in both releases though she is not aware of p1’s sensitive value.
The adversary can argue as follows: p1 and p2 must be in first equivalence class in
both releases. They must have contracted {cataract, pneumonia} in first release and
{cataract, diarrhea} in the second one. Since the only unchanged value is cataract, it is
the sensitive value of p1. Thus p2 contracted pneumonia in first release and diarrhea in
the second one.

Scenario II: Suppose the adversary is looking for the sensitive value of p2 in Table
4.3. The adversary knows that p2 belongs to the first equivalence class of all the pub-
lished releases. p2 must have contracted {cataract, diarrhea, glaucoma} at time 3 and
{cataract, diarrhea} at time 2. Also, adversary (through event list) knows the fact that
p2’s sensitive value is unchanged at time 2 and 3. By comparing these two releases, the
adversary is able to exclude glaucoma as p2’s disease at time 3. Thus the probability that
p2 has diarrhea at time 3, increases from 1

3
to 0.5 due to an internal update. By using

this knowledge and using the first published release, the adversary can further narrow
down to breach the privacy of p2.
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Name Age Zipcode Disease
p1 21-22(21) 12k-14k(12k) cataract
p2 21-22(22) 12k-14k(14k) pneumonia
p3 23-24(24) 18k-25k(18k) flu
p4 23-24(23) 18k-25k(25k) glaucoma
p5 41-42(41) 20k-34k(20k) flu
p6 41-42(42) 20k-34k(34k) gastritis

Table 4.1: 2-Diverse R∗1

Name Age Zipcode Disease
p1 21-23(21) 12k-4k(12k) cataract
p2 21-23(23) 12k-40k(40k) diarrhea
p3 24-26(24) 18k-34k(18k) flu
p7 24-26(26) 18k-34k(34k) gastritis
p5 41-42(41) 20k-35k(20k) flu
p6 41-42(42) 20k-35k(35k) gastritis

Table 4.2: 2-Diverse R∗2

Scenario III: Suppose the adversary is looking for the sensitive value of p4 in Table
4.3. Since the adversary knows that p4 has records in Tables 4.1 and 4.3 and her sensitive
value is unchanged in both these releases, the adversary can argue as follows: p4 belongs
to second equivalence class at time 1 and first equivalence class at time 3. She must have
contracted {flu, glaucoma} at time 1 and {cataract, diarrhea, glaucoma} at time 3. Since
the only unchanged value is glaucoma, p4 has that disease at both times she belonged to
the public release.
In the scenarios mentioned above, the information in the event list of individual is used
to link two published releases in the presence of arbitrary updates. We denote the event
list by τ and term such attacks as τ -attacks. For instance, in Scenario I, the τ -attack
became possible when event list (τ ) of p1 is used to link the public releases at time 1
and 2. It is important to notice that without the event list, this problem can be reduced
to several independent problems for static dataset because then, the arbitrary internal
updates of sensitive values will lead to entirely different publications with no correlation
whatsoever i.e., R1 and R1 are completely independent [12, 68].

Invalidation of m-invariance due to internal updates

m-invariance [112] is the seminal work in dynamic dataset republication that can
only handle external updates. Briefly, the requirement of m-invariance is that if a record
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Name Age Zipcode Disease
p1 21-23(21) 12k-4k(12k) cataract
p2 21-23(23) 12k-40k(40k) diarrhea
p4 21-23(23) 12k-40k(25k) glaucoma
p3 24-26(24) 18k-34k(18k) flu
p7 24-26(26) 18k-34k(34k) gastritis
p5 41-42(41) 20k-35k(20k) flu
p6 41-42(42) 20k-35k(35k) gastritis

Table 4.3: 2-Diverse R∗3

occurs in two consecutive releases then it must bear the same set of sensitive values in
both releases.

As an example, p2’s disease in first release is pneumonia. In first release, p2 is in
the equivalence class with the set of sensitive values {cataract, pneumonia}. She is suc-
cessfully cured and admitted to the hospital for diarrhea. According to m-invariance,
the equivalence class of p2 in current release must be {cataract, pneumonia} but due
to internal update of pneumonia to diarrhea, p2’s equivalence class cannot be as in the
previous release. Thus the requirement of m-invariance is not manageable. Also, m-
invariance does not keep track of record’s sensitive values in previous releases. Thus if
a previously deleted record is re-inserted at some later point, m-invariance considers it
is a new record and consequently, raises τ -attack threats.

4.1.2 Contributions
We propose an extension of m-invariance for the sequential publication of fully dy-

namic datasets in the presence of τ -attacks. Within our proposal, Table 4.3(a) and Table
4.3(b) are published at time 2 and Table 4.4(a) and Table 4.4(b) at time 3. Table 4.3(a)
contains a generalized version for each tuple from raw micro-data and consists of four
equivalence classes. Tuples with names c1 and c2 are the fake tuples(fake tuples are used
to counter the problems that arise due to deletion or updation of tuples) and Table 4.4(a)
contains four equivalence classes and contains only one fake tuple i.e. c1. Tables 4.3(b)
and 4.4(b) contain basic statistics that show the equivalence classes 1 and 2 at time 2 and
equivalence class 1 at time 3 have fake tuples. To the best of our knowledge, it is the first
work that investigate the problem of sequential data publication with arbitrary updates
in the presence of chainability-oriented auxiliary knowledge (such knowledge enables
cross-release inference channels by tracking the individuals in multiple releases). More-
over, in this domain, data utility has not been a major concern in the previous literature,
whereas it is a first-class citizen in our approach.

Our main contributions are as follows:
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(a) R∗
2

Name GID Age Zipcode Disease
p1 1 21-22 (21) 12k-13k (12k) cataract
c1 1 21-22 12k-13k pneumonia
p3 2 24-25 (24) 18k-19k (18k) flu
c2 2 24-25 18k-19k glaucoma
p5 3 41-42 (41) 20k-35k (20k) flu
p6 3 41-42 (42) 20k-35k (35k) gastritis
p2 4 23-26 (23) 34k-40k (34k) diarrhea
p7 4 23-26 (26) 34k-40k (40k) gastritis

(b) Counterfeits

GID Count
1 1
2 1

Table 4.4: τ -safe 2-invariant Generalization R∗2

1. We propose the τ -safety paradigm, defined after m-invariance, for the sequen-
tial publication of anonymous releases from dynamic dataset in the presence of
arbitrary updates and under the threat of τ -attacks.

2. We shift from record-based privacy paradigm to individual-based privacy such
that serial data publication mechanism becomes safer.

3. Assumptions about adversary’s knowledge are severe such that she knows tracks
of individual’s modification. We then take care about chainability within the back-
ground knowledge model.

4. We designed and implemented an approximation algorithm to show by intensive
experiments that τ -safety has immediate practical impact.

5. We draw a general framework for such a problem and give opportunities for fu-
ture independent contributions on many open issues. For instance, the trade-off
between utility and fake tuples is properly stated as well as various optimality
criteria.

4.2 Problem Foundation
Let T = (R1, R2, . . . , Rp) be a set of micro-data tables generated at times 1, 2, . . . , p

respectively. Rj is an instance of micro-data table at time j (1 ≤ j ≤ p) and has
the schema 〈ID,QI, S〉. Denote by R =

⋃
1≤j≤pRj , the union of all the records t

that occurs in T . Let X =
⋃p
i=1 πID(Ri) be the set of individuals x where ID is the

identifier of records in T. At time j, each individual x is associated with an ”event list”
of size j which holds the series of operations performed on x till time j. We denote by
µ ={i(nsert),u(pdate),_(unchanged),d(elete),r(e-insert)} the alphabet of operations that can be performed on
x. The event list for an individual x is denoted by τ(x). It is a valid sentence of the
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(a) R∗
3

Name GID Age Zipcode Disease
p1 1 21-22(21) 12k-13k(12k) cataract
c1 1 21-22 12k-13k pneumonia
p3 2 23-24(24) 18k-25k(18k) flu
p4 2 23-24(23) 18k-25k(25k glaucoma
p5 3 41-42(41) 20k-35k(20k) flu
p6 3 41-42(42) 20k-35k(35k) gastritis
p2 4 23-26(23) 34k-40k(34k) diarrhea
p7 4 23-26(26) 34k-40k(40k) gastritis

(b) Counterfeits

GID Count
1 1

Table 4.5: τ -safe 2-invariant Generalization R∗3

Symbol Meaning
x an individual
X Historical union of individuals
τ event list
µ operations list

[t] or [x] QI-group
Sig([t]) signature of a QI-group

Del delete list
m parameter for m-invariance

i, j, k, l time stamps
τ(x)[j] jth component of τ(x)

Table 4.6: Notations

grammar defined by the following regular expression:

τ := (_∗, (i, (_ ∗ |u)∗, (d, _∗, (r, (_|u)∗, d)∗, (r, (_|u)∗)?)?)?) (4.1)

It mainly states that we cannot delete before having inserted or re-inserted, and other
basic such rules. For example, τ(x) = (i, _, u, d, r) indicates that an individual x is
inserted at time 1, remains unchanged at time 2, has been updated at time 3 and deleted
at time 4 and then, inserted again at time 5. τ(x)[j] denotes the jth element in τ(x).

4.2.1 The Preliminaries
Notations in Table 4.6 are used throughout the Chapter. The definition of fully

dynamic dataset has been evolving since [15] first proposed the idea of dynamic datasets
republication. Intuitively, the data in a dynamic dataset do not remain the same in
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each subsequent release. Fully dynamic dataset contains two kinds of updates namely
external and internal updates:

Definition 4.1 (External Update:) For all j, an individual x is said to be an external
update in Rj iff one of the following conditions hold:

1. deletion: τ(x)[j] = d

2. insertion: τ(x)[j] = i

External update correspond mainly to the insertion or deletion of records.

Definition 4.2 (Internal Update:) ∀j, an individual x is said to be an internal update
in Rj iff one of the following conditions hold:

1. τ(x)[j] = u

2. τ(x)[j] = r

Internal updates correspond to the re-insertion or modification of QI values in any
tuple. As mentioned in section 4.1.1, internal updates can be categorized in sensitive
updates and QI updates. If an individual x is a sensitive internal update at time j, then
we consider τ(x)[j] = d and incorporate y such that τ(y) = (_, . . . , _, i). We also fix
t[ID] = x to t[ID] = y in each of the following releases. As a consequence, lifespan of
x cannot extend after time j − 1 and lifespan of y starts from time j. We then treat sen-
sitive internal updates as first time insertions. Indeed, when sensitive value is arbitrarily
updated, then track of the individual is basically reseted. It is important to note here that
the concept of re-insertion of a tuple cannot be thought of as an (external) deletion and
(external) insertion because then it will be considered as a new tuple thereby making it
vulnerable for τ -attack.
A generalized version R∗ of a micro-data table R can be obtained by applying a gener-
alization mechanism as defined in Definition 2.4 such that A(R) = R∗. A generalized
table series T∗ of T = (R1, R2, , ..., Rp) is an instance of (R∗1, R

∗
2, ...., R

∗
p). Note that

ID column is obviously discarded in public releases.

4.2.2 Adversarial Background Knowledge
At time p, the adversarial knowledge consists in:
• the generalized series T∗ = (R∗1, R

∗
2, ...., R

∗
p).

• the publicly available external relations ET j , 1 ≤ j ≤ p that gives QI values for
any ID value at time j , as in Table 4.7 e.g. voter list as used by Sweeney [96].
Then, the adversarial knowledge includes a series of ET = (ET1, ET2, ...., ETp).
• multivalued modification function τ that gives the event list τ(x) for each indi-

vidual x occurring in T.
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(a) ET1
ID Age Zipcode
p1 21 12k
p2 23 14k
p3 24 18k
p4 23 25k
p5 41 20k
p6 42 34k

(b) ET2
Name Age Zipcode
p1 21 12k
p2 23 40k
p3 24 18k
p4 23 25k
p5 41 20k
p6 42 35k
p7 26 34k

Table 4.7: External tables

• the �-join that makes all the possible matchings between each entry in ETj and
〈QI, S〉 values in R∗j .

To sum-up, the adversarial background knowledge is the quadruple:

BK = (ET, T∗, τ, �) (4.2)

At time j, (1 ≤ j ≤ p), adversary’s knowledge is enforced by the join:

BKj = (R∗j ./
R∗

j [QI]�ETj [QI]
ETj) (4.3)

Adversary can further narrow down the acquired knowledge by applying several joins
on the set of previous BKj knowledge:

BKp = BK1 ./
ID,S

BK2 ./
ID,S

. . . ./
ID,S

BKp (4.4)

And then, an iterative join process allows to gain further knowledge up to a fix-point.
Roughly, candidate set of sensitive values for any single individual is compared to the
one from the previous step until there is no more reduction. We term BK as chainability-
oriented auxiliary knowledge as it chains the knowledge from the previous public re-
leases and can be used to track an individual through T.

4.2.3 Privacy Disclosure
Privacy breach occurs when an adversary is able to gain certainty about sensitive

value of an individual.

Definition 4.3 (Privacy risk:) Let T∗ be a published series and BK the adversary’s
background knowledge against T∗. The privacy disclosure risk of an individual x ∈ X
is given by:

risk(x) = P (x[S] | BK)
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where P (x[S] | BK) is the probability that the individual x is linked to its effective
sensitive value x[S], given the knowledge of an adversary BK.

Definition 4.4 (δ-Privacy:) Given a published series T∗ and δ = [0, 1], we say that
δ-privacy is satisfied if risk(x) ≤ δ for all individuals x ∈ T∗

δ-Privacy is the basic privacy requirement that any sequential anonymization algorithm
for fully dynamic dataset must follow in order to guard the privacy of individuals. For
instance, the privacy models like m-invariance and m-Distinctness follow 1

m
privacy

with different settings of background knowledge.

4.3 Problem Statement

4.3.1 m-invariance revisited
m-invariance [112] is a baseline for dynamic data re-publication with external up-

dates only, such that lifespan of a tuple is necessarily a consecutive range of timestamps.
We require first to define QI-groups and signatures before we are able to provide a defi-
nition for the m-invariance mechanism.

Definition 4.5 (QI-group:) GivenR an instance of a database, andA a generalization
mechanism; a QI-group in A(R) is an equivalence class defined by the equivalence
relation ∼ such that the quotient space A(R)/ ∼ provides a partition of records in
A(R) and t ∼ u⇔ t[QI] = u[QI].

For any tuple t, [t] is the QI-group that contains t. By straightforward extension, [x]
is the QI-group of an individual x by the way of x = t[ID]. All the tuples in a QI-group
share a single QI value, whereas they may have distinct S values that form the signature
of a QI-group.

Definition 4.6 (Signature:) [112] Let [t] be a QI-group in R∗; the signature Sig([t])
of [t] is the set of distinct sensitive values in [t].

Definition 4.7 (Candidate Sensitive Set (CSS):) [112] Let [x] be a QI-group of an
individual x in R∗j ; for an individual x ∈ [x], the candidate sensitive set of x at time j
denoted by x.CSS[j], is the union of sensitive values in [x].

Xiao et al. [112] proved that for an individual x having lifespan [i, j], risk(x)=1 if
there exist a single element in x.CSS[i] ∩ x.CSS[i + 1] ∩ . . . ∩ x.CSS[j]. This is
the main reason behind the failure of conventional static data publication models e.g.,
k-anonymity, `-diversity etc. when they are employed in dynamic settings. In order to
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prevent such situation, the authors of [112] enforce the constraint on each QI-group such
that each republication must ensure a sufficiently large ∩jk=iCSS(k) at each publication
timestamp. They term such constraint as persistent invariance. The idea of persistent
invariance led to the proposition of m-invariance privacy model.
The m-invariance mechanism relies on a strict generalization model for static releasing
of micro-data. It has been coined m-uniqueness.

Definition 4.8 (m-unique:) [112] A generalized table R∗ is m-unique iff each QI-
group inR∗ contains at leastm tuples, and all tuples in the group have distinct sensitive
values.

Definition 4.9 (m-invariance:) [112] A sequence of published relations R∗1, R∗2, . . . ,
R∗p is m-invariant if the following conditions hold:

1. ∀j (1 ≤ j ≤ p) R∗j is m-unique.

2. For any tuple t with lifespan [i, i + k](1 ≤ i ≤ p), k ≥ 0 we have Sig([t]i) =
Sig([t]i+1) = . . . = Sig([t]i+k), where [t]j denotes the QI-group of t at time
j ∈ [i..i+ k]

The core idea of m-invariance is to preserve the same set of candidate sensitive values
for each tuple within its entire lifespan. However, this idea faces the problem of crit-
ical absence whenever some previous sensitive value is missing in one release. This
important issue will be extensively discussed later on.

m-invariance was proved to resist republication-based attacks under the external
update assumption. It is shown in the next section that m-invariance is not sufficient to
prevent from τ -attacks.

4.3.2 τ -Attacks
In this section we present the idea of τ -attack as the most sophisticated threat in

sequential releasing with arbitrary updates. The τ -attacks are closely related to the
composition attacks [43] of an adversary. Consider a nosy neighbor who is able to track
her friend in each public release. With every public release, she gains the information
about how the data of her friend is evolved by time or she is building the event list
for herself. By keeping the event list for each individual, we can keep track of the
adversarial knowledge at each time. Thus, the event list is handful in thwarting such
kind of adversarial knowledge.

Ganta et al. [43] identify the composition attacks in partition based schemes such
that these attacks are spread over several releases and in the presence of external knowl-
edge. Though composition attacks [43] are focused on single static anonymization tech-
niques, the τ -attacks correspond to the same category and target multiple releases in
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which an adversary can either guess the exact sensitive value of an individual as in Sce-
nario I and III (exact sensitive value disclosure [43]) or the adversary can locate the set
of sensitive values the victim may be assigned to, as in Scenario II (locatability [43],
where locatability is a process of pruning the set of sensitive values that might not relate
to the target victim). Keeping in mind the scenarios discussed in Section 4.1.1, we then
define the τ -attacks in a simple manner.

Definition 4.10 (τ -attack:) For any individual x in X , there is a τ -attack if an adver-
sary with BK = (ET, T ∗, τ,�) can precisely infer x[S].

The elaborated part of the definition comes from τ in BK that allows for original
disclosures requiring new generalization models for sequential releasing. As explained
earlier, though τ -attack can be performed on many “one shot” models, this problem may
get worse in dynamic scenarios. This is because, with each republication, the adversary
may be able to perform τ -attack by combining multiple releases specially when they
are not consecutive. Let us take an example when m-invariance is prone to τ -attack.
m-invariance imposes on each tuple to keep signature unchanged from one release to
the next one. Thus, if a record t is deleted at time i and then re-inserted at time i + k
(k > 0), then this constraint does not affect t. And even if t is unchanged from i to
i + k, its signature may be different at time i + k, i.e., Sig([t]i) 6= Sig([t]i+k) such that
1
m

-privacy is no more guaranteed and could yield to τ -attacks.

4.3.3 τ -safety
In this section, we introduce a new paradigm for privacy preserving in dynamic data

publication namely τ -safety.

Definition 4.11 (τ -safety:) A sequence of anonymized releases T ∗ = R∗1, R∗2, . . . , R∗p
is said to be τ -safe iff it satisfies the following conditions:

1. At any time j (1 ≤ j ≤ p), R∗j is m-unique.

2. For each individual x and each consecutive lifespan [i..i + k] in τ(x) of any
individual x, signature of [x] must remain the same.

3. Whenever τ(x)[i] = r for an individual x, Sig([x]i) = Sig([x]i−k−1) such that the
last deletion of x occurred at time i− k.

Condition 1 ensures the indistinguishability of the sensitive values in each QI-group.
Violating m-uniqueness may result in homogeneity attacks due to duplicate sensitive
values in QI-groups. The larger is the m value, the more difficult is the disclosure.
Condition 2 states that if an individual’s sensitive value is unchanged during her lifespan
then she must bear the same set of signature throughout until she is deleted from the
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dataset. It is an m-invariance-like privacy enforcement. Condition 3 states that if an
individual has been re-inserted, then the signature of her QI-group must be redrawn from
the last QI-group she was previously assigned to. This condition ensures the individual-
based protection where each record has a “memory” and an adversary cannot infer any
sensitive information even after combining multiple non-consecutive releases.

Lemma 4.1 If the anonymization mechanism follows τ -safety , then at any time p,
risk(x) ≤ 1

m
∀x ∈ X .

Proof The proof of this lemma follows directly from m-invariance principle (Lemma
3 in [112]). Since τ -safety handles all the τ -attacks such that the persistent invariance
[112] is maintained in each QI-group, it conforms to the privacy guarantee provided by
m-invariance. Then it satisfies risk(x) ≤ 1

m
,∀x ∈ X .

4.3.4 Enforcing τ -safety
In this section, we elaborate the enforcement of τ -safety for a sequence of public

releases.

Definition 4.12 (Sequential publication of dynamic data:) Given T = (R1, . . . , Rp),
p > 1, a sequence of raw releases of a fully dynamic dataset; given T ∗ = (R∗1, . . . ,
R∗p−1) the series of p − 1 first anonymous public releases from T such that it satisfies
δ-privacy (δ ∈ [0, 1]) under BK; the problem of dynamic dataset republication in the
presence of arbitrary updates and given chainability-based background knowledge BK,
is to publish the pth release R∗p in T ∗ such that δ-privacy is satisfied for T ∗.

Such a publication series (R∗1, . . . R
∗
p) is called a τ -safe m-invariant series. We also say

that this series satisfies τ -safety.
Let us revisit the situations in which the adversary attempts to apply the τ -attack on

Tables 4.3(a) and 4.4(a) in the three scenarios mentioned in Section 4.1.1
Applying the τ -attack in scenario I, the adversary knows that p2 has records in equiv-

alence classes 1 and 4 in Tables 4.1 and 4.3(a) respectively. Despite this knowledge,
adversary will not be able to identify the sensitive values of p2. The adversary will
try to reason as follows: in first release, p2 is in the equivalence class with sensitive
values {cataract, pneumonia}. In second release, she is in the equivalence class with
sensitive values {diarrhea, gastritis}. Based on this knowledge and the event list of p1

and p2, there is not even a minute possibility for the adversary to disclose p2’s sensitive
attribute values as both sets are entirely different. Similarly for scenario II, following
the condition 2 in definition 4.11, since the signature of QI-group of p2 remains the
same from time 2 to 3, the adversary is unable to filter out any sensitive value. Apply-
ing the τ -attack in scenario III on Tables 4.1 and 4.4(a) for p4, the adversary won’t be
able to breach the privacy of p4. Since Table 4.4(a) conforms to τ -safety, it handles the
re-insertion of p4 accordingly.



4.4. ANALYSIS FOR ACHIEVING OPTIMAL τ -SAFE RELEASE 95

4.3.5 About Counterfeits
Critical absence is a side-effect of any sequential publication of dynamic dataset

with persistent invariance property such like m-invariance or τ -safety. And counterfeits
or fake records, are the preferred parade.

Definition 4.13 (Critical Absence:) Let Si and Si+1 be the multisets of sensitive values
in consecutive micro-data tables Ri and Ri+1 respectively. Then critical absence holds
in Ri+1 iff Si − ∆Q * Si+1, with ∆Q the multiset of sensitive values coming from
QI-groups that have been totally removed from time i to time i+ 1.

Intuitively, the series of Si’s should be inflationary to prevent from critical absence,
since persistent invariance requires to keep signatures unchanged. Exception to this rule
raises with ∆Q such that it allows for non inflationary Si’s as far as the missing values
come from newly discarded QI-groups.
Counterfeits are necessary for overcoming the problem of critical absence. The lack
of missing sensitive values must be removed by adding fake records. Though studied
only for external updates, the number of these counterfeit records highly depends on the
distribution of sensitive values in QI-groups. Xiao et al. [112] empirically show that the
percentage of counterfeit tuples added to the public release is well below 0.1%. This is
because, by time, when new records are inserted, they fill the missing sensitive values
thereby replacing the counterfeits from resulting publication. Internal updates may give
rise to the same situation as deletions, apart from the fact that they are able to fill other
missing sensitive values or replace the counterfeit values. Then, the ultimate problem
is to find a τ -safe R∗p such that multiset Sp is optimally partitioned in QI-groups w.r.t
counterfeit tuples and utility.

4.4 Analysis for Achieving Optimal τ -safe Release
In this section, we analyze the problem of achieving an optimal τ -safe release. Any

sequential data publication model that aims to limit the privacy risk must take into ac-
count the distribution of sensitive values in sequential releases in order to satisfy δ-
privacy. Consider the multisets Si−1 and Si of sensitive values in consecutive micro-data
tables Ri−1 and Ri respectively. Figure 4.1 depicts a general view of sensitive values
between Si−1 and Si at time i. The multiset S=

i corresponds to the sensitive values that
are common to both Si−1 and Si (the sensitive values in S=

i are unchanged from i − 1
to i). The multiset S+

i contains the sensitive values that are entirely new at time i. The
multiset S−i (dark gray shaded area) contains the sensitive values that are deleted from
i− 1→ i and do not have any corresponding entry in either S=

i or S+
i . For example, in

Table 4.2, S−i {glaucoma, pneumonia}, S=
i {cataract, flu, flu, gastritis} and S+

i {diarrhea,
gastritis}. Figure 4.2 depicts this distribution.
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Si−1 Si

S−
i

S=
i

S+
i

Figure 4.1: Venn diagram of sensitive values in Si−1 and Si

Si−1 Si

S−
i

S=
i

S+
i

cataract

flu

flu

gastritis

glaucoma

pneumonia

diarrhea

gastritis

Figure 4.2: Example of sensitive values updates at time i from Table 4.2

As explained in Section 4.3.5, the multiset S−i basically contains the critical absences
for which we need counterfeit records and for enforcing the persistence invariance in
each QI-group, the sensitive values in S=

i and S+
i are used to populate old QI-groups

or creating new ones if necessary. The question arises "how to optimally distribute the
sensitive values in S=

i and S+
i among the QI-groups?"

We try to answer this question using the example in Figure 4.3 for Table 4.2. There
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are three QI-groups that need to keep their signatures unchanged in the second release,
in order to maintain persistent invariance among themselves. Figure 4.3 portrays the
situation of these QI-groups (namely G1, G2 and G3) and the multisets S−i , S=

i and
S+
i . Since the groups G1 and G2 contain the sensitive values from S−i i.e., pneumonia

and glaucoma respectively, counterfeit records can directly be assigned to them. These
groups can thus easily be populated by simple assignment of their remaining sensitive
values from either S=

i or S+
i . For the group G3 however, several assignments are possi-

ble. The arrows on Figure 4.3 highlight these assignments. These assignments may be
decided by exploiting several properties of the tuples having those sensitive values e.g.,
by calculating the QI-based distance between the two records (See Section 4.5.2). This
problem of assignment is highly combinatorics.
An interesting aspect about the counterfeit records is that they may be used to further
increase the utility of final release. For instance, in the above example, the group G2

needs one flu to be completed and S=
i contains 2 flus, either of which can be assigned to

G2. Since G2 contains a counterfeit record (remind that the counterfeit records have
a minimal effect on final generalization since they have null values on their QI at-
tributes [112]), we can choose one flu for G2 which will minimize generalization in
G3 (remind that G3 also needs one flu to be completed). This way the counterfeit in
G2 will help reducing the generalization in both G2 and G3. The above analysis reveals

S=
i

S+
i

cat.pneu. flu glau. flu gas.
G1 G2 G3

cat. flu flu gas.

gas. dia.

pneu. glau. [counterfeits]

QI-groups

S−
i

1

2 3
4

Figure 4.3: All possible assignments in G3 indicated by numbered dotted lines

that there exist several ways of partitioning Si in QI-groups such that finding the op-
timal partitioning depends on the assignment of sensitive values in previously defined
QI-groups and new QI-groups. In what follows, we present our approximate solution to
achieve τ -safety.

4.5 τ -safe m-invariant Generalization
Since m-invariance is the state-of-the-art in preventing the τ -attacks in the presence

of external updates, we enforce m-invariance principle in our counterfeit anonymiza-
tion using a variant of m-invariance bucketization algorithm [112]. m-invariance buck-
etization algorithm classifies the records (into so called buckets) depending upon their
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sensitive values in the previous release. As the ultimate goal of m-invariance is not the
quality of resulting publication, it does not take into account the proximity of records
before assigning them to proper buckets. In this section, we explain that the utility of
public release could be substantially increased if we consider the proximity of records in
m-invariance algorithm [112] while assigning them to proper buckets. This section de-
tails the procedure for the publication of R∗p. We start by elaborating the main contents
of the proposed solution. The subsequent sections describe different building blocks of
the solution.

4.5.1 A Bucketization Algorithm

The goal of the algorithm is to sustain the privacy of individuals while attaining
higher utility. By high utility, we mean two major goals i) the generalization of the QI
values must be as minimum as possible ii) the number of counterfeit records are kept to
minimum. We classify the records-to-be-published as follows:

1. Xnew
p : ∀x ∈ Rp, if τ(x)[p] = i|r|u then x ∈ Xnew

p

2. Xsame
p : ∀x ∈ Rp, if τ(x)[p] = − then x ∈ Xsame

p

3. Del : ∀x ∈ Rp, if τ(x)[p] 6= i|r|u|− then x ∈ Del .

The interesting features of the proposed algorithm are:
• The algorithm is incremental and thus it does not require to scan history of public

releases to anonymize current release.
• The space and time complexity of the proposed algorithm is independent of the

number generalized tables. This property is important in the republication scenar-
ios where the number generalized tables increases monotonically.
• The algorithm substantially improves on the utility w.r.t. m-invariance algorithm

by taking into account the proximity of records before assigning to them to proper
QI-groups.
• The algorithm upgrades the privacy guarantee of m-invariance to τ -safety specif-

ically making the resulting publication immune to the adversarial attacks based
on event lists.
• The m-invariance algorithm does not permit the pth publication if the records in
Xnew
p are not m-eligible (i.e., at most 1

m
of the records in Xnew

p have the same
sensitive values). The proposed algorithm provides an added flexibility to the
data publishers by removing this blocking constraint.
• Last but not the least, the algorithm ensures individual based protection rather

than record based protection.
The first step of the algorithm prepares Del.
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4.5.1.1 Preparing Del

To handle the event list τ for each individual, we propose the use of a "delete map"
denoted by Del. Del is managed internally and is updated on the arrival of new micro-
data. The core idea of the delete map is to maintain a memory of individuals with their
previous signatures. Suppose an individual x is deleted from micro-data at any time i.
She will be added to Del with the signature of QI-group he last appeared in. The schema
of Del is given as:

Del :
key = t[ID]
value = Sig(t[ID])

(4.5)

where t[ID] is an individual identifier through which she can be tracked, Sig(t[ID]) is
the signature of her last QI-group. Precisely, the signatures of deleted records are taken
from previously anonymized releases and are kept in Del for further processing.
In order to keep check on the size of Del, it is updated during anonymization. The worst
case space complexity for Del is equal to the size of dataset itself.

4.5.1.2 Phases of τ -safe m-invariant generalization

As stated before, the m-invariance algorithm [112] does not permit the pth publi-
cation if the records in Xnew

p are not m-eligible. This prerequisite is used withing the
heuristic of the bucketization algorithm for m-invariance achievement. According to
our analysis, this is a sufficient condition not a necessary one. The only side-effect, if
Xnew
p is notm-eligible is that, there will be more counterfeits. Thus, we remove the con-

straint on Xnew
p to be m-eligible. For publication of pth release i.e., R∗p , we only need

previously anonymized release R∗p−1, micro-data Rp and Del. The overview of τ -safe
m-invariant anonymization is presented in Algorithm 1. We also follow our example in
Tables 4.3(a) and 4.4(a).

Algorithm 1: τ -safe Generalization
Require: Rp, R∗p−1, Del

Calculate: Xnew
p = Rp −Rp−1, X

same
p = Rp ∩Rp−1

Fix-reinsertions(Xsame
p , Xnew

p )
BUC := Classify(Xsame

p , Del, R∗p−1)
R∗p:= Balance(BUC)| Finalize-Assignment |Partition |Generalize
Publish(R∗p)

We divide the τ -safe generalization algorithm in following major phases:
1. Fix Xsame

p

2. Classification
3. Balancing
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4. Finalize-Assignment

5. Partition

6. Generalize

Fix Xsame
p : This phase prepares Xsame

p by moving the re-inserted records from Xnew
p

to Xsame
p . A record t ∈ Xnew

p is moved from Xnew
p to Xsame

p if τ(t[ID])[p] = r i.e. t is
re-insertion in Rp. After this step, all the reappearing records, without any modification
in their sensitive values since their last deletion, are moved to Xsame

p . This will make
sure that the signatures of the re-inserted records remain the same. For a re-inserted
record t, if t[S] is modified such that t[S] is subsumed by its previous signature, t is
still moved to Xsame

p . Consequently, the record t will maintain its previous signature
thereby minimizing the possibility of any possible inference on t. Remind that in Section
4.2.1, we emphasized that the re-insertion of a record cannot be thought of as an external
deletion and an external insertion otherwise the signature of the re-inserted record may
not remain the same in the current release thereby allowing τ -attack.
In Figure 4.4, after the publication of R∗2, Del contains a single entry for p4 because of
its deletion from R2. At time 3, during the phase of preparing Xsame

p , Xnew
p contains

only p4 since it is the only insertion. Since p4 exists in Del already, it is moved to Xsame
p

and thus at time 3, Xsame
p contains all the tuples while the entry for p4 has been deleted

from Del.

cat. pne. flu gla. flu gas.

Del

p4 flu, gla.
p1 p3 p5

cat. pne. flu gla. flu gas.
p1 p3 p5

(b) Buckets after balancing

(a) Buckets after classification

c1 c2 p7

cat. pne. flu gla. flu gas.
p1 p3 p5

(c) Buckets after assignment

c2 p7

gas. dia.

p2 p6

   

c1

Figure 4.4: Illustration of τ -safety for R∗2

Classification: This phase creates new buckets from records in Xsame
p by using R∗p−1

and Del such that the QI-groups in R∗p−1 make the signature of each bucket. If a record
t is a re-insertion, it has no corresponding entry in R∗p−1. Subsequently, new bucket is
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Del

cat. pne. flu gla. flu gas.
p1 p3 p5

(a) Buckets after classification

p4 p7

gas. dia.

p2 p6

cat. pne. flu gla. flu gas.
p1 p3 p5

(b) Buckets after balancing

p4 p7

gas. dia.

p2 p6c1

Figure 4.5: Illustration of τ -safety for R∗3

Algorithm 2: Classification
Require: Xsame

p , Del,R∗p−1

Initialize BUC := �
for all records t in Xsame

p do
if τ(t[ID])[p] = r then

B := Create-Bucket(Sig(Del.t[ID]))
Delete-Entry(Del.t[ID])

else
B := Create-Bucket(Sig([t]p−1))
put(B ,t)

end if
if B /∈ BUC then

BUC := BUC ∪ {B}
end if

end for
Ensure: return BUC

created using Del (t is located in Del since it is a re-insertion). A bucket is the major
building block of our algorithm. A bucket B consists of m or more entries and an entry
ei ∈ B contains a sensitive value s and a set of records such that t[S]=s. We say that
the signature of a bucket B (denoted onwards by Sig(B)) is a set of sensitive values
that can be assigned to it and it contains at-least m sensitive values. At the end of
this phase, we have all the buckets for the records in Xsame

p . Also, the Del is updated
in this phase. After the creation of buckets for reinserted records, there is no need of
keeping an entry for them in Del. Thus each reinserted record is deleted from Del in
classification phase. The complexity of this phase is O(|Xsame

p |). Algorithm 2 depicts
the process of classification.
Figure 4.4(a) and 4.5(a) depict the classification phase at times 2 and 3 respectively.
At time 2, Xsame

p ={p1, p3, p5}. From Table 4.1, classification phase creates buckets
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from the signature of records in Xsame
p as shown in Figure 4.4(a). Similarly at time 3,

Xsame
p ={p1, p2,p3, p4 p5, p6, p7}, this phase creates buckets from R∗2 for the records in

Xsame
p except p4. Since p4 is a re-insertion, its signature from Del is used to create a

separate bucket. Figure 4.5(a) depicts this process.

Balancing: This phase takes as input a set of buckets created from the classification
phase and balances them. A bucket is said to be balanced if every sensitive value in its
signature is associated with the same number of records. This phase focuses on individ-
ual sensitive values rather than signatures and starts by identifying a set of unbalanced
buckets. The buckets are balanced by either assigning a counterfeit tuple or by choosing
a record from Xnew

p . For missing sensitive values the algorithm simply assigns coun-
terfeit records because they do not have a corresponding entry in Xnew

p . The remaining
buckets are then balanced by using Xnew

p .
Figure 4.4(b) and 4.5(b) depict the balancing phase at times 2 and 3 respectively. At
time 2, since Xnew

p does not contain the sensitive values for pneumonia and glaucoma,
counterfeit tuples are added directly to the first two buckets in Figure 4.4(b). Xnew

p con-
tains 2 gastritis and 1 diarrhea and thus can be used to balance the third bucket. Thus
at time 2, after balancing phase, Xnew

p contains 1 gastritis and 1 diarrhea and all the
buckets are now balanced. Similarly at time 3, all the buckets are already balanced ex-
cept the first one. SinceXnew

p does not contain pneumonia for balancing the first bucket,
counterfeit record is assigned to it. Thus all the buckets in Figure 4.5 are now balanced.

Finalize-Assignment: The fundamental problem we are emphasizing here is how to
optimally partition the multiset of sensitive values Sp into buckets such that i) any bucket
created by using Sp is balanced ii) if new buckets are created, they satisfy m-uniqueness
property defined in Definition 4.11.. This phase assigns the remaining records inXnew

p to
the respective buckets. A tuple t ∈ Xnew

p can be assigned to a bucket B if t[S] ∈ Sig(B).
If a bucket does not exist, a new bucket is created which must followm-uniqueness con-
straint.
Remind that we lifted the restriction on Xnew

p being m-eligible. Thus, this step starts
by making Xnew

p m-eligible so as to ensure m-uniqueness constraint. The obvious ad-
vantage of relaxing this constraint is the liberty we offer to the data publisher for re-
leasing any kind of micro-data but at the cost of more counterfeits. The algorithm adds
a counterfeit record in Xnew

p by choosing a random sensitive value s from Dom(s). A
counterfeit record has null value for each of the quasi-identifier attributes. For example,
a counterfeit record c1 in Table 4.3(a) is of the form:

c1 = 〈�,�,�, pneumonia〉 (4.6)

The maximum number of added counterfeits to makeXnew
p m-eligible ism−1. Remind

that if Xnew
p is already m-eligible, there is no need to add any counterfeits.
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We introduce two variables for this phase namely α and β. β is used to manage the sig-
nature of a new bucket and α helps in assigning correct number of records to the newly
created bucket in order to ensure that the it remains balanced. Once Xnew

p is m-eligible,
the algorithm runs iteratively to move a set XB of α.β tuples from Xnew

p to the buckets
containing β ≥ m sensitive values. Note that we follow the same procedure for com-
puting the values of α and β as described by Xiao et al. [112] in the assignment phase of
m-invariance algorithm. This helps in assigning all the records in Xnew

p to the balanced
buckets (Lemma 5 in [112]). Then, β is used to form a signature for a bucket, say B
where B is created if it does not exist. The values of α and β are computed by making
use of three inequalities (See Algorithm 3). Once the values of α and β are determined,
the following strategy is used to build the set XB for the assignment to bucket B: Let
S = (s1, s2, . . . , sλ) be the list of distinct sensitive values in Xnew

p . At the start of each
iteration, S is sorted descendingly on the count of sensitive values such that the most
frequent sensitive value is the first to appear in S. The algorithm picks β sensitive val-
ues from S for the signature of bucket B such that the B has signature (s1, s2, . . . , sβ).
The algorithm then picks α tuples from Xnew

p for each entry in B by using a distance
function (See Section 4.5.2). For each si ∈ S, the algorithm randomly moves α tuples
with sensitive value si fromXnew

p toXB. The process continues for each sensitive value
in s1, s2, . . . , sβ and at the end of each iteration, records in the XB are moved to B. Af-
ter the assignment phase, all the records in Xnew

p are assigned to the balanced buckets.
Algorithm 3 depicts the procedure for finalizing the assignment of the records in Xnew

p .

Figure 4.4(c) depicts the assignment phase at time 2. After the balancing phase,
Xnew
p = {p2, p6}. Since assigning any of these records to previously defined buckets

will break their balance, the algorithm simply creates a new bucket from Xnew
p since

|Xnew
p | = m i.e., Xnew

p is m-eligible. Then after the assignment phase, every bucket
remains balanced.

Partition : This phase takes as input the set of buckets from the previous phase and
splits them to achieve better generalization. As all the buckets are balanced, they ac-
tually contain a number of records that is a multiple of the total number of entries in a
bucket. Let n denote the number of entries in a bucket. The buckets are split such that
for every bucket B and for any entry ei in B, |ei| = 1 i.e. there exist exactly one record
in each entry of every bucket. Splitting further improves the quality of generalization
because the resulting buckets are then as small as possible and ready for straightforward
generalization.
Each bucket is inspected in turn. If the total number of records in B i.e count(B) > n,
B is split into two child buckets such that the resulting buckets are still balanced and
each child bucket has size n. Totally count(B)

n
splits are performed.
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Algorithm 3: Assignment
Require: Xnew

p , BUC
1: Initialize: λ = total number of distinct sensitive values in Xnew

p

2: if Xnew
p is not m-eligible then

3: add counterfeits in Xnew
p

4: end if
5: while |Xnew

p | 6= 0 do
6: γ := |Xnew

p |
7: calculate S := (s1, s2, . . . , sλ) i.e., si(1 ≤ i ≤ λ) where si is the ith most

frequent sensitive value in S
8: β := m
9: α := largest positive integer that satisfies the inequalities below

10: if ! (α ≤ sβ and s1 − α ≤ (γ−α∗β)
m

and sβ+1 ≤ (γ−α∗β)
m

) then
11: β = β + 1
12: goto line 9
13: end if
14: Create-bucket B with Sig(B)= (s1, s2, . . . , sβ)
15: BUC := BUC ∪ {B} (Create bucket if does not exist in BUC)
16: for i = 1 to β do
17: randomly move α tuples with sensitive value si from Xnew

p to B
18: end for
19: end while
20: return BUC
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For a bucket B, the process starts by randomly picking a record t from its first entry.
In the next step, the distance of t from each record in the next entry is calculated. The
record with minimum distance is kept and the mean of t and chosen record is calculated.
The process continues picking up a record from each entry of B based on minimum
distance from the mean (mean is updated on every selection of a new record from the
next entry). Finally, a child bucket Bnew is created such that Sig(Bnew) = Sig(B) and
all the chosen records are inserted into the corresponding entries of Bnew. The process
continues until the required condition is met i.e. count(B) = s.

Generalization After the partitioning phase, the algorithm simply performs general-
ization on each QI attribute of each bucket.

Publication Identifier attributes are removed andR∗p and counterfeit statistics are pub-
lished.

4.5.2 Distance Function
Consider the micro-data in n-dimensional euclidean space where n is the number of

QI attributes. The distance between the two records in this n-dimensional space can be
calculated using any distance function. This distance is instantiated by a basic euclidean
distance in the multidimensional Euclidean space. The main purpose of the distance
function is to reduce the amount of generalization. Instead of randomly picking any
record to assign to any bucket, the function calculates the distance between two records
thereby gathering closer records. Remind in Section 4.5.1.2 where this function is used
all along the algorithm. The usual euclidean distance can be used between the records
t1 and t2. It is given by:

Euc-distance(t1, t2) =

√√√√ n∑
i=1

(t1(i)− t2(i))2 (4.7)

where i denotes the ith QI attribute value for t1 and t2 and n is the number of QI
attributes.

4.6 Experimental Validation
In this section, we present the experimental results to check the performance of

our approach and provide a comparison with the m-invariance algorithm. The quality
of public releases is tested with various quality measures. Moreover, the variation in
counterfeit counts have been tested under various settings.
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Category Description
Compiler Microsoft Visual C++ 2005
Database PostgreSQL

Operating System Windows 7
CPU Intel Xeon CPU W3520 2.67 Ghz

Memory 4096MB
Hard disk 500GB

Table 4.8: Experimental setup

4.6.1 Preparation and settings
The experimental setup is given in Table 4.8. We used "Adults" dataset taken from

U.C. Irvine Machine Learning Repository. This dataset, also known as "Census Income"
dataset, contains the data about individuals in the USA. We purged all records with
missing values and randomly chose 160,803 tuples for our experiments. We used the
attributes age, capital-gain and fnlwgt as quasi-identifiers and occupation as sensitive
attribute. All the attributes are discrete and have domains respectively 94, 5, 127 and
50 distinct values. Since m-invariance does not permit the anonymization of current
release if new records are not m-eligible, we prepared the experimental protocols such
that the new records are always m-eligible for fair comparison.

Though we did not have access to their code, we implemented the algorithm in [112]
keeping it as close as possible to the original one. Since our main purpose in these
experiments is to highlight the problems caused by internal updates in m-invariance,
we define two separate parameters to verify our results:
• External update frequency : We initially took 60,000 rows for our first release
R1 , chosen randomly from the raw dataset. Then, for each subsequent releaseRi,
we randomly deleted 3000 rows from Ri−1 and put them in delete pool and then
inserted 5000 tuples randomly selected from the remaining tuples. The dataset
was republished 20 times.
• Internal update frequency: Since our main task was to study arbitrary internal

updates, we set a parameter defining the internal update frequency. By default
it is set to 5000 (out of which 1000 tuples are taken from delete pool and they
correspond to re-insertions). The internal updates from i − 1 to i in the given
dataset have been managed as follows:
– age grows by 1 until it reaches 120.
– fnlwgt and capital-gain can remain the same or be updated to any other value

in their domain.
– as our focus is internal updates on sensitive values , we allow arbitrary updates

in occupation to any other value in its domain i.e. occupation of a person can
remain the same or be modified to any of the remaining 49 values in its domain.
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4.6.2 Failure of m-invariance and Other Generalization Models

Since Xiao et al [112] have shown that existing generalization models are unable
to cope with external updates, in the first set of experiments, we apply internal updates
randomly to find out the vulnerable records in case of m-invariance. Vulnerable records
in m-invariance refer to those records which are unable to keep their signatures con-
stant in following releases due to either modification in their sensitive values or being
re-insertions in the current release. As the update rate increases, there is a dramatic
increase in the number of vulnerable records. Also, as the number of public releases
increases, we have gradual increase in the number of vulnerable records. Furthermore,
an interesting aspect is the variation of the parameter m is that with higher m, the vulner-
able record count is low which is due to the fact that modified records might fall into the
same group as the size of the group is quite large thereby keeping the signatures same.
Thus, higher m lowers the number of vulnerable records (caused by internal updates).

4.6.3 Anonymization Quality

These sets of experiments focus on quality of resulting releases. The main idea is to
evaluate the extent to which the dataset has been distorted when generalizing records.
We adopted generic quality measures, i.e. measures that do depend neither on the ap-
plication domain nor on a specific usage of the public release. We then evaluate the
anonymized releases with three different measures: certainty penalty (CP) [114] , dis-
cernibility penalty (DCP) [9] and KL-divergence [59] See Section 2.5.1.

The CP evaluates the loss of accuracy in the description of equivalence classes,
whereas the discernibility penalty quantifies the extent to which the size of the equiva-
lence classes is close to the parameter m. KL divergence provides an entropy measure
that estimates the information loss in the public release.
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Figure 4.6: Certainty Penalty (CP)
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The results are presented in Figure 4.6, 4.7 and 4.8 for certainty penalty, discerni-
bility penalty and KL divergence respectively. As both m-invariance and τ -safety focus
on minimizing the size of QI-groups by specifying the value of m, DCP score for both
are thus not very far. But the main difference can be seen from CP score. CP score
for m-invariance is much higher than that of τ -safety. CP score suggests that the inter-
vals created by m-invariance algorithm are unable to control the generalization because
m-invariance assigns the records randomly in the buckets. On the contrary, τ -safety as-
signs records in the buckets based on the distance thereby resulting in better CP score.
Similarly, τ -safety shows less information loss than m-invariance as measured by KL
divergence.
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4.6.4 Query Accuracy
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Figure 4.9: Query Error with varying m
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Figure 4.10: Query Error with varying Time

Relative query error rate is a commonly used method to measure utility [68, 112].
We computed the relative query error by using the protocols discussed in Section 2.5.2.
We compare the utility of m-invariance and τ -safety using the relative query error rate
of 1000 randomly generated range queries . The query error increases smoothly as time
evolves (Figure 4.10), because newly inserted records are assigned to a QI-group based
on distance which means reduction on the intervals of QI values, as a result the error
will not increase anymore when re-publishing enough times. While the error rate goes
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Figure 4.11: Query Error with varying Selectivity
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up for more selective queries i.e. Figure 4.11, τ -safety tends to produce better results
than its counterpart. Figure 4.9 shows the error rate with varying m . At last, in Figure
4.12, we show that with higher update rate, the error rate reduces. A larger update rate
indicates more flexible sensitive values assignment to the buckets. As a consequence,
more records can be assigned to a bucket, thereby facilitating efficient generation of
QI-groups and improved query accuracy.



4.6. EXPERIMENTAL VALIDATION 111

4.6.5 Counterfeits

The second set of experiments focus on comparing the number of counterfeits pro-
duced by both algorithms. Figures 4.13 and 4.14 depict that even with a small num-
ber of internal updates, many releases do not even need counterfeit tuples. As can
be seen, the counterfeits produced by τ -safety reaches the baseline for the minimum
number of counterfeit tuples. In contrast, due to strict implementation of m-eligibility,
m-invariance encounters the situations in which more counterfeits are required than the
baseline. . This is an encouraging result, for it indicates that τ -safety algorithm pro-
vides the required privacy with better utility and with minimum possible counterfeits.
Figure 4.15 shows the variation in counterfeits with varying update rate. For a smaller
update rate, the value is higher due to the fact that more QI-groups are short of sensi-
tive values. As the update rate increases, the number of counterfeits becomes smoother
because internal updates in some sensitive values replace the counterfeits in the subse-
quent releases. Then, in the presence of both internal and external updates, the number
of counterfeits is always low.
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Figure 4.13: Counterfeits with varying Time

4.6.6 Anonymization Efficiency

As per experimental setup, the number of records for each publication is incremental
as time evolves. We report the time cost for the publication of R∗10 in order to present
precise time for one single republication. Figure 4.17 demonstrates the computation
cost with varying update rates. With larger update rate, we can achieve higher utility but
the cost is higher because more records are assigned to the same bucket, which results
in higher cost when splitting and generating QI-groups in the last phase. Figure 4.16
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Figure 4.14: Counterfeits with varying m
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Figure 4.15: Counterfeits with varying update rate

demonstrates the cost with varying m. The cost decreases when m increases which is
due to the fact that there are less number of records in buckets due to large signatures
and splitting and generating QI-groups cost smaller. τ -safety performs better than m-
invariance due to the fact that it partitions the buckets faster than how m-invariance does.
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Figure 4.16: Cost by m
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Figure 4.17: Cost by update rate

4.7 Synthesis
Chapter 3 has focused on a single release of data. In more complex scenarios, data

is not released statically, but is published continuously and dynamically to serve numer-
ous information needs. Thus sequential data publication remains a complex problem
because it offers several leakage channels for the adversary. Among few works in the
literature concerning sequential data publication, none of them caters the problem of
arbitrary updates in the presence of chainability-oriented knowledge i.e., the event list,
that tracks an individual through all the previous public release. In this Chapter, we
highlighted that if an adversary has access to the event list of the individual(s), the pri-
vacy breach is imminent. We proposed an extension of m-invariance privacy model
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which provides an effective solution to sequential data publication but to a limited ca-
pacity. We show that m-invariance is not achievable in the presence of arbitrary updates.
In addition, it is vulnerable to privacy breaches in the presence of event list attacks (τ -
attacks). We propose an extension to m-invariance, termed as τ -safety, which not only
preserves the privacy of individuals but also helps generating better quality public re-
lease with minimum possible counterfeits.



5
Conclusion and perspectives

Summary: The time has come to draw a finishing line for this dissertation. Recent
advancement in information storage and processing has induced an explosion of data
promulgation. In this dissertation, we proposed state of the art algorithms for mini-
mizing the risks pertaining to data dissemination. This Chapter provides an summary
of this dissertation and also highlights possible future perspectives along with research
directions.
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5.1 Introduction
Many public and private organizations collect and disseminate personal information

for a variety of different purposes, including research and funding purposes. Dissem-
inating such information without the privacy scare is an important problem. In such
situations, the data publishers often face uncertainty - They need to protect the privacy
of individuals on one hand and on the other hand, it is also extremely important to pre-
serve the usefulness of the data for the researchers. In this dissertation, we mainly focus
on crafting the notions of anonymity in various settings. We show that spatial indexes
are extremely efficient for data publication tasks due to their ability to scale. An exten-
sive empirical evaluation reveals that it is possible to disseminate high-quality data that
follows meaningful notions of privacy. Furthermore, it is possible to do this efficiently
for high dimensional very large data sets.
Nowadays, sequential data is being increasingly employed in a wide variety of applica-
tions and the publication of sequential data is of utmost importance for the betterment
of these applications.

5.2 Synthesis
This thesis highlights the conceptual and practical issues to culminate the privacy

risk originating from the promulgation of personal data. Privacy can be defined in many
ways and the risk of privacy leak or information disclosure needs different modeling in
different settings. Also there is a dire need of practical mechanisms/algorithms for the
enforcement of these varied trends of privacy. This manuscript puts forward state-of-
the-art algorithms that can facilitate data publishers to collect and promulgate personal
information while alleviating the privacy risk along with improving data utility in dif-
ferent settings.
In this thesis, we examined various kinds of linking attacks in the different publishing
scenarios of single release (Chapter 3) and sequential release (Chapter 4). Our contri-
butions can be summed up as follows:

1. Spatial indexes for data anonymization: In first part of our work, we advocated the
use of Bucketed Point Access Methods for Privacy-Preserving Data Publishing
(PPDP) tasks. We reviewed the existing approaches based on multidimensional
point partitioning and presented an almost comprehensive list of point access
methods eligible for PPDP tasks. We argued for Nested Hyper-Rectangle-based
BPAMs as the most promising structures to support PPDP. We then considered de-
composable point and range queries against tabular representation of anonymous
public releases, and we proposed a first attempt to answer such queries.

2. Combining spatial index with clustering for anonymization: Taking advantage
of the above mentioned in-depth study, we chose BANG-clustering approach
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for data anonymization since it combines clustering with point access method
namely BANG-file. Specifically, we proposed BangA, which provides non hyper-
rectangular blocks assigned to the equivalence classes of the public release. Hence,
it achieves fast computation and scalability and very high quality thanks to its
density-based clustering step. Moreover, BangA could incorporate background
knowledge in the generalization process and the resulting public releases natively
support orthogonal range queries. By virtue of its ability to scale and splitting
strategy, BangA produces optimized equivalence classes as measured by popu-
lar quality metrics. Extensive experimentation confirms the supremacy of BangA
over its counterparts specially R+-tree based anonymization algorithm. Along
with usual advantages, BangA could easily be molded for other more popular
generalization models. Last but not the least, BangA could be used as-is for se-
quential data anonymization with continuous data releasing.

3. Privacy model for dynamic data publishing : The publication of micro-data for
research purposes without the privacy scare is an important problem. Most of the
work in this scenario caters only static data publication. In dynamic setting how-
ever, the data is modified and published multiple times. Dynamic data republica-
tion is naturally more complicated than static data publication as it allows certain
attacks that are not applicable w.r.t single static publication. Such mechanisms are
insufficient because they only guarantee privacy up to any single release. In Chap-
ter 4, we present an anonymization framework for dynamic data publishing where
data is published multiple times with a series of inserts/updates/deletes. We study
the problem of anonymizing fully dynamic datasets in the presence of arbitrary
updates. We show that m-invariance is not achievable in the presence of arbitrary
updates specially in the presence of auxiliary knowledge and event list concerning
the vital information about individuals. We propose an extension to m-invariance,
termed as τ -safety, which not only preserves the privacy of individuals but also
helps generating better quality public release with negligible counterfeits.

4. Sequential data anonymization : Sequential data is being increasingly employed
in a wide variety of applications. Based on τ -safety privacy model, we proposed a
bucketization-based algorithm for sequential data publication that not only guar-
antees the privacy offered by τ -safety privacy model but also provide substantial
improvement in the utility along with better query accuracy than m-invariance
bucketization based algorithm.

5.3 Perspectives
The research conducted in this dissertation can be extended in various directions.

Below we analyze few interesting and challenging extensions to our work and outline
possible directions towards them.
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Figure 5.1: Proposition for τ -safe Angelization

• τ -safety with Angelization: Generalization is a popular technique for data sani-
tization. Tao et al. [97] presented a study indicating that generalization is subject
to several drawbacks including information loss. The authors of [97] proposed a
new anonymization technique, coined Angelization, which can be applied to any
monotonic privacy model e.g., k-anonymity, `-diversity etc.
Angelization focuses on blurring the association between quasi-identifiers and
sensitive attribute by releasing two separate tables, one for generalized QIs and
other for sensitive values. Major steps of angelization are:

1. Divide the input relation into batches such that each batch satisfies some
privacy requirement e.g., for 2-diverse angelization, input relation is divided
such that each batch is 2-diverse. This step results in so-called Batch Table
(BT);

2. Create buckets of size atleast k from the input relation where k is the param-
eter controlling the degree of protection;

3. Generalize the records in each bucket and create Generalized Table (GT)
from the generalized buckets;

GT does not contain the sensitive attribute and the association between BT and
GT is made by a column "Batch-ID" which serves as a foreign key in GT.
Angelization provides same privacy guarantees as generalization (angelization ac-
tually subsumes generalization as a special case) but with much less data recon-
struction error than generalization.
In order to achieve even better utility with τ -safety, it may be interesting if gener-
alization is replaced with angelization. Furthermore, angelization has not been ex-
tended for sequential data publication. Figure 5.1 depicts a proposition for achiev-
ing τ -safety via angelization. Though it presents a naive approach to achieve
τ -safety using angelization, it seems to be applicable and if achieved, may sub-
stantially improve the utility of a τ -safe anonymized release.
• τ -Safe BangA: By virtue of its efficiency and effectiveness, BangA generalization

mechanism is a first hand candidate for dynamic data publication. As explained
before, BangA can be employed as it stands for sequential data publication but in
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insert-only scenario in which there are only new records to manage. Since BangA
can be extended to any other generalization model, thanks to its flexible splitting
strategy, it can be extended to achieve τ -safety. The fundamental requirement for
any algorithm to achieve τ -safety is to maintain δ-privacy by enforcing persistent
invariance in each equivalence class on any publication timestamp. The naive way
to achieve τ -safety through BangA is to put constraint on its splitting strategy. By
following the same assumptions as for τ -safety, proposed steps for τ -safe BangA
are as follows:

1. reconstruct the bang grid using previous microdata;

2. the most important step is to manage the deleted and re-inserted records. In
worst case, this step may require extensive re-partitioning and may effect the
overall efficiency as well. Deleted records can be managed by using either
new records or by assigning the counterfeit records;

3. the records having internal update on QI values require meticulous partition-
ing since it may effect the overall utility at the end;

Finally, there exist several suitable partitioning schemes for τ -safe BangA such
that the best one depends on how several kinds of updates are managed.
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Towards Privacy-Preserving Publication of Continuous and Dynamic Data
Spatial Indexing and Bucketization Approaches

Résumé
La publication de données soucieuse du respect de la vie privée est

au cœur des préoccupations des organisations qui souhaitent

publier leurs données. Un nombre croissant d’entreprises et

d’organismes collectent et publient des données à caractère

personnel pour diverses raisons (études démographiques,

recherche médicale,...). Selon ces cas, celui qui publie les données

fait face au dilemme suivant : comment permettre à un tiers

l’analyse de ces données tout en évitant de divulguer des

informations trop sensibles, relatives aux individus concernés?

L’enjeu est donc la capacité à publier des jeux de données en

maîtrisant ce risque de divulgation, c.a.d. de traiter l’opposition

entre deux critères : d’un côté, on souhaite garantir la préservation

de la confidentialité sur des données personnelles et, d’autre part,

on souhaite préserver au maximum l’utilité du jeu de données pour

ceux qui l’exploiteraient (notamment, des chercheurs). Dans ce

travail, nous cherchons d’abord à élaborer plusieurs notions

d’anonymisation des données selon plusieurs contextes. Nous

montrons que les index spatiaux sont extrêmement efficaces dans

le cadre de la publication de données, en raison de leur capacité à

passer à l’échelle. Une évaluation empirique approfondie révèle

qu’il est possible de diffuser des données de grande qualité et

préservant un certain niveau de confidentialité dans les données. Il

est de plus possible de traiter efficacement de très grands jeux de

données en grandes dimensions et cette méthode peut être

étendue à un niveau de confidentialité plus fort (differential privacy).

Par ailleurs, la publication séquentielle de données (mise à jour du

jeu de données) est cruciale dans un grand nombre d’applications.

Nous proposons une technique menant à bien cette tâche,

garantissant à la fois une forte confidentialité des données et une

très bonne préservation de leur utilité.

Abstract
Privacy-Preserving Data Publishing (PPDP) has become a critical

issue for companies and organizations that would release their data.

Many organizations collect and distribute personal data for a variety

of different purposes, including demographic and public health

research. In these situations, the data distributor is often faced with

a dilemma: how to publish this personal data for analysis purposes

without endangering the privacy of the concerned individuals?

Disseminating such information without the privacy scare is an

important problem. On one hand, the data publishers need to

protect the privacy of individuals and on the other hand, it is also

extremely important to preserve the usefulness of the data for the

researchers. In this dissertation, we mainly focus on crafting the

notions of privacy in various settings. We show that spatial indexes

are extremely efficient for data publication tasks due to their ability

to scale up. An extensive empirical evaluation reveals that it is

possible to disseminate high-quality data that follows meaningful

notions of privacy. Furthermore, it is possible to do this efficiently for

high dimensional very large data sets and this approach can be

extended to stronger notions of privacy e.g., differential privacy.

Also, sequential data is being increasingly employed in a wide

variety of applications and the publication of sequential data is of

utmost importance for the betterment of these applications. We

provide a bucketization-based approach to achieve a stronger

privacy guarantee along with higher utility of final release.

Mots clés
Publication de données qui préserve la vie privée,
indexation spatials, bucketization, k-anonymat,
differential privacy

Key Words
Data Privacy, Spatial Indexing ,k-anonymity,
Bucketization, Differential Privacy
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