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Abstract

It is now nearly fifty years since total proton-proton (ppd£s sections have been found to
grow with energy after it was believed for long time that tveyuld become asymptotically
constant . The uncertainties of the cosmic ray data, at highggndo not allow to determine
the exact growth with energy of the total cross section . Tagé Hadron Collider (LHC) at
CERN in Geneva has already delivered collisions with an eneeygr reached in a particle
accelerator. The energy in the center of mass was 7 TeV (201Q)2r 8 TeV (2012) and will
ultimately reached 14 TeV in the near future. Thus, this pritivide a good environment for
a new precise measurement of the total pp cross sectionsagriergy. The ATLAS detector
installed in one of the four LHC interaction points is useadtlect the result of the pp colli-
sions. Its sub-detector ALFA located 240 m from the inteaacpoint, is used to track protons
resulting from elastic collisions. Therefore, within spgédeam optics conditions, ALFA is
able to measure the total cross section and the nuclear. $dapimg this PhD the analysis per-
formed on the first data led toiot(pp — X) = (94.8810.125tat_i 1-565yst.> mbarn and

b= (19.45 +0.05¢q1 + 0.3szst_) GeV 2at7 TeV.

Réesune

Cela fait maintenant presque 50 ans qu’on&zalivert que la section efficace totale proton-
proton augmentait aveémergie, alors gu’on pensaitggedemment qu’elle deviendrait asymp-
totiquement constante. Les incertitudes des mesures stejless cosmiques effe@asa
hauteénergie ne permettent pas detekrminer la forme exacte de 'augmentation de la section
efficace avecdnergie. Le LHC au CERN Gereve fournit des collisions avec ui@mergie
jamais atteinte dans un a@derateur de particule.énergie dans le centre de magésat 7 TeV

en 2010 2011, 8 TeV en 2012 et atteindra 14 TeV dans un futehprd_e @tecteur ATLAS
installe sur un des quatre points d’interaction du LHC, est @tifiour collecter leé&sultat
des collisions proton-proton. Son soustetteur ALFA, sité a 240 m du point d’interaction,
est utili€ pour ctecter les protonésultant des collisionélastiques. ALFA est donc capa-
ble, dans certaines conditions partieuéis de I'optique, de mesurer la section efficace totale
et la pente nuéaire. Le travail effect® durant cette #se a permit de mesurefot(pp —

X) = (94.8810.125tat_i 1.5@yst_) mbarn etb = (19.45:&0.055tat_i 0.315yst_) GeV 2
a’7TeV
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Introduction

The Large Hadron Collider (LHC) at CERN is a 27 km two-rings, sapeducting collider. It
started its operation in November 2009. LHC set a new woddnetat the beginning of 2010
by colliding high intensity proton beams with a center-cdsa energy of 7 TeV, then 8 TeV
in 2012. It provides new data for different detectors andeexpents installed on the LCH
collision points.

ATLAS is one of these experiments, and the largest physitsctle ever built. It aims to
investigate many different types of physics that might ineealetectable in the LHC energy
range. ATLAS covers a wide scientific program, that stresdihem precision measurements
of the Standard Model to the discovery of new physics.

Any physical process is described by a cross section thaturesags probability to occur.
For almost all measurements performed at LHC, one cruciaédignt is needed, the precise
knowledge of the luminosity. This quantity describes théitstof the collider to produce
useful interactions. Therefore, the absolute knowledgh@fluminosity allows to measure
the absolute cross sections. One way is to calibrate awelatminosity detector using a
dedicated setup called ALFA (Absolute Luminosity For ATLAS

This thesis describes the ALFA strategy to measure the atiesloiminosity, and the total
proton-proton cross section. It is based on the measurevhdr elastic scattering spectrum,
in the limit of the Coulomb Nuclear Interference (CNI) regiday, measuring the trajectories
of elastically scattered protons at very small angles. Tealspecial beam optics conditions
are required, and detectors have to move close to the bedra ATLAS forward region.
Since these ultimate optics conditions request a lot of inadime and development, an in-
termediate optics option was developed by the end of 20labmwed ALFA to measure the
nuclear part of the transfer momentum spectrtwspectrum). With this optics, a measure-
ment of the total proton-proton cross section was possgiisiag the luminosity measured by
ATLAS, for spectrum normalization.



The work presented in this thesis started by the end of 201@heAtime, detectors were
under test beam, for last calibrations before installatiothe LHC tunnel. The first data
taking took place in Octobre 2011. This will allow to presemo different analysis: the first
one is related to the test beam and covers detector catibsasind instrumentations, and the
second one is related to the data taking and the measureftbattotal cross section with the
2011 runs.

Chapter 1 and 2 of this thesis are intended as an introductithe texperiment frame work,
including a brief description of LHC accelerator and ATLA&ector system with its subde-
tectors and their role in the identification of particles.abfdition, the second part of chapter
1 presents general accelerators physics concepts andidegrthat will be used in this the-
sis. Thus, the principles of transverse beam dynamics giaierd as well as transfer matrix
formalism, which allows to predict final particle positidmowing the initial coordinates and
the transfer matrix elements.

Chapter 3 introduces methods used in ATLAS for relative lwsity measurements, and
its calibration. It also presents ALFA strategy of an indegent measurements using the
elastic scattering process and the optical theorem.

Chapter 4 describes the experimental requirements to read®Nl, including LHC beam
optics conditions, and ALFA scintillating tracker systerALFA detectors were designed
taking into account LHC constraints and physics requirdmeérhey are constituted of Roman
Pots (RPs), a mechanical system allowing the fiber trackerpgooaph a few millimeters for
LHC beam center, and front-end electronics as read outraydtgght detectors are installed
in the LHC tunnel, four in each side of ATLAS at 240 m from the&eraction point.

The ALFA measurement precision relies on the distance gilgtbetween the tracker and
the beam. Requested precision is of the order git0 Two additional trackers (per detector),
called Overlap Detector (OD), are used for the distance ureagent. Chapter 5 introduces
ODs, their role, and a dedicated calibration procedurdppeed after the 2010 test beam.
This calibration was achieved using a high precision detexs reference.

Chapter 6 describes the distance measurement analysigdpreder the 2011 runs. It
shows some detector performance plots, data quality Studrel background contamination
during these runs. Multiplicity selection cuts have beerduseorder to reduce systematic
and improve the measurements. A new algorithm was implesdeintorder to analyze the
first data, and a dedicated simulation was needed to estihmatg/stematic errors. Distance
measurements of different stations will be used afterwardétectors alignment, needed for
physics analysis.

The last chapter describes the first elastic scattering unelaent at the LHC, made by



ALFA. In this chapter we go step by step though the full analygiain {-reconstruction,
alignment, acceptance, efficiency, ...). Two main methodsewised for the reconstruction
of the t-spectrum, using the reconstructed position and the tamshtrix. Moreover, an
advanced unfolding study will be shown, using differentaldiing techniques, to study detec-
tors, and beam resolution impact. Finally, thdistribution will be fitted to deduce the total
cross section and nuclear slope measurement at 7 TeV.






Chapter 1

The Large Hadron Collider and introduction
to the beam optics

The essence of the scientific method is to perform experiahemasurements that will verify
or rebut the theoretical predictions. Therefore, consimgcand understanding the necessary
tools that will make the measurements possible is an impiostap in research.

This chapter deals with accelerator physics. It describelsargeHadronCollider (LHC) [1],

a particles accelerator system, and its basic parameteidh wrovides the particles collisions
(proton-proton pp) collisions are in the interest of this thesis). Secondiseahtroduces the
beam transversal dynamic concepts, which are needed awialy chapters.

1.1 The Large Hadron Collider

The LHC is a two-ring-superconducting-hadron acceleratal collider installed in the exist-
ing 26.7 km tunnel that was constructed for the CERN LEP machine

The aim of the LHC is to reveal the physics beyond the Stanti&rdel by colliding two
proton beam’s with center of mass collision energies up to 14 TeV. Befoey tre brought
into collision, the LHC beams pass through several acdeleravhere they are accelerated in
stages to reach their final energy in the LHC.

An aerial photo of the French-Swiss border near Genevasgliown in figure 1.1. Figure 1.2
was taken inside the tunnel, where some machine elements bgit

1Beam 1 circulates clockwise in ring 1 and Beam 2 circulatestar clockwise in ring 2



1.1. The Large Hadron Collider

Figure 1.1: Aerial picture of the French-Swiss border near Geneva city. The yalimhe represents
the LHC accelerator and collider, installed in the a 26.7 km undergroundltut®® m beneath the
surface. It is operating since Autumn 2009.

Figure 1.2: The view inside the tunnel. The machine accelerates either protons or lea@R)
with two beams traveling in opposite directions. The two beams have to be deflgctgzposite
magnet dipole fields.

1.1.1 Injection chain

Besides having had the LERunnel available to install the LHC, CERMilso has an exten-
sive accelerator complex which has been used for past expets and parts of which were
adapted to provide the early boosting stages for the LHCr@idu3). The ion source is a
duoplasmatron, which makes protons from hydrogen atomsobyblarding them with free

electrons to strip off the valence electrons. The protoesfiest accelerated by the Linac2,
a linear accelerator, up to energies of 50 MeV. They are féadl time Proton Synchrotron
Booster (PSB) which accelerates them to energies of 1.4 Gethéonext stage, the Proton

2The L argeElectronPositron LEP) collider was operating from 1989 to 2000.
3The European Organization for Nuclear Research.
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1.1. The Large Hadron Collider
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Figure 1.3: The LHC's injection chain.

Synchrotron (PS). The PS came online in 1959 and has receiaeg upgrades over time.
It's primary purpose now is to supply protons or ions for tlagious experiments at CERN,
including the LHC. It accelerates protons to 25 GeV and isjécinche$ of particles (up to
1.6 x 10 particles) into the next stage, the Super Proton Synchtd®®S). The last stage
prior to injection in the LHC, the SPS now serves as a boosteh&LHC but in the past was
operated as the $, a p collider. There the protons are accelerated to 450 GeVrgadted
into the LHC. The energy ramp in the LHC from 450 GeV to the auragperating energy of
8 TeV takes about 20 minutes.

As the machine was gradually commissioned, the proton esetiolved from an initial
of 368 bunches per beam at the end of 2010, up to a total of 138thles during the 2012 data
taking. The evolution of the number of bunches and other begarameters are summarized
at the end of this section in the table 1.1.

4Collection of particles captured within one RF bucket. THesgstem provides longitudinal focusing which
constrains the particle motion in the longitudinal phasscego a confined region called the RF bucket.



1.1. The Large Hadron Collider

1.1.2 Characteristics of the LHC

The LHC is located in an underground tunnel, 100 m beneatlsudii@ace, near the border
region between France and Switzerland and close to the tlBeneva. It is operating since
Autumn 2009. The machine accelerates either protons oriteed(82 Pb) with two beams
traveling in opposite directions. The two beams have to flected by opposite magnet dipole
fields.

The LHC was designed as two eight fold symmetry rings withasafe magnet fields
and beam chambers and with common sections in the expeahregtons where the beams
collide. As there is not enough space to have two separage iimthe LEP tunnel, the LHC
uses twin magnets which consist of two sets of coils and beaanregis within the same
mechanical structure and cryostat, illustrated in figude This design also reduced the overall
cost of the machine. The LHC consists of a total of 9593 sugretacting magnets of which
1232 are main dipol@of about 15 m long and 392 are main quadrupbles

ALIGNMENT TARGET
__— MAIN QUADFRIPOLE BUS-BARS

HEAT EXCHANGER PIPE

——— SUPERINSULATION
5JPERCOMDUCTING COILS
BEAM FIPE
VACUUM VESSEL
BEAM SCREEN
AUXILIARY BUS-BARS
SHRINKING CYLINDER / HE I-VESSEL
THERMAL SHIELD (35 to 75K)
NON-MAGNETIC COLLARS
IRON YOKE (COLD MASS, 1.9K)

—— DIPOLE BUS-BARS

——— SUPPORT POST

Figure 1.4: Cross section of an LHC dipole magnet showing the two separate vacuumietsa[1].

The LHC beams collide in four Interaction Points (IPs), vehre proton-proton collisions
are observed by four large experiments, ATLAS (IP1), ALICE(JR2), CMS [3] (IP5) and
LHCD [4] (IP8), and two smaller experiments, LHCf [5] (IP1) ah@TEM [6] (IP5). ATLAS

SDipole magnets are used to realize bends in the designtmajgor orbit) of the particles.
6Quadrupole magnets are used for beam focusing.



1.1. The Large Hadron Collider

and CMS are general purpose detectors. One goal of thesedetgetors is the search for
the Higgs boson, while LHCDb is specialized in the physics efBameson and ALICE was

mostly designed for heavy ions collisions and will studydark-gluon plasma. TOTEMis a
forward detector aiming at measuring the proton-protossection and studying diffractive
processes and LHCf uses the LHC as a source to study procesest for cosmic rays in

laboratory conditions.

Luminosity at LHC

Another important propriety of the LHC is the machine lunsity which gives a direct es-
timation of the number of events per second generated irsicols of any physical process.
Assuming a procespp — X, the luminosity.Z is the process-independent proportionality
factor between the rat,p ,x and its production cross sectioRp.x:

Z represents thinstantaneous luminosityand is usually expressed in units cfs~1. As
running conditions vary with time, the luminosity of a cdiir also has a time dependence.
The integral over time is calleidtegrated (or delivered) luminosity it is commonly denoted
with L, and measured in unitsh.

Luminosity precise knowledge is important since for manyssrsections measurements the
uncertainty on the luminosity dominates the final resulparticular in view of the possibility

to constrain the parton distribution functions (PDFs) whigh have a direct impact on the
systematics of several important measurements, a preasithe level of a few percent is
aimed at the LHC [7].

I I I I I I I T
ATLAS Online Luminosity
2010 pp Vs =7 TeV

— 2011 pp s =7 TeV
— 2012 pp\s=8TeV

Delivered Luminosity [fb 7|
N
[8)]

N
o
III\‘\H\‘\III‘\\H‘HII'HH‘\HI'\

ot
Month in Year

5
>
.
2,
<

Figure 1.5: The cumulative luminosity versus day delivered to ATLAS during stable beastwisn
for 2010 (green), 2011 (red) and 2012 (blue) running.



1.1. The Large Hadron Collider

The LHC was designed to provide a peak luminosity ot*&th2s~1 for CMS and AT-
LAS. The corresponding design parameters and machine nms@nitaneous luminosity for
different years, are listed in table 1.1. The table shows ts evolution of the beam energy,
number of protons per bunch (N), number of bunches (k) anatbgpacing in (ns). The
beam normalized emittance\() and the betatron functiorB() will be introduced in the fol-
lowing section. Figure 1.5 shows the evolution of cumukativminosity versus day delivered
to ATLAS during stable beams between 2010 and 2012.

Table 1.1: Evolution of LHC parameters for high luminosity runs: 2010 to 2012

Parameters 2010 2011 2012 Nominal
Energy (TeV) 3.5 3.5 4.0 7.0
N (10 p/bunch) 1.2 1.45 1.58 1.15
k (no. bunches) 368 1380 1374/1380 2808
Bunch spacing (ns) 150 75/50 50 25
Stored energy (MJ) 25 112 140 362
en (um rad) 2.4-4.0 1.9-2.4 2.2-2.5 3.75
B* (m) 3.5 1.5-1.0 0.6 0.55

Z(ecm 257 2x10% 35x10® 76x10% 103

10



1.2. Beam optics

1.2 Beam optics

The accelerator magnetic elements are designed to guid®eamsithe beam along the refer-
ence circular orbit. Oscillations around this refereneecalledBetatron Oscillations. They
describe the transverse motion of the particles and depetitkanagnetic fields applied in the
ring. This section aims at introducing some general coscepbeam dynamic and defining
common parameters and formalism that will be used in thisisH8, 9].

1.2.1 The matrix formalism

The matrix formalism allows us calculating individual pele trajectories through an arbitrary
structure of magnets and also taking into account variatiorparticle momentum. Particle
transverse motion is describe by Hill differential equatod motion:

d?u(s)
ds?

The trajectory functioru(s) describes a betatron oscillation and can be replaced $)yfor
horizontal plane ang(s) for the vertical one. Amplitude and phase depend on theipaosit
(s) along the orbit. The focusing functioi& y(s) are periodic and because accelerator com-
ponents usually have uniform or nearly uniform magnetidégeive can assume they are also
piecewise constant. L&t represent either the vertical or the horizontal componetit the
periodic conditiorK (s+ L) = K(s). The solutions to Hills equation with constattare:

+K(s)u(s) =0 (1.2)

acogvKs+b) if K > 0 focusing quadrupoles
u(s)=< as+b if K = 0 drift space (1.3)
acoshiv/—Ks+b) if K < 0 defocussing quadrupoles

wherea andb are integration constants to be determined by the initiblesuy andug . In
the other hand, the evolution afs) andu'(s) from the initial positionu(sp) and anglas(sp),
can be written in the matrix formalism as:

ueis) \ uso)\ (M M2\ (u(so)
(w(s)) =M <u/(50)> = <M21 |V|22> <u,(50)> (1.4)

M is called the transfer matrix. Based on the solutions (1.8)isdifferentiationM can

11



1.2. Beam optics

be written as:

wherel =s—g.

cogv/Kl) \/iKsin(\/Kl) fK S0
—vKsin(vKl)  cogvKI) 7
L if K =0, (1.5)
01

cost /KT

ﬁsmh(ﬂl) if K<O
V/IKTsinh(y/[K]1) ’

cost{/[K]1)

The transfer matrix for any intervals made up of subinteri@the product of the transfer
matrices of the subintervals. Considering the intervalofithl = s, —so= (S, —s1) + (51—

S) we get:

M (s2]80) = M (s2[81)M (81/%0) (1.6)

1.2.2 Twiss functions

E(s)=JeB(s)

envelope

Figure 1.6: Particle trajectorieg(s) within the envelopé(s) = /£B(s) of the beam. Upper figure
shows a single trajectory, while the lower figure shows many trajectoriethErgd he beam is made
up of a combination of all the individual trajectories [8].

12



1.2. Beam optics

Looking back at the solutions of Hills equations #r> 0 (1.2), they can be interpreted as
an harmonic oscillator for which the solution is express&d a

u(s) = Acogy(s) — ¢) (1.7)

wherey(s) = v/Ks, A and ¢ are the constants of integration. For circular accelesatine
functionK(s) is periodic,K(s+ L) = K(s) where the period. can coincide with the acceler-
ator circumference but normally corresponds to the digtdretween two FODO celis The
general solution to the eq.(1.2) is:

u(s) = Aw(s) cogy(s) — @) (1.8)

Inserting the solution (1.8) and its second derivative {it@) and writingw = w(s) andy =
Y(s) give:

AW —wip’? —K(s)w) co Y + @) —AW Y +wy")sin(y+¢) =0 (L.9)

Since the phase/(s) has a different value around the orbit aAd- 0, eq.(1.9) can only be
satisfied it:w/ —wy'? —K(s)w= 2w ¢/ + wi” = 0. The last term can be written as

V\/ w//
W + T 0 (1.10)
which can be integrated directly
S dr S dr
Y(s) = (1.11)

o WA(1) Jo B(1)
wherebeta function B(s) is introduced. It is also known as tlenplitude function. It
depends on the beam focusing, which varies with the possfiand is a measure of the beam
cross section at that point.

Eq.(1.8) can be finally written as:

u(s) = v/ eB(s)cosy(s) + @) (1.12)
WhereA was replaced by/e which is termed themittance, and will be explained in the
following section./&B(s) is thebeam envelopein other terms, particles transverse motion
along the beam, is within a range marked by the envelope (sliigure 1.6). Since all parti-
cles trajectories lie inside this envelope, it defines thedverse size of the beam.
Particle angle can be deduced from the positi(s) by differentiation of (1.12):

u(s) =, /%[a(s) cos( () + @) +Sin(Y(s) + )] (1.13)
with 1dB(9
a(s) = 5 ds (1.14)

Let's also introducey, which will be used later:

2
y(s) = Iy E?S;S)

a, B andy are calledTwiss functions

(1.15)

A typical structure used in accelerators. F stands for fiogu® for a drift space and D for defocusing.
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1.2. Beam optics

1.2.3 Beam cross section and emittance

In order to arrive at an expression describing the partiaiéion in the (1, U') phase space
plane, one must substitute the phage ferms in 1.12 and 1.13, to eliminate it. All positions
occupied by a particle in the space of the phasel( describes an ellipse with the equation
given by the following formula:

V(S)U*(s) +2a(s)u(s) U (s) + B(s)u?(s) = € (1.16)

The emittanced) introduced before as a constant, is now, to within a factyrthearea
of the phase ellipse It's equal to (r€). According toLouville’s theorem, the area of the
ellipse and hence the beam emittance are invariants of thielpamotion. As the particle
moves along the orbit the shape and position of the ellipaagh according to the amplitude
function (3(s)), but the area remains constant. However, it is not the anué of a single
particle in use, but of all particles flowing through the decator. By convention, the value is
set to the area of the ellipse containing 68% of the particlég projection of this ellipse on
the horizontal axis represents the beam profile (see Figdje The emittance of the beam is
defined in function obeam width (ay), as the standard deviation of the beam profile Gaussian
distribution: X

) (1.17)
B(s)
The beam emittance decreases with increasing beam enetigg @gceleration, and a con-
venient quantity for the operation of a hadron storage rif@ysl linear accelerators) is the

normalized emittancedefined as:

N = VS (1.18)

where 3, = v/c and y = 1/4/1— 32 are the relativistic gamma and beta factordg( the
particle velocity ana the speed of light in vacuum).
The beam width for a given longitudinalpoint along the beam axis is deduced from (1.17):

au(s) = VEB(s) (1.19)
Differentiation ofgy gives the beamangular divergence(a,):
, — 1+ a?(s)

1.2.4 Transfer matrix using Twiss functions

If the values off3(s), a(s) andy(s) at the beginning and the end of a magnetic structure are
known, then the transfer matrix is uniquely defined. The elei®of this matrix must therefore
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1.2. Beam optics

Phase space /u/\

\/pe

-

dN/du
Particles density /\
G

b
o

Figure 1.7: Projections of the phase space ellipse on the horizontal-axis, gives theetisendeam
width and its angular divergence.

be expressible in terms of the values of the optical funstianthout a detailed knowledge
of the magnet structure. From the equations 1.12 and 1.43jd=ring the initial conditions
u(0) = up, U'(0) = ug, B(0) = Po, ar(0) = ap andy(0) = Y, and substituting the term, one
can obtain:

u(s) = 4/ % [cog AY) + agsin(AW)]ug + v/ B(S) BoSIN(AY) ug (1.21)

and,
u'(s) = ﬁ[(ao —a(s))cogAY) — (1+ a(s)ap) sin(AY)]ug
+ %[COiALﬂ) — apSin(AY)]ug (1.22)

with Ay = (s) — Y(), the phase difference betwegnands.

Eqg.(1.21) and (1.22) may again be expressed by a transfeixmat. using the shorthand
B = B(s) anda = a(s), the transfer matrix between an initial longitudinal pimsitsy, and an
arbitrary positiors will be written as:

\/g [COSAY) + agSiN(AY)] v/ BBosin(Ay)
M (sols) =

Jigll@o—a)cosay) - (1+ aao)sinay)] \/Flcosay) — aosinay)]
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Chapter 2

A Toroidal LHC ApparatuS - ATLAS

The LHC provides a rich physics potential, ranging from meaneasurements of Standard
Model parameters to the search for new physics phenomena.high luminosity and the
large center-of-mass energy of the proton-proton colisienable high precision tests on the
Standard Model, such as the studies on the electroweak $¥¢@ndZ and their proper-
ties, and the precise measurements on the top quark masssasaliplings. Furthermore,
the search for the Standard Model Higgs boson has been usetherschmark to establish
the performance of important sub-systems of ATLAS0]. As well, ATLAS is intended to
investigate new physical theories.

The experiment was proposed in its current form in 1994, dhdially funded by the
CERN member states in 1995. In 2008 the construction was cosdpdad ATLAS detected
its first single beam events on the!l@f September of that year. Since 2009 (data taken
started), over 25 fb! of ppdata have been collected at bqs= 7 TeV and,/s= 8 TeV.

The ATLAS detector is 44 m in length and 25 m in height and itgi#s 7000 tons. It is
divided in a barrel region and two end-cap regions. An oesnof the detector is provided
in figure 2.1. This section describe the different ATLAS setedtor systems and their role
in the identification of particles. But before that, a dedawip of the coordinate system is an
important starting point.

1The 4" of July, 2012, ATLAS and CMS reported evidence for the exiséeof a particle consistent with the
Higgs boson at the level of five sigma with a mass around 125 GeV
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Toroid Magnets Solenoid Magnet SCT Tracker Pixel Detector TRT Tracker

Figure 2.1: Computer generated image of the ATLAS detector. It is 25 m in diameter and 44emgth, and weighs approximately 7000 tonnes.
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2.2. Central detectors

The dashed tracks

'rli are invisible to
~ieutrino the detector

7

Figure 2.2: Tracks signatures in different subsystems of the ATLAS detector.

2.1 Coordinate system

ATLAS coordinate system and nomenclature used to desdib&TLAS detector is briefly
summarized here:

* Nominal interaction point is defined as the origin of the rctioate system.

» Beam direction defines theaxis and thex-y plane is transverse to the beam direction.

» Positivex-axis is defined as pointing from the interaction point to¢hatre of the LHC
ring and the positivg-axis is defined as pointing upwards.

 Side-A of the detector is defined as that with posithand side-C is that with negative
z

» Azimuthal anglep is measured around the beam axis, and the polar #higléhe angle
from the beam axis.

 Pseudorapidity is defined gs= —Intan(6/2).

 DistanceAR in the pseudorapidity-azimuthal angle space is defined as:

AR = \/An?+A¢P.

2.2 Central detectors

This section introduce different ATLAS subdetector systeand their main role in particles
detection. Figure 2.2 summarizes tracks signatures iaréifit subdetectors.
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2.2. Central detectors

2.2.1 Inner detector

The ATLAS Inner Detector (ID) is designed to provide hermetnd robust pattern recogni-

tion, excellent momentum resolution and both primary armbsdary vertex measurements
for charged tracks above a given threshold of 0.1 GeV. The ID is contained within a cylin-
drical envelope of 7024 mm length and 1150 mm radius, subsddrga solenoidal magnetic

field of 2 T. It covers the pseudorapidity rangg < 2.5 and provides electron identification
over|n| < 2.0 and a wide range of energies (between 0.5 GeV and 150 GeV).

The Inner Detector consists of three independent but congrlaary subdetectors pro-
viding different granularity, shown in the figure 2.3: the@idetector, the Semi-Conductor
Tracker (SCT) and the Transition Radiation Tracker (TRT).

The precision tracking detectors (pixel and SCT)

Pixel and SCT detectors are the closest to the interactiamt poid cover the regiom| <
2.5, in order to measure charged particle trajectories at prgcision. They both rely on
the semiconductor properties of silicon, which ensures ¢hadtron-hole pairs are created
proportionally to the deposited energy. By applying an eledield, the electrons and holes
drift to the electrodes and are detected. This provides thathinformation that a strip/pixel
has been hit and deposited energy.

Figure 2.4(a) is a picture taken during the sub-assemblyePixel barrel in November 2006
and figure 2.4(b) shows the work on the SCT batrrel.

The pixel detector provides the highest granularity, usiigon pixels with a minimum size
of (R— @) x z=50x 400 um?, and has approximately. BY’ readout channels. It is made
of as three concentric cylinders (barrels) around the beds) with disks (endcaps) on the
side to ensure optimalp, ) coveragé. For the SCT eight strip layers (four space points) are
crossed by each track. The layers are double sided witheoséegle of 40 mrad between the
sides in order to gain the ability to observe in three spdirakensions.

Transition Radiation Tracker (TRT)

TRT (figure 2.4(c)) consists of 0:4144 cn? tubes filled with a Xe-based gas mixture, and
measures the ionization of particles traversing the detelttcovers a region up tg)| = 2.0.
The TRT-type detector is much cheaper than the Si types, Ibatveorse off in terms of
spatial resolution, as seen from table 2.1. However, sineentimber of hits is so large (36

2(R— @) reefer to the lateral plane anglg@ndR) to the longitudinal one (barrel and endcap respectively)
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2.2. Central detectors

rR= 1082 mm

TRT

TRT

LR=554mm
(R =514 mm

< R =443 mm
SCT
R =371 mm

R =299 mm

R=122.5mm Pixels
Pixels ¢ R = 88.5 mm
R =50.5 mm
R=0mm

(a) Scheme of the ATLAS inner detector barrel being crosgeahie high-energy particle

1106 mm

617 mm
560 mm

275 mm
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(b) Drawing showing the sensors and structural elementerisad by two charged tracks in the end-
cap inner detector(= 1.4 and 2.2).

Figure 2.3: Overview of the ATLAS inner detector

per track), the lack of resolution is compensated. The TRWVides both particle trajectory
measurements for ordinary particles (low threshold), atadsaadditional coverage for ultra
relativistic particles by measuring transition radiat{bigh threshold).

Table 2.1 summarize the intrinsic accuracy, and the numbegamlout channel of each 1D
subdetector.
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2.2. Central detectors

(b) Work on the ATLAS SCT barrel. (c) TRT prototype for ATLAS experiment
(August 1998).

Figure 2.4: Different inner subdetector systems of ATLAS.

Table 2.1: Intrinsic measurement accuracies and amount of readout of the InnectBresubsys-
tems [10].

Detector Intrinsic accuracy [um] Readout Channels [L0F]

Pixel 10(R— @) 115 ZandR) 80.4
Strip 17(R— ¢) 580 £ andR) 6.3
TRT 130(R— @) 0.351

2.2.2 Calorimeters

A calorimeter is designed to measure the energy depositidnd&rection for a contained
electromagnetic or hadronic shower. The detector can measmough complete absorption,
both charged and neutral particles from a few GeV up to the §&le with high resolution
for energy and position measurements, and good signakiipe®he construction follows a
sampling principle where layers of absorber material goasged by layers of active material.
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2.2. Central detectors

Particles entering the absorber develop into a shower ameérergy of the shower is then
measured by the active material. Weakly interacting pagisuch as muons or neutrinos do
not get stopped by the detector.

ATLAS calorimetric system is symmetric around the beam axid has full coverage in
the ¢ direction and pseudorapidity coverage ugno < 4.9. The figure 2.1 shown the two
calorimetric systems which will be briefly detailed in thicgen.

Electromagnetic (EM) calorimeter

EM calorimeter is a lead (Pb)-liquid argon (LAr) calorimesé the sampling type (figure 2.5).

It makes use of the interaction ef and photons with matter to provide excellent performance
in terms of energy and position resolution. The most impdrémergy loss mechanism fef

at high energies is the bremsstrahlung effect which resulise emission of a photon, while
high-energy photons produce electron pairs via pair priboinicThe shower is developed in Pb
plates and sampled through ionization in the LAr. The etentignetic shower detected by the
lead-liquid argon detectors with accordfoshaped absorbers and electrodes. The geometry
of the Pb-LAr layer structure is shown in figure 2.5(c).

This calorimeter consists of three layers in the barrel ammdn the endcaps (EMEC) up to
n = 3.2. In addition, the central regiofry(| < 1.8) is also equipped with a presampler, which
corrects for energy lost upstream to the calorimeter. Tt thickness is more than 2%
and 26X, in the barrel and the endcaps, respectively. The relatieeggrresolution of the
LAr calorimeter is usually parametrized by:

@ - % o E oe 2.1)
wherea is the stochastic terni, the noise term andthe constant term. The target values for
these terms are respectivaly 10%,b ~ 170 MeV (without pile-up) and = 0.7% [12]. With
the current EM performances, the Higgs mass resolutions#1 4 and H— 4e channels are
respectively 1.4% [13] and 1.9% [14].

The EM calorimeter barrel is housed in the same cryostateasdltenoid magnet, to be
described in § 2.2.4, while the two endcap calorimeters avsdd in their own cryostat. The
first module of the Forward calorimeter is an electromagratee, starting fronm = 3.1. Itis
made of copper plates with embedded copper rods and tulmegyththem with LAr between
the rods and the tubes with a total thickness of more abod;27

3The accordion geometry provides complgteymmetry without azimuthal cracks
4The unit of distance traversed by a shower is typically messin radiation lengths, given approximately
by Xo = 180A/Z? (A: Mass numberZ: Atomic number.) [11]
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2.2. Central detectors

LAr eleciromagnetic
end-cap (EMEC)

LAr eleciromagnetic
barrel

~
Vi) >
LAr forward (FCal) il

(a) Schematic picture of the LAr calorimeter system

(b) A view inside the LAr calorimeter(c) Accordion geometry of the LAr barrel
endcap. The circular inner bore of the
EMEC, front and rear HEC wheels.

Figure 2.5: ATLAS electromagnetic LAr calorimeter

Table 2.2 summarizes the EM calorimeter thickness, coeeeaml readout channels in the
barrel and endcap region.

Table 2.2: Electromagnetic Calorimeter: thickness, coverage and readout chgwitblsut presam-
pler) [10].

Detector Thickness Ko] Coverage Readout Channels
EM calorimeter - In| <3.2 163968
Barrel > 22 In| < 1.475 101760
Endcaps > 24 1375< |n| < 3.2 62208
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2.2. Central detectors

Photomultiplier

Wavelength-shifting fibre

Steel

Scintillator

(a) Schematic showing how the mechani- (b) Calorimeter insertion between toroids in the
cal assembly and the optical readout of the ATLAS experiment detector, July 2006
tile calorimeter are integrated together.

Figure 2.6: Tile calorimeter and combined electromagnetic-hadronic calorimeter of the ABXA&-
iment

Hadronic calorimeter

Hadronic calorimeters (figure 2.6(b)) identify, reconstrand measure the energy of particle
jets and also measure the missing transverse energy of an even

The approximate 9.7 interaction lengtis){ of active calorimeter in the barrel (10in the
end-caps) are adequate to provide good resolution for éngingy jets [10]. The hadronic
calorimetry system consists of:

» Hadronic barrel or Tile calorimeter (figure 2.6(a) is a sampling calorimetéh alter-
nate layers of steel (absorber) and plastic scintillates fjactive material). It covers the
In| < 1.7 range. It is divided into three layers, with a more coarsglarity in the
third layer.

» Hadronic end cap (HEC)uses copper (Cu) plates as the absorber and liquid argon (Ar)
as the active material. It covers th& k n < 3.2 region.

» Forward calorimeter (FCAL) makes both hadronic and electromagnetic calorimetry
with respectively a copper and a tungsten module, in thefegward region 3L < n <
4.9.

The endcap hadronic calorimeter parts are housed with thHe®&M the same cryostat.

5The longitudinal development of hadronic showers scale® wie nuclear interaction (or absorption)
lengthA.
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2.2. Central detectors

2.2.3 Muon spectrometer

The muon system is designed for providing muon momentum aioa gesolution, using
tracking chamber techniques. The muon spectrometer isutemost part of the ATLAS
detector, and is pictured in a cut away view in figure 2.7.

A large toroid magnet system is used to bend the trajectoth@fmuons as they pass
though three stations of tracking chambers. The MS consii$t®o subdetectors for precision
measurements:

» Monitored drift tubes which consists of a gas tube with a wire in the center. The gas
is ionized by a passing muon. The ionization drifts to an el where it is collected,

amplified and measured.
» Cathode strip chamberswhere a passing charge is detected by an anode wire, creating

an induced charge on a cathode.

and two triggering technologies to provide bunch-crossiegtification, well-definegr
thresholds, and to complete the measurement of the predigioking chambers:

* Resistive plate chambersvhere two resistive electrode plates encapsulate a gas gap.
Traversing particles causes the gas to ionize, and defmnsadf an applied electric
field is translated to muon position.

» Thin gap chamberswhere closely separated wired are situated in a thin gapdagtw
grounded resistive cathode planes. Traversing partictgsh spark between the wires,
and a signal is read out.

The main parameters of the four types of chambers in the ATHABN spectrometer, is
summed up in table 2.3.

Table 2.3: Main parameters of the muon spectrometer: coverage, number of chamberadodt
channels [10].

Muon Spectrometer Coverage No. of chambers Readout Chanfie)¥
Monitored drift tubes In| <2.70 1088 339
Cathode strip chambers . < |n| < 2.70 32 31
Resistive plate chambers || < 1.05 544 359

Thin gap chambers .@5< |n| <270 3588 318
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2.2. Central detectors

Thin-gap chambers (TGC)
M Cathode strip chambers (CSC)

al \V Barrel toroid
\

Resistive-plate
chambers (RPC)

End-cap tforoid
Monitored drift tubes (MDT)

Figure 2.7: Cut away view of the muon spectrometer with it different components

(a) Bare central solenoid in the factory after (b) The eight torodial magnets can be seen on
completion of the coil winding. the ATLAS detector with the calorimeter before
it is moved into the middle of the detector.

Figure 2.8: ATLAS superconducting solenoid (a) and toroid magnet (b) systems.

2.2.4 Magnet system

The ATLAS detector contains two types of superconductingmea systems in order to pro-
vide the bending power needed for the momentum measurerhtire charged particles: the
solenoid magnet surrounding the Inner Detector and thedonagnet system embedded in
the Muon Spectrometer. This magnetic system is 22 m in diamagid 26 m in length, with a

stored energy of 1.6 GJ.

» The central superconducting solenoid presented in figure 2.8(a), is aligned on the
beam axis and is designed to provide a 2 T axial magnetic faldhe momentum
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2.3. Forward detectors

measurements of the Inner Detector, minimizing the radiatiickness in front of the
barrel EM calorimeter.

* The toroid magnet system (2.8(b)) provides the magnetic field for momentum-mea
surement in the Muon Spectrometer and has an average fiefdytrof 0.5 Tand 1 T
in the central and end-cap regions, respectively. The magfieid which is toroidal
and perpendicular to the one of the solenoid, is createddiyt superconducting coils
in the barrel, and two toroids with eight coils each in the-ead regions.

2.3 Forward detectors

Three additional detectors cover the forward region of AB.Aheir location with respect to
ATLAS is shown in figure 2.9. Thg coverage of ATLAS central and forward subdetectors is
shown in figure 2.10.

* LUCID (LUminosity measurement usir@erenkovlntegratingDetector, [15]) is lo-
cated at:17 m of the interaction point (IP) and measures proton-pratelastic scat-
tering. It is one of the main handles on relative luminositynitoring.

» ZDC (ZeroDegreeCalorimeter, [16]) is located-140 m from the IP. Its main goal is
to detect forward neutrons for heavy-ions centrality measents up ton| = 8.3.

* ALFA (AbsoluteL uminosityFor ATLAS, [17]) consists of scintillating fibre trackers
located in eight roman pot statiod240 m from the IP.

LUCID and ZDC will be briefly described in this section. ALFA Mbe detailed in chapter 4.

2.3.1 LUCID

The LUCID [15] detector surrounds the LHC beam pipe on both ASLinteraction point
sides, at a distance of 17 m. Its layout and position aretifitesd in figure 2.11.

One vessel contains 20 aluminum tubes pointing towardshtieeaiction point approximately
10 cm from the beam axis. Each vessel is filled wityiF{g at 1.3 bar for Cerenkov light
measurement. Sixteen of the 20 tubes are read out throughiphmtomultipliers (PMT)
and 4 tubes have their collected light transmitted througgrig fibers outside of the forward
shielding to be read out by multi-anode photomultiplierdsibThe 16 photomultipliers signals
are individually sent to the front-end electronics.

LUCID main purpose is the luminosity measurement for ATLASdascribed in the following
chapter.
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Figure 2.9: Location of the LUCID, ZDC, and ALFA forward detectors along the beam ¢éineone
side of the ATLAS detector. The same set of detectors are place symmetridtilyespect to the
interaction point.
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Figure 2.11: Computer-generated view of the LUCID Cerenkov tubes and their amaggearound
the beam pipe.
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of module. Phototubes measure light from strips
through four air light pipe.

Figure 2.12: Electromagnetic and hadronic ZDC modules

2.3.2 ZDC

ZeroDegreeCalorimeters are compact calorimeters located at apprdgignaero degrees to
the incident beams on either side of ATLAS, 140 m downstream the IP. They thus observe
forward going neutral particles that are produced in callisi ZDC [16] is comprised of four
modules, one electromagnetic (see figure 2.12(a)) and thadeonic (see figure 2.12(b)).
The EM module, consists of eleven 10 mm thick tungsten plaetended by steel plates,
traversed by 96 quartz rods forming ax 82 matrix perpendicular to the beam axis. On the
front face of the module the rods are bent upwards and readtdbe top by multi-anode
photomultiplier tubes. Therefore, the Cerenkov light inetliby particle showers traversing
the module provides both position and energy measuremémtsrder to get an improved
measurement of the incident particle energy over that optistion measuring rods, quartz
strips are installed between the plates and read out frortophly photomultiplier tubes.
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Chapter 3

Luminosity and total cross section
measurement methods

After the description in the previous chapters of the LHC miae, the ATLAS setups, and an
introduction to the beam dynamics basics, this chapteritiescmethods used for luminosity
and total cross sectiomwy,;) measurements.

The instantaneous luminosity of the LHC is planned to b¥ th2s~! as mentionin § 1.1.2.
For many of the anticipated physics analyses, in partidalaneasurements of absolute cross
sections, precise luminosity measurement is essentialinfbrmation about relative changes
in luminosity are also important for monitoring beam stigpiind beam degradation, in order
to efficiently operate the ATLAS trigger and data acquisitsystem.

In this chapter we describe different methods and detecised by ATLAS for luminosity
measurement, afterwards we will introduce the ALFA indejsm method for luminosity and
total cross section measurements.

3.1 Total cross section

It is now nearly fifty years since total cross sections havenbfeund to grow with energy
after it was believed for long time that they would becomengstptically constant [18]. The
rise of the cross section with the energy was first observéidealSR experiment [19]. The
growth of giot(pp) with s became macroscopically visible with the SPS datg/st= 0.546
TeV (UA4 [20]) and,/s= 0.90 TeV (UA5 [21]), and with the Tevatron datags= 1.8 TeV
(E710 [22], CDF [23]). This growth is the evidence that thetpndbecomes larger as seen by
an incoming hadron of increasing energy.

The pp and pp total cross section are shown in figure 3.1. From a phenorogiwall point
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3.2. Relative Luminosity measurements

of view, the uncertainties of the data do not allow to rule et exact growth with energy
of the total cross section. There is a discrepancy betweshnb Tevatron determination at
v/S= 1.8 TeV. The E710 results [24] tends to favor &dnincrease, while the CDF result [25]
favor the(Ins)? dependence. Cosmic ray data [26, 27] {8 > 7 TeV are badly constrained
to be really conclusive. Recently, TOTEM measurement at th€ with /s=7 TeVisin a
good agreement witins)? dependency [28].

o pp (PDG)

o pp (PDG)

best COMPETE fits

— — — — total COMPETE error
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Figure 3.1: The total cross section as a function of the centre-of-mass energy [29préen pp) and

blue (pp) hollow dots represent the data from PDG [30]. For some of the pointsawe imarked the
source experiments (the vertical order of the labels respects the vertigal of the points). The red
dot is a recent result from TOTEM [31]. TOTEM measurement is not iredid the COMPETE fits.
The solid black line represents their best fit, the dashed lines show the totaband from all models

considered.

3.2 Relative Luminosity measurements

The luminosity.Z of a ppcollider can be expressed & = Rie|/ Oinel, WhereR;,e is the rate

of inelastic collisions and,g is the ppinelastic cross section. For a storage ring, operating
at a revolution frequency; and withny bunch pairs colliding per revolution, this expression
can be rewritten as

= Kol (3.1)
Oinel
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3.2. Relative Luminosity measurements

wherey is the average number of inelastic interactions per bunassang (BC).
The observed interaction rate per crossing, measured byAATk Lis. It depends on the
subdetector and algorithm in use. The luminosity can thenriigen as

Hyisp fr
Ovis

L =

(3.2)

wheredyis = €0ine IS the total inelastic cross section multiplied by the edficye of a partic-
ular detector and algorithm, and similaglyis = eu. Sincepyis is an experimentally observ-
able quantity, the calibration of the luminosity scale fqraaticular detector and algorithm is
equivalent to determining the visible cross sectgg [32].

The majority of the algorithms used in the ATLAS luminositgtdrmination arevent
counting algorithms, where each particular bunch crossing is caitaggbas either passing or
not passing a given set of criteria designed to detect theepoe of at least one inelaspp
collision. In other words, they calculatgis.

The information needed for most physics analyses is anriated luminosity for some
well-defined data sample. The basic time unit for storingihasity information for physics
use is theL uminosity Block (LB). The boundaries of each LB are defined by the ATLAS
CentralTriggerProcessor CTP), and in general the duration of each LB is one minute.

3.2.1 Luminosity detectors

In order to provide an accurate and reliable luminosity meteation, ATLAS uses a variety
of different subdetectors and algorithms that measureutménlosity simultaneously.

In the following, detector descriptions are arranged ireoxf increasing magnitude of pseu-
dorapidity.

Primary Vertex Counting in the ID

The inner detector is used to measure the momentum of chpayédles over a pseudora-
pidity interval of |n| < 2.5. It is also possible to give a luminosity estimate by cauntihe
number of primary vertices produced in inelagtigcollisions. However vertex counting suf-
fers from nonlinear behavior with an increasing number ¢éractions per bunch-crossing,
which makes a precision luminosity determination using tachnique difficult [32].
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3.2. Relative Luminosity measurements

The Minimum Bias Trigger Scintillators - MBTS

The MBTS consist of two sets of sixteen scintillation coustghich are installed on the inner
side of the end-cap calorimeter cryostats. They cover & larga in pseudorapidity and the
full azimuthal angle. Light emitted by each scintillatogs®ent is collected by wavelength-
shifting optical fibers and guided to a PMT. The main purpdse® MBTS was to provide a
trigger on minimum collision activity. It has been extresnghluable in early data taking at
luminosities below 1% cm~2s~1 due to its high acceptance and efficiency. However, this in
turn lead to early saturation, and the detector is therefotesuited as a luminosity detector
anymore.

Beam Condition Monitor - BCM

The BCM were designed to protect the ATLAS detector from padéptdangerous beam
losses. Due to their fast readout and very clean signalsliimmond detector is providing in
addition, since May 2011, the official ATLAS luminosity. Therizontal and vertical pairs
of BCM detectors are read out separately, leading to two lusiiyponeasurements labelled
BCMH andBCMV respectively. Because the acceptances, thresholds, am¢atas may
all have small differences between BCMH and BCMV. These two nreasents are treated
as being made by independent devices for calibration andtanimg purposes, although the
overall response of the two devices is expected to be verjasinin the 2010 data, only the
BCMH readout is available for luminosity measurements, wbhdéh BCMH and BCMV are
available in 2011 [33].

Calorimetry system

Signal generated by the so calleite-up or minimum-bias events in the calorimetry system,
is one of the relative measurements tools. Their main adgenis the high cross section.
However, since no precise absolute cross section can hdataid from theory, only a relative
measurement of the luminosity is possible.

The Tile Calorimeter (TileCal) is the central hadronic catweter of ATLAS. It is a sam-
pling calorimeter constructed from iron plates (absorlaed plastic tile scintillators (active
material), as seen in § 2.2.2. Its cells are defined in eadr Egcording to a projective ge-
ometry, and each cell is connected by optical fibers to twdghaltiplier tubes (PMT). The
current drawn by each PMT is monitored by an integrator systéich is sensitive to currents
from 0.1 nA to 1.2 mA with a time constant of 10 ms. The curreainh is proportional to the
total number of particles interacting in a given TileCal calid provides a signal proportional
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3.2. Relative Luminosity measurements

to the total luminosity summed over all the colliding bunglpeesent at a given time [32].

The detection technique considered is liquid Argon caletmn(electromagnetic sections
of the end-cap regions), where the I@# particles of minimum bias events deposit most of
their energy there (for more details about EM calorimeteg, $ 2.2.2). The elementary cells
of these detectors behave as ionisation chambers. Theyrareated together to form readout
cells and, with a different granularity, high voltage chalsn Figure 3.2 taken form the [34]
reference, explains the measurement principle. A chargeticfe crossing a detector cell,
represented by a capacitor of val@&), ionises the liquid Argon. The ionisation electrons
and ions drift in the fielde =V /d, with (V) being the potential difference between anode
and cathode andlf their distance, and induce a current on the anode, whiche&sored
with a meter located in the power supply box. This currenhggroportional to the number
of incoming particles, is therefore proportional to lunsitg. The resistanceR) represents
the total resistance on the high voltage distribution liresiStance of low-pass filters and of
calorimeter electrodes). Signal readout is decoupled tfehigh voltage line by a blocking
capacitor Cy).

The high voltage current is indeed the only way to measureetiergy deposited by
minimum-bias events in the calorimeters. The feasibilftthe this measurement technique is
presented in the reference [34]. This approach has two tatyes. The response is linear with
the luminosity [35] and it is independent from the ATLAS g&r and data acquisition (DAQ)
system. In the other hand it is not capable of rejecting beackdround, e.g. by performing
A/C coincidences [36].

C
| R b

]
+J:|_;—\/\/\/\/Cd_—/1__|—é-|_

Figure 3.2: Measurement principle of the high voltage current in one high voltagenehaty is the
detector cell capacitance. The triangle represents the signal reddoni{84].
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3.2. Relative Luminosity measurements

LUCID

LUCID introduced in 8§ 2.3.1 has been designed to provide thanasity delivered to the
experiment integrated and by bunch.

The LUCID hit pattern is processed by a custom-built elect®oard which contains Field
Programmable Gate Arrays (FPGAS). This card can be progeshwith different luminosity

algorithms, and provides separate luminosity measurenieneach LHC bunch crossing.

In addition to providing trigger capabilities, the sign&tsm both sides are sentto LUMAT
(LUMinosity And Trigger) card$ programmed with luminosity algorithms and calibration
constants, which allows for an online luminosity deterrtimafor each LHC bunch crossing.
The algorithms are predefined as coincidence (AND), exausind inclusive OR between
the two LUCID detectors.

ZDC

For pprunning the ZDC is mainly used for forward particle studi€seir role as a luminosity
monitor is only relevant within the ATLAS Heavy lon (HI) progm, where they additionally
provide triggers and measure the centrality of the colisio

For pp collisions, the ZDC single-side signals and coincidentesrarovides trigger ca-
pabilities as well as, similarly to LUCID, the possibility teonitor relative luminosity. Since
2011, LUMAT cards have been installed on the ZDC readoutrchraibrder to provide an
online, bunch-by-bunch luminosity measurement.

3.2.2 Luminosity algorithms

ATLAS primarily uses event counting algorithms to measureihosity, where a bunch cross-
ing is said to contain an event if the criteria for a given aiifpon to observe one or more
interactions are satisfied. The two main algorithm typesadpeised ar&ventOR (inclusive
counting) andEventAND (coincidence counting). Additional algorithms have beened
oped using hit counting and average particle rate countvhg;h provide a cross-check of the
linearity of the event counting techniques.

Most of the algorithms used do not measug directly, but rather measure some other rate
which can be used to determipgs.

Lpowerful event processor performing the luminosity aliponis and the function of ROD

36



3.2. Relative Luminosity measurements

The LUCID and BCM readouts are configured with online algorititheg provide the
Online Luminosity Calculator (OLC) with raw counts based ogidal operations (such as a
coincidence on the two sides of the detector) of registevedts, an event being defined as
a signal passing a preset detector threshold. From thex@liBeapplies the relevant calibra-
tions to the raw counts, provides luminosities to onlingldigs, and allows for their archiving
in the COOL conditions database for offline analysis.

The ATLAS strategy to understand and control the systemeoertainties affecting the
luminosity determination is to compare the measuremergs\adral luminosity detectors. The
calibrations can be derived from van der Meer scans [37,@8}/timately using the ALFA
detectors. Figure 3.3 shows the ratio of the integratedrosity from different measurements
with respect to the BCMHEventOR luminosity, obtained using different luminosigtectors
and as a function of time. The absolute scales of the TILE &wl kiminosity measurements
were each pegged to that of BCMEventOR in May 2011 (run 182161, fill 1787). The ab-
solute luminosity calibrations of the LUCID and BCM algorithare those derived from the
May 2011 van der Meer scans.

Figure 3.4 is a comparison of ATLAS instantaneous lumiydsétween LAr, MBTS and LU-
CID (ATLAS run 152409). The LAr instantaneous luminosity @ected for the dead time
in the data acquisition system, and therefore is an estinfatee LHC delivered luminosity
at the ATLAS interaction point. Both the MBTS and the LUCID meath@re not affected by
data acquisition dead time. The uncorrelated method-dkgrersystematic uncertainties are
of order 5% for LAr, LUCID, and MBTS. The curves show only thetistécal error as the
systematic uncertainty is time independent.
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Figure 3.3: The ratio of the integrated luminosity from different measurements with respehe
BCMH_EventOR luminosity, obtained using different luminosity detectors and ascidarof time.
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Figure 3.4: ATLAS instantaneous luminosity comparing LAr, MBTS and LUCID (ATLAS run
152409).

3.3 Absolute luminosity measurement

3.3.1 Using Standard Model processes

Using Equation 1.1 with a process that has a known crossoseotie can determine the
absolute luminosity by measuring the corresponding rateveyer, the final accuracy on the
luminosity is usually limited by the theoretical uncertgion the calculated cross section.
The leptonic decay oV andZ® bosons are often referred to as standard candle processes,
because they have clean signals and are theoretically wadiratood. They have large cross
section combined with experimentally well defined final esathat are almost background
free. Using different sets of PDFs (Parton Density Fungfitreir theoretical cross sections
are at the level of 5% and the experimental accuracy is aetred df 1% or below [39]. Recent
measurements #¥* andZ® boson production cross sections at the LHC are in agreenitmt w
the theoretical values, therefore they are suited to use theaddition for absolute luminosity
measurements. Other processes such as muon-pair produetiovo photon exchangep —
pputu~ could in principle be used as well [40]. Their cross sectian be calculated to a
level of 1%, but their rate is extremely low and the experitakacceptance and efficiency are
difficult to calculate.
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3.4. Absolute luminosity and;q; determination using elastic scattering at small angle

3.3.2 Using vdM scan

The calibration ofoy;s is performed using dedicated beam separation scans, atsankas
vander Meer {dM) scans [38], where the absolute luminosity can be inferrechfdirect
measurements of the beam parameters. The delivered lutyicas be written in terms of
the accelerator parameters and transverse beam [oflled>, as:
- NpN1N2 fr

= 2,3y

(3.3)

whereny is the number of colliding bunch paird; is the machine revolution frequency
(11245.5 Hz for the LHC)n1n, is the bunch population product. During the van der Meer
scan, one beam is moved step-wise with respect to the otharkmpwn distance given by
the magnet settings, called nominal beam separation, tlawgrag for the measurement @i
andy by fitting the rates, as shown for example on figure 3.5(a)duai scan taken in May
2011. The peak ratp\',‘{'sAx can then be compared to the measured luminosity and thdevisib
cross section extracted as follows [36]:
H\D{ISAX _ go_vis _ N1N20yis . I\_/IAXZT[ZXZy
Np fr 2nZXZy

(3.4)

In parallel, the numbers of protons per bunalng) are measured by LHC instruments. The
uncertainty on these bunch currents measurements domthatestal systematic uncertainty
on the determination of the visible cross section.

Measurements of the LHC luminosity have been performed biyAS in pp collisions
at,/s=7 TeV using multiple detectors for relative measurementsvaM scan for absolute
calibration. A relative luminosity uncertainty 6t /. = £3.7% is obtained in 2011 [41].
In the following we will introduce different strategies antethods for absolute luminosity
measurements. They are based on the elastic scatterints exad will provide an indepen-
dent measurement.

3.4 Absolute luminosity anda;o: determination using elastic
scattering at small angle

Elastic scattering is the process where both initial statgops remain intact (apart from
changes in momenta). This is one of the most common procassethe most fundamental
process, where the momentum transfer from one proton tottiex ¢s usually small. The
Mandelstam variablet) is defined as the square of the four momentum transfer andevil
used extensively in this thesis.

t=(p1—ps)® = (P2 — pa)? (3.5)
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Figure 3.5: van der Meelu,s profile ando;s values during a scan taken in May 2011 [32].

where p; and p; are the four-momenta of the incoming protons gmdand p4 their four-
momenta in the final state (in the case of elastic scatterfigtons initial trajectories is then

Ps

P,

Figure 3.6: Drawing of the elastic scattering. The four-momeptaand p, are for incoming protons,
ps and p4 their four-momenta in the final state, a@dor the scattering angle.

deviated by an angl@, calledscattering angle(figure 3.6).t can be written then,
t = —2p?(1—cosh) ~ —(ph)? (3.6)

The last step is valid in thiew scattering anglelimit 6 — O.
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3.4. Absolute luminosity and;q; determination using elastic scattering at small angle

3.4.1 Elastic differential cross section

Elastic scattering has been used for many years as an aidlerstanding the effective size
or any internal structure of particles [42]. The measuredted cross section is actually the
sum of nuclear scattering events, electromagnetic Coulomibesing, and scattering due to
the interference of the electromagnetic and nuclear antgs.

Nuclear amplitude

The rate of elastic scattering is linked to the total intéoacrate through the optical theo-
rem [43], which states that the total cross section is dirgebportional to the imaginary part
of the forward nuclear scattering amplituéig(t), extrapolated to zero momentum transfer
(t—0):

Otot (S) = 4nl[Fa(s,t — 0)] (3.7)

where[] stands for the imaginary part. For— O, differential elastic cross section can be
parametrized as [44]:

do do
@ a9 2o oY

whereb is the nuclear slope of strong interactic%% 0 |Fa(s,t)|? then,
Fn(s,t) = Fa(s,t — 0)exp(—blt|/2) (3.9)
ExpandingF,(s,t — 0), one can write:
Fn(s;t — 0) = O[Fn(s,t — 0)] +i0[Fn(s,t — 0)] = O[Fn(s,t — 0)](p +1) (3.10)
with p the ratio of real nuclear amplitude patrt) over the imaginer one,

B O[Fn(s,t — 0)]
PO =GRS0

Supposing thgb(s) have a neglect variation in the LHC energy scale rafgg,— 0) is then
written as: o

Fa(t — 0) = %(p +i)exp(—blt|/2) (3.11)
Considering that the dispersion energy is negligidlg (E ~ 10~%), and the center of mass
energy §) is set by the dipole magnetic field, we drop out thdependence of the equa-

tions [45].
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3.4. Absolute luminosity and;q; determination using elastic scattering at small angle

Coulomb amplitude

The Coulomb scattering cross section is the square of theitaihg| which can be written
as [44]:

—2ahc

Fe(t) =
1t

with o ~ 1/137 the fine structure constai@(t) the proton electromagnetic form factor and
@ the relative phase between Coulomb and nuclear amplitudes.
The dipolar form factoG(t) is the Fourier transform of the proton spatial charge distion,
and can be written as:

G2(t)exp(—ia) (3.12)

A 2
Gt)=—— 3.13
U= 419
with A = 0.71 Ge\? and slightly changes with the energy [45].
The phase¢) in (3.12) can be written as function of the nuclear sldpe (
(t)=1In 23 (3.14)
PO =M ) % '

with y&£ = 0.577 is the Euler constant [45].

3.4.2 Luminosity determination from Coulomb scattering

Coulomb term is well understood theoretically and can edsslycalculated. An approach,
based on that fact, is to measure elastic scattering dowrctosuallt-values that the cross
section becomes sensitive to the electromagnetic amplitUding this additional constraint
from the Coulomb term, allows determination of both lumitypsind the total cross section
without a measurement of the inelastic rate. This methodused previously by the UA4 col-
laboration at the CERN SPS where a precision of 3% on the aledalminosity measurement
was achieved [46].

The rate of elastic scattering at small t-values can beewriis

ddNte' = LR+ FlA (3.15)
using (3.12) and (3.11), it will be written as:
dNet _ , (4T@*GH(t)  Grotd (P — a@)GA(t) (pyy2) , (1+P) 0 (o)
& 7 ( e t] © 16mhc? © (3.16)

where the first term is Coulomb contribution, second one spoeds taCoulomb-Nuclear
InterferenceCNI), and third one to the nuclear interaction.
Using eg. (3.16) to fit the experimentadpectrum, leads to the measurement of 4 parameters:
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Figure 3.7: The elastic cross section as a function|@fwith gyt = 100 mb,p = 0.13 andb =
18 GeV 2. Contribution of different term is illustrated with different colors, red foumnbian, green
for Interference, and blue for Nuclear term. For< 10-3 GeV? Coulomb term is the dominant one.

luminosity (¥), total cross sectionet), huclear slopel{) and phase of the nuclear amplitude

(p).

Figure 3.7 illustrates the contribution of different antydies in the elastic cross section (as
given by (3.16)). In the very forward directioft|(< 102 Ge\?) the elastic differential cross
section is dominated by the almost real Coulomb amplitude.|tFbetween 10 and 1073
GeV?, the Coulomb and nuclear amplitude are of the same order ofitoag, which make
this measurement possible.

3.5 Alternative methods for absolute luminosity and total
Cross section determination

3.5.1 Using the optical theorem

One can write:
dae|

@ |~ IO IOE) ) = [0 +1)) (3.17)

By measuring the total interaction raig,; and the elastic rateN}dt|;_o in the forward
direction simultaneously, both the luminosity and theltotass section can be determined.
One can use (3.17), and the definition of luminosify= No , to derive:

K% 20t(1+p2)
1677[dNey/dt]i—0
(3.18)
Giot = 167T[dNe|/dt]t%o
Neot (1+ p2?)
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3.5. Alternative methods for absolute luminosity and totaks section determination

Using (3.18) above is the standard way of determining therosity from elastic scattering.
This method requires a precise measurement of the inetagtiovith good coverage in rapid-
ity n. It will be the method used by TOTEM experiment [47] to measainsolute luminosity

recorded at CMS experiment and the tqi@lcross section.

3.5.2 Using Elastic rate extrapolated tad =0

While the determination of absolute luminosity by Coulombmalization is our primary
goal, an intermediate physics plan can be achieved evea €M region is not reached.
The total cross section is one of the basic parameters obhaattering processes. It can be
determined by measuring simultaneously two of the thrdevi@hg quantities: total interac-
tion rate, forward elastic rate and machine luminosity.
The most direct method determineg; by the ratio between the total interaction rate, mea-
sured in a detector with full solid-angle coverage, and threihosity, as shown previously
in 8 3.5.1.
A second method exploits the optical theorem, extrapajatie measured rate of elastic scat-
tering (d\g/dt) tot = 0. In fact, replacind\iot in 3.18 above with? oot gives:

1 ou(1+p%)

Z  16m[dNe/dt]; 0 (3:19)

An absolute calibration of the machine luminosity is thequieed [48] in order to constraint
Oiot- A lot of progress have been done at this stage in the ATLAS.sid precision of
few percent on the absolute luminosity measurements (fgir himinosity runs) have been
reached in 2011, using different algorithms and detectdesice a determination of the total
cross section with an uncertainty half that of the LHC detilteminosity can be achieved. In
this way, the precision in the ratio of a given cross sectieer dhe total cross section will
always be a factor two better than the precision of the absdluminosity obtained from the
machine parameters.

This method have been applied the last 2 years by ALFA, to uredkep ptotal cross section,
using a the luminosity provided by the ATLAS Luminosity gpouMore details about machine
optics parameters, run conditions and measurementsggesaihes later in the data analysis
chapter 7.
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Chapter

ALFA experimental setups

ALFA experiment aims to provide andependent measuremenbf the absolute luminosity

and totalpp cross section, based on the Coulomb scattering strategydited in § 3.4.2.

To do so, ALFA have to reach the Coulomb Nuclear Interfereag®n (CNI), which requests

the measurement of very small scattering angles in the afd@few micro radians. This in

turn requires special LHC beam optics configuration cgdiadllel-to-point focusing optics

It can be used in combination with rather few bunches of larngity compared to nominal
LHC, with instantaneous luminosities in the range of1@m2s1 to 10?8 cm2s71 [17].

This chapter summarizes the ALFA experimental setups. dinseby a description of the

beam optics needed for the measurement. Detectors in usésardescribed, starting by the
roman pot concept, which houses the ALFA tracker and allowgament close to the beam
during data taking. The tracker is fibre based system usingndé-énd electronic technology.

4.1 Required beam optics

Figure 4.1 shows the spacial position of elastic scatteretbps at 23 m from the IP (just
before the LHC focusing tripl&}. Most of scattered protons are quite close to the beam core,
within a contour of 3oy, (oy is the beam width introduced in 8 1.2.3). In other words, detsc
have to be placed close to the beam, in the orderaf, 3o track these elastic protons.
Detectors lower limit movements are related to the machifle@ators position, they are not
allowed to move further than collimators, for safety reasoh conservative distance limit to

LAssembly of three quadrupole magnets used for a reductitireddpticalB-functions at the IPs. The LHC
triplet assembly consists in fact of four quadrupole maghet the central two quadrupole magnets form one
functional entity.
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4.1. Required beam optics

the beam was set in early studieg 120y,

Consequently, detectors should be placed beyond the farugiets, where intercepted scat-
tered protons are well separated from the beam. At thisipasiscattered protons will go

through the LHC optics elements, therefore a good knowlefigjee optics and beam dynam-
ics is crucial for the measurement.
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Figure 4.1: Elastic scattered protons (7 TeV) distribution at 23 m from the IP (just befe focusing

triplet). Scattered protons are quite close to the beam core (shown in termz of,) and can be hardly
detected [45].

Reaching the CNI region at the LHC is a very challenging task.th&tnominal LHC
energy (7 TeV), the strong amplitude is expected to equétieeslectromagnetic amplitude
for |t| ~ 6.5-10~* Ge\? [45]. This corresponds to a scattering afdl@*) of ~ 3.5 urad.

Thus, beam divergence at IB/{) should be negligible compared &. Referring to the LHC
nominal optics in table 1.1e(= 3.75 um rad and3* = 0.55 m), beam divergence is expected
around 3Qurad, therefore the LHC nominal optics do not fulfill expermted requests.

The needs to reach such small scattering angles imposestveryent requirements on the
beam optics and the beam conditions, as well as on ALFA detect

2Later during 2012 runs, detectors reach the distancedyf 5

3To indicate the scale of the difficulty: at the SPS collidez thoulomb region was reached at scattering
angles ofx 120 urad. This large difference is mainly due to the energy déffe but also because the total
cross section increases with energy.
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4.1. Required beam optics

4.1.1 Parallel-to-point focusing optics

The most suitable method concerning the optics employscakedparallel-to-point optics
from the IP to the detector. In this type of optics the betawecillation between elastic col-
lisions and the detector position has a 90° phase differenite vertical planefyy = 90°).
Thus, all particles scattered at the same angle are focus#dtecsame locus at the detector,
independent of their interaction vertex position (see fgli2). Therefore, a transverse posi-
tion measuremefit the detecton), represents an angular measurement at the"tR<(8;).

In this kind of optics the beam is quasi-parallel at thedP £ 0) and must have an intrinsic
beam divergence significantly smaller than the smallestesoag angles to be observed [17].

/,* 4 détecteur

>

1P

eff

Figure 4.2: Parallel to point focusing optic: all particles scattered at the same andiecaised on the
same locus at the detector, independent of their interaction vertex position.

High B* needs

Referring to the beam dynamic notions, introduced in § 1.8,dbhserved positioruf and
angle (/) of the nominal orbit on the detector plane, is related topheicle vertex (*) and
trajectory slope*) at the IP, by the transfer matrix (1.2.4). One can rewrit2{Lusing the
(*) notation, and replacing by 6,:

u= \/g[cos(mp) +a*sin(Ag)|u* + /B B*sin(Ay)6* (4.1)

Considering 2 elastic scattered protons, to the Left (L) arghR{R) side of the IP as
shown in figure 3.6. This is so called back-to-back event, e/iseattering angles are equal

4u(s) can be replaced by(s) for horizontal position ang(s) for vertical one. At the detector longitudinal
position, the(s) notation will be dropped down for all quantities, amgs) will be simplified tou
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4.1. Required beam optics

with opposite sign §;, = —6,r = 6), and both protons came from the same vert&}. (
Hence, taking the difference of the left (L) and right (R) arreasurements the vertex contri-
bution cancels. Using (4.1) one can write:

UL —UR

UL~ Ur =2/ BB Sin(Aw) 6] — 6= —
u

(4.2)

with the effective level arnes sy = /Buf* sin(Agy) and supposing thdtersy, = Leff.ur,
which means an equal level arm on both sides of the IP.LEhe, (= M12 using the matrix
formalism introduced in § 1.4) determines the precisiorhefgcattering angle measurement
(see figure 4.2). Eq.(3.6) can be written as:

—t = p(6;2+ 6;?) (4.3)

Using the position on the left and right IP sides, one can 4s®) o computed;;. Thus, (4.3)
gives thet- value.
Thist-reconstruction method is callestibtraction method.

Parallel to point focusing optics requirAgy = 90° anda™* ~ 0. Eq.(4.1) will be reduced
toy = +/BB*6;. The minimumt-value reachabletfi,) is given by particles scattering only
in vertical plane:

b= 202 — P*Yain (4.4)
min = P~ Opin = BB .
whereymin is the smallest distance possible between the center ofethim land the edge of
the detector. It can be written as a multipig beam width &y) at detector position:

Ymin = NOy = N/ &N B (4.5)
Using eq.(4.4) and (4.5)in can be written as:
—tmin = p°nen/B* (4.6)

Thustmyin depends on the distance of the detectors to the bagrthé emittancegy), and
on beam envelope at 1iBY).

Early studies in [17] have shown that, using a normalizeditantegy of 1 um rad,
and a minimum distance to the detector corresponding =015, tmin ~ 6- 104 GeV can
be reached for #* of 2600 meters or larger. Taking the detector geometry danep into
account, therefore detector has to be placed at a closandesbf abouh = 12.

In this study, possible beam instability was taken into aotpowhich imposes limits on
the minimum distance of approachi{n). Eq.(4.4) shows that,, is proportional to 133*.
For B* = 2600 m, and supposing thgi, is limited to 1.5 mm, consequently, this imposes
additional requirement on the optics tHat(at the detector longitudinal position) should be
larger than 70 m.

Nominal optics requirements are then summarized by:
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4.1. Required beam optics

minimumtforn=8
minimumtforn=5 =&

3 I minimlum tforn =I12 —a—
0.1

0.01 i

“tmin (GeV7)

0.001

0.0001 : - . . o
0 500 1000 1500 2000 2500

Betatron function value (m)

Figure 4.3: Evolution ofty,;, values as function g8*, for three different detector positions € 5, 8
and 12), with 3.5 TeV energy and with a normalized emittance equals tq@a7&d [49].

* B* > 2600 m at IP ang8 > 70 m at ALFA stations,
* AYy =90°, a* =~ 0 and negligible dispersion,
e ey <1lumrad.

Table 4.1 shows full higls* optics parameters.

Under these conditions the beam will be stretched in thecadgilane, at detector longitudinal
position. Therefore parallel-to-point focusing opticgsjuges detectors only in the vertical
plan.

Table 4.1: High beta opticsf8* = 2625 m) parameters for beam 1,48= 7 TeV beam energy and for
an emittance ofy = 1umrad. The "—" is used to separate parameters of the inner and outer stations a
the same side [49].

IP RPs
& (umorad) 1.0 pBc(m) 95.2-97.9
By (m) 2625 Py (m) 123.9-117.1
By (m) 2625 oy (um) 113-114
a* 0.0 gy (um) 129 -125
Dy (m) 0.0 oy (urad) 1.19-1.17
Dy 0.0 oy (urad) 1.04-1.07

o*(mm) 0593 Ayy (2m) 0.534—0.541
0¥ (urad) 0.226 Agy (2m) 0.247 —0.252

Recent studies in [49] summarized in figure 4.3, have shownthieaCNI region can be

49



4.2. Roman Pot structures

reached in three different scenarios, which depend on #tardie that detector can reaci. (
This figure shows the variation &fin as function of3*, for different cases:

1. n=12, CNI can be reached f@* ~ 2600 m;
2. n=28, CNI can be reached f@* ~ 1100 m;
3. n=15, CNI can be reached f@* ~ 500 m;

with energy of 3.5 TeV and a normalized emittance of 3un%rad.
Moreover, these scenarios reveal the importance of havingwable detectors, which can be
adapted to the beam conditions and measurement needs.

4.2 Roman Pot structures

TheRomanPot (RP) technique has been successfully used in the past for nezasuts very
close to the circulating beams in a number of experimentsfiarent accelerators, such as
UA4 at CERN [20], CDF and D@ at Tevatron [23, 50].

The ATLAS RP design has been derived from the TOTEM design aaptad to the ATLAS
constraints. They have been designed to approach theritadkitectors (scintillating fibre-
based) at about 1 mm (with the hi@ti designed optics) from the circulating beams. A sketch
of the RP concept is shown in figure 4.4, in retracted positiah\&arking position. The
working position will bring the bottom surface of a pot to animal distance from the beam.
The positioning of the pot will have to be agreed with the LH@ aan only happen when the
pots are in the shadow of an upstream collimator. The RPs aateld at about 240 m from

Retracted position Working position

Figure 4.4: Roman pot concept: on the left the retracted position is shown where theftatésl out
from the beam; on the right in working position, the Pot is approached up to 11@m,) from the
coasting beam.

the ATLAS interaction point on both sides. The chosen positietween the sixth and seventh
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4.2. Roman Pot structures

qguadrupole is shown in the schematic layout given in figube @ d was decided taking into
account optics studies and LHC setups constraints.

ATEASTP g1 g 03} D1 2od  as| og[ (™ [ |7
A5 NOXA MOXB  MQXADF] NBXW TN MBRC MM MOML| MOM
Y G nEnImEEl | =] IB seamt [ 1] [H6E ] 1
i f L LI LU L | L 1L n;;z L] iJ]::]i#;i
2 m 2 ALFA Roman Pot stations

Figure 4.5: Schematic layout of the LSS1 near ATLAS with the proposed location of thet®iBrs
(one side).

Two RP stations separated by a distancexot m, are installed at each side of the IP
(figure 4.6). The complete system comprises in total 8 pats.ufhe space for the these units
are limited by dump resistor boxes (DQRS) that are necessauimping the current of the
main magnets in case of quenches.

Figure 4.6: 3D view of the roman pot station on one side of IP.
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4.2. Roman Pot structures

4.2.1 Roman pot mechanics

The RPs have been designed to satisfy the strict requiremishé$ector positioning precision,
and also the constraints of the LHC accelerator. The deteatal the read-out electronics are
physically separated from the LHC primary vacuum. Thisvadidhe independent moving
of the top and bottom pot to nominal position, via a high pieei roller screw, moved by
a step motor. The screws, the motors and the positioningpsease developed by the LHC
Collimators group. Each unit is composed of a main body enguhe needed stiffness of the
system, and two sets of movable arms, each able to ensuregtisgvertical movement of
the two pots. A 3D view of a RP unit is shown in figure 4.7(a).

The precision of the coarse positioning will be determingdhe reading of the Linear Vari-
able Displacement Transducers (LVDTSs) position sensorswea on each Unit. More details
about LVDT measurement can be found in [17] (8§ 4.4). The w@tarelative position of the
two pots, will be determined with high precision by overlagiettors.

T al
g *ll- |."| i = e. ‘
f "E-j.r z__. = - :
i, |- p __‘:-:..! ) { @
~—— ] E/ —
]
(a) ARP Unit (3D view). Itis possible to see the (b) Roman pot Unit design. On the right the top
support and the specific shape of the base plate to Pot is completely in the vacuum chamber, while
have enough clearance from the DQR connectors the bottom is in retracted position. On the left
and cables. On the right the position of a BPM is one can see the Compensation System.

shown.

Figure 4.7: Schematic view and design of the roman pot station [17].
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4.3. Scintillating fibres detector

4.2.2 The Pot

A secondary vacuum minimizes also the deformation indugethé LHC primary vacuum
on the bottom window of each Pot (figure 4.8). The Pot will leotie detector and therefore
its design had to take into account the constraints impogehledtracking detector as well as
the compatibility with the movement system and the rest @eRP Unit. The thickness of the
Pot walls is of 2 mm, while the thin window is only 150m thick. That allows minimizing
the distance between the beam and the detector. The thimwiallbws placing the detectors
at a distance of about 1 mm from the beam and minimizes the minodunaterial in front of
the detector [17].

Due to the LHC primary vacuum the two pots of each unit will h#lgd into the main
vacuum chamber with a force of about 2.7 kN. In addition, trevigy force due to the mov-
able parts weight and the detector and read-out weightg, foalve taken into accounts. The
compensation system, illustrated in figure 4.7(b), coasikan interconnected vacuum cham-
ber with two bellows of a diameter larger than the main vacwh@amber ones. They allow
having an over compensating force of about 3.6 kN [17].

Top flange

= i/ a
| Rectangular b
spacer \

Bottom flange

e
Rectangular
. gl

detector housing _ 1
- K
Overl Thinner wall 5
verap Thin window

extrusions

(@) (b)

Figure 4.8: 3D view of the outside (a) and the inside (b) of ALFA pot [17].

4.3 Scintillating fibres detector

The detector consists of two active parts dedicated for kiggrgy protons detection. The
first, theM ain Detector MD), allows the reconstruction of elastic scattered protahgpftom
interaction point. The secor@verlapDetectorsQD), detects particles beam halo, to measure
the distance between the top and bottom detectors (MD).
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4.3. Scintillating fibres detector

4.3.1 Requirements

This 8 summarizes tracker detector requirements, takitagaocount LHC challenging con-
ditions, and physics needs.

Good radiation hardness

Designed detector will be exposed for two main sources dhtad: interaction point, and
beam halo. A study in [51] indicates that accumulated dossdeeach 19-10° Gy/yr close
to the beam (215 m away form the IP and at a distance ofi)%t a luminosity of 16
cm?s 1 andB*= 0.5 m. Scaling down to a luminosity of 40cm—2s~! gives accumulated
doses of 0.01-0.1 Gyl/yr [17]. Notice that a realistic rugngtenario for elastic scattering is
of order one week.

A rough estimate to the radiation contribution from beanohal[17], gives a dose of 10-100
Gylyr. Thus, the halo contribution dominates completelg artotal radiation hardness up to
100 Gylyr is sufficient.

Dead space at the detector edge

The amount of dead space at the edge of detector, i.e. thefsthe insensitive region, is
a critical parameter. It is important to minimize this spé@@pproach the beam as close as
possible, and in this way maximize the acceptance for sma)l\(alues.

Spatial resolution

The spatial resolution of the detector has to be signifigasmialler than the spot size of the
beam at the detectar, in order not to be limited by the detector resolution. Wittpatssize
of 130 um (table 4.1), a spatial resolution of about @ is considered adequate.

It is also necessary to measure the direction of the protiothe @etector in order to be able to
remove background. With a lever arm of 4.14 m between adf@&en, a detector resolution
of about 30um is again adequate for this purpose [17].
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4.3. Scintillating fibres detector

Electromagnetic shielding

For detectors and electronics operating close to the bearaléittromagnetic radiation from
the circulating bunches induces pick-up noise. Thus it gartant to have detectors with low
sensitivity to the electromagnetic pick-up or to instalegdate electromagnetic shielding. In
turn, such shielding contributes to the dead space betwedneam vacuum and the sensitive
part of the detector, and will limityin.

4.3.2 Scintillating fibre detector

A tracking detector based on scintillating fibres was abléutfill all of the above require-
ments in a simple and cost effective way. Scintillating pta$bers are intrinsically edgeless
particle sensors. They are immune to signal pick-up fronctrailating LHC beams and do
not require cooling, which facilitates operation under wanwnd integration in the RP.
These detectors have proven their excellent performameadyt in many HEP experiments,
e.g. in the UA4/2 experiment at the pp collider at CERN [20, B2]the fibre tracker of the
DO experiment [50] at Fermilab.

Fiber trackers are simple in construction and operatioreyTdo not need any internal cali-
bration and can work at very high flux. Their sensitivity uphe edge is just limited by the
inactive cladding 410 um).

Based on that, ALFA designed 2 different tracker systemsr{mieiector and overlap detector)
for different purposes, and they were mounted in the RP streict

Main Detector (MD)

The main tracker consists of 20 layers of 64 fibers. As showfigure 4.9(a), layers are al-
ternately oriented at-45°, which allows to reconstruct theandy positions of the charged
particle. This configuration is called UV, where U and V chéedeze perpendicular orienta-
tions of the layers. The fibers are glued on a Ceramic plate 131@ns thick (see figure 4.9(b)
and 4.10(a)).

Some fibers (24 fibres) have a 90° cut at the end. The other 48 fipercut at 45°. This
is done to get the fiber as close as possible to the RP windowshaneby to the beam as
suggested by detector requirements 8§ 4.3.1. Fibers areccoath aluminum at the end to

make a mirror and to increase the reflectivity index.

Ten layers (10 U and 10 V), staggered by multiples of 0.5 m#i2/10 = 70.7 um, are
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4.3. Scintillating fibres detector

4

Titanium substrate

scintillating fibres

detector

Titanium wedges

> Bottom
detector

G10 substrate PMMA sheet

(a) 20 layers of 64 fibers. Layers are alternately (b) The pieces to make a detector plan. The green
oriented at-45°, which allows to reconstruct tixe fibers make up a V layer. The purple fibers make
andy positions of the charged particle. In red: the up a U layer.

detector acceptance.

Figure 4.9: Main detector fibres arrangement of one layer, and photo of a fibrewector.

assembled through precisely machined hardened steelshtadprecision pins to a detector
with an effective fiber pitch of 5@m. Its ultimate spatial resolution, ignoring any geometrica
imperfections, isx = oy =50um /12= 14.4um. Thez-spacing of the planes is 2.3 mm. The
staggering step of 7im per plane means that the fibre positions are aligned undangie

of 28 mrad relative to the z-axis. To achieve optimum spa#ablution with this detector
concept, the beam divergenaganday must be small compared to this angle.

The fibres are routed over about 25 cm to a connector flangdigsse 4.10(b)). Groups
of 64 fibers (8x 8 fibres with a pitch of 2.3 mm) are glued into O-ring sealednamtors
which fit into this flange. The scintillation light is then celhy photodetectors with matched
read out pitch which are mounted on the opposite side of tihh@exior flange, without an
optical contact medium.

Overlap detector

Have a different layers arrangement, and it's dedicategltomheasure distance between upper
and lower MD edges. The precision of this measurement isdapédt the luminosity and total
cross section measurement as we will see later in chaptev&l@gp detector calibration),
where the overlap concept will be introduced, followed byedidated calibration study.
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(a) Photo of detector plane. The fibers for the V (b) Fiber connectors on an ALFA detector. Groups
layer are shown. The fibers for the U layer are on of 64 fibers (8 x 8 fibres with a pitch of 2.3
the back of the titanium substrate. The 45° fibers mm) [53].

are not cut yet [53].

Figure 4.10: lllustration of the main detector layers.

4.3.3 Trigger scintillators

Both ALFA main detectors and overlap detectors are equipptddedicated trigger counters
which define the active area. As the fibres are also sensititleei part which is only used as
light guide, the trigger counters avoid false hits in thistparich can be generated by beam
halo particles. A conventional fast plastic scintillatde tof 3 mm thickness, whose shape
matches the overlap area of the U and V fibres and which is redutitectly in front of the
10 planes, generates a local trigger signal. Similarlytaregular scintillator tiles of 15 6
mm? are mounted in front of the two active zones of the overlapatets.

Uniform response is a key requirement to the trigger cosn#&ny position dependence would
lead to distortions in the measuredistribution or, in case of the overlap detectors, to false
position reconstruction. Consequently, efficient lightglowg and guiding is required. Tests
with compact and flexible wavelength shifter bar readouésuds revealed a marginal number
of detected photons{(10) and consequently the risk of efficiency variations. Tdietdlation
light is collected and guided to small single channel phatitipliers (Hamamatsu R1635,
8 mm) which, for simplicity, are located on the vacuum siddhef connector flange. The
yield, measured with a Sr-90 source, was of the order 40 wetqgahotons, which promises
100% detection efficiency over the full surface.

Figure 4.11 shows the real arrangement of the fibre layersrmygers. It also shown how
the fibres were connected to the Multi-Anode photomultiglda connectors.
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4.3. Scintillating fibres detector

Figure 4.11: Photo of the full detector, before insertion in the RP. It shows position cfreifit com-
ponents, layers arrangement, and fibres connections [54].

4.3.4 Multi-Anode photomultiplier

The scintillation signals of the tracking detectors are kfiegd by 64 channel Multi-Anode
PhotoMultipliers (MAPMTs) Hamamatsu R7600 (shown in figurg23. The light signals of
traversing protons are directly guided by the scintillgtfibres to the 8 8 pixel grid at the
photo-cathode of the MAPMT. The length of the light guidesal®ut 25 cm and a signal of
typically 4 photoelectrons is generated by a charged pau&ssing a fibre.

The signals of the 1280 fibres of each MD are amplified in 20 MARM Three more
MAPMTS are used for the 8 60 fibres of the ODs.

With 10 amplification levels, they reach a gain ofMith a voltage of 900 V. Each channel
is 2x 2 mn? and separated by 0.3 mm. The detector fibers (main layers\athp layers)
are glued into fiber connectors (shown in figure 4.10(b)),cwhiepresents the intermediate
support between fibres and MAPMT inputs.

This MAPMT choice, fulfill ALFA main requirements [17]:

 high quantum efficiency at the wavelength of maximum skation;
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4.3. Scintillating fibres detector

capability to detect single photons;

fast signal characteristics to allow unambiguous ideriifoy of LHC bunches;
high gain in order to allow the use of simple read-out etzuts;

relatively low cost per read-out channel,

robustness and reliability;

moderate radiation hardness;

Figure 4.12; Left: the MAPMT from the front. The windows of each channel are shoRight: The
MAPMT from the back. The vacuum pin (white) and the pins are showre CEmter 64 pins are for
each MAPMT channel. The outer pins are the voltage for each dyn@&de [5

A sufficiently high light or photoelectric yield is a key regement for good detection
efficiency and finally spatial resolution. The expected phkt#ctric yield

Npe = Nscintaccétransp&re fl Egap€Qe s 4.7)

where different parameters are respectively:

* Nscint IS hnumber of scintillation photons generated at the Minimomization Parti-
cle(MIP). The energy loss in polystyrene is 2 MeV/cm and ttation yield of 8300
photons/MeV. With fibres of 0,48 mm of active spablgsint = 2 x 8300x 0.048= 797
scintillating photons

* gacc = 0.042 is the geometrical acceptance factor of a rectangular fib

* &ransp= €XpP(—30/70) = 0.65 represents the transport efficiency due to optical absorp
tion

* &efl = 1.58 (resp. 1.42) for 90° cut (resp. for 45° cut) is the gain adueeflection from
the opposite fibre end

* £gap= 0.9 is the transmission at the fibre-air-glass interface witlamy grease

* £0.¢; = 0.14 represents the effective quantum efficiency of the MAPIViS.the product

59



4.3. Scintillating fibres detector

Crosstalk

/

Scintillating fiber
Scintillating fiber
Scintillating fiber

Figure 4.13: Light transition from the scintillating fiber to the MAPMT. A fraction of the light hits a
neighbor MAPMT channel. This fraction is label crosstalk [53].

of quantum efficiency at 450 nm(0.2) and photoelectron collection efficiency 0.7)
which was communicated by M. Metzger, Hamamatsu PhotoBw#zerland, for the
R7600-00-M64 MAPMT

Eq. (4.7) leads tdpe = 4.3 for fibers with a 90° cut and 3.9 for fibers with a 45° end cut.

A photoelectric yield of 4 promises an excellent single fitbegection efficiency. An optimistic
estimate can be derived frogge; = 1 — P(0,4) where RO, 1) = exp(—p) corresponds to the
Poissonian probability to have zero photoelectrons wheratlerage number ig. From u

= 4 follows a single fiber efficiencyyet = 98.2%. This simple estimate ignores geometrical
inefficiencies (cladding, glue between fibres) and assuhmgsatsingle photoelectron can be
detected by the data acquisition system with 100% efficiency

Cross talk

Channels cross talk can be produced or detected at diffetage.s The aluminization of
the fibres suppresses efficiently propagation of the prirsamytillation light between fibres.
Apart from coupling effects in the electronics chain, then@ain two further sources of cross
talk:

» Optical cross talk at the level of the MAPMT input window eetresult of photo hitting
a neighbor channel by a direct pass as shown in figure 4.13tlonwultiple reflections
in the MAPMT input window. With an average of four photoelects per fiber hit, the
amplitude of the crosstalk signal is at the peak of the sipgleoelectron (figure 4.14).
The rate is 1.3% (resp. 0.4%) for the direct neighbors (rdggonal) in MAPMT.

« Delta ray’ phenomena can also produce cross talk in layer adjacens fibrehis case
the signal amplitude is expected to be of the same size astin@ aignal and a discrim-

Sused to describe any recoil particle caused by secondaizaiion.
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ination is not possible. The rate of crosstalk due to thesateus respectively 3.7%,
1.3% and 0.9% over the three nearest neighbors of the cébeal

We notice that contribution of electronic cross talk is mgigle since measurements have
shown that it may appear only with more 10 detected photcelestdetailed in [45], § 5.2).
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Figure 4.14: Comparison between charge signal spectrum of typical fibre hit eveat {iptical cross
talk (middle), and physics cross talk [55].

4.4 Readout electronics

The knowledge of the fibre hit is sufficient for tracks recomstion in the fibre detector, as
long as the fraction of cross talk and the induced noise arataiaed small. The results from
the test beams shows that those conditions are fulfilled réfbee, a binary readout system
were chosen instead of analogue readout.

Before the description of the ALFA readout system, let’s éfe@st the main requirements (as
described in [17]), which take into account the limited spand difficult access conditions:

» Channel-by-channel adjustable amplifier gain to comperisathe MAPMT gain spread
» High speed: it must be possible to associate signals umpmbsly with a LHC bunch
crossing
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» Adjustable threshold with a minimum setting af 0.5 pe) in order to guarantee high
detection efficiency. A common threshold for 64 channelsteptable if the gains can
be adjusted

* Negligible cross talk between channels (less than 3%)

» Compliance with standard ATLAS read-out scheme

* Integration and Compactness: the restricted space in thenRRoement requires to
design a front-end electronics which is highly integrateel, which deals with the
64 channels of one MAPMT, and which can be mounted directlyhenback of the
MAPMT, respecting the 40 mm grid of the MAPMT arrangement loa pot

* Reliability and robustness: the RP detectors are locatelaein.HC tunnel, about 240
m from the ATLAS cavern, making interventions extremelyfidiflt. The electronics
moves together with the RPs between beam and garage position

» Radiation tolerance: the radiation environment duringstiecific luminosity runs is not
expected to pose serious problems for the electronics. imaghysics runs, once the
LHC machine is operated at close to nominal luminosity, thietdating fibres would
soon suffer from radiation damage, and, at a lower degreeglkctronics could be
degraded as well. It is therefore foreseen to dismantle amdve the detectors and the
electronics parts from the pots. The connectivity of theesysmust allow for a rapid
removal/installation of the system

4.4.1 PMF: PhotoMultiplier Front-end electronic

The first part of the electronics readout is located on a staékinted Circuit Boards (PCB)
located atop of each PMT tube. The assembly of the PMT witHPBB, connectors and alll
components is named PMF (PMF electronics figure 4.15). Itaderof a MAPMT and three
boards (3 cmx 3 cm) in its shadow:

* the HV board which brings the high voltage to the MAPMT

* the passive (or intermediate) board which routes the 8goaonnectors located on the
edge

* the active board which has the read out chip MAROC (Multi AadreadOut Chip)
directly wire-bonded on the PCB on one side and a FPGA (Lattinghe other side

Inside a PMF, each PMT anode is connected to the input of caweneh of the 64 channel
readout chip MAROC. MAROC (Multi Anode ReadOut Chip) is a 64 itgpASIC which
allows correcting for the gain spread of MAPMT channels Hsato a 6 bits variable gain
preamplifier. For each channel the signal is shaped (fapiesha5 ns) and discriminated to
produce a trigger output [56].

A multiplexed charge output is also produced both in analahdigital thanks to a Wilkinson
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Figure 4.15: MAPMT with full PMF mounted: MAPMT + isolator + spacer + voltage divider ‘aspr
+ isolator + passive board + active board.

ADC. The block diagram represented on figure 4.16 summaieeditferent features of this
chip [56].

The option of reading out the analogue amplitude (slow shpath) of signals through this
multiplexer is maintained for the commissioning of the dete This feature is not used
during normal operation.

The MAROC chip is required to have a detector efficiency of%@0r signals larger than 1/3
photoelectron. The crosstalk between neighboring chanadietter than 1%. Additionally
the charge measurement should be feasible up to a signalpsf@6electrons with a linearity
of 2%.

The PMFs will be arranged in a 5 by 5 matrix for each RP. Eachdinep to 5 PMFs
will be linked to the motherboard through a kapton cable.okalt23 PMFs per RP will be
installed, 20 for the standard scintillating fibers layard & for overlap detectors.

4.4.2 Triggers system

The trigger system is based on scintillators presented i8.84The motherboard (located on
each Roman pot) combines the signals of various scintiasishown in figure 4.17: M1 and
M2 triggers scintillator for MD, OL and OR for overlap right@teft side. The motherboard
must also manage the trigger system used in case of catibratithe electronic chain with
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Figure 4.16: Simplified diagram of a MAROC channel chip (in its second version). Tditerent
possible signal paths can be distinguished: the slow shaper for analog antpunipolar and bipolar
shapers for digital output. Passage using the fast unipolar shapéiigidighted in red and will be
used for the measurement [45].

M1 _.D
:D—:D
M2 _.D_ Air core
. D
OR __D
LED _,D
Enable Data

Figure 4.17: Triggers logic motherboard scheme [45].

LEDS.

According to the chosen configuration, a trigger signal Wwél sent, via air-core cable
(figure 4.18), to the CTP (Central Trigger Processing) in USA4Bich will receives eight
different signals from eight detectors in the LHC tunnele3é air-core cables are fast cable,
with a transit time less than @s, which allows a temporary storage of the events in the
pipeline. The main feature of these cables is their veld€it93 c) and wide dynamic range
up to 4.9 GHz.

SLED is used to create a test signal, injected at the scitititidibers side of the detector. This will be used for
the commissioning of the electronic system, and can not &e tescheck the calibration of the photomultipliers.
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Figure 4.18: Global scheme of the ALFA trigger logic system. A scintillator locally detects ageth
particle. The decision of storing the event is made at the ATLAS CTP. GOLaf@i@ptical Link)
transmits data from the motherboard to the ATLAS acquisition system. The datasdashin the
ROD (Read Out Decoder) are then sent to the ROS (Read Out Systemns) alhthe data acquired by
the ATLAS sub-detectors is processed [45].
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Figure 4.19: Triggering an elastic event, where green stations represent a fired fitgde

The coincidence between the various detectors is perfoahéaie CTP, which look for
some predefined triggers coincidence configurations betwéierent detector online. The
primary elastic recording signature (shown in figure 4.193% fired triggers, two for top de-
tectors on one IP side, and other two for bottom detectore@nther IP side (and vice versa).
A list of triggers needed for the analysis is reported in [34ith the 2 primary triggers con-
figurations for elastics, and other configurations for backgd studies, diffractive events,
overlap detector analysis, ...

Once decision is made at the ATLAS CTP, it will be sent back eoNtotherboard. Mother-
board storage pipeline should be synchronized with the CTRedsave a delay of fewus.

If the CTP decision is to record event, then GOL (Gigabit Optigak) transmits data from
the motherboard pipeline to the ATLAS acquisition systetme @ata reaches first in the ROD
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(Read Out Decoder) are then sent to the ROS (Read Out Systeng alhthe data acquired
by the ATLAS sub-detectors is processed.

4.4.3 Motherboard

As mentioned before, the complete data acquisition is paed at the Roman pots. For each
detector, 3 main objectives have to be achieved:

* collect the data from the 23 PMFs

» ensure the long distance connection to the ATLAS acqaisiystem

» control the motherboard operation using the ELMB systemi{gdded Local Monitor
Board) developed at CERN

The layout of the motherboard is shown in figure 4.20. Triggetures are integrated in a
printed circuit board called mezzanine. Figure 4.21 prissiés features. The functionality
separation between the main part of the motherboard and ¢zeamine is purely technical:
it helped to lunch the motherboard production, while thgger features were still under
discussion.

L POWER
~ Motherboard f—

DATA | ROD
"l | (USA15)
TTC
Module
(USA15)
TTC CAN BUS
> f—=

Figure 4.20: The motherboard diagram. Raw data from the PMFs are transmitted to FPGA-KLFA
The ALFA-M collects and arranges data, which corresponds to the saeneand transmits them via
the GOL in the ROD USAL15 located in the ATLAS cavern [45].
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Chapter 5

Overlap detector calibration

This chapter deals with th®verlap Detector OD), aiming to measure vertical distance be-
tween upper and lower detectors of an ALFA station. Firstigeds an introduction to the OD
design, measurement needs, precision challenge, and teabnstruction algorithm. Second
section is focused on the technical details of OD calibratioring CERN test beam, in Octo-
ber 2010, few months before the installation of ALFA stasiamthe LHC tunnel. It was the
first check of the overlap detector performance and preagisising high precision telescope.

5.1 Detector needs and precision challenge

As shown in previous chapters, the luminosity determimatioATLAS requires an absolute
knowledge of the transverse momentum for elastic eventgshahill be determined from
the scattered proton angl@*). Consequently, it is derived from the transverse coordinat
x-y measured with ALFA. Therefore, the absolute measuremetiteofietector position with
respect to the LHC beam spot is a crucial point, and the pogcisith which the distance
between the two detectors is known has a direct consequenites aincertainty of the lumi-
nosity. Earlier simulations have shown that, for the hgloptics, if upper and lower detectors
approach the beam to 1.5 mm, a systematic shiftyof 15 um represents a positioning error
Ay/y of 1%, and consequently an angular erf/6 of 1%. This implies a 2% error in the
luminosity. So to reach 1-2% af’ determination, distance between the two half detectors
has to be known with a precision of about gt [57].

The vertical distance between the two detectors can bendieted by dedicated detectors,
called the Overlap Detector (OD), designed only for thispose. They are used to measure
only the vertical coordinate. Two ODs are mounted below (abdve) the actual detector
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5.1. Detector needs and precision challenge

planes. They move with the detector planes and their relgiosition to those is fixed and
well known (TB calibration). The ODs detect particles in Heam halo region. The active ar-
eas of the ODs begin to overlap when the detector halves agpeach other. This technique
is challenging as one does not have a proper simulation dbehen halo, and there was no
idea if it would work with good efficiency.

(a) Frontal view of the full detector assembly with (b) Photo of an overlap plan. One layer of fibers is
the overlap detectors (blue). The red spot and the shown. The other layer is on the back of the tita-
circle in the center represent the beam axis and the nium substrate and has fibers next to the titanium
beam tube (diameter 50 mm). edge.

Figure 5.1: (a) illustration and (b) photo from a frontal view of the Ovelap detector.
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Figure 5.2: Top view of the detector assembly. The first three planes (blue) belong tvénkap
detectors. The overlap triggers are also shown (red). Units in mm.
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5.1.1 Detector design

The overlap detectors consist of horizontally mountedtsleiting fibres of the same type
and size as the main detector ones. An OD comprises 3 plan&8 fifres. Two planes
are vertically staggered by 166 and 3@#&, respectively, from the first one. They cover
an active area of & 15 mn?. The horizontal fibres are bent by 9@nd routed upwards
to the MAPMTs. They are connected to the front end electeoimiche same way as MD
fibres. In order to maximize the bending radius of the fibres,30 fibres are split into two
layers of 15 fibres each which are mounted on the front and délok& bide, respectively, of
a titanium substrate support plate. Two 3 mm thick plastintdi@tors cover the OD active
area, and act as trigger counters. Front and top view of tedayy detectors integrated with
the main detectors are shown in figure 5.1 and 5.2. The desawted to be located in special
extrusions of the Roman Pot. The design of the ODs is a compsbetween manifold
physics and technical constraints. In the horizontal ptheedistance between OD edge and
the beam axis is 19 mm which means that about 2/3 of the aaiiface is inside the beam
tube radius of 25 mm. The longitudinal distance betweenwoeQD sets is 46 mm. The ODs
start to overlap when the two pots are at 8.5 mm from the beasn &ke maximum vertical
overlap is 15 mm. The overlap detectors provide the coordinérmation in discrete steps of
500/3 = 166.6 um. The difference of the hits in the two detectors can also easured only
in discrete steps of 1666m. Differences smaller than 166.6n are derived by averaging the
measured differences over a sample of events with sufflgilEmge statistics. The achievable
precision of such a measurement is discussed below. Thgrdess the unwanted feature that
the second overlap detector is located vertically on theesi@wel as the bottom face of the
first Roman Pot (figure 5.5(a)). This means that a fraction®pttotons which go through the
second overlap detector had a chance to interactaw@® mm of stainless steel [57].

Ideally the overlap measurements are made with TeV protdmshware transported par-
allel to the primary beam. Therefore, the overlap detecsbiauld be included inside the
aperture of the beam tube with a diameter of 50 mm, moreowotild be within the aper-
ture of the beam screkémhich at this position has a horizontal diameter of 44 mm.s@letof
this limit the composition of the beam halo may be dominatedhower particles originating
from hadronic interactions of the beam with collimators atrdctural components.

5.1.2 Reconstruction algorithm

Reconstruction algorithm transforms signals on fibres, #edhits, to a spacial position us-
ing fibres metrology files. All fibres (MD or OD) are defined bylape, intercept and depth

lperforated tube inserted into the cold bore of the supereciitdy magnets in order to protect the cold bore
from synchrotron radiation and ion bombardment.
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5.1. Detector needs and precision challenge

(or layer number), in the detector reference system.

The MD track reconstruction and selection are developeterréference [45]. This section
concerns the track reconstruction in the overlap detector.

The reconstruction algorithm scans all fibres and seletgslbhthen locates them using metrol-
ogy files, and finally, combines fibres information to recamstis tracks. As the OD is made
of only 3 layers, fibres hits are considered a track, only ib8fs from different layers over-
lapped, by projecting them on tlyeaxis. Projection method will be detailed in the following.
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(a) Drawing shows a part of overlap detector, where (b) Overlap detector event vieweg-axis here
a track (red) hits 3 fibres (green). Some random fi- refer to the OD reference system. Active fibres
bres show signal too, due to a cross talk or electronic are projected over thgaxis using there real po-
noise. Fibres position and width is known using the sition and width. In this example one can dis-
metrology file. tinguish a track around 4 mm with some noisy

fibres.

Figure 5.3: lllustration of an OD event with a real hit.

5.1.2.1 Single track algorithm

Figure 5.3(a) illustrates the case of a single track pagbirggigh the overlap detector. Green
fibres are the hits. Track position is then given using megylinformation of at least 3
overlapped fibres in the 3 layers. Figure 5.3(b) shows thggtion of fibres activities with
respect to their positions and widths. Result of this prapecis apeak of height 3 (refers

to the number of overlapped fibres) around reconstructett pasition. Precision of recon-
structed position is the peatidth. Other bumps around the peak may come from cross talk
between fibres or any other noise. Ideal detector, with desigtaggered plan, gives a recon-
struction width of 166um, for any position. In realty this is not the case. It depemshe
detector metrology, and differs from one detector to anothe

The single track algorithm requires 3 main conditions foorestruction:

* minimum of one fibre hit per layer
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5.1. Detector needs and precision challenge

* projection of fibres activities op-axis gives only one peak of 3 overlapped fibres
» peak width (or track precision) is less than 0.5 mm, to awoabs talk

Glue separating fibres, and fibre inefficient longitudinajeiform a kind of non-active ma-
terial gaps. Particles passing through these gaps won¢teeiéd. However, the way that the
3 layers are staggered makes impossible for a particle to §aontinuous gaps. The average
gap width is estimated ter 30 um (=~ 10 um for fibre edges anek 10 um or less for glue).
About 12% of the total tracks crossing the OD pass throudieraint layer gaps. This will
affect the reconstruction algorithm as it requests for@stl& fibres hits from different layers.
In order to increase the reconstruction efficiency by resy¢he gaps effect, an additional
loose option was added to the algorithm. This option allogvrfconstruction of tracks using
only two overlapped fibres instead of three. Therefore, iy mat be useful in some cases,
especially in high background data taking conditions.

5.1.2.2 Multi tracks algorithm

The needs to develop this algorithm appear after the first @&ing. It was due to the high
activity detected in the LHC tunnel, as explained in § 6.6e @&m was to improve statistics
by increasing the number of reconstructed tracks per OD.

It follows the same procedures as single track algorithntrimmks identifications. Two more
conditions are required in addition to the previous aldnit concerning total tracks number,
and separation distance between them.

Multi tracks algorithm conditions are:

minimum of one fibre hit per layer

projection of fibres activities opraxis gives at least one peak of 3 overlapped fibres
peaks width (or tracks precision) are less than 0.5 mm, @éaasross talk

separation distance between two peaks (which pass comsliibove) is more than 1
mm

* maximum number of reconstructed tracks is fixed up to 6 per OD

Figure 5.4 shows some of the various multi tracks cases,entherred color represents the
algorithm rejection and green one represents the accapigdt In the (a) case the algorithm
succeeds to reconstruct two separated tracks (greenhibuwvien is rejected do to the sepa-
ration limits between two tracks (red), where one of theneexis also the track (peak) width
limit. Case (b) is also rejected due to the track separatmitdi It's a signature of a shower
detected in one side of the OD.

Cases (c) and (d) show some accepted cases, where trackdlasepaeated, peak width less
than 0.5 mm, and all other conditions are fulfilled.
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Figure 5.4: Four different examples of multi track algorithm used in the overlap detectot eiaver.
Horizontal axis refers to the OD reference system. Active fibres ajeqied over the horizontal axis
using their real position and width.

5.1.3 Distance measurement
Overview

The distance of the detector halves can be calculated freim#asurement of particles which
traverse both ODs:

d= 00w 51

with N total number of recorded evenig,vertical position in the upper detector (corresponds
to Dyp — dyp on figure 5.5(b)) and; for the lower detector (corresponds D,y — djgw ON
figure 5.5(b)).

Distance measurement requires at least one reconstruat&dper OD. Single track algo-
rithm considers both reconstructed tracks refer to the sargmal particle path. Equation 5.1
is then applied using tracks positions.

In case of multi tracks in the ODs, a good matching betweereugapd lower tracks is needed.
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(a) 3D view of the upper and lower detectors, (b) Distanced separating upper and lower MD
illustrates the concept of the overlap detectors. edges, is calculated using the horizontal beam
The red line represents the beam core, which is halo path, reconstructed by ODs.

not intercepted by the ODs. They surround the
beam, and intercept beam halo particles.

Figure 5.5: Overlap detectors distance measurement strategy (both illustrations fromesige v

Let’s consider, as example, 2 tracks (A and B) in upper OD, ahdr(d B’) in the lower one.
They can be combined in 2 different ways (AA and BB’ or, AB’ and 'BAOnly one good
arrangement returns the correct matching with the originadrticles paths.

Finding a good matching tool, is one of the tasks which neaale studies and improvements,
and is the next main topic to develop in the OD analysis. Omgpls way to do such com-
bination, will be to get a preliminary distance measuremusimg the single track algorithm,
then use this distance information in order to avoid backsaombinations. Method details
will be described later in § 6.6 with distance measuremesitsggunulti tracks.

The required measurement precision is obtained by reapalsufficiently large number
of tracks and calculating their average in the two ODs. Théezable precision depends on
three factors as cited in [57]:

» The intrinsic spatial resolution of the OD
» The statistics of particles detected with the OD

» The alignment uncertainty between the ODs and the detbatoes

It turns out that additional factors are missing in this jpnelary list such as metrology im-
perfections and background contribution, which will beeleped bellow.
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5.1.3.1 Metrology imperfections bias

Metrology suffers from different types of imperfectionsia induce additional bias to the
measurement. Plans are not perfectly staggered by 20@/8us influencing the resolution
of the detector, as we will see later. Moreover, fibres gaplsaative width differ from fibre
to fibre on the same layer, and a slight slope of fibres in thestense plan was identified
and measured. Since the high precision is the main challehtiee OD analysis, all these
suspicious points should be considered.

Simulation was called for a precise estimation of the pdsdibas due to metrology imper-
fections. Simulation considered different OD metrologwluiding fibers width, slope and
intercept.

In order to constraints only these effects, simulation havbe perfect at all other stages.
Fibres are considered 100% efficient, simulated tracks aregly longitudinal and follow
beam direction, with no shower development or fibre cross tihen detectors have to be
placed at a certain distan€®,,e, and using the single track algorithmDgeco Will be recon-
structed.

Perfect detectors metrology givBgue = Dreco, With an error less than im (due to rounding
errors).

The real metrology was tested to estimate the imperfectitasBimp = Dirye — Dreco. Bias
Bimp differs from station to station, and depends also on the nredddistance, as not all fi-
bres imperfections have to be considered, only fibres in aiséhé distance measurements.
For example if upper and lower OD are half overlapped, thes boncerns only the lower
half of both ODs, which differs from the full OD overlappedusition.

5.1.3.2 Background

Many background sources have to be considered for OD asalysil may have the last word
on the distance measurement precision. ODs were desigroeehsader only halo tracks par-
allel to beam direction. Non-horizontal tracks are congdebackgrounds as they return
biased distance measurement. Looking back again to figh(®)5.deviated tracks make
D # Dup + Diow, Which affect and bias measured distance. This case waseaotduring
test beam as ODs were directly disposed to the beam, but ibbserved during the data
taking periods in the LHC tunnel. We will come back on thisitap the next chapter where
backgrounds has serious impact on the measurement precisio

Fibres cross talk may also bias the measurement, where baks fiit with (or instead of) true
ones. As we have only 3 layers compared to 20 layers for the detector, the OD cross talk
have then larger impact. It can happen at fibres level or atdheection between fibres and
PMATS.
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Figure 5.6: ALFA station during test beam. Upper and lower detector went close to 1-2istande.

5.2 Overlap detector calibration during test beam

ALFA team have planned to install all detectors during thedL.$hutdown (end of December
2010 and beginning of January 2011). Before, test beam ta@em@t CERN, in September
2010 on H6 beam line. It aimed to prepare, commission antdreaé ALFA stations for the
installation. During it, 7 ALFA detectors, forming 3 comf#estationé were commissioned.
Tests cover mechanics, electronics and fibre tracker pedioce. The tracker detectors was
mounted in the Roman Pot structures.

One of the main test beam tasks was the OD performance cheglerdnd lower MDs went
close to 2 mm. An independent measurement of distance wabj@yssing OD.

An external high resolution tracking system, or beam telesoalledEUDET [58], was
installed in front of the ALFA station. This independentaerfnce was used, once aligned
with the MD, for resolution studies, edges detection, edficy measurements, dead fibres
check, mapping and fibres metrology correction.

As the OD will be used to a precise measurement of the MD jposiain absolute check of
the OD spacial fibres position with respect to the main detastthen performed. Telescope
shows important shift between fibres expected and realiposit This section is about the
ALFA-EUDET alignment, fibres metrology correction, respiidistance measurement during
TB, and OD performance.

20One detector was already in the tunnel since since few mpatiiswas therefore not calibrated.
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5.2.1 EUDET telescope

EUDET is an initiative that has the aim to provide infrasture for detector R&D, whose
program was closed on 31st December 2010 [58]. Such a deaitdetermine the path of a
charged particle for any device under test. The EUDET beamsdepe is made of six pixel
detectors planes. The telescope trigger is provided bydimeicence of four scintillators that
ensure that the particles traveled throughout the whoéstelpe. The intrinsic resolution of
the telescope isc 4.5um for the setup we had.

5.2.2 Alignment and different runs

The alignment of the high precision EUDET telescope withAlh&A MD is a crucial point
in the following analysis. As EUDET does not cover the wholeFA MD and OD space,
different runs were performed to scan the overall ALFA actwea. Three main runs were
considered in this analysis as shown in the figure 5.7, whelii2ET covers:

* the central zone of the upper and lower MDs. This run is ugetiudy the MDs edges,
dead zone, efficiency of these edges, and also to calcukatistance between the upper
and the lower detector. This distance will be compared latdgr ODs measurements

* the left (resp. right) zone where a part of the MDs is covexed the left (resp. right)
upper and lower overlap detectors. The MD covered zone willsed for the alignment
between EUDET and ALFA. Using these runs a full fibers metggloorrection was
performed and summarized in the following subsection

Figure 5.7 shows a schematic representation of the test ketup EUDET+ALFA where
EUDET is represented for simplicity by four layers.

The ALFA station is represented schematically by a blue B&R(, the upper detector) and
a red one (MB1, the lower one). The EUDET reference system resepted by the axiX,
Y, Z whereas for MBO and MB1 by the ax¥, Y’, Z’ andX”, Y”, Z" respectively. Indexes
A0, Al andE refer respectively to MBO, MB1 (detectors) and EUDET telesci&®].

Assuming that MBO is rotated only along tEeaxis in the EUDET reference system by
an anglep, and neglecting effect of other rotations, one can write:

Xa0 cos(@vpo) —Sin(¢@veo) O Xao — Xoff0
Yao | = sin(@uso) cos(@uso) O Yao— Y off0
ZAO 0 0 1 ZE
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Figure 5.7: Schematic representation of the EUDET/ALFA test beam setup, showing theircaie
system on the left [59] and different EUDET coverages on the right.

Minimizing Xao, Yao, Zao to the points measured by EUDER, Yg, Ze and using thex?
defined in (5.2), it is possible to determine the positiosetfX,fq and Yy, the rotation

angle@ugo andZg.
2 Xao — Xe 2+ Yao— Ye | (5.2)
= Z Ox Oy '

One can notice that the errosg andoy are expected to be comparable so they can be omitted
from the formula above, since they become only normaliza@ators [45].

Once all parameters are determin¥gg, Yao, Zao andXa1, Ya1,Za1, can be calculated starting
from Xao, Yag, Zao @NAdX3;, Yar, Z4s .

Some difficulties appear in the determinationgiiso and @v: for the left and right OD
runs, due to limited statistics in the small covered MD pAfter many tests and efforts, we
decided to use the angle of the central run as reference. thieeprocedures of alignment
become:

« Start by the central run alignment. Use tyedefined by (5.2) to deduce the alignment
parametersgvso, Xoffg and Ypirg) for MBO, and repeat the same for MB1,;

* Move to the left (resp. right) run, which was taken basicplbt after the central run, in
the same experimental conditions. FKkigo and @vg1 during the minimization proce-
dure and deduce only the vertical and horizontal offset.

5.2.3 Metrology correction

EUDET telescope is used as a fibres scanner (fibres width imp The aim is to correct
any possible misplacement of the fibres positions (inytagplan) with respect to the ALFA
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Figure 5.8: Example, given for a typical fibre, of the differend&b between the fibre expected posi-
tion and the one produced by the EUDET telescope. A large shift gfmiSave to be compensated.
Fibre edges are fitted usirigy f (x) function.

coordinate system. Test beam runs provide enough statistido this test~£ 5 x 10° events
per run).

Since the EUDET alignment is based on the MD system (the MDbasréference system),
scanned fibres have shown a large shift between positionurezhby the telescope and the
expected one. An example of one fibre scan is shown in the flg8reEdges are fitted using
the error function Erf(x). It returns the position of the right and left edges (at theveu
midheight between upper and lower limits), afterwards theefividth and shift are deduced.
An example of full layer fit is shown in figure 5.9.

As mentioned in § 5.2.2, EUDET does not fully cover the OD. fitydibres out of 30 per
layer are covered and calibrated. Uncovered fibres are figed uhe half layer mean value
shift. Figure 5.10 shows the correction needed per fibre fall @verlap detector (3 layers).
Statistical fit errors are also shown. A small differencenaen the first and the last 15 fibres
of the bottom layer is present. This can be explained by tbetfeat layers are splitted into
two parts as mentioned in § 5.1.1.

5.2.4 Detector resolution and offset

Detector resolution is the main component of the uncegtaintthe position measurement. It
depends on the metrology and differs from OD to OD. DesignBdv@h equal shift between
layers of 16Gum gives a theoretical resolution of 168n/v/12= 48 um. Since gaps between
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Figure 5.9: Full layer scan. 20 fibres shown in this figure are fully covered by thBEUtelescope.
Uncovered fibres are calibrated using the half layer's mean value shift.

fibres exist and the effective width of the fibres is less th&nndm, theoretical resolution is
then reduced to 4Qum. This is the best resolution which one can reach with a 3lgqua
staggered layers detector.

Due to some experimental difficulties, equally staggeredrsawas unachievable. Resolution
varies from 44 to 8qum. It was estimated by simulation, after the precise cdiinaof
the fibres positions and fibres width measurements. Tablsurimarizes resolution for all
detectors in both sides. Sides (negative and positive)amtkt label column refer to the one
used in the tunnel after the installation. Resolution wasneded using the standard deviation
of the OD reconstructed track from the simulated one:

Res— 1 A . \2
es= [ 2. 0mi =y (5.3)

Ysim corresponds to the vertical position on the EUDET telescapey;e. is the reconstructed
position by the ODs.

Differences between resolution of different detectors barexplained by figures 5.11
and 5.12. Both are illustrations of the real fibres metrologyrithution. Colored rectangles
show different allowed reconstruction zones, where 3 fibféslayers overlapped. The width
of colored rectangles is the result of the layer staggemuyslinked to the detector resolution.
Large width lead to bad resolution, but as mentioned abbedyést resolution can be achieved
with equal staggering plans.
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Figure 5.10: Calibration needed for a full ODs (2 different ODs are showrgxis is the fibre number,
y-axis is the correction needed, for the three different layers of the Qi®. @n notice the small
calibration difference between first and second layers halves.

Detector layers in figure 5.11, ALFA1 and ALFA3, are bettestdbuted and staggered than
ALFA5 and ALFA7 of the figure 5.12 where one can see large difiees between rectangles
width. Thus, resolution of ALFA1 and ALFA3 is 46m, ALFAS is 71 um, and ALFA7 is 70

pm.

These resolution values will be used later to estimatessiedl errors of the measurements.

Table 5.1: Resolution of the ALFA overlap detectors (in mm) for both sides (negativepasdive),
estimated from metrology files.

Detector Positive side Negative side Tunnel label
ALFA1l 0.046 0.049 B7L1L
ALFA2 0.044 0.047 B7L1U
ALFA3 0.046 0.049 A7L1L
ALFA4 0.073 0.086 B7R1L
ALFA5 0.071 0.081 A7R1U
ALFAG 0.077 0.083 A7R1L
ALFA7 0.070 0.062 B7R1U
ALFAS8 0.077 0.073 A7L1U
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5.2. Overlap detector calibration during test beam

Figure 5.11: Drawing of the real OD metrology for ALFAL positive OD side (figure on ki) and
ALFA3 positive OD side (figure on the right). Colored rectangles indicéferdnt allowed reconstruc-
tion zones, where 3 fibres of 3 layers overlapped. Different colordipigtihe repetitive OD structure.
Vertical rectangles widths give an idea about layer staggering.

Figure 5.12: Drawing of the real OD metrology for ALFA5 positive OD side (figure on ki) and
ALFATY positive OD side (figure on the right). Colored rectangles indicdterdnt allowed reconstruc-
tion zones, where 3 fibres of 3 layers overlapped. Different colordipigtihe repetitive OD structure.
Vertical rectangles widths give an idea about layer staggering.

5.2.5 Tracks selection cuts

In addition of the single track reconstruction constraiati®yer multiplicity cut was added to

reduce any possible contamination by showers or crossltgdts some limits on the number

of hits per layers. For example, one can ask for 1 hit per |apeorder to have one clean

track. Increase statistical errors can be the result of biatsl This factor should be taken into
account when choosing the cuts.

During test beam, the selection requested 1 hit per any & kagers. It keeps a good statistics
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5.2. Overlap detector calibration during test beam

for the analysis, and cut down undesirable events.

5.2.6 Systematics and the 1im challenge

Distance measured during test beam used the single tragkthlg for reconstruction. Col-
lected data was enough to neglect the statistical errorf@fatus on systematical error. The
remaining question was the possibility to reach a precisidhe order of 1qum.

Studies achieved during test beam for calibration and padace can be used to estimate
systematic errors of the OD measurements. Since all soareesxpected uncorrelated, final
error is a quadratic sum of all possible source of uncestaand systematics, such as fibres
position, detector resolution, and alignment with respedhe MD. Noticing that bias due
to metrology imperfections will not be added to systemadicd will be used to unfold final
distance result instead.

The main distance measurement error sources is listedabello

 Error on the fibres position is the result of the EUDET-ALAgament precision, and
fibres metrology correction methods:

— Alignment error @) result of the minimization of thg? described in §5.2.2, and
is better than 4/m

— Error of the fibres metrology correction methaaki(,), depends on the fit of each
fibre. It varies between Bm for checked fibres and gm for fibres outside EU-
DET acceptance

» Edges position errors depend on detecmyy and were precisely measured by EU-
DET [59]. Statistical error on the edge fit are less tham2
» Contribution of the detector resolution in the final errapdnd on the statistics of the

run: ,
o5+ 0
Ot =~ (5.4)
wheredos4 is the statistical errogy (resp. o) the upper (resp. lower) detector resolu-
tion, andN the total number of collected events. For example, with aluéso of 60

um per OD, the number of events needed to redmggto 1 um is 7200.

Considering that resolution contribution in the final erralid with high statistics collected
during test beam. Table 5.2 summarizes different systematertainty sources. Last column
in the table shows final systematic errors on distance measnts, combining both sides of
the stations. Systematics for all detectors stand bellowrhQas shown in the table.

84



5.2. Overlap detector calibration during test beam

Table 5.2: Systematic error per station, wheog, refers to EUDET-ALFA alignment errorglsi, is
the fibres metrology precision, amdq is the detector edge precision. The “ — ” notation is used to
separate stations sides.

Station g [UM]  Ofip [UM]  Oeg [um] Systematicsgim]

ALFA74 4—14 3—5 1—1 8
ALFA38 4—4 4—4 1—2 8
ALFAS6 4—4 5—5 1—1 9

5.2.7 Test beam distance measurement results

In order to check the consistency of OD calibrations andesgyatic errors estimations, one
can use EUDET direct distance measurement of the upper aredt MD edges. Since the
EUDET measurements are totaly independent from any pessias caused by the detector
or the EUDET-ALFA alignment, it can be used to judge OD measiants precision.

EUDET distance measurement was an independent dedicaaaiandescribed in [59]. In
the following we will summarize it and highlight some poimtsinterest for our study.

In addition of the direct distance measurement, EUDET wasl s check the position of
triggers in front of MD fibres. For this reason, 2 trigger conations were used:

» EUDET trigger and MD trigger, to a precise determinatiortted MD triggers edges.
Looking to figure 5.13, one can distinguish the upper and tdM2 triggers edges. This
will be used later in the analysis for some efficiency studielse small bumps shown
between edges represent the position of the RP edges, whitotegait the RP bottom
plate and produce a shower that triggers ALFA.

« EUDET trigger and MD trigger and fibre hits (or trigged fibrakis configuration gives
a precise measurement of the fibres edges position. Thepwdtance studies are then
compared to these measurements.

To increase precision and to take into account any possibégion or misalignment of the
detector edges, the MD is divided into 5 slices alongx¥axis. Each slice is then projected
on they-axis which gives a distribution similar to figure 5.13.

Results of EUDET direct measurement and OD measurementraraesdiup in the figure 5.14
for ALFA74 (ALFA7 in the upper side and ALFA4 in the lower, faing a station during
test beam), and ALFA38 stations. ALF56 is shown in figure 5.T#e red points located
at + 22 mm represent the OD distance measurement taking intauacedl corrections and
calibrations. Error bars correspond to the systematicsridbestcin table 5.2. The 5 black
points and fit correspond to the EUDET measurement where amextrapolate EUDET fit
tox = +22 mm, and estimate distance at ODs. The blue dotted aresseeyis the error of the
total systematic errors of EUDET measurements [59]. Wecadtiat blue points on the plot
refer to the OD measurement before calibration of fibrestjposiOne can see the impact of
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Figure 5.13: Projection of EUDET tracks in the vertical plangglan) using the combination of EU-
DET trigger + ALFA trigger. One can distinguish the upper and lower MD triggeelges. The small
bumps between edges represents showers produced on the RP ediieeshhit the RP bottom plate
and produce a shower that triggers ALFA [59].

the calibration, which drive the OD points close to those messby EUDET.

All plots show a compatibility between OD measurements dedeixtrapolation of EUDET
measurements, with the corresponding error bars. Anojtséematic errors may appear later
in the data taking case due to backgrounds or other effeotsthE test beam we focused on
detector and calibration systematics.

5.3 Conclusion

At this point, | want to highlight the importance of this tésam phase in the better under-
standing of the overlap detector performance, and the giogcihat distance measurement
can reach. It was the first experimental test of the ODs. Ttimate precision on the dis-
tance measurement has direct impact on the luminosity aatldmss section measurement
precision. Therefore, figure 5.14 shows the importanceeti#dicated calibration achieved.
Distance measured before it (in blue) looks totaly biasecbmparison with EUDET direct
measurements.

Under the beam test condition (no showers, horizontal sabigh statistics) results have
shown that the 1Qum challenge can be achieved with actual detectors perfaeawhat
will be the situation in the tunnel? How the background wifeat the measurement? What
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Figure 5.14: Comparison between OD distance measurements (red points) and EUD B i) o
the ALFA74 (top) and ALFA38 (bottom) stations.

precision will we achieve? These questions will be the majrict of next chapter...

From the personal side, test beam was happening at my asivdlhad the chance to
see and check different ALFA parts (roman pots, trackeestednics, ...) and setups. After-
wards, as test beam analysis was ongoing, | become moradamith the detector, and the
ATLAS/ALFA framework. OD calibration (mainly metrology cection) requested a good
knowledge of detector performance, EUDET precision and EDLFA alignment. The
direct measurement of the distance between upper and loezdges was an important task
too, it gave us the ability to compare the result of the catibn, by comparing this direct
measurement to the one achieved by the OD after calibraBynthis comparison we dis-
covered that alignment procedure has to be modified as nmextion 8§ 5.2.2 section. The
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Figure 5.15: Comparison between OD distance measurements (red points) and EUDBATilfr
the ALFA56 station.

variety of treated topics during test beam gave me a solieérmpce with the experimental
instrumentation.

88



Chapter 6

Overlap detector data analysis

ATLAS/ALFA data taking (October 2011). Methods and anaysiocedures described in this
chapter can be developed and used for future runs.

The chapter begins by a description of the run conditiongvied by a summary about de-
tectors performance, and the quality of collected datas irtaludes study of the multiplicity,
fibres efficiencies, and background contamination.

The 8§ 7.2 describes the OD simulation, which was developedused to understand and
investigate distance measurement systematics. It isfetldoy a distance measurement anal-
ysis section, where we show the analysis algorithm, selectiits, systematics and results.

At the end of this chapter, we come back to the possibilitynipriove results, using multi
tracks algorithm, introduced in § 5.1.2.2.

6.1 Run condition

Special runs were dedicated for OD data taking, usipg)trigger logic. The OR was chosen
to collect the maximum amount of data. Upper and lower ODeaidences will be studied
and combined later in analysis. This was possible due taothidoackground rate of LHC.
Table 6.1 summarizes the amount of collected data for éifferuns, the corresponding trig-
gers logic, and a preliminary distance measurement asifumet beam vertical siZe In this
table we can distinguish three triggers logic:

* OD(OR): records events if any OD trigger fires
* OD(OR) + MD(OR): stores events if any of OD or MD trigger fire

Imeasured by the beam scraping technique as explained in1§ 7.3
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6.1. Run condition

* OD(OR) + MD(VETO): requires in addition of OD trigger hit, @4iired MD trigger.

Table 6.1: Runs during 90 m data taking. Runs numbers, total number of collected etraggsr
logic are reported, with the vertical distance separating ALFA MD with the cerfitthe beam. It was
estimated during the scraping test.

Run number Events (x10°) Triggers Scraping distance
191323 577 OD(OR) + MD(VETO) 8.0y
191366 10000 MD(OR) + OD(OR) 6.8,
191367 1240 OD(OR) 6.6y
191373 73000 ATLAS COMB 6.5y
191377 1550 OD(OR) 6.6y
191382 686 OD(OR) 6.6y
191383 1800 OD(OR) 6.6y
191388 7000 MD(OR) + OD(OR) 6.3y

Large data collection started with run 191366. A stable beas established by the LHC
team with theB* = 90 m optics condition. Run 191367 was the first run with only ORJ
triggers logic. As we decided to collect data at 65 the run was dedicated for distance
measurement analysis using OD. Run 191373, was a combiraftidiLAS sub-detectors
systems including ALFA, in order to make a physics measuntme

Other runs quoted in table 6.1 were with the same triggeris.ldogye notice that during run
191382, TOTEM detectors moved to 505 which can probably affect the beam halo. And
finally, run 191388 was recorded with a slight change in thé&Alposition (6.20). Analysis
presented in this chapter concerns runs atd,5since the physics data were taking at this
distance.

Parallel to point focusing optics stretch the beam in thécadrdirection. Referring to the
90 m table 7.1¢gy at RP wasx 0.374 mm. It means that OD vertical edge was-d80 gy from
the beam, and ODs are immersed in the beam halo, where itlstbgredict or simulate a
clear model for particles distribution and motion. The meloog rate was totally unpredictable
too. Figure 6.1 illustrates position of the ALFA stationgiwiespect to the LHC sectors or
sides around ATLAS IP, ALFA stations names, recorded triggees, and trigger combina-
tions rates. A detailed description of this figure can be tbimthe figure caption. Trigger
rates correspond to run 191367, and were normalized to thkeréde.
The difference in number of collected events between o&@y énd inner A7) stations was
remarkable, and will be studied in the following 8. Low ratteen upper and lower coin-
cidence for inner detector was observed. About 40 k triggercxdences were recorded in
~ 52 minutes with an occupancy &f 13 Hz.
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6.2. Detector performance

Evolution of the triggers rates with respect to the run tige shown in figure 6.2 for a
typical run. The rates slightly decreased about 10% betwezheginning and the end of the
run. Rate fluctuations were recorded by all stations in theedane slot. The large difference
between B7L1 and A7L1 rate is shown again in this plots.
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Figure 6.2: Triggers rates with a bins of 2 minutes for different OD triggers. B7L1U-black,
B7L1L+ inred, A7L1U+ in green and A7L1L+ in blue.

6.2 Detector performance

6.2.1 Triggers

Figure 6.3 shows different efficiency studies in differenioes for all overlap detectors dur-
ing run 191367. Black dashed line represents the detectimieaty, or the number of cases
where at least 2 fibres hit with a fired OD trigger, divided bg tbtal number of triggers.
Reconstruction efficiency (in red) represents the number sésavhere at least one track is
reconstructed, divided by total number of trigger. Thiselggs on data quality and recon-
struction algorithm, and it is not an indication of trackstity. Reconstructed tracks in outer
stations come mainly from the multi track algorithm.

In green (resp. dashed blue) the number of reconstructekist(@esp. recorded activity - at
least 4 hits) without fired trigger over the total number @fciks. For inner stations, 25 to
30% of tracks were reconstructed without recording firegher of the corresponding station
(other triggers fire which allow the recording of the evetftjve avoid any inefficiency prob-
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6.2. Detector performance

lem, these cases can be explained by the fact that OD triggees only a limited part of
the fibers. Back to figure 5.1(a) one can distinguish betweerblre rectangle (OD active
area covered by trigger), and the fibres connection (blueecine). This uncovered part of
the fibre can be exposed to the beam halo track, and produgaal svithout a trigger hit.
Reconstructed tracks without a trigger hits are considerechfst of case) as background,
ans should be avoided.
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Figure 6.3: Performance of the OD trigger during the run 191367.

6.2.2 Relative efficiency

Fibres efficiencies plots reflect fibres performance duraig teking. High or low efficiencies
may be the result of electronic high voltage problem, deaghoRkl, or any other reasons.
Single fibre activity (or hits) will be compared to the tot&tector mean activity. Results are
shown in figures 6.4 and 6.5 (after normalization with resped¢ayer activity). Figures 6.4
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show the outer station in set of 4 ODs. The 8 ODs of the 2 ou&tiosis B7L1 and B7R1 are

F 1.4F
> [ %° B7LIU+ | > [R°%S o B7L1U -
O 13- ooo, ORI oo
c Po o Ofo C 1.2 o®
8 T T"~og0 g r
O 12t . o o
£ oo o = I -

g 11;) g r o&amoo,,,om—“'ﬂwoa X g

o b Sn el
ol @ %8 ® e
Noor N
© I ° ‘© 0-6¢
g ; e oe 0 4 % ok
[ 09; °%o<9° ° 5 o o c s

E e ®a 0.2F

0.8 ® coq,o [
FEETE R FERE FTETE SR TR FRRRY SR TR FRR T SR C’w\uM\u\uu\uu\uu\uu\uu\uu\uu
0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90
fibres number fibres number
> [ ° B7LIL + > 12F °B7LIL -
(&) 1.2 o O TF © o
c el ©o o0 @ c E °w®
o [ °oe o ©1.15F °L
S 2o o T o
'% 11 %oy % % 11 o ° o
F o o ° [
- [ ° O1.05F
3 . o . g105
= = = 1 ° o000
© Ey & °°° © 00 o 9 ®© 3 S R o
E [°% %0% o %90 | E0g5F o 0,0,
S 05— P I S TS SN —
c P & ° < 0.9f*°, o & ° %
[o © 0% ° : ;o %, 000 ‘?5’00 Q@)
0'8’_0\ \0 | | | | | | 085;_ | | | | | | | o‘
0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90
fibres number fibres number
2 13-° B7R1U + o>¢.15f— % B7R1U -
c [ c Fo % ° o
Q 19f QLo oo
L o, L FTIro% °
£ £1.05(° 50 % ° % o o
[} Py o <5} Po° ° o
T 1150000 ° ° £ 90 0 9
QN) [ o0 msoo & ﬁ E & &° o
N | oo’ o0 o o =0.95F % °o o o,
=~ R . & o =0.95f R
= a3 o ° % o F ° QSUO—W
& r > o ‘29 S 09F o0 o
2 oof o o —mm— 2 | o *°
- o L o°
~F Lo ° 0.85F ° °

s @ "% 0 o 3

0'8_\\\\‘\\\\‘\\\\‘HH‘\H\‘\H\‘\H?‘\\H‘\\H 0'8:\\\‘\\\\‘\\\\‘HH‘\H\‘\H\‘\H\‘\\H‘\O\H

0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90

fibres number fibres number

F o F oo

s B7RIL + . B7RIL -
BL.1s5F 3.t
S I i :

Q ot Q 00
o 11 S ®
'% oo ° %1.05; ° o °@°‘9°c ° . °

o oo 7_93_5_00 o o ©
.01.05?0% ®o ooco ° ° 50 Le] 1:0 s o © %, s ° o % 0
(O] 5T ° o Q Cd ~o °
N o o ° %9 o s0° of N [ ° .

[} o °°°w°o°c° °o ®© o mo-gsio 0‘9(;’0 o _Hq,.._.ooo -
IS ° P o owm oo £0.95¢ o
50.95- o ° o 5 f ° ° o °
o o
[ o © c °
b o 0.9F
0.9F o

3 ° r

E il b e e ORI R PN T R TN I T

0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90

fibres number fibres number

Figure 6.4. Relative efficiency measurements for outer stations. Each plot represe@B, names
are reported in the upper corner. + and - mean the negative and p@iitiseles. Fibres numbers from
0 to 30 (resp. 30 to 60 and 60 to 90) correspond to layer 1 (resp. 2 a@bR)red lines represent the
fit of different layers distributions. Black line is an horizontal linear fit of th&tribution of all fibres.
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6.3. Data quality

shown in 6.4 where one can notice:

* high activity of the layer 1 in both negative and positivdesdf B7L1U station. About
30% of difference among layer 1 and the 2 others. This is r@télsult of high layer
efficiency, it's probably caused by electronic saturatihgre all 30 channels of the
layer illuminate. This hypothesis will be confirmed laterrowltiplicity studies

* idem for layer 2 in the B7L1L OD

* 1 dead channel in the B7L1U negative side.

Apart from few fibres, fluctuations around layers mean valres~ 10%, which have no
serious consequences on the distance measurement. The & @22 inner stations A7L1
and A7R1 are shown in 6.5:

* atotal of 3 low efficient fibres in the A7L1L
* 1 high active fibre in A7L1U+
* A noticeable large spread around layers mean values fer stations

Fibres efficiency can directly affect distance measurersiemlies. Estimation of that bias can
only be made by simulations. It will be shown later in § 7.2t tihés effect is negligible, and
estimated to be less tharnudn on the final distance measurement.

6.3 Data quality

6.3.1 Multiplicity

The multiplicity is defined as the number of hits per layerdaecorded event. Multiplicity
distribution gives the firstimpression about the run gyakivents with multiplicity larger than
15, indicate that the detector was exposed to showers (ticplarly seen in outer stations).
High multiplicity cases have a direct impact on distance sneament. Track identifications
become harder as the reconstruction algorithm falls comguhese cases and may induce
background to the distance measurements. In the other lkamdnultiplicity events (less
than 5) result of the detection of single protons, and carakéyereconstructed.

Comparison of multiplicity plot show large difference beemestations. Figure 6.6 shows the
multiplicity distribution for different inner ODs statigrduring the run 191367. This is the raw
multiplicity distribution where the only requirement td fthese histograms is a fired trigger of
corresponding OD. The number of hits per layer varies fromdh(ts at all) to 30 (all fibers
are fired).

For inner stations, low multiplicity (1 to 10) cases dom@ather cases. It means that no
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Figure 6.5: Relative efficiency measurements for inner stations. Each plot represe@®, names
are reported in the upper corner. + and - mean the negative and p@igales. Fibres numbers from
0 to 30 (resp. 30 to 60 and 60 to 90) correspond to layer 1 (resp. 2 abRred lines represent the
fit of different layers distributions. Black line is an horizontal linear fit of th&tribution of all fibres.

large shower events were detected. In addition, compabstween layers multiplicity shows
consistency for all inner OD, which indicate a coherent dersgerformances.
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and layer 2 in both sides of B7L1L. They show more elagt@aturation (multi-
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Figure 6.7: Multiplicity distributions for outer stations. Horizontal axis represents the numideitso
per layer which vary from 0 (no hits at all) to 30 (all fibers are fired)e Bhcolored curves represent

the 3 layers of the OD. Stations names label are written on the horizontal axis.
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6.3. Data quality

plicity > 25) and less detection efficiency compared to the other lalperg the multiplicity
distribution.

Taking into account that inner station are installed 4 mamfiof outer one, with respect to the
beam direction, one can conclude that large amount of shevents seen in outer stations,
may be generated by interaction between beam particlesnaued stations. To validate this
supposition, inner-outer correlation have to be checkeghawn next.

Figure 6.8 describes the correlation between upper and IB®emean multiplicity (mean
of the 3 layers) of all stations sides. One can see a similaa\ber in the distribution spread
of the A7L1 and A7R1 plots. In the L1 side, lower OD faces uppeg.oHalo particles hit
the lower OD first, where showers may be developed. Theseesk@eems to be detected in
the upper OD. The 2 corresponding plots show that multiglioorrelation is shifted to higher
values in the horizontal axis, which correspond to the uple¢ector (A7L1U both sides + or
-). It means that multiplicity seen in the upper detectodighsly higher than lower one, for
the same event. In other words, more fibers were touched ieru@p than lower OD, and
this is a clear shower signature. Inthe R1 side we have thesttpmtuation. Upper OD face
lower one. An inverse effect is seen in the 2 correspondints fA7R1U versus A7R1L for
+ or - sides), where the multiplicity is higher in the lower OD
Eventually, high multiplicity events show no clear corteda in both L1 and R1 sides for
inner stations. This can be interpreted by the lack of sheaetivities, particularly in front of
inner stations. Moreover, high multiplicity cases are motelated, and may be the result of
electronic saturation or other biases, of different detsandependently.

Outer stations plot of figure 6.8 are totally dominated byrelated high multiplicity
events, in both R1 and L1 sides of IP. It means that halo cantgnificant particles show-
ers in front of outer station, which hit both upper and lowetisns at the same time. No-
correlated high multiplicity events exist too, but lessrmonced, which leave the door open
for the electronic saturation possibility. More investigas were done to understand the
shower development state, between inner and outer sta@her correlation plots are shown
in figure 6.9 where inner OD multiplicity is shown as functiohouter OD multiplicity, for
all stations sides, and IP sides. Distributions show thatriwltiplicity events seen in inner
station are sometimes associated with higher multiplicitthe outer stations, for all cases.
This is a signature of showers initiated in inner stations.

Concluding, multiplicity variable is an important ingrediéor event selection cut, in order
to improve distance measurements. Cuts have to be chosenay sweduce the systematic
effect of high multiplicity events and keep enough statsstor the measurement. This will be
discussed later in the event selection cuts 8.
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Figure 6.8: Correlation between the lower OD mean multiplicity and upper one, for inner (4 tog) plo
and outer (4 bottom plots) stations.

6.3.2 Backgrounds contamination

The OD distance measurement is based on the following soenar
one considers 2 overlap detectors for upper and lower stdtidront of each other. A halo
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Figure 6.9: Correlation between the OD mean multiplicity of inner and outer stations on the same side.
Negative OD side on the left side (4 plots) and positive side on the righofttes 4 plots).

particle traveling in the longitudinal plan, fires the firdD@igger, hits fibers of different lay-
ers, goes through second OD, fires trigger and illuminaterdibres. Reconstructed tracks
in both detectors are supposed to be the path of the samelpar@onsequently, recorded
events in 2 different ODs of the same ALFA station and side @7L1U+ and B7L1L+), are
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supposed to be fully correlated.

Under this circumstances, one can combine both measurédavgrositions, using equa-
tion 5.1 to calculate distance in an analytic way.

In order to visualize the distance distribution, an histmgmwas proposed. It will be filled by
events measured distance (distance calculation is shofiguire 5.5(b)), with an axis range
between 0 and 20 mm.

Distance distribution of run 191367 in figure 6.10 shows pmakind a valuex 12 mm) with
large tail. The peak represents what we sadinal, or the combination of correlated tracks
of the same initial proton path. Large spread around indic#tter bad track combinations,
which results in dackground tail seen on the distributions.

Spikes seen in figure 6.10, come from the limited detectorduéea and the histogram bin-
ning choice. In other words, this is due to the number of laygexd for this detector. Increasing
the layers number gives a continuous distribution.

Backgrounds are mainly the result of :

« tracks with a non negligible transversal momentysy) (ntroduced in 5.1.3.2. They
were not seen during test beam, as ODs were targeted by ortabgarticles. Once
submerged in the beam halo, ODs were exposed to randomidirgetrticle tracks.

» combination of 2 uncorrelated tracks (events which do natsspond to the same path).
They may be generated by showers, cross talk, fibres ineftigs or simply 2 different
particles hitting the un-overlapped part of ODs and will beanstructed as one event.

Selection cut will be introduced later to reduce backgrooadtamination. Also, distance
measurement systematics (due to the background) will lokestwising simulation.

6.4 Simulation

6.4.0.1 Needs

A simulation was developed taking into account OD metrojgg@pmetry, and the possibility

to have non horizontal tracks or uncorrelated events. Casgabetween true simulated

distance and reconstructed distance (using real detectology and geometry) gives the
possibility to estimate contribution of different bias soes, such as metrology imperfections,
background, and showers. Simulation aims to:

 understand the contribution of different measuremerddsa
« test the iteration algorithfperformance and stability

2lteration algorithm, introduced in § 6.5.1, will be used tady the distance distribution and to estimate
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Figure 6.10: Distance distribution for B7R1 (top) and A7R1 (bottom) stations for the 191367 ru
Left and right plots represent different sides. One can distinguishal pear 12 mm, representing
the combination of correlated tracks associated to the signal, and the largd spoeind indicate a

background contaminations.

* use it later for more systematic errors studies as showr6is.g

6.4.0.2 Procedure

Simulation procedure is summarized as follow: detectaediged around a virtual beam core
(origin of transversal plan) with a given distaridg e separating upper and lower MD. Tracks

preliminary background systematics.
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are then randomly generated, using flat distribution betved5, +15 mm for vertical plan,
and+[19,25 mm for horizontal one+ for different OD sides).

Afterwards, they are extrapolated in thelirection, and virtually hit corresponding fibres in
different ODs layers. Position and width of the fibres arergefiusing the OD metrology, in
order to reproduce the experimental situation. This allalss studying the impact of the OD
metrology imperfections.

OD tracks are then reconstructed using fibres hits, and therdieD ¢ is calculated by com-
bining upper and lower tracks positions.

6.4.0.3 Background

In order to reproduce distributions similar to data digttibns in figure 6.10, different sources
of background were included in the simulation. Summarizivegn:

 horizontal tracks will reproduce the signal (or the peaktlos distance distribution).
These tracks are slightly tilted by the divergence, whichiiined the tracks slopes. The
divergence is defined as mix of 3 Gaussian distributions $§&§@)+Gauss(2)+Gauss(3)),
in order to reproduce the data model as close as possibleGahgsian sigma and nor-
malization factor are reported in table 6.2 and the centrllevis O

* large background tail will be reproduced by simulating unelated random events in
the upper and lower OD for the same station. To do so we useamdpm generator of
flat distribution for upper and lower OD, then two differeraiaks will be reconstructed,
and will reproduce the background tail as we will see latent@loutions of these events
are shown in the table 6.2

* hitting randomly neighbor fibres to simulate the cross flect. Based on § 4.3.4 and
MD studies in [45], we assume that in 5% of fiber hit cases,htsig fibres are fired too

As stated before distance separating upper and lower O3snsd, and the space between 2
consecutive OD layers is 2 mm (reminding that fibre width &mfm). It means that longitu-
dinal tracks with a divergence of few mrad, once extrapoldtdm to the second OD, will
have a serious impact on tbgec in the order of 10Qum.

6.4.0.4 Simulation tunning

Tunning the simulation requests the optimization of fouapaeters. They are the contribution
of three Gaussian and uncorrelated events. To do so, a toalevatoped to constrain these
four free parameters, by comparing simulation and datailolision. This tool is based on an
iterative minimization procedure described in the follogi
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Table 6.2: Background simulation recipes. Contribution in % of different backgroumdces in
simulation. They were tunned using data

Station Uncorrelated Gauss(1) Gauss(2) Gauss(3)
events o=0.2[mrad] o=2[mrad] o =6[mrad]
B7L1+ 88.5 0.0 10.0 1.3
B7L1- 92.1 0.0 7.7 0.0
A7L1+ 96.1 0.6 3.0 0.1
A7L1- 93.7 4.3 1.6 0.2
A7R1+ 93.9 1.7 3.0 1.3
A7R1- 96.9 0.1 2.9 0.0
B7R1+ 86.0 0.6 9.9 3.3
B7R1- 93.1 0.0 6.7 0.0

Different Gaussian sigmas choice was based on the knowlddgea clean distance peak
width (without background and divergence) variates betw@8& and 0.6 mm (they depend
on detector metrology and relative distance). We make $iaeadditional divergence will
reproduce a peak with the same range width.

Simulation fills the same distance histogram (range andig)mas data. Then we defined the
X2 as:

(di—s)?

6.1
a§i+a§ (6.1)

Xr%inim = Z
with d; content of data bim, 5 content of simulation bim, ando the corresponding statistical
error. For each simulated iteration, we calculate ¥evalue, and using the root TMinuit
package we find the minimux? value. In other words, we find the best match between data
and simulation.

Results are reported in table 6.2 as contribution of diffebatkground sources. These num-
bers represent the recipes of the final tunned simulation

Figure 6.11 shows a comparison between data distancebdistn and simulation for 2
stations, B7R1 (outer) and A7L1 (inner). Comparison shows iffieldties to reproduce a
perfect simulation model which fits data, in particularly foner station, with the low data
statistics. For this reason the only use of simulated mogillbe to estimate detector imper-
fections bias and for more detailed systematic studies.

6.5 Distance measurement procedures

Facing the new data, and the unexpected level of backgrawewdiools were needed to ana-
lyze the distance distribution, and separate the realrdist§peak) from background. Even if
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Figure 6.11: Comparison between data (blue crosses) and simulation (red histogram) exgeath
region.

the peak position is clear in most of cases, an algorithm idedé study the impact of the
irreducible background in the peak region and its closehimghood.

In the following, we will describe an algorithm, developedeafthe data taking phase,
in order to get the distance measurement even in high bagkdrcontamination conditions.
In other words, this algorithm is able to distinguish sigaatl background on the distance
distribution plots. Systematic errors of the measurementedated to the level of background
around the peak.

We notice that in this § single track algorithm is only comset for tracks reconstruction.
Independent study using multi tracks algorithm will com&i6.5.4.
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Figure 6.12: Example of iteration algorithm identifying the signal and estimating the background
impact. Distance distribution histogram with a binning of/4®.

6.5.1 Iteration algorithm

Considering distance distribution of figure 6.12, the aldyoni proceeds, with a defined num-
ber of iterationslj = 10000), as follow:

1. scan the distribution by a predefinethdowwith random width, between 0.3 and 0.6
mm in order to find the peak (maximum number of events in a giviedow). Within
this window, events are considered as signal, and outsateliackground

2. once founded, compute the number of collected eventsnatitis window (blue rect-
angle on figure 6.12). Let's call & (P stands for Peak). In other words, calculate the
number of events returning the distance measurements witii®w acceptance limit

3. estimate the background level around the signal usingahee defined window width.
To do so, we fix 2background windowsn both sides of the peak window and we
compute the number of tracks which probably contribute akdracind (green area on
figure 6.12).Bp stands for background near the peak. It's the total numbevenfts in
both windows divided by 2

4. fluctuate the window position using a random Gaussiamiloligion, centered in the
window. This step aims to take into account the effect of lnleag background on the
distance measurement
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5. Gaussian sigma is inversely proportional to window widtirepresents the doubt on
the window position and vary from 0.4 mm for small window widto 0.2 mm for
larger width

6. last step (5) changes the window position but keeps the sadth. The new number of
signal events%s) and backgroundBg) is computed again. The distance measurement
D; for this iteration is estimated by the tracks within the neindow acceptance

7. putting some limits on the Gaussian random generatiomequest thafs /Bg > 0.4 x
S/Bp. It means, we do not accept that the new window position givegnal over
background ratio 40% smaller than initial one (the 40% wdldinanged later to check
the systematic of the method)

8. define a weight of the current iteration by:

S —Bg

W = 6.2
=5 B (6.2)
wherei is an integer varying from 1 tb; (maximum number of iterations).
After N, iterations the final reconstructed distance is estimated as
N WD
Drec = % (6.3)
iz W

The distribution of thd; around the central mean valDe.c, is given by (taking weights into

account):
N
o= |22 (6.4)
Vi -V

with Vi = 3V WEL Vo = 3 W2 andoi = W (D — 31 §1).
The o depends on the amount of background near the peak, and veitiisdered as prelim-
inary systematic error, caused by the background conioibsit Advanced systematic studies

will be shown later, in 8 6.5.4.

6.5.2 Events selection cut

Some of background sources can be explained by the layeipiity observable, such as
cross talks, showers, and electronic biases. Limiting tiralver of allowed hits per layer, or
multiplicity, may have impact on the level of backgroundward the peak.

Two type of cuts were studied:

 Static cuts which require the same multiplicity for all layers with ORtlveen upper
and lower OD, i.e. multiplicity cut 3 gives following conaiih 3-3-3 (upper OD layers)
OR 3-3-3 (lower OD layers). Indeed, if one OD has an equal allemmultiplicity
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Figure 6.13: Evolution of Signal over Background variable (S/B) as function of multiplicity ciairts
ing from tight selection with a total of 1 hit per layer, and ending by a loose &ht2v hits per layer.

number in all layers, event is accepted. To study differassppilities, we start by a
very tight cut of 1 hit per layer for the 3 OD layers, and in@eit to 27.

» Dynamic cutsrequire different number of multiplicity between layersthvAND be-
tween ODs. Again, the event will be accepted in case the iegposndition is fulfilled.
Several cuts were checked, starting by very tight cut withtipiicity of 1-2-5 for the
different OD layers. No specific order is requested. Thesehbaus will be increased
together by 1 until 27.

Figure 6.13 shows the evolution of Signal over Backgroundée as function of multiplicity
cut, starting form tight selection with a total of 2 hits payér, and ending by a loose cut with
27 hits per layer. Signal and background are defined refgtdrihe iteration algorithm. As
expected, tight multiplicity cut improves the S/B ratio.élbest ratio comes from the A7L1+
station with~ 12. With very tight multiplicity cuts we end up with a S/B begen 4 and 6.

Looking to the evolution of statistical errors using statids (figure 6.14) it’s clear that
inner stations (A7L1 and A7R1) are more sensitive to the tigbttiplicity selection. The
combined statistical error for both negative and positide seach the level 08.5 um for
A7R1 and~5.5 um for A7L1. For outer station, statistical errors are lessntl2 um for
multiplicity cut larger than 3.

To have a complete view, one should look also to the evolufosystematic errors (fig-

ure 6.15) and to the distance measurement fluctuationg (€aB).
Systematic errors (continuous line for static cuts, ande@she for dynamic cuts) look much
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Figure 6.14: Evolution of distance measurement statistical error as function of multiplicity cut, starting
from tight selection with a total of 1 hit per layer, and ending by a loose cut Wwithita per layer.

more sensitive to the multiplicity cuts, especially for fheer station where A7L1 expands
~ 50% between tight and loose cuts. These systematics ameadsti using the algorithm
described above. They are the reflection of background nongdion. For tight cuts where
S/B was improved, systematics are at the minimum. They iseredth more relaxed cuts.

atic errors
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Figure 6.15: Evolution of distance measurement systematical errors as function of multiplicity cut,
starting from tight selection with a total of 1 hit per layer, and ending by a looswitlu 27 hits per
layer. Station are represented in different colors, continuous lines stafodistatic cuts, and dashed
lines for dynamic cuts.
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Table 6.3: Distance measurement fluctuatiopsyj] over the variation of multiplicity cuts

Station Static cuts Dynamic cuts Combined

B7L1 4 3 4
A7L1 4 5 8
A7R1 3 7 8
B7R1 6 5 6

Figure 6.15 shows also the difference between cuts, whemamg cuts return lower
systematics. We have to mention that statistical errorsattbe same level for both cuts.
Dynamic multiplicity cuts, with a value of 3, will be chosearfthe following analysis and
measurement. This means we request at least 3-4-7 hitdfieredit OD layers.

Distance measurement have shown a fluctuation between 3amdi(3ee table 6.3). Both
cuts strategies were reported in this table with an additioolumn of maximum fluctuation
considering both cuts. These will be consider as selectit® €ystematics and be added to
the final systematical uncertainty.

6.5.3 Distance of different runs at 6.5y

Figure 6.16 shows the distance measurement using theoteedgorithm, after the application
of the multiplicity selection cut. Different runs are shquwand one combined run merges
all. The error bars represent the quadratic sum of the stafi®rrors, and the preliminary
systematic errors described in § 6.5.1. Horizontal blac& tepresent the measured distance
of all runs combined, with corresponding errors (blue area)

All measurements match the combine run distance within tltesbars. Merging all events
together increase statistics, and reduce the total errotseomeasurement. Figure 6.16 also
shows the stability of the iteration algorithm, which retwonsistent distance with different
data sets.

6.5.4 Systematics and results
6.5.4.1 Advanced systematics studies

Systematics of the background contamination, estimatéxtdesing the iteration algorithm,
are totally related to the S/B ratio, which may not reflectrérad precision of the measurement,
or other hidden biases such as metrology imperfectionsdatred in 5.1.3.1. For this reason,
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Figure 6.16: Distance measurement using the iteration algorithm for different runs.
Drec — Dirue and represents the bias due to background, method in usenetnology

imperfections

to the data, as described in 8 7.2
4. Calculate the simulated distanbg, using the iteration algorithm, and compuig

procedure
3. Run the minimization procedure in order to build a simolathodel as close as possible

2. Use these measurements (which differ from station t@steds input for the simulation

It's based on simulation, where we attend to use the diffxdretween simulated distance
1. Get a distance measurements, applying iteration atgorin data distributions

(Dtrue) and reconstructed on®(gc), taking into account background and detector metrology

an independent study was developed for better estimatitresé systematics.
effect.

For this advanced systematic study, we proceed as follow:



6.5. Distance measurement procedures

5. Repeat step (2), (3), and (4) by scanning around the inlist&nce calculated in (1).
Scan limif will be +80 um, by steps of 1um

6. Consider thenaximumly in the scanned range, as a conservative systematic eryors
of the distance measurement

Figure 6.17 shows the variation Af in the scanned range (horizontal axis) for all stations.
The 0 on the vertical axis represents the origin of the scatheodata distance measurement
(step (1) on the previous list), and the origin of the vertepds means thdDec = Dyrye.

Table 6.4 summarizes the distance measured by each OD sdithecavresponding sys-

0.01

-0.01

-0.08 -006 -0.04 -002 O 002 004 006 008
distance scan [mm]

Figure 6.17: Variation of the difference between simulated distance and reconstruate@Hnin a
range of+80 um for different stations.

tematical and statistical errors. Statistical errorsnegtion takes into account ODs different
resolution (see table 5.1 and method description in § 5.2.6)

3This limit is inspired from the preliminary systematicsukts estimated by the application of iteration algo-
rithm on the data.
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6.5. Distance measurement procedures

Table 6.4; Distance measurements, statistical errors, background and detectdeictiparsystematics
Op, of all stations (and sides).

Station distance [mm] stat. [mm] o, [mm]

B7L1+ 12.073 0.001 0.006
B7L1- 11.850 0.001 0.013
A7L1+ 12.468 0.003 0.012
A7L1- 12.387 0.003 0.022
A7R1+ 12.397 0.005 0.015
A7R1- 12.369 0.004 0.010
B7R1+ 11.847 0.001 0.029
B7R1- 11.773 0.002 0.028

6.5.4.2 Results

For physics analysis, we have to provide the distance seépgu@ntral detector edges (MD
edges). To do so, we calculate the mean distance of both ODunegasnts sides (+ and -
sides). This distance will be used for the alignment procedthich is the first step in physics
analysis. Furthermore, we have to take into account otrstesyatics, such as:

* selection cutwyg, reported in 8 6.5.2
« detector absolute alignmentge;, estimated during test beam analysis (§ 5.2.6), and
including:
— fibre absolute position alignment with respect to MD
— MD edge position measurements precision

— systematics of the test beam analysis methods

Distance between upper and lower MD, with correspondingesyatical, statistical errors
and combined errors (quadratic sum of all errors contring), are reported in table 6.5.
Combination of all propagated errors show that inner stair@more precise than outer ones,
even with low statistics condition. We succeed to measucedistances with a precision of
18 and 22um (=~ 0.2 %). The outer station B7L1 shows the largest systematicrtaingy
due to the fact that it wasn't calibrated during TB. Thus, mstations will be used later for
the alignment procedure as they present better preciseondtter one.
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Table 6.5: Distance measurements results, with propagated systematical and statistisalfer dif-

ferent station. gy, is background systematigye: Stands for TB calibration systematics aag for
selection cuts. Unit of measurement is [mm]

Station Distance Stat. oy Odet o: Combined
B7L1 11.962 0.001 0.010 0.080 0.004 0.081
A7L1 12.428 0.003 0.018 0.008 0.008 0.022
A7R1 12.383 0.005 0.013 0.009 0.008 0.018
B7R1 11.810 0.002 0.029 0.008 0.006 0.031

6.6 Possibility to improve results using multi tracks algo-
rithm

6.6.0.3 Motivations

Multi tracks algorithm was developed to improve the numbeeoonstructed tracks, by con-
sidering events with 2 (or more) tracks. It aims to improistics and measurement preci-
sion. The motivation to this study is represented in figuld8pwhere plots shown the distri-
bution of tracks, over the different multi tracks cases. TBeODs are shown in this figure,
with a red label for outer stations, and blue label for inrtatisns. Plots can be interpreted
also as a comparison between single track algorithm an tnaittks. The number “1” on the
x-axis, represents single tracks cases, and numbers froo “B” are multi tracks cases.
Considering outer stations, it turns out that number of esseiitth two tracks is higher than
the one with one track, which reveals the importance of thidys for the statistical improve-
ments. This observation can be explained by the high levehoivers seen in outer stations.
For inner stations the number of single track is the domirmer#, then we do not expect
significant improvement of the measurement.

6.6.0.4 Analysis strategy

Since the analysis proceeds with upper and lower detecaicas independent way, the first
step will be to match different reconstructed tracks with ¢higinal paths. Challenge comes
from the high background level seen during data taking. Teal@n analysis was developed
to check if this algorithm improve distance measurementéyiproving the signal over back-
ground ratio.

As mentioned in § 5.1.2.2 the maximum number of reconstruictexks per OD is 6, using
multi tracks algorithm. As starting point we consider onlyr&cks per OD. In the ideal case
(with no background), 2 tracks return 2 possible combimatiovhere only one of them is
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Figure 6.18: Number of reconstructed tracks for the same recorded events. Multstadgérithm was
limited to max of 6 tracks. The 16 ODs are shown in this figure. Outer stations thinaled, and blue
labels for inner stations.

correct, as detailed in 8§ 5.1.3.

This simple strategy could not be applied with high backgoboontaminations seen in data.
In other words, we were not able to use multi tracks algorithdependently to calculate
the distance. Based on that we will introduce another styategich will call back single
track algorithm in order to get a preliminary distance measient. Afterwards, we used this
“known” measurement to constrain all possible tracks coratbons (between upper and lower
OD) and find the best candidate(s).

We proceed as follow:
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1. get a preliminary distance measurement, by selectingteweth only 1 tracks in both
ODs. Use the iteration algorithm to measure the distancexglained in 86.5

2. re-scan the run and select multi tracks events (maximumbeu of allowed tracks can
be fixed in advance)

3. make all combinations between tracks of the upper andrl®4zes

4. the best track candidate(s) is the one returning the si@istance to preliminary one,
calculated in step (1)

5. possible candidate(s) have to pass dynamic multiplmit, with 5-10-15 per layers
(for more details about this cut, check 86.5.2)

6. number of accepted candidates do not exceed the half oidxénum allowed tracks
per detector. For 4 allowed tracks, maximum of 2 candidateserepted

6.6.0.5 Results

With this strategy we succeeded to reconstruct again distdistribution based only on multi
tracks cases. Since we can decide the number of allowedstaoted tracks per OD, we
made a scan, starting by 2 tracks and ending by 6 (the maximoncheck what case im-
proves the measurement. Figure 6.19 shows the distanceiragent results, using different
configurations, for run 191367. The points represent diffecases with different maximum
of accepted tracks for each case, excluding single track Boe example the 3 tracks con-
figuration, take into account events with 2 or 3 reconstadittacks. Errors on the distance
measurement were estimated using the iteration algorithaddition of the statistical errors.
Inner stations measurements are totally biased by the ktgtts condition (expected in the
beginning of this analysis). Single track algorithm wikhgta good choice to these stations.
Looking for outer ones, we succeeds to reproduce compatislance measurement in com-
parison to single track algorithm and measurement methadyé do not succeed to reduce
systematical errors of the measurement. UnfortunateB/y&io is higher in multi tracks con-
figurations, thus these measurement will no be used for physialysis later.

At this point, table 6.5 is the final reference.

6.7 Conclusion

In this chapter we described and summarized the overlagtdeseperformance during data
taking phase. They were used for the first time during@he= 90 m data taking of October
2011. Detectors have shown good performances in genefta atiggering level, and fibres
efficiency studies. Multiplicity studies has reflected tbédwing state: inner stations were
dominated by single halo particles while the outer statisase affected by showers initiated
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Figure 6.19: Comparison of the distance calculated using different multi tracks options. [like b
horizontal line represents the distance measured using only single traitkihewcorresponding errors
(blue zone). The maximum number of tracks used for the reconstructionvismishalifferent colors.

in the inner ones.

Backgrounds could not be predicted and simulated. Datagakas the first opportunity to
study background contamination and impact, on the distaregsurements. Simulation was
developed for this purpose and used to make advanced syatemegrtainties studies.

Data quality during data taking was a real challenge foryaisl The high level of back-
ground and the unpredictable state of the beam halo werad#éine development of the OD
analysis. Final distance measurement results are basestonstructed tracks using single
track algorithm. Multi tracks algorithm presented a cohéresults with single track, within
the error bars. But since systematical error have shown noowvement, multi track results
will not be used in the analysis later on.

As mentioned in the introduction of chapter 5, the distaneasarement precision have
a direct impact on the total cross-section and luminositasneements. For the time being,
we succeed to measure two distances with a precision of 122 (=~ 0.2 %) which is
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enough for actual run conditions (reminding that theuf or ~ 1 % was requested to the

high B* runs with a distance of 1-2 mm).

Later, we have only to choose the most precise measurememteo$tation, and use it for

relative alignment procedure, described in following deap Distances measured by other
stations, with higher uncertainties, will not be taken imaicount. These stations will be
relatively aligned with respect to the chosen one, usingnsitucted elastic tracks in the
main detector.

Concerning the 1@m challenge for future higB* runs, based on what we have seen until
now, two points may let this precision possible:

« first one is to collect more statistics especially for indetector to reduce impact of the
statistical errors

» second one is to improve background investigations, amadilation models develop-
ment. They may better describe the data. This may lead tdafew¢gher methods and
tools for the analysis. One can imagine a data backgrourtdestion using simulation,
to get rid of the tails around the peak, and reduce its impastystematic errors

The study presented in this chapter was my first experiente d@ta analysis for physics
uses. | have developed most of methods, algorithms, angisamahown in this chapter. | also
developed an automatic procedure and software for the a¢xtaking, to give a fast feedback
and preliminary distance measurements for any future iidganced studies came later with
simulation, data quality, and selection cuts as describéis chapter. These procedures and
tools can be used or developed by any member of the team forumex
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Chapter ;

Total cross section measurement

The B* = 90 m optics described in [60] was developed as an interneedtap on the way to
ultimate 2625 m optics. It will allow for the first total crosection o) and nuclear slopebj
measurements in the very forward region by ALFA and TOTEMe Tieoretical motivation
was introduced in 8§ 3.5. The main parameters used in the 2625aptics have been kept in
the 90 m optic, in particular, the phase advance betweerPtlaad the RPs isc 90° and the
dispersion is equal to zero.

This chapter is dedicated to the analysis of the 90 m run.rAlfie introduction of the beam
condition, and Monte Carlo (MC) simulation strategy, we widl through the analysis chain
in 8 7.3. And by the end of this chapter we will present the #sEA measurement of total
cross section and nuclear slope, as a result of this analysis

7.1 The run conditions

The data were accumulated during October 2011 in a seriensfwith specific beam condi-
tions. The very specific condition was té value; for this set of runs the value was 90 m.
The bunch intensities for the two colliding bunches wered*®Jand 1.18° for the non-
colliding bunches (13 in total). The collisions rates wepgimized by the use of various
luminosity online reference counters; the most sensitivehase low intensities was LU-
CID_EventAND. The rate variation could also nicely be observed by drth® ALFA detec-
tors, even though in garage position, as can be seen in figlure 7
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Figure 7.1: Rate evolution during collision optimization, tieaxis represents the time agdxis the
rate in Hz [61].

7.1.1 Optics parameters

The 2625 m optics is designed for a beam energy of 7 TeV. ltiregja very low emittance of
1 um and inversion of the polarity of the Q4 magnet. We know ntxat such conditions will
not be possible to obtain before the year 2014. The ALFA ropws have been installed in
the last short shut down and was available for data takinigarsecond part of 2011 [60].

The main parameters of the 908% optics are listed in table 7.1 for a normalized emittance
equals to 3.75um.rad which was the emittance expected for LHC as indicatedi. The
main parameters used in the 262541 optics have been kept in the 90 1 optics. In
particular, the vertical phase advance between the IP anBHEs is equal to 9Qdispersion
anda at IP are equals to zero. With these values, the vertical anddntal beam sizes at IP
reach 30Qum.

Figure 7.2 shows the evolution of the betatr@iig)) and dispersion(s)) functions, for beam
1 and 2, as function of the longitudinal positia).(The IP is around 550 m, where dispersion
is 0 andp* =90 m.

7.2 Simulation

The good knowledge of the optics parameters (table 7.1) eathizonditions are crucial for
simulation. Another important parameter is the precise oreasent of the detector position
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Figure 7.2: B(s) betatron andD(s) dispersion functions for beam 1 and 2, as functiors pbsition
along the beam axis [49].

Table 7.1: 90 m3* optics parameters for beam 1 (LHC version V6.503) [60].

IP RPs
en (um.rad) 3.75 By (m) 193.5-124.2
By (m) 90 By (m) 857.5-780.4
By (m) 90 oy (um) 374 — 353
af 0.0 oy (um) 926 — 883
Dj (m) 0.0 oy (urad) 2.67-2.83
D; 0.0 oy (urad) 1.08-1.13

o* (mm) 0.3 Ay (2m) 0.515-0.519
o (urad)  3.33 Ay (2m) 0.249 —0.250

with respect to the beam core, or what we will call later “atigent”. In the following a brief
description of the simulation procedures is given. Morailietan be found in [45, 49].
Elastic protons are generated randomly with PYTHIA8 [62heTsimulation takes into ac-
count elastic parameteps diot and the nuclear slople based on different physics models.
The size, divergence of the beam, vertex smearing and ede&pggrsion are also included in
the generator.

Knowing the initial position and scattering angle, elagtiotons will be transported to the
RP position, using the MadX [63] software, which take intoaod the magnet strength and
position, to calculate the transfer matrix parametersdihiced in § 1.2.4).

Once the elastic scattered proton is transported, the letmel of the detectors position (with
respect to the beam center) and geometry, allows to tagldarg protons that would be used
for the measurement ofspectrum.
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Figure 7.3 shows simulated tracks map of elastic eventh&Bt 90m optics. It also figure
out the beam profile at RPs position. The beam is stretchea ivetttical direction, due to the
ALFA special optics configuration (mainly to the 90° phaseaate in vertical direction).

Madx Beam2 B7L1 PYTHIAS elastic scattering

E Tl \s=7Tev
s [ PTeem 4000
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Figure 7.3: Simulated tracks map of elastic events for 8{e90m optics. Events were generated by
PHYTIAS8 and the transport from ATLAS to the ALFA stations at 241 m distatacthe IP performed
by the MADX matrix program. Just the positions of passing protons are shawnreconstruction
algorithm was applied. For illustration also tracks points outside the geometriegitance are shown.
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7.3 Analysis chain

The analysis chain is summarized in the diagram of the figute The collectedaw data
(fibres hits) is transformed t@constructed tracks This step will be followed by thalign-
ment procedure, which gives the absolute position of each dmtedth respect to the beam
center. Then, thevent selectionchecks for elastic events and partially reduce background.
Afterwards, the reconstruction of thespectrum t-reco) will be possible using different re-
construction methods. Thenfolding is crucial to correct for detector effect, thaoceptance
andefficiencycorrection lead us to theNddt distribution. In these last 3 steps, knowledge of
the optics is important. Luminosity normalization transforms the N/dt to do/dt distribu-
tion, where one can deduce tbg; andb-slope parameter.

Background
subtraction

'

Track . .
Raw data rac . Alignment —» Event selection t-reco
reconstruction

unfolding 4—@@

t-spectrum fit < | Luminosity Acceptance |_
o, and b-slope normalization Efficiency

Figure 7.4: The analysis workflow, from raw data to the differential cross sectioneéthistic scatter-
ing.

A

7.3.1 Detectors alignments

The goal of the alignment of the ALFA detector system is toregp the tracks, initially
reconstructed in the detector coordinate system (DCS)gibéam coordinate system (BCS).

Beam scrapping test

The first part of the alignment is done prior to the data takinghe so-called scrapping
exercise. In this exercise, the beam is collimated suchiti@symmetric and that only the
core of the beam remains (typically 3 to 6 sigmas). The kndgaeof the optical functions
between the collimators and the detectors allows to infemptbsition of the beam with about
150 u m precision. The detectors are brought to position first yre® steps then by fine
steps as we get close to the expected position. When the eytartl of the RP will start to
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touch the beam, the scattered protons will be detected byet8&am Loss Monitors (BLM)
sitting behind. The signal increase in the BLM will allow dakting the detector position. A
simple scaling will then allow the user to position the detexat any given distance from the
beam center with an accuracy better than 100 microns.

However this level of precision is not sufficient for the datealysis and must be im-
proved. The distance between the active parts of the uppkloarer detectors is measured
with the overlap detectors. The measurement comes with amsgsit uncertainty which will
determine the reference station used for the relative alegn of the ALFA detector system.

The alignment of the ALFA detector system is based on therdecbelastic tracks. The
back-to-back topology of the elastic scattering providep@merful tool to perform this op-
eration. It is divided into two steps. First the horizontégament parameters are determined.
They consist of one offset and one rotation angle for eachctlmt Once the tracks are cor-
rected the vertical alignment can start.

A very important matter of the alignment procedure is notse any information from the
optics.

Horizontal alignment

The horizontal alignment uses the fact that the elastidestag pattern is symmetric with
respect to the beam center. The gap between the detectondestail this symmetry con-
trarily to the vertical direction. Nevertheless one cdnition could brake this symmetry,
the background events. In this respect, the sample of eusets$ for the alignment must be
cleaned and some fiducial cuts must be applied toward theaddbe detector. In order to do
so, several iteration are required. Figure 7.5 shows an gbeaaf the horizontal alignment,
where a linear fit allows determining the rotation angle glthez-axis and the offset of ALFA

detector.

Vertical alignment

The final check of the alignment is done using the so-calledajltracks in the vertical plane.
The back-to-back topology of the elastics events is usedutid lout of the two outgoing
protons a single track. This track will go through the foureddbrs constituting an arm, i.e.
the two upper detectors aide-A(on the left of IP) and the two lower detectorsside-C(on

the right of IP) constitutearm1 while arm2is built of the two lower detectors ogide-Aand

the two upper detectors @ide-C(see figure 7.7). The lever arm represents the distance at
which the proton would be intercepted at the same verticsitipn in absence of any magnetic
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Figure 7.5: Track pattern in DCS. The linear fit allows to determine the rotation angle alongékis z
and the offset of each ALFA detector.

elements. Consequently, the detectors are placed at thesdesin order to mimic a straight
track. Finally each track is fitted and the residual plotsashon figure 7.6. The mean value
of the fitted distributions demonstrate a precision on thative positioning better than 5
microns. The figure 7.7 displays for the two detection arnesititercept of the fitted global
tracks as= 0 (i.e. the ATLAS interaction point). The mean value show asoéite alignment

precision in the order of 10 microns. The width of the disttibn shows the impact of the
angular divergence, i.e. the deviation of the global traokifa straight line.
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Figure 7.6: Residual distribution using detector 3 (A7L1U) before alignment. The differén stan-
dard deviation between the three distribution is related to the divergence
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Figure 7.7: lllustration of the two ALFA elastic armsArmLlis defined by the opposite coincidence of
the 2 upper detector on the IP left side and 2 lower detector on the rightsiaikis the opposed arm.

7.3.2 Events selection

This section shows the list of selection criteria used tectetlastic like events. All the data
used in this analysis were recorded in one single run 191837xRtober 2011 (see table 6.1).
Only one bunch with nominal intensity of aboutT0'° protons is used in the analysis, since
the other 13 bunches were all pilot bunches with less intgtsit more halo background;
Also, the luminosity can be reliably determined only foistbunch. A list of good luminosity
blocks was collected requiring an LB duration longer tharséfonds and a dead-time below
5%. In the list are about 240 LBs and average life fraction i§3%. Events in these LBs
are then selected at the trigger level requesting the CTRLBIELAST_15 (@rml configu-
ration) or L1 ELAST18 (arm2) to be set; ELASTL5 requires the trigger of statioB{L1U

or B7L1U) and B7R1Lor B7R1L) and ELAST 18 requires the trigger of statioB{L1L or
B7L1L) and B7R1Uor B7R1U). More information about the ALFA trigger system can be
found in 8§ 4.4.2.
At the next stage at least one track is requested to be reaotest in all four detectors of an
arm. To the tracks on the left and right side several cutseme applied first to ensure that the
event is fully contained in the fiducial volume where a higlicefncy and good spacial reso-
lution are maintained (figure 7.9(a)), and second on thdiaeality of the events exploiting
the back-to-back topology of elastic events.

In detail, the following cuts are applied:

* A cut is put on the vertical coordinate at edge of the detsattose to the beam, the
position of the edge was determined by means of metrologynagmsured in the test
beam. The cut is placed at a distance ofus0 from the edge, where the fibre detection
efficiency was measured to be above 99%. The cuts for eacbtoletge summarized
in Table 7.2.

» A second vertical cut is put at the other end of vertical magound 20 mm. In this
region the contributions from showers generated by pasihltting the beam screen of
Q6 increases. Protons hitting the beam screen are outstle atceptance, but shower
fragments might be reconstructed as fake elastic protdms p@sition of the shadow of
the beam screen is visible as an edge in the y-distributidritecenter of this edge was
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Table 7.2: Vertical acceptance defining cuts for each detector.

Detector Edge cut[mm] Beam-screen cut[mm]

1 5.926 20.144
2 -6.074 -18.923
3 6.242 21.155
4 -6.306 -19.934
5 6.167 19.565
6 -6.265 -21.223
7 5.946 18.652
8 -6.114 -20.197

determined. The cut is placed one mm away from this edge srftlgifar to suppress
shower contributions. The cut values are also summarizé&dbre 7.2.

The acollinearity of elastic events is a good handle agdiaskground, on the other
side the back-to-back topology is diluted by the beam dewecg and detector resolu-
tion effects. In practice the cuts are placed on the corogldietween left and right
measured positions ik andy, as shown in figure 7.8. For the horizontal coordinate
some uncorrelated bands appear in the correlation plothwdriginate from accidental
beam halo coincidences. Elastic scattering events areneahiin a narrow correlation
pattern which can be parametrized by a 2D Gaussian distibuthe widths and angle
of rotation are determined simulation and an elliptical isuplaced 3.50 (Gaussian
o), preserving more than 99% of the elastic events. For thigceécoordinate simple
straight-line cuts are used requiring the events to be astardte of not more than 3
mm from the diagonal, which is again the case of more than 9Bfecelastic events
according to simulation.

A rather discriminant observable against background fnaio accidentals and combi-
nations of halo protons and protons from single diffractsthe correlation between the
horizontal coordinate and the local horizontal angle retmicted between two stations.
The elastic data appear to be confined to a narrow anti comelpattern of elliptical
shape, while the background populates an correlated akband and an ellipse of neg-
ative correlation, as shown in figure 7.8. The elastic isragarametrized with a 2D
Gaussian function and the elliptical cut is placed at@.5

Table 7.3 gives the statistics of run 191373, at differeteéctmn cut stages. First row is the
total number of recorded events during the runs. Reconstiadastics row gives the number
of elastics event per arm, making sure that L1 trigger had &rel at least one track is recon-
structed per detector arm. Back-to-back cuts row shows tiaénamber of events per arm
after the selection ofyh vs. yc), (Xa vs. Xc) and B vs. x) cuts. Cuts iny is described by
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Table 7.3: Total number of elastic events per arm at different selection levels.

Selection cut arml arm2
Total recorded events 6620953
Selected Bunch 1898901

Good LBs 1822128

Reconstructed elastics 459229 428213
Back-to-back cuts 434073 410558

Cuts iny 415965 389463
Pile-up 1060
Total 805428

figure 7.9(a).

Figure 7.9(b) shows the efficiency of the cuts for differelaisgéc arms as function dfdis-
tribution. It was deduced by the application of data setectiuts (elliptical and linear) on
the MC generated model. As there is no background in the ationl, we will study the cuts
impact on elastics. One can conclude that cuts impact orggtavalues.

The data selected after all cuts contain a small fractionrefiucible background at the
level of 1%, mostly beam halo accidentals, which are analyme§ 5.1.3.2. The sample
also contains a very small fraction of elastic pile-up eseaitthe level of 0.12%, which are
observed in case the two overlapping elastic events aredifferent arms and pass individ-
ually all cuts. Each of the two elastic events are used focthss section determination. The
same fraction of pile-up events is expected to be presemersame arm, but in this case it
is difficult to separate the events. Thus only one event, theeralastic-like, is taken. There-
fore a correction is derived for the non-observed pile-ugnés by scaling the observed elastic
pile-up events by a factor of two.

The cut-flow of the number of events in the two arms after eatdction or cut is given in
table 7.3. At the end of the selection procedure about 800s08stic events survived all cuts.
A small asymmetry is observed between the two arms, whichbeatnaced back to the de-
tectors not being all at the same distance, asymmetric [seaeen positions and background
distributions.

The evolution of the elastic events as function of LB is shawiigure 7.10. The gap in the
distribution referred to bad LB and will be removed latereTiumber of elastics decrease by
about 500 events per LB between the begin and the end of th&alected events distribution
(in red) by the back to back cut, follows the original distition and show no dependence per
LB, or per time (one LB is about 60 seconds). Figure 7.11 shbestiorizontal distribution of
elastic events at different ALFA detector. Knowing thef ¥s. xc) and @ vs. x) affect events
with largex value, comparison of the red and black curves shows thategarnvs. yc) is an
important complementary cut, which succeeds to reduce llaaties event at smal value.
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Figure 7.8: Different selection cutsyh vs. yc), (Xa VS. Xc) and @ vs. X) on data distributions. Left
plots show distributions before applying cuts. Right plots show clean datiédifin.

7.3.3 t-reconstruction methods

This 8§ describes how one can use the detector observadd@sly reconstructed position) to
reconstruct thé-variable by two different methods.

One of the methods, calleslibtractionis based on the subtraction of the reconstructed posi-
tions on both IP sides( — uR) to cancel the vertex contribution and was introduced irl§14.
The 6* can be written as:

U. — Ur ua — Uc
6 = = 7.1
Y 2Lefty Miza+Mioc 7.
where the lefti() and right R) notations were replaced lsyde-Aandside-Cnotations (intro-
duced in the ATLAS coordinate system 8§ 2.1). Separation@tetiel arm (or thévl;» term)
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Figure 7.9: Cuts iny and selection cuts efficiency.
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Figure 7.10: Elastic events evolution as function of LumiBlock (LB). Colors refer to elastéfsre
the back-to-back selection cut (blue) and after it (red).

takes into account a slightly larger asymmetry between kieand beam 2.

This method yields already an excellent reconstructiorhefviertical scattering angle com-
ponent with the large level arid,,y. However, in the horizontal plane, the ratioMdf x to
M1y is less favorableAyy = 185°, see table 7.1), and thé 1« term have to be taken into
account. Eq. (7.1) is used for the inner and outer stationaratgly giving twat-values per
event. Finally, one uses:

—ts = ((692+ (692 PP , s=2370r241m (7.2)
t = (tazz+t241)/2 (7.3)

Another method used for th# reconstruction is based on the reconstructed arty)eaf
the RP, and calletbcal anglemethod. It uses thi¥l,,y term of the transfer matrix, in order
to compute thé;, which can be written as:

9* 6)(7/6\ - 6X7C

= _HA_XC 7.4
X Maoa+Maoc (74)
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Figure 7.11: Horizontal distribution of the elastic events for different detector. Coleirito elastics
before the back-to-back selection cut (black) and after it (red).

where again the term proportional to the vertex is disregird he local anglef) is calcu-
lated using the reconstructedosition in the inner and outer station of the same side (A or
C). Only one measurement per event can be done, as there ismmalpcal angle between
the two stations, and the matrix elemeMs, are the same at 237 m and 241 m, no active
magnetic element being in between the stations.

The advantage of this method in the horizontal plane liekénangular lever arrivlo» being
proportional to sifAY), while the term in co@\y) is damped by a factor() and hence the
matrix element is less sensitive to uncertaintieg/ih (On the other hand, the resolution of the
local angle is moderate with about L@ad, because the distance of the two stations is only
about 4 m. As a consequence thsolution of thdocal anglemethod is worse than for the
subtractionmethod, but optics-related systematic uncertaintieseseaed. This method will
suffer of high unfolding correction, as shown in the follogi Figure 7.12 shows difference
in thet-resolution between both methods. The resolution is detiyettie difference between
generated-(f) and reconstructed ongeto).

7.3.4 Background

The event selection cuts have been applied on thes3ével, which keep a very good ef-
ficiency. However, there might have been a handful of nortielasents that have passed
the cuts (i.e. background). To estimate the level of comation by this type of events, we
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Figure 7.12:t-resolution for different reconstruction method using a MC simulated sample.

studied accidental coincidence of the four upper (respefpwaetectors. Figure 7.13 shows
the background arm configurations. This study requestexhat bne track per detector of the
corresponding arm. The same tracks reconstruction @iéed used, as in the elastic analysis,
and a-spectrum can be reconstructed. This is achieved by imggtttie sign of one of the pro-

B7L1U A7L1U A7R1U B7R1U
— # > < # "
—_ - = 2 e - —
B7L1L A7L1L A7RIL B7RI1L

Figure 7.13: Background’s arms configuratioarm+-+- for upper coincidences aradm—— for lower
ones.

ton track coordinates on either side in order to flip the eeetiticially from the anti-golden
into the golden topology. The limitation of this method is tissumption that the beam halo is
the same in the upper and lower detectors and the assigniniet constructed background
t-distributions to arms is arbitrary.

Afterwards, events are flipped into the golden configurabgrchanging the sign at a ran-
domly selected side. After that operation all standard eselection cuts are applied. The
resulting number of background events is given in table [bAgawith statistical and system-
atic uncertainties. Systematic uncertainties are obdalinyechanging the side on which the
sign is flipped both x and y coordinates and by flipping onlygiys in y.

The reconstructetispectrum for the elastic sample in arm 1 is compared to tlo&-ba
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army+-+  arm-—-—
Nominal 2814 1353
Statistical error  +53 +37
Systematic error +56 +108

Table 7.4: Number of background events in each arm with systematic uncertainties abteithethe
anti-golden method.

ground spectrum in figure 7.14. The shape of the backgrousidasly different from elastics,

much more peaked at small values of t and falling off with a&gés slope. Furthermore
the spectrum continues to rise continuously towards stallues, Accidental protons are in
contrast uncorrelated on the right and left side and havdraasa flat acceptance up to the
detector edge. The background distributions are subtiastiehe rawt-spectrum, before the

distributions are unfolded to account for resolution effect
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Figure 7.14: Raw data versus background distribution for different armsaedonstruction methods.

7.3.5 Unfolding

Experimental distributions of variable are altered by finite detector resolution and beam
smearing effects including divergence of the beam, vertexasimg and energy dispersion.
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Accordingly, a transfer of events between different regiof the spectra is expected. The
t-reconstruction method itself may increase or reduce thggation effect. Provided that
they are well controlled experimentally, all these effezzda be included in the Monte Carlo
simulation (MC) of the detector response, which can be usednect the data.

The detector response is encoded in a T-maicbnnecting the measured and true vari-
ables under study.

In this section a comparison of different unfolding angeconstruction methods is rep-
resented together with systematic and statistical errrslterative Dynamically Stabilized
(IDS) method of data unfolding have been used, of which ada#cription can be found
in [64].

7.3.5.1 Method description

The IDS unfolding uses a regularization functibf\x, o, A ) to dynamically reduce the fluc-
tuation which can produce fake event transfers. It is a smamatnotonic function going from

0, whenAx = 0, to 1, whenAx > 0. Ax is the deviation between data and simulation in a
given bin with the corresponding error, andA is a scaling factor, used as a regularization
parameter.

Performing the comparison between data and reconstruc@dsMnother important in-
gredient of the unfolding procedure, keeping in mind that data may contain structures,
which were not (well) simulated in the MC. Operating the regition function introduced
before, it counts the events in de(ml'j"'c) without including the those corresponding to sig-
nificant new structures. Data/MC normalization factor isaated by dividingN(']l\’IC by the
number of events in the MQ\yc) in an iterative way.

The T-matrix provided the number of generated events in thg land reconstructed in
the bini, Ajj. Then, the unfolding probability matri; which corresponds to the probability
of an event reconstructed in the bito be simulated in the bif, is written ashj = E"?]_A'

k=1"k

Hereny is the total number of bins.
Finally, for a binj € [1;np], the unfolding is given by:

MC Ng
uj =tj-0—+ 3 f(|Ad], ok, A)AdRj + (1— f(|Adk|, 00k, A))Adkd;  (7.5)
Nvc &

MC
With Ady = dy — Hd—MC ‘I, Where, for a given bitk, t is the number of true MC events, while

1Stands for transfer matrix, but to separate it from the sgt@nsfer matrix, we will use the T-matrix notation.
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o is the uncertainty to be used for the comparison of the di)eafd the reconstructed MC

(o)

The first contribution to the unfolded spectrum is given by tlormalized true MC term
(tj - md—::z), which we do not transfer from one bin to another. Then orgsdde number of
events in the data minus the normalized reconstructed M@dhterm. A fractionf of these
events are unfolded using the estimate of the unfoldingaiyity matrix P, and the rest are
left in the original bin.

7.3.5.2 Unfolding correction

Unfolding correction depends drreconstruction method in use. Tlecal angle method
suffers from bad-resolution, compared tsubtractionmethod, as explained in 8 7.3.3. Bad
resolution causes a large transfer between bins (genetaiicand reconstruction one). This
can be visualized in figure 7.15, where left (resp. rightiplshow the T-matrix distribu-
tion for subtraction(resp.local angle method. The large spread of tleeal angle T-matrix
distribution, is the result of large bin to bin transfer. §Armatrix is produced using the sim-
ulation procedure (see 8 7.2). Its projection onxreis gives the true generated distribution
(true = faco), and on they-axis gives the-reconstructed distribution, which takes into account
the detector resolutidhand the beam smearing effects.

The unfolding procedures have to be applied independentlgach arm, and for different
methods. As shown in the general analysis workflow, figure thel unfolding comes before
the application of acceptance and efficiency correctiongses theaw t-reco as data input,
and the simulated T-matrix.

Figure 7.16 shows the unfolding correction needed per arfodtht-reconstruction methods
as function oft. The subtractionmethod shows a flat distribution close to 1 (which mean
negligible correction need to be applied on the data spejtrcompared to théocal angle
method, which have a large correction factor, uptd0% at—t = 0.3 Ge\2.

This is the results of the IDS unfolding methods. It is instiee to compare the results
of different unfolding methods, especially for systematiadies. In the following we will
add two different unfolding strategy to our analysis: thedtias bin-by-bin method, and the
Singular Value Decomposition (SVD) [65].

2|s simulated by randomly spreading each track at the detesing a Gaussian distributionsigma< 30
um) and characterize the resolution of different detectors.
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Figure 7.16: Unfolding correction for elastic arm1 and differéateconstruction methods, as function
of t. Elastic arm2 is not shown, but it's similar to arm1. Local angle method requesgsuafglding
corrections. This is mainly due to the blatesolution coming from the use of this meth@&ubtraction
shows flat correction over the whdlgange.

7.3.5.3 Statistical uncertainty

Statistical errors are propagated through the unfoldimgguiure using toy model®ata toy
models are build, inspired directly by the (ig%inal data $pen, by fluctuating spectrum bins



7.3. Analysis chain

around the statistical errors. In the same way we also genaraconstructed MC toyand a
modified T-matrix A’) toys using the reconstructed MC spectrum and the T-maiix (
The unfolding of theN data toy(N = 1000) by the A’) resultsN toys unfolded spectrum
therefore one can deduce a mean unfolded spectrum andriésponding covariance matrix.
The covariance matrix is defined as:

Nioy

Neoy, Zl(xtoy,i—xi) X (Xoyj — X)) (7.6)
oY=

COV(X@,XJ') =2jj =
where, considering an unfolded data t¥,y; return the value in a binof the toy,)E is the
mean toys value of the binandNoy in the total number of generated toys.

This matrix contains all information needed for statidtieaor propagation, taking into ac-

count the bin to bin correlation effect.

Table 7.5: Absolute statistical errors propagated to the different fit parameterdifferent unfolding
andt-reconstruction methods, using different errors propagation strategies.

Statistical Error Subtraction Local-angle

Parameters b-slope [GeV?] it [Mb] b-slope [GeV'?2] Giot [Mb]
IDSCoV 0.048 0.118 0.043 0.107
IDStoY 0.051 0.133 0.049 0.119
Bin by Bin 0.052 0.130 0.050 0.131

035" ATLAS Internal | &
O, _f Subtraction arm1
+ 0-3- Bin by bin unfolding
0.25-
0.2-
0.15-
0.1
0.05°
005 0.1 015 0.2 0.25 0.3 035 005 0101502 0.25 03 0.3

-t [GeV?] -t [GeV?]

Figure 7.17: Comparison between covariance matrixsabtraction(left) andlocal angle(right) strat-
egy for Bin by bin unfolding method.

Unfolded spectrum usingin by binmethod presents only short range correlation effect
between bins, due to the fact that correction is performedhbitiplying the reconstructed
spectrum by a correction factor. Therefore, consideriiag) tlon-diagonal term are negligible,
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Figure 7.18: Comparison between covariance matrixsabtraction(left) andlocal angle(right) strat-
egy for IDS unfolding method.

one can write&; = g; whereg; represents the statistical error for a given b)n I this case,
statistical error ¢; for a given bini) is the propagated to the fit parameters using the bgsic

minimization procedure
2 & [d—t 2 7.7)
X = kgl( Ok ) . .
In the other hand, IDS and SVD methods have shown correlagbmeen bins, due to the bin
to bin migration. Correlations are stronger for flbeal anglemethod than theubtraction
one (see figure 7.18). Statistical error will be under-eated (reduced) if propagation do not
take correlation terms into account (the non-diagonal isnédrm). This error reduction is
estimated by~ 23% forsubtractionmethod, ands 37% forlocal anglemethod.

As correlation effects are not negligible, data will be fittesing the genergk? form,
where the covariance matrix is taken into account:

Ng Ng

with 2 ! represents the inversed covariance matrix of considenesli Eind j. Results are
summarized in table 7.5, in the IBS row.

Another method is also considered. Statistical error ipagated in this case using fit
parameters fluctuation of all unfolded data toys. The whosdysis chain (acceptance, recon-
struction efficiency, luminosity normalization, ...) is@ied for each toy, transforming tlﬁ
to 9.

Final parameters values are deduced using the mean of slitparameters, and correspond-
ing statistical errors represent the RMS of the toys fit patarsesector. Results are reported
in table 7.5, in the IDSY row.
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7.3.5.4 Systematical uncertainty

Systematical errors are estimated by comparing the rekdéta unfolding with the true MC
model, but to have realistic results, one should take intmaiat possible difference between
data and MC. Thus, we defined the polynomial functidi to describe the ratio between
dataand reconstructed MGNIC). This ratio is shown in figure 7.19 for different arms and
t-reconstruction methods. In the range of [0.015, 0.130] GeM ratios are close to 1. It
means that the MC model match the data. This was not possitilewthe fine optic tunning
(describes later). Themodified rMCis the result of the MC bias by thiefunction.
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Figure 7.19: Ratio showing the difference betwedataand the reconstructed MC modeMC). It's
used then to bias the reconstructed MC (modifigkC). Left plots corresponds to arml (upper) and
arm2 (lower)subtractionrmethod, and right ones correspond toltteal angle treconstruction method.

Errors estimation and propagation procedure is summaiizidolvchart of the figure 7.20
and detailed in the following:

1. True MC modeis biased by the difference betwegataand the normalizedViC, mul-
tiplied by a constant factor, in order to get tioy data model
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7.3. Analysis chain

2. toy data modeis then folded by the T-matrixA;

3. result of this folding is &y reconstructed modeaheeded for the unfolding procedure;

4. data is unfolded using the T-matix

5. Systematic uncertainties is then deduced by computieglifference between the un-
folding result and theoy data model In other words, it's the difference between the
unfolded data and the true MC model, taking into account @ia-MC differences,
which may be related to other effects (alignments, physiodet ...).

\
True MC |—» Biased by f [ ngoija > Folded by A TI‘;YOZZ‘I’O
Data (dN/d¢) Unfolding
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Figure 7.20: Flowchart of the systematic errors estimation.
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Figure 7.21: The relative systematic errors as functiontefalues, for different unfolding ant
reconstruction methods.

3Using the folding matrix, which gives the probability for a avent generated in a bjnto be reconstructed

in bini.
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Results are shown in figure 7.21 for different unfolding pohae andt-reconstruction
methods. The relative errors distribution is mainly refat@the “f” function distribution and
the unfolding correction. It's negligible (in the order dkd in the range of [0.015, 0.130]
GeV? (acceptance- 0.3), for both reconstruction methods and arms. Therefordafgel|t|-
values systematic becomes larger, since thietinction shows some deviation in this range,
and the unfolding correction is higher (in comparison witiadl t-range).

As for statistical case, errors propagation to the fit patamis achieved by applying the
whole correction procedure on tlgata unfolding result and théoy data modelin order to
get the%". Then both were fitted, and systematic errors are deduced aparing the fit
result parameters of different cases. Table 7.6 summaitizesystematic error for different
unfolding and-reconstruction methods.

Since the fit is only in the range of [0.015, 0.130] Gethe propagated error is negligible
as expected from the relative systematic distributionse "Method” raw in table 7.6 is the
maximum deviation between different unfolding method hssin term of cross section and
b-slope. This error is added to systematic to be more consezva

Method Subtraction Local-angle
Parameters b-slope [GeV?] it [Mb] b-slope [GeV?] Gt [Mb]
IDS 0.005 0.013 0.006 0.051
SVvD 0.011 0.039 0.003 0.032
Bin by Bin 0.021 0.062 0.047 0.124
Methods 0.016 0.078 0.052 0.125

Table 7.6: Absolute systematic errors propagated to the different fit parametedsffezent unfolding
andt-reconstruction methods.

7.3.6 Acceptance correction

The acceptance correction takes into account the elastiorpfoses between the IP and the
RP, due to beam losses (i.e. proton hits the beam screen) ardetactor acceptance ge-
ometry. Acceptance is calculated using the simulationMbate-Carlo generator PYTHIA8
produces elastic proton collisions at the IP, where one eaanstruct d-distribution at the
true level f). Protons will be transported to the RP station using the Madftvare. MadX
uses the transfer matrix introduced in (1.4) and takes iotoant the geometrical form of the
LHC elements between the IP and RP. At the RP longitudinal ipasielastic protons will
be accepted within the transversal geometrical acceptafribe detector. Protons outside the
lower and upper detector edge, and beam screen will be edjedthese edges position are
deduced from the alignment procedure. Using accepted ®vamé can compute tlig, dis-
tribution.
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The ratio betweert) and €.cc) gives the acceptance distribution, will be used later tweat
the data-spectrum and summarized in table 7.2. This correctiorstake account only geo-
metrical effects (detector edge and beam screen). FigRPeshows the acceptance correction
as function ot. Thus, we distinguish two different behaviors: belevd.6 Ge\?, an increas-
ing acceptance due to lower edge limits, and beyond thig\ablecreasing acceptance due to
beam screen and upper edge limits.

Correction below 30% will not be considered in the final fit. fidfere, the fit region is limited

to [0.015, 0.130] GeV.
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Figure 7.22: Acceptance calculated using PYTHIA 8 for elastic proton generation amtKN@atrans-
port them to the RPs. The range between 0 and 0.06°@eWe detector edge acceptance limits, and
the range> 0.6 Ge\ show the beam screen limits. Asymmetric acceptances are due to diffeaemt be
screen cuts.

7.3.7 Efficiency estimation

For elastic events with two protons in back-to-back configjon one would expect a recon-
structed track in each of the four detectors of the corredipgrelastic arm. But due to elec-
tromagnetic showers, background or pile-up events it isiplest have more than one track
in one or several detectors. To a certain amount these addlitiracks are handled and re-
constructed by the multiple track algorithm. But in case ofigaamount of tracks, the re-
construction will fail and no track at all will be reconsttad. This leads to a reconstruction
inefficiency of elastic events.
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The track reconstruction efficiency for elastic events igeneral a function of and defined
as: Nrecl)
reco

S(t) B Nreco(t) + Nfail (t) (7.9)
whereNeco IS the number of fully reconstructed elastic events, in otherds, have at least
one reconstructed proton track in each of the four detectboe elastic arm.Ngy; is the
number of partially and not reconstructed elastic eventschvhave reconstructed tracks in
less than four detectors of one elastic arm or no track afhk. determination of reconstruc-
tion efficiency in such a way uses only data and is indeperafévibnte-Carlo simulations.

The 3/4 cases represented in figure 7.23, is the dominaificieety case. Eq. (7.9) can then

B7L1U A7L1U A7R1U B7R1U
o P
L} LI
° i >
seampive gl or LNR
B7L1U A7L1U A7R1U  B7R1U

i P

e —— L L’
@ i Beam pipe @or@

Figure 7.23: Upper figure illustrates the 3/4 inefficiency case, where 3 of 4 detecimwastuct tracks
(in the same arm), and lower figure shows 2/4 case.

be written as:
Ng/4(t)

 Ngja(t) +Nga(t)”
is determined, without considering the other cases, tdyw#ret-independence . In order

to getNa4(t), elastic events with only three detectors with reconsedidtacks are taken
and reconstructed fdrwith the subtractionmethod. The use of thiecal anglemethod is
not possible here, because a reconstructed track in ongateemissing and therefore the
local angle can only be reconstructed on one side of the Enlimber of fully reconstructed
eventsNy 4(t) is also determined by reconstructing the correspondingteviert with the
subtractionmethod. Figure 7.24 showe 4(t) for both elastic arms separately. A linear
function is fitted to both efficiency distributions and shasmall residual-dependence with
a slope ofs;3gs = (—0.01948+ 0.00905 for arm 1368 ands457 = (—0.01602+ 0.00985

for arm 2457. This is consistent with the assumptiort-ofdependence, but a systematic
uncertainty will be assigned due to the small residual slope

€3/4(t) (7.10)
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Figure 7.24: Reconstruction efficiency of case 3/4 as a functionfof elastic arm 1368 and 2457 [61].

7.3.8 t-fit and determination of aiot and b-slope

The long chain of corrections (unfolding, acceptance, efficy, ...) and background subtrac-
tion aims to give the correct number of elastic events per aoffected during the run period.
At this level we assume that we determine tg, which represents the number of elastic
events. The-elastic distribution is defined ad\d /dt, which is the deferential number of
elastics as function df

Thus, the differential elastic cross section can be deyivsihg eq.(1.1):

do-e| . 1 dNe|

dt L dt

whereL represents the integrated luminosity. The integratedrosity value is given by the
ATLAS Lumi-group after a deep investigation for this spe@aFA run with low luminosity
condition. The luminosity value is estimated using the BCIK@R algorithm, calibrated using
vdM scan. The integrated luminosity for the ALFA run is 7840B~* and systematical error
estimation is summarized in table 7.7.

The theoretical prediction for the differential elastiogs section including the interference
term according to equation 3.16 is fit to the corred¢tsgectrum with two free parameters, the
total cross sectionygt andb, while all other parameters in equation 3.16 are fixed to naini
values, in particulap = 0.14.

(7.11)
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Table 7.7: List of the systematic uncertainties affecting the luminosity determination in thefiigh
run (in %) [66].

Measurements Sys. uncer. [%]
BCM drift +0.25
Background subtraction +0.20
Time stability +1.00
Consistency among measurements +1.60
vdM scan +1.53
Total uncer. +2.45

7.4 Optic problem

The precision of thé-reconstruction depends on the knowledge of the elemeriteedfans-
port matrix. From the design of the 90m optics and with thgrahent parameters of the
magnets, the magnet currents and the field calibrationsaaiport matrix elements can be
calculated. This initial set of matrix elements is referte@s design optics.

In September/October 2012, once for the first time the arsatymin had been completed for
both subtractionandlocal anglereconstruction methods, the differencegigi measurements
between both methods was4%.

Knowing that the main different between the two methods éstthnsfer matrix parameters
(subtractionuses theM1, term, andocal anglemethod uses thil,, term), and after having
discarded all other potential explanations, it turns oat tmportant corrections are needed
to the design optics, in particular in the horizontal planeere the phase advance is close
to 180° and the lever armily» is rather sensitive to the exact valuefap, given the term in
sin(AyY).

It is therefore required to determine the optics paramdtera a global fit with constraints
obtained from ALFA and machine measurements, using th@uaegitics parameters as start
value.

7.4.1 Constraints on optics from data

The recorded elastic tracks can be used to derive directty the data certain constraints on
the beam optics. Two classes are distinguished:

1. From correlations between positions or angles meastitezt at theside-Aandside-C

or at inner and outer stations of ALFA the ratio of matrix etts in the beam transfer
matrix are inferred. The resulting constraints are fullgapendent of any optics input.
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2. From correlations in the reconstructed scattering anggeng different methods further
constraints on matrix elements are derived as rescalingriacThe rescaling factors
indicate the amount of rescaling needed to be applied toemghatrix element ratio in
order to equalize the measurement of the scattering angkselconstraints depend on
the given optics model.

For the first case, several methods have been developedetonile¢ the constraints, and all
methods have been validated with simulations includingrb#ansport by MadX. For some
constraints a small bias is introduced by the method, rieguitom the limited resolution, and
a Monte Carlo correction is applied.

The second case of constraints is derived from the assumibiab the reconstructed scat-
tering angle must be the same for different methods for aistam beam optics model. Thus
these constraints are obtained for a given reference optitieh is taken to be the design
optics.

The most illustrating case is the comparison of the scagiaangle in the horizontal plane re-
constructed with theubtractionmethod, based on the position avd, , and theocal angle
method, based on the local angle avig, . To derive the constraint a profile histogram is
filled with the selected elastic events where the scatteagie from thesubtractionmethod
is recorded on th&-axis and the difference in the scattering angle fromltival angleand
subtractionmethodsA6; is recorded on thg-axis, as shown in figure 7.25.

If the design optics used in the reconstruction was idehtecghe real optics, then an es-
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Figure 7.25: The difference in reconstructed scattering adgf¢ betweersubtractionandlocal angle
method as function of the scattering angle freabtractionmethod for the inner detectors. In each bin
of the scattering angle the mean valuedk is recorded and the error bar represents the RMS. The
line represents the result of a linear fit.

146



7.4. Optic problem

Table 7.8: Summary of the ALFA constraints on beam optics with combined uncertainties [61]

Constraint Value stat syst total
M12x(237mB,/B; 1.0048 0.0015 0.0026 0.0031
M12x(241mB,/B; 1.0037 0.0010 0.0021 0.0024
M22xB2/B1 0.9934 0.0007 0.0046 0.0047
M12y(237mB,/B; 0.9956 0.0001 0.0025 0.0025
M12y(241MBy/B;  0.9975 0.0001 0.0025 0.0025
M12y237/241B; 1.0488 0.0001 0.0010 0.0010
M12y237/241B; 1.0480 0.0001 0.0010 0.0010
M2 yB> /By 0.9797 0.0002 0.0208 0.0208
M12x/M22x(237 1.0565 0.0003 0.0055 0.0055
M12x/M22x(241 1.0482 0.0002 0.0032 0.0032
Mi2y/M22y(237 1.0047 0.0001 0.0060 0.0060

(

(

(

Mioy/Ma22y(241m) 1.0052 0.0001 0.0063 0.0063
Mizy/Mi12x(237m) 0.9713 0.0052 0.0084 0.0099
Mioy/Mi2x(241m) 0.9883 0.0057 0.0093 0.0109

333333

sentially flat shape would be observed, with a small slope otiah% induced by limited
resolution of thelocal anglemeasurement. Figure 7.25 reveals that the scattering &ngle
measured differently for difference methods, and thaedsfice increases linearly with the
absolute value of the scattering angle with a slope of ab%&ut Bhis effect can be explained
by the difference between the true transport matrix elesent the design transport matrix.
The fitted slope is a measure of the true ratio of the matrimelgs used in the reconstruction
M12/Ma2> to the matrix element ratio in the design optics.

The constraint extracted from the linear fit to the profiledgsam is hence defined as:

v\ true
MX (m¥>
R< iz): sz — (7.12)
M22 <M>1(2> esign
M2,

A summary of the ALFA constraints values obtained from det@resented in table 7.8,
where a list of 14 constraints is shown.

7.4.2 Determination of optics

The set of constraints described in the previous 8is useétrmine the optics between the
IP and the RP on both sides. The free parameters in this deision are the quadrupole
strength together with their longitudinal position. Thi@rameters are known with a given
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Table 7.9: Fit result for the effective optics, the errors are obtained from thenfit don’t include
systematic uncertainties.

Ak(Qng) beam 1 Ak(Qng) beam 2
2.98+0.15 330+£0.12

precision defining the phase space of the minimization. Ri@mnteraction point to the Ro-
man pots, the magnetic elements of interest are 6 quadsipoieng which the inner triplets.
Considering the two beams, it makes a total of 24 free parameter

Given the large number of free optics parameters (strengjtlssx quadrupoles in each
beam, several alignment constants per quadrupole) andritted amount of constraints, the
phase space of free parameters has to be restricted. THefogsthe total cross section
depends on k-values of the quadrupoles and the main satysgion the inner triplet magnets
Q1 and Q3. The choice of Q1 and Q3 is motivated by the maximunsitbaty but is to some
extend arbitrary, another choice of magnet strengths wsgdgventually in combination with
mis-alignment offsets, would eventually lead to the saffiective opticsn the sense that the
resulting transport matrix is the same. Both Q1 and Q3 werdymed at Fermilab, while Q2
was produced at KEK, which could explain a calibration dffsslow 05%.

Therefore, only an inter-calibration offset of Q1 and Q3lezhhereafteAk(Q1Qs) is fit to
the data, independent for beam 1 and beam 2. All other paeasnate fixed to design values.
The result of this 2-parameter fit is given in table 7.9.

7.5 Results and uncertainties

The rawt-spectrum is reconstructed for the sample of elastic cateldobtained after ap-
plying the event selection outlined in Section 7.3.2 using ¢ffective optics described in
Section 7.4.1 for the differemtreconstruction methods.

Several corrections are then applied to the raw spectrat diNédder to calculate the differen-
tial elastic cross section. Most of the corrections are dodidually in each arm to get the
corrected spectra dN/dt, which are then combined and diiigethe integrated luminosity to
yield the differential cross section.

In a givent bin, i, the differential cross section is obtained from:

do 1 M N — B
dt A tig _DAQ , '
[ A -ecut. greco, M9 Q..

(7.13)

whereAy; is the bin width int, .# ~1 represents the unfolding procedure applied to the backgrou
subtracted number of everits— B;, A is the geometrical acceptan(a}éiut is the efficiency of
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the background rejection cuts to select elastic eventdertsie geometrical cutsi,recois the

reconstruction efficiencygmg is the trigger eﬁiciencysiDAQ is the dead-time correction and
L is the integrated delivered luminosity for the selected LBs.

The binning of the-spectrum is selected according to the expetisxbolution at small
t to a width of 1.5 times the resolution io and at largett an increased width assuming
exponential fall of the distribution.

Figure 7.26 shows the final distribution of the differengédstic cross section after merg-
ing both elastic arms. Its parametrization described in3g87gives the total cross section
and nuclear slope measurements. The fit range is limitedeta¢heptance correction range,
as mentioned before. Both bottom plots show the fit quality diverwholet-range for both
reconstruction methods.
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Figure 7.26: The elastic differential cross section distribution fitted using parametrizatiomiledc
in § 7.3.8. Left side corresponds to thebtractionmethod, and right one to thecal angle The results
for aiot, b-slope, and the fig?/ndf figure out on the plots.

7.5.0.1 Statistical uncertainties

Here’s the list of the statistical uncertainties to be ideld in thet-fit:

149



7.5. Results and uncertainties

acceptance correction statistical error, due to the MQikition limited statistics; 20 M
generated elastic where4 M go through the detectors acceptances

statistical efficiency cuts error, due to the MC

error on the track reconstruction efficiency described m&7

error on luminosity measurement due to limited stastiosyided by the ATLAS Lumi

group

This list of uncorrelated errors is added (in quadraturéhéodiagonal term of the covariance
matrix introduced in 8 7.3.5.3. It summarized the data stalstrror and includes the bin-to-
bin correlations due to the unfolding procedure. Aftervgatte fit procedure uses the general
X2 form presented in eq.(7.8) to correctly propagate theistdtrror to the fit parameters.

7.5.0.2 Systematical uncertainties

A long list of systematical uncertainties have to be propagj#o theo;o: andb-slope, results
of the fit. One can distinguish four different systematiegaties:

* optics: It is subject to several systematic uncertainties whicbcff the-spectrum and
the analysis of the total cross section. Variations of tHecéfe optics are obtained
for the following systematic effects: constraint systanstquadrupoles alignment,
AkQ1Q3 fit errors, and the variation of magnets strength about 0.1%

* luminosity: Systematic errors on luminosity were provided by the ATLASi-group
(see table 7.7)

» experimental uncertainties: it groups all systematic result of the experimental proce-
dure:

— reconstruction efficiency: estimated by the variation oérdvselection cuts be-
tween 2.50 and 40 for elliptical cuts, and in the range of [2.5, 3.5] mm for the
linear cuts

— unfolding: detailed in § 7.3.5.4 and takes into accounedéhces between the MC
model and data

— alignment: is the combination of the distance measuremestémsatics and the
alignments method. Vertical and Horizontal alignmentseh@dwferent systematic
errors;£60 um iny and+10 um in x

— detector resolution: is varied by its systematic uncetyaiim the simulation, re-
placing the tuned resolution describing the data by theegftom the full sim-
ulation (underestimating the space resolution by @rd), by the measured test
beam resolutions (overestimating the measured residyasbipym) and by using
a y-dependent resolution function instead of a flat resmiupier detector
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— emittance: used to calculate the angular divergence in thelation was varied
by £10%

— beam energy: referring to a recent study in [67], the LHC beasrgy uncertainty
is estimated to 0.65% at 7 TeV

— t-reconstruction method: to take into account the measuredifferences be-
tweensubtractionandlocal anglemethod

— the impact of a residual non-vanishing crossing angle inhtbrizontal plane of
+10urad corresponding to the precision of measurement usingeam position
monitors is evaluated by repeating the simulation with tnassing angle

* theoretical uncertainties: it groups systematic result of the theoretical model in use
and the difference between models:

— physics model: since thefit aims to determine thé-slope parameter too, we
have to set a theoretical value forslope for generated model in the simulation
procedure. Different theoretical models give a differeneaveent2 GeV 2 for
the nuclear slope value. It will be modified in the generat6i RIA8 [62]

— fit function: additional studies to the fit function in ordertake into account the
parametrization systematics. For this reason we will addaalcpture term to the
exponential fit with become expblt| + ct?), and also we will variate the the
value by ¢0.02)

— fitrange: as explained before the fit range is defined by thepsance distribution.
We have only considergdrange above 0.3 acceptance correction. This range will
be variated between 0.2 and 0.5 for fit stability systematidist

— CNIlterm: thefitis repeated with only the pure nuclear amggtincluded, whereas
in the nominal analysis also the CNI terms are included. Thpachof the Coulomb
term is very small in the selectaerange, but the interference yields a negative
contribution of up to 1 %

Different systematic errors are propagated to the fit patanusing the maximum and mini-
mum deviation technique. For example, we take the upper@merlerror alignment limits,
then we rerun our analysis chain for both cases, and we centpatdifference in fit pa-
rameters between the maximum and minimum case. Measuremesuiits and propagated
uncertainties are detailed in the table 7.10 for diffeter@construction methods.

The fit result using the subtraction method yietgls = 94.88+0.12 mb andb = 19.45+
0.05 GeV 2 while the local angle method results arg; = 94.75+0.11 mb ancb = 19.34+
0.04 GeV2. The quality of fits is relatively poor with &?/Nyof of 1.7 for both methods,
which may indicate imperfections in effective optics, aslso probed by the difference in
total cross section and slope between the different methdush is larger than the statistical
uncertainty. As nominal method the subtraction method &metl because of its much better
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7.5. Results and uncertainties

Table 7.10: Total cross section and nuclear slope measurement results for diffenezainstruction
method. Corresponding systematical and statistical uncertainties are atnigd. Details about
systematical errors label can be found in § 7.5.0.2

Subtraction Local angle
Ot [Mb] b[GeV %] aiot [mb] b[GeV?]
Fit result 94.88 19.45 94.75 19.35
Stat. err. 0.12 0.05 0.11 0.04
Optics 0.67 0.27 0.28 0.13
Luminosity 1.15 - 1.15 -
Background 0.18 0.03 0.14 0.03
Reco Eff. 0.41 - 0.41 -
Detector resolution 0.03 0.01 0.37 0.14
Unfolding 0.07 0.02 0.12 0.04
total align. 0.24 0.04 0.14 0.01
Emittance 0.14 0.02 0.14 0.03
Beam energy 0.10 0.03 0.05 0.01
Crossing angle x 0.06 0.02 0.02 0.05
t-rec. method 0.13 0.10 0.13 0.10
Phys. mod. 0.01 0.01 0.17 0.10
p value 0.18 0.02 0.18 0.02
Fit func. 0.19 - 0.52 -
Fit Range 0.03 0.00 0.00 0.01
No CNI 0.50 0.09 0.50 0.09
Total sys. 1.56 0.31 1.54 0.27
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t-resolution and weaker dependence on the detector mod#ditagls as opposed to all other
methods depending on the local angle, despite the fact tibétestion method depends more
on optics details.

7.6 Discussion

TOTEM has used the same data to perform a luminosity-indigrgrmeasurement of the to-
tal cross section by a simultaneous determination of elastd inelastic event yields, and a
p-independent measurement without using the optical thedmesumming directly elastic
and inelastic [68] cross sections. Using the luminositged@lent method also applied for our
measurement TOTEM quotes a resuliggfy = 98.6 + 2.2 mb, which is about 3.7 mb higher
than our result. Assuming that the uncertainties are fullgaurelated the difference between
ATLAS and TOTEM corresponds to 1.38. The uncertainty of the TOTEM result is domi-
nated by the luminosity provided by CMS with an erroret%, while our new measurement
benefits from a smaller luminosity uncertainty of only 2.4554].

The TOTEM measurements using the luminosity-dependeniaegpendent methods dif-
fer by only 0.5 mb, indicating that potential offsets betwége ATLAS and CMS luminosity
scales can'’t be the only explanation for the total cross@ediscrepancy. A recently discov-
ered beam-beam effect lowers the luminosity scale by 1.4188 LAS. It was not yet known
at the time of the TOTEM publication [68]. While TOTEM claimisat the contribution of
the CNI term is beyond their experimental sensitivity andsthat included in their fits, the
present analysis reveals in contrast that omitting this tewers the total cross section by
as much as 0.5 mb. Another source for the discrepancy couldebbeam optics. TOTEM
uses only the local angle method fisreconstruction and in our case using the local angle
method without further tuning gives a total cross sectiooual2 mb higher than the effective
optics [61].

The present analysis has carefully compared differe@atonstruction methods and the con-
sistency at the level of 0.2 mb supports the correctnesseoéffiective optics. The value of
the nuclear slope determined by TOTEM is with= 19.89+ 0.27 GeV 2 about 0.44 GeV?
larger than our measurement, however given the larger taictes the discrepancy is lower
than 20.

7.7 Conclusion

In this chapter we describe the measurement of the pggaross section from elastic scatter-
ing using the optical theorem with the ALFA sub-detectonirdata recorded in 2011 during
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a special run with higl3* optics. The analysis is using data-driven methods to déterm
relevant beam optics parameters, reconstruction effigiand to tune the simulation. A key
element for this analysis is the determination of the eifedbeam optics, which takes into
account measurements from ALFA sensitive to ratios of partsmatrix elements and cal-
ibration uncertainties of the quadrupoles. A careful extadin of the associated systematic
uncertainties includes in particular the comparison dedéntt-reconstruction methods being
sensitive to different transport matrix elements. A detdidaffort was made by the luminosity
task force group to determine the absolute luminosity far ihn taking into account the very
special conditions at loy. From a fit to the differential elastic cross section we datee
the total cross section at the LHC @6 =7 TeV to be:

Giot(Pp— X) = (94.88 +0.12¢a1 + 1.5esyst_) mbarn,

where the systematic uncertainty is dominated by the uaiogyton the luminosity, followed
by the error on the effective optics and uncertainties eel#b the extrapolation to— 0.

This measurement is about 3.7 mbarn lower than the previesdtrfrom the TOTEM
collaboration [68], taking the quoted uncertainties asoargtated this deviation corresponds
to a discrepancy of 1.38. Future analyses of the already recorded data at 8 TeV bakth wi
the same optics g8* = 90 m and at yet highe* = 1 km will yield more insight in this
discrepancy.

The analysis chain was presented and detailed in § 7.3. Bltfe& was taking data for the
first time, the present analysis was fully developed durigglast two years. In the following
| resume my main contribution in this analysis:

» event selection cut where | have studied several cuts amohsdefore we come to the
final one presented in § 7.3.2

* t-reconstruction section with the additionatal anglemethod; this method allowed us
later to discover the optic problem

» background studies arsibtractiontechnique

* the unfolding study. It was one of the main task which | hagealioped with the helps
of an ATLAS expert (M. Bogdan), who'’s give me an important fie@ck. An unfolding
package was then provided to the ALFA analysis group, andweilised for future data
taking analysis

* statistical and systematical propagation to the finalltesu

Moreover, | have my independent analysis chain softwaregldped and updated since the
beginning of 2012. It was an independent tool used mainlyressccheck with the main
ALFA analysis chain. This helps to fix several bugs in bothichi@nd prove to be useful.
Moreover, this gives me a good and useful experience atdiffeanalysis stages, starting by
the simulation, passing by the reconstruction and the egiobdn of different correction factor,
and ending by the fit parametrization, measurement, andsgsropagation.
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Conclusion

This thesis presents my work on the ATLAS/ALFA roman pot sgst It starts by the de-
scription of the experimental framework, LHC and ATLAS. Sobeam dynamics notions are
introduced in the first chapter, to be used in this thesiggesihe LHC optics take an important
role in the understanding of the analysis results. A sumnoadjfferent luminosity measure-
ment techniques for the ATLAS experiment are presented apten 3. Moreover, the ALFA
theoretical motivations are introduced and followed by scdigtion of the ALFA system and
beam optics requirements.

Since my thesis starts during the last ALFA test beam at CERNciolé2r 2010, | took a
part of the test beam operational and analysis team. Athe, tny main task was to study
the performance of the 14 ALFA Overlap Detectors (ODs) brated them, and studied how
far we can rely on the precision of these detectors. Thee i®lthe measurement of the
distance separating lower and upper main detector, witkeeigion in the order of 1um,
using coincidence of halo beam protons. The importanceeofliftance measurement is the
direct impact of the precision on the luminosity and totalssrsection measurements.
Chapter 5 describes the dedicated procedures to calibmt®Ehsystem. This calibration
was not possible without a precise alignment between theAAaRd the telescope system
(telescope setups are used as independent referenceheffruote, the detector resolution
was studied to be used in the distance measurement stdtestiors estimation. At the end of
the chapter | present a list of different systematic unaastastudies with a table explaining
the expected precision of different detectors.

Results show a precision better thanfd (comparing OD measurements to an independent
telescope measurement) with a sufficient statics, whichenttadx detectors ready for the data
taking round in the LHC tunnel.

Once installed in the tunnel, the first ATLAS/ALFA data tafitook place in September
2011. My participation covered 2 areas:
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1. operational: detectors commissioning, electronicstagders validation. | have also
participated to the data taking

2. analysis: distance measurement analysis using ODsicgldesta analysis, and develop-
ment of an independent full analysis chain in order to croexk results with the main
ALFA chain.

Chapter 6 is about the distance measurement analysis, Umnoplibrated ODs. The high
level of background and the unpredictable state of the beam ave pushed the analysis
challenge to the limits, and are behind the development ®fQb analysis. For the time
being, we succeed to measure two distances with a preci$i@B and 22um (=~ 0.2 %)
which is enough for actual run conditions, where one can Beenegligible effect of the
vertical alignment on the;,; measurement in table 7.10.

Systematic investigations are behind the developmenteofiibtance analysis chain, where
| had try to give the most realistic estimation of systematiors due to the background
contaminations. The simulations have been developed td Huagata taking conditions, and
with a dedicated fine tuning it solved the systematic issue.

The physics analysis of this run, including the measurerémie oi; and b-slope at
7 TeV are detailed in the last chapter, starting by reconstturaw data till the fit of the final
dog/dt distribution. Elastic events are biased by a small fractibmreducible background,
which have been subtracted from the raw data spectrum. widtels, an unfolding study is
presented using an Iterative Dynamically Stabilized (IDf&Xhod to correct for detector and
beam smearing effect. In addition results of this methodcarapared to a bin by bin and
single value decomposition unfolding methods, with an adedrsystematic and statistical
uncertainty studies.
Simulations have been developed for unfolding, also it idusecalculate the acceptance
and selection efficiency correction. Finally, the diffeiahelastic cross section distribution is
deduced after the normalization of the differential etastients distribution by the integrated
luminosity. The parametrization of this distributionoggl/dt) allows the measurement of the
total proton-proton cross sectioa:§;) and the nuclear slop&-slope).
The results have shown that:

Giot(pp — X) = (94.88 +0.12¢a1 % 1.565yst_> mbarn

and
b= (19.45i 0.055ta1 + 0-3]syst.> GeV 2

This thesis gave me the chance to work on different expetiah@hysics areas, starting
by instrumentation and calibration of the detector, gomgugh physics analysis and some
advanced uncertainty studies, and ending by physics semuit new measurements. All these
steps cover an important part of an experimental physiciskwMoreover, it allowed me
to discover and develop many skills such as the data anafysigraming, hardware (detec-
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tors, electronics, triggers, ...) and communication (iiepkesentations, poster, international
conferences, ...).

In the near future the LHC will deliver collisions gfs = 14 TeV, which will allow for
new measurements and studies at this new energy scale. dthiirehand, the optics and the
machine will be developed to produce the high conditions, which allow an independent
measurement of the luminosity using the ALFA detectors. Whek presented in this thesis
will be the baseline for the future analysis and developsient
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