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FIGURE CAPTIONS

Figure 1.1. Breach caused by flooding of the Virdourle river2002 (left) and breach of
Teton Dam, 1976 (right).

Figure 1.2. Simplified schematic diagram of the Hole Erosiasil

Figure 1.3. Photograph of the Hole Erosion Test experimeragaiak.

Figure 1.4. Grouping of HET test results for a flow rate impdn the master curve defined
by equation (1.7) of [Bonelbkt al. 2012].

Figure 1.5. Simplified schematic diagram of the Jet ErosiostTe

Figure 1.6. Photograph of experimental JET device in the latooy and in-situ.

Figure 1.7. Erosion rate as a function of shear stress, [Baedlet al. 2012].

Figure 1.8. Influence of the critical shear stress on theierosoefficient [Fellet al. 2013].

Figure 2.1. Shear stress profile for a normal flow and thecaétshape of the erosion figure
for a so-called standard erosion law.

Figure 2.2. lllustration of standard erosion figures obtairdiegr Jet Erosion Tests (C. Moras
- geophyonsulj.

Figure 2.3. lllustration of the pulsation of an axisymmetrét jn 3-D geometry [Hadziabdic
and Hanjalic 2008].

Figure 2.4. lllustration of the displacement of the jet stagma point: instantaneous
velocities just above the plane of impingementha fet at different times [Hadziabdic and
Hanjalic 2008].

Figure 2.5. Scheme of the sequential uncoupled erosion model.

Figure 2.6. Subdivisions of regions located close to the \Walisys 2009], withu* noted U,
the friction velocity andy™ = py; u*/,u the dimensionless distance from the centre ofitke f
cell to the wall.

Figure 2.7. Shape of the mesh before (left) and after (right)acro-remeshing. Example
taken from the modelling of erosion due to a Paikeflow (cf. paragraph 4.1).

Figure 2.8. Shape of the mesh at the beginning (left) andeaend of the erosion process
(right) for the JET performed on soil C (cf. paraghn 3.3).

Figure 2.9. Automation of erosion test models.

Figure 3.1. Geometry and meshing developed for modelling EiEsJ

Figure 3.2. Refinement of the mesh in the JET configuration.

Figure 3.3. Independence of the results in relation to mestsitie the shear stress on the
water/soil interface before erosion begins, withkfe turbulence model.

Figure 3.4. Independence of the results in relation to megfsitie pressure field on the
water/soil interface before erosion begins, withkiaw turbulence model.

Figure 3.5. Comparison of turbulence models with bibliographiesults, velocity field on
the jet centreline.

Figure 3.6. Comparison of turbulence models with bibliographiesults: pressure field on
the water/soil interface.
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Figure 3.7. Comparison of turbulence models with bibliographi@sults: shear stress on the
water/soil interface.

Figure 3.8. Velocity field as a function of time in the cadenmodelk-ow above and in the case
of modelk-¢ below.

Figure 3.9. Evolution of the water/soil interface as a funotaf time, seen in the upper graph
in the case of modé&lw and in the lower one for thes model.

Figure 3.10. Evolution of scour depth as a function of timengarison of numerical results
and [Hanson and Cook 2004] model.

Figure 3.11. Evolution of maximum shear stress as a functiorsafur depth at different
times for modelk-¢ andk-w in comparison to the results of the model of [Hemand Cook
2004].

Figure 3.12. Evolution of the velocity field on the jet cenired, modek-w.

Figure 3.13. Evolution of shear stress on the water/soil iategfas a function of time, model
k-w.

Figure 3.14. Evolution of the pressure field on the water/swniérface as a function of time,
modelk-w.

Figure 3.15. Evolution of the pressure field as a functioniofd. The results obtained with
thek-o model shown above and with tke model shown below. Only the values lower than
10% of the full spectrum are shown.

Figure 3.16. Parametric study of the influence of the critishkéar stress on the evolution of
scour depth as a function of time for the turbuéenmdek-o with ky=10°m2.s/kg.

Figure 3.17. Parametric study of the influence of critical sh&aess on the evolution of scour
depth as a function of time for the turbulence mdee, z.=11 Pa or:=9 Pa.

Figure 3.18. Velocity fields relative to the parametric study &mest = 6 s,

t =200 st = 600 s and = 15000 s, mod&d-w.

Figure 3.19. Parametric study, evolution of the maximum sheé@ss as a function of scour
depth at different times.

Figure 3.20. Maximum scour depth as a function of the critishéar stress , modklw, kg
=10°m2.s/kg.

Figure 3.21. Time in which the depth of the cavity has reachalfi the final depth, plotted as
a function of the erosion kinetics coefficient;11 Pa, modet-w.

Figure 3.22. Time for which the depth of the cavity has reachalf of the final depth plotted
as a function of shear streks=10>m2.s/kg, modek-w.

Figure 3.23. Granulometric curves of materials A and B.

Figure 3.24. Position of soils A, B and C in the classificatiiiHanson and Simon 2001].
Figure 3.25. Photographs of soil samples before (left) and dftght) JETs, with from top to
bottom images corresponding to soils A, B and €peetively.

Figure 3.26. Evolution of the scour depth for tests performedsoits A, B and C, with the
comparison of experimental data and the resultseotemi-empirical model.

Figure 3.27. Comparison of numerical results for turbulence nw#ey andk-, with the
experimental and semi-empirical results for thé e@ssoil B.

Figure 3.28. Comparison of numerical results for turbulence nw#ey andk-, with the
experimental and semi-empirical results for thé eessoil C.
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Figure 3.29. Evolution of the soil/water interface as a funotiof time with, from top to
bottom, graphs corresponding to the tests performnesbils A, B and C, modé&tw.

Figure 3.30. Shape of the erosion figures obtained numericatbynded by the mould (black
line) in which the tests were performed on soil8/gnd C, modek-w.

Figure 3.31. Comparison of erosion figures found for the testfgrmed on soil A
numerically and experimentally. Graph bounded by ¢litline of the mould (black line),
modelk-w.

Figure 3.32. Evolution of the shear stress on the soil/wategrfate as a function of time
with, from top to bottom, graphs correspondingtte tests performed on soils A, B and C,
modelk-w.

Figure 3.33. Shear stresses on the water/soil interface atnitial time and critical shear
stresses, for soils A, B and C, mo#eb.

Figure 3.34. Shear stress evolution for the three tests asdaifumnof scour depth, modkiw.
Figure 3.35. Velocity fields and profiles of the soil/water éntace as a function of time with,
from top to bottom, results obtained for materfal8 and C, modek-w.

Figure4.1. Schematic diagram of modelling the erosion of anctel by laminar flow.
Figure4.2. Velocity profiles at the pipe inlet as a functiointime.

Figure 4.3. Velocity fields at different times, with a 1 crmigth pipe.

Figure 4.4. Pipe diameter as a function of dimensionless ti@@nmparison of numerical and
theoretical results.

Figure 4.5. Geometry and shape of the mesh used to modelEis H

Figure 4.6. Results independency regarding mesh density, gsmelocity field on the axis
of symmetry before erosion begins, for Kaeturbulence model.

Figure 4.7. Independence of the results from the mesh densityy, shear stress on the
water/soil interface before erosion begins, forkidurbulence model.

Figure 4.8. Comparison of the influence of the turbulence nhéalethe velocity field on the
axis of symmetry and for the mean velocity accordmgxisr .

Figure 4.9. Comparison of the influence of the turbulence nhddethe pressure inside the
pipe at the erodible walls.

Figure 4.10. Comparison of the influence of the turbulence nhdolethe shear stress on the
water/soil interface.

Figure4.11. Evolution of the velocity field and the erosiogdre as a function of time.
Figure 4.12. Evolution of the profile of the water/soil intecias a function of time.

Figure 4.13. Evolution of the velocity field on the axis of sgmtry as a function of time.
Figure 4.14. Evolution of shear stress on the water/soil iategfas a function of time.

Figure 4.15. Evolution of the pressure field on the water/gaiérface as a function of time.
Figure 4.16. Evolution of the pressure differential along ttseful length. Comparison of the
numerical results with Bonelli’'s model [Bonedi al. 2006].

Figure 4.17. Evolution of the shear stress k=6 cm, comparison of the numerical results
with [Bonelli et al. 2006] model.

Figure 4.18. Evolution of the radius of the pipe diamet&€omparison of the numerical
results and the model of [Boned al. 2006].
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Figure 4.19. Evolution of the pressure differential betweentises A and B. Comparison of
the experimental and numerical results and thosendby the model of [Bonelét al. 2006].
Figure 4.20. Evolution of the pressure differential betweentises A and B. Comparison of
the results of the parametric study and the expariai data.

Figure 4.21. Evolution of the pipe diametex=6 cm as a function of time, results of the
parametric study.

Figure 4.22. Pipe radiusx=6 cm at the end of the erosion process. Comparisorhef t
numerical results given by the model of [Bonetlial. 2006].

Figure 4.23. lllustration of the erosion kinetics as a functioh the erosion coefficient.
Comparison of the numerical results and the motiBanelli et al. 2006].

Figure 4.24. lllustration of erosion kinetics as a functionasitical shear stress, comparison
of numerical results and the model of [Bonetlial. 2006].

Figure 4.25. Granulometric curves of white kaolinite, proclagokinite and Hostun sand
[Benahmed and Bonelli 2012].

Figure 4.26. Classification of soils tested with the HET in tassification of [Wan and Fell
2004], o soil A, A soil D ando soil E.

Figure 4.27. Evolution of the pressure differential betweentises A and B for the tests
performed on soils A, D and E, comparison of experital data with the results of the
analytical model.

Figure 4.28. Photographs of soil samples before (left) andrdfight) the HET tests, with,
from top to bottom images corresponding to thessgil D and E, respectively (F. Byron,
IRSTEA).

Figure 4.29. Comparison of numerical, experimental and semiigogb results for the HET
on soil A.

Figure 4.30. Comparison of numerical, experimental and semiigogb results for the HET
on soil D.

Figure 4.31. Comparison of numerical, experimental and semiigogb results for the HET
on soil E.

Figure 4.32. Evolution of the water/soil interface as a funotiof time with, from top to
bottom, the graphs corresponding to the tests padgd on soils D and E.

Figure 4.33. Shape of the scour holes found numerically, comparof the results obtained
for the tests performed on soils A, D and E.

Figure 4.34. lllustration of typical profiles of scour holestaimed following the HETs (F.
Byron, IRSTEA).

Figure 4.35. Evolution of velocity fields and the erosion figuat the end of the erosion
process, with, from top to bottom the results atsdifor the tests carried out on soils A, D
and E.

Figure 4.36. Evolution of shear stress at the water/soil irieef as a function of time, with
from top to bottom the graphs corresponding totéisés carried out on soils D and E.

Figure 4.37. Shear stresses on the water/soil interface atnitial time and critical shear
stresses for soils A, D and E.

Figure 4.38. Evolution of shear stress for the three tests ametion of the radius reached.
Values taken in the middle of the erodible pipe.
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Figure 4.39. Evolution of shear stress for the test on soil Aaafunction of the radius
reached. Values takenx+ 6 cm.

Figure 5.1. Erosion coefficient obtained with the JET as acfion of the erosion coefficient
obtained with the HET.

Figure 5.2. Critical shear stress obtained with the HET awsirection of the critical shear
stress found with the JET.

Figure 5.3. Ratio of the critical shear stresses obtainediferHET and JET as a function of
the water content of the materials tested.

Figure 5.4. Erosion parameters obtained following the testgaign on soil F.

Figure 5.5. Erosion parameters obtained following the testtherclay/sand mixture.
Figure5.6. Comparison of results obtained for repeatabiésts on soil F, experimentally
and using the semi-empirical model of [Hanson andk22004].

Figure5.7. Critical shear stress as a function of the hydcahwdad applied, soil Fz; =6 cm.
Figure 5.8. Critical shear stress as a function of jet nozoiétistance, soil FAH =172 cm.
Figure 5.9. Erosion rate as a function of shear stress. Casgapf experimental results and
the JET and HET interpretation models for soil A.

Figure 5.10. Schematic representation of the flow configuration

Figure5.11. Velocity field as a function of the inclined plarier 90°, 135° and 180°.

Figure 5.12. Vertical velocity profiles above the fixed plans a function of the inclined
plane angle, for 90°, 135° and 180°.

Figure 5.13. Results obtained for the pressure on the horitqitae as a function of the
inclined plane angle.

Figure 5.14. Results obtained for the shear stress on the drdag plane as a function of the
inclined plane angle.

Figure 5.15. Results obtained for the component xnof the pressure gradient on the
horizontal plane as a function of the angle ofittelined plane.

Figure 5.16. Results obtained for the component yinof the pressure gradient on the
horizontal plane as a function of the inclined glamgle.

Figure 5.17. Results obtained for the dissipation rate of tiebukinetic energy above the
horizontal plane as a function of the inclined glamgle.

Figure 5.18. Results obtained for the turbulent kinetic eneagpve the horizontal plane as a
function of the angle of the inclined plane angle.

Figure 5.19. Results obtained for the flow velocity above tleitontal plane as a function of
the angle of the inclined plane angle.

Figure 5.20. Velocity fields above the water/soil interfacetat 0 s obtained for modelling
the JET performed on soil A, with the-w model.

Figure 5.21. Velocity fields above the water/solil interface aibed at the end of the erosion
process for modelling the JET performed on A, whih k —w model.

Figure 5.22. Velocity fields obtained at= 0 s and at the end of the erosion process (above
and below resp.) for the HET model performed ohApwith the k — model.

Figure5.23. Comparative results of the JET and HET for theasls&ress on the water/soil
interface.
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FIGURE CAPTIONS

Figure 5.24. Comparative results of the JET and HET for pres$etd on the water/soll
interface.

Figure 5.25. Comparative results of the JET and HET for thgéstial components of the
pressure gradient on the water/soil interface.

Figure 5.26. The Reynolds number of the turbulent flow as acfiom of the distance to the
water/soil interface for the JET model, with tke w model.

Figure 5.27. Reynolds number of the turbulent flow as a functd the axis of symmetry of
the pipe. HET modelling with thie —¢ model.

Figure 5.28. Erosion rate as a function of the tangential conepd of the pressure gradient
obtained numerically, for different positions onettwater/soil interface and different
discretisations of the gradient.
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TABLE CAPTIONS

Table 3.1. Meshing parameters examined for the study of tldependence of the results
regarding mesh density, with,M,e being the number of cells on the nozzle, the number
of cells on the water/soil interface and the number of cells of the whole calculation
domain.

Table 3.2. Comparison of numerical results on a flat platthwesults taken from literature.
Table 3.3. Identification parameters of soils A, B and C.

Table 3.4. Hydraulic and erosion parameters related to thes Jierformed on soils A, B and
C.

Table 3.5. Relative errors on the final scour depth, in corigom to the experimental and
semi-empirical results for tHew andk-e modelson soils A, B and C.

Table 4.1. Cell parameters chosen for the study of the resattependency regarding mesh
density.

Table 4.2. Identification parameters of soils D and E [Benaldrand Bonelli 2012].

Table 4.3. Hydraulic and erosion parameters of the HETs peréadl on soils A, D and E.
Table 4.4. Relative errors on the final pressure differenti@tween sections A and B,
compared to the experimental and analytical re$oittsoils A, D and E.

Table 5.1. Results obtained with the JET and the HET on #messoils by [Regazzost al.
2008], [Wahlet al. 2008] and by IRSTEA and geopbgnsult

Table 5.2. Classification of soils subjected to JETs and HHT¢he classification of [Wan
and Fell 2004] and [Hanson and Simon 2001].
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NOMENCLATURE

A normal vector directed to the exterior of the contolume
A,  constant
c concentration of solid elements in the fluid phase
cr  celerity of the interface
C,C,., C,. andC constants
C.,  Fell's erosion coefficient
C friction coefficient
C,  constant or a function of mean deformation
d, nozzle diameter
dandd grain diameter and dimensionless diameter
d; distance separating the centre of the cell andhtieeface
D symmetrical part of the mean velocity gradient
state variables or flow variables influencing evas
empirical constant
f index attached to magnitudes on surfgce
[+ [y, frand f,  functions
mean value of the resulting force exerted by ke fon particles
andF external volume forces and external surface forces
ET force applied on a mesh node
Fr,  Froude number related to grain diameters
g acceleration ofjravity
g, andg, continuous functions oi*
hp bed height of particles
l.er Fell's erosion rate index
47 production term
k turbulent kinetic energy
ky  erosion kinetics coefficient (m2.skgr cnt.N1.s%)
k, erosion kinetics coefficient (s:H
ki spring stiffness between nodes i and j
meand turbulent kinetic energy between the surd@itiee material and the free
surface
ke turbulent kinetic energy of the fluid at node P
ki gauge of hydraulic permeability of soil near theerface
ke, dimensionless erosion number
K intrinsic permeability
K  penalisation coefficient
K,  height of asperities
penalisation parameter of fluid velocity fieldthre soill
K.  dimensionless height of asperities
L, L, andL, length of erodible pipe

e
E

y H

f
f
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NOMENCLATURE

Nnozzle

o'
p;

Py
P(r)

B (P

max

rmax

length of potential core of immersed circular jet

characteristic dimension of the fluid domain

characteristic dimension of the zone close tdntexface

characteristic length of the two-layer model resa the boundary layer
useful length

flux of eroded mass

point of the water/soil interface

number of particles per unit of volume

unit normal atl’ oriented towards the soil

number of neighbouring nodes connected to i

mass fraction

number of faces composing the control volume

Nc. and N number of mesh cells on the nozzle, interfacetatad number of cells
pressure

pressure fluctuations

pressure at the scale of the pore

pressure in the fluid phase

distribution of pressure at the water/soil inteefa

and P, resp.) source term of productionkofs andw resp. )

value of peak pressure on the surface of impatiegiet centreline
source term of production of the RSM model

filtration velocity

eroded flow rate of sediment per unit of length

distance to the axis of symmetry (jet centrelinpipe symmetry axis)
averaged intensity of turbulence between the sarfd the soil and the freesurface
radius of the soil sample for the JET

R(t) and R(t) radius of the erodible pipe and dimensionless sadiu

R

tensor of turbulent stresses

R, and R, initial radii of the pipe and radius at tinig
Re, Re, andRe, Reynolds number of the flow, particle and turbuéenc

Re

0

Reynolds number of the flow at the nozzle outldtce

S, and§  surface of sections A and 1

S

amont’

S

(4

S,. Surfaces of sections located upstream and dovemstod a geometrical
singularity

source term ofg, by unit of volume

t, f and,, times, dimensionless and characteristic erosiopdi

ty

~

[ el e

*

, U

axis

C 2

T

time in which the erosion depth reaches halgof z,

Cauchy stress tensor

axial velocity of flow

axial velocity vector of flow

fluctuations of velocity in relation to the mearoaty
velocity of friction at the water/soil interface

norm of the velocity at the axis of symmetry (HET)
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NOMENCLATURE

Uy
w

Ui

uP
uin

umoy

axial velocities of the fluid at the interface

mean local velocities of fluid

mean local velocities of particles

input velocity of flow

mean velocity of flow between two erodible walls

u, andu,,  values ofu onI' soil side and flow side

Sm<ess<

D
=

-~ =3

S N

Yp

jet velocity at the nozzle

mean velocity of two-phase mixture

mean flow velocity between the surface of the matand the free surface
principle component of the fluid velocity at noedocated near wall
radial velocity of the flow

radial velocities of the fluid at the interface

velocity of the interface

fluctuations of velocities

control volume

gauge of the flow velocity

gauge of the erosion velocity

erosion kinetics

fluctuations of velocities

mechanical work of flow between the inlet and eudf the system
abscissa in an orthonormed reference point

abscissa of section 1

interface node

distance separating node P from the wall

y andy” dimensionless distance from the centre of the ¢editto the wall
Y, (Y. andY,, resp.) source term of the dissipatiork € and w resp.)

Yr source term of the dissipation of the RSM model

Yref  concentration in solid particles

z distance separating the height of the jet outidtthe interface at the jet centreline
z,, ordinate of the interface characterisedby = 7, + (200 - %, ) /2

z, distance separating the height of the jet outietthe interface at=0 s

z, distancez at the end of the erosion process, at timeo

Z,2%, 2 andz,, dimensionless distances z,, z, andz,

Greek letters

Q coefficient as a function of the Reynolds number

a,, a_, B and g, constants

r

v
AB
Ah
AH
Apy

water/soil interface

critical non intrinsic stress at the soill
corrective term of roughness

head loss

applied hydraulic head

pressure drop along,
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NOMENCLATURE

AP pressure differential at
AP, pressure differential &0 s
At erosion time step

Ax and Ax; displacements of node i and its neighbour j
€ rate of viscous dissipation of turbulent kinetieggy
e, rate of viscous dissipation of turbulent kinetieggy at node P

void fraction

g slope of plane in relation to the horizontal wall

0, critical Shields number

K Von Karman constant

A diffusion coefficient

A,  Borda-Carnot discharge coefficient for a suddesiening
A discharge coefficient

A diffusion coefficient ofg, by unit of volume

I turbulent viscosity

1,  dynamic viscosity of the fluid
Vi kinematic viscosity of the fluid
£ non-intrinsic erosion coefficient on the soil

Py density of particles

Ps dry density of the soil

P,  density of the fluid

T shear stress, norm of the tangential componethieo$tress tensor an

T mean shear stress that takes into account thesdlisens of instantaneous stress values
7. and7,  critical shear stress and dimensionless crititaks

Tmax Maximum shear stress

T shear stresses of the fluid phase

w

T, shear stresses of the particle phase
T gauge of shear stress on the interface
|7y @and f4| viscous shear stress exerted on the soil anbeoffutid
ol  effective stress tensors linked to the fluid phase
oP  effective stress tensors linked to the particlaggh
porosity
volume fraction of particles
flow variable
flow variable calculated at one surface
weighted average of values @f on all the nodes composing the surface
Level-Set function
characteristic parameter of the sediment bed
one variable or the whole variable driving erosion
specific dissipation rate
rotation of mean velocity gradient
Q, andQ fluid and solid domains

Qg4 Jet flow stagnation area

DIE & < S/ SH
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NOMENCLATURE

Acronyms

ARS Agricultural Research Service
CFD Computational Fluid Dynamics
DNS Direct Numerical Simulation

EFA Erosion Function Apparatus

JET Jet Erosion Test

HET Hole Erosion Test

LES Large-Eddy Simulations

VOF Volume of Fuid

RANS Reynolds Average Navier Stokes
RSM Reynolds Stress Model

SD Strongly Deflected Regime
SIMPLE  Semi-Implicit Method for Pressure-Linked Edjons
WD Weakly Deflected Regime
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INTRODUCTION

Erosion mechanisms are the main causes for breaclkesbankment dikes and dams. That is
why it is vital to be able to quantify the resistario erosion of soils making up embankment
structures and their foundations, to prevent asl of disaster and, if necessary, strengthen
them. To do this different systems have been deeelonotably jet erosion testers such as the
Jet Erosion Test (JET) and piping erosion testf siscthe Hole Erosion Test (HET). These
two tests were developed by [Hanson and Cook 208#bvreet al. 1985] respectively.
They are designed to grade the sensitivity of doilerosion in the laboratory or in-situ by
performing standardised tests. The HET was devdlaopeAustralia at the University of
Sydney by the teams of R. Fell, and that of the tEfhe United States at the Agricultural
Research Service (ARS) by the teams of G. Han&ariori, these tests allow to answer the
following three questions about the different mialertested: When is the erosion triggered?
What is the speed of degradation by erosion? Whes tle erosion stop? The determination
of erosion parameters: the erosion threshold aicalishear stress and the erosion kinetics
coefficient, permit answering these questions. Meeéess, the values of the erosion
parameters obtained following these two tests ptes®jor differences, as highlighted by
[Regazzoniet al. 2008, Wahlet al. 2008]. These differences persist in spite of the
improvement of the HET interpretation model by [Bbn et al. 2006] and several
modifications made by [Pinettes$ al.2011] to the JET interpretation model.

The equations related to the HET interpretation ehdéveloped by [Bonelkt al.2006] are
mechanically proven. On the contrary, the basiaaqas of the JET model remain empirical.
That is why the aim of this thesis is to determihe pertinence of the JET interpretation
model. To do this, a numerical model of the testsdal on the erosion phenomena that
characterise it, was necessary. With the only médron being the boundary conditions
imposed on the flow during the test and the eropamameters obtained with the JET
interpretation model, is it possible to numericadiynulate the evolution of the soil/water
interface observed experimentally? To our knowletlye literature does not include any
numerical model of the erosion of a cohesive spidliurbulent flow in a configuration such
as that used for erosion tests. The developmesuch an erosion model brings into play
major numerical challenges.

The present thesis focuses on the numerical madetii the erosion of a cohesive soil by a
turbulent flow with, initially, its application téhe erosion by a jet flow with a stagnation
point. The objective of this work is to better urstand the phenomena involved during
erosion under a normal turbulent flow, and to codel on the pertinence of the JET
interpretation model used at present.

The first difficulty that becomes apparent in tbentext is taking into account the two-phase
nature of the flow. The thesis by [Brivois 2005} pés defining the foundations of two-phase
modelling: for situations encountered in practit@y velocity is several orders of magnitude
greater than erosion velocity. Consequently, thantity of mass eroded is small enough to
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permit considering a diluted flow and single-phasadelling for the turbulent flow [Bonelli
et al.2012].

The second difficulty is the representation of thebile interface and the precise calculation
of the mechanical quantities on it. The solid/flinterface is considered as singular and not
as a third fluidised solid phase. In the case @f mumerical simulation of flows in the
presence of interfaces, two main approaches casbeguished: capturing or monitoring the
interface. The first, called the Eulerian approansists in defining the media (water-soil) in
a given domain (fixed mesh) and determining its ettoh. The second is known as the
Eulerian-Lagrangian approach, which consists impld@ng the frontier over time (mobile
meshing). [Lachouettet al. 2008] developed an original 2D/3D laminar inconggible
viscous flow with erosion for a flow diluted on @hsles. In this framework, the interface is
represented by the fictitious domains method ame@vblution is described by the Level-Set
method within a fixed Cartesian grid. The advantafythe Eulerian approach is that it does
not require complex meshing. Fine modelling of guantities at the interface is nonetheless
problematic using this approach. This is not theecavith the mixed approach which
nonetheless introduces major remeshing problems.nlimerical deadlocks inherent to the
simulation of erosion processes lead to considenainldelling issues.

The third difficulty concerns the erosion law offiae or granular soil with or without
cohesion. Erosion is defined by a flow of mass sirgga solid/fluid interface assumed to be
singular and mobile. The erosion law can be asatadl with a constitutive law linking the
celerity of the interface and the mechanical magia(s) representing the driving force. The
system of equations can be simplified by evaluatihg orders of magnitude of the
phenomena [Bonellet al. 2012]. The complexity of the phenomena generatgdihe
stagnation point of the turbulent jet flow mustoale taken into account in the erosion law.

Once the numerical model has been developed, thdtseobtained will be compared to
experimental results and to the results of the sampirical model of [Hanson and Cook
2004]. Then, an additional validation of the moihgllmethod will be performed in the piping
erosion configuration. The results obtained for ellg the HET tests will be compared to
the experimental results and to the results oatraytical model of [Bonellet al. 2006]. The
results obtained will be used to perform an in-Hegitidy of the erosion law and the physical
signification of the erosion parameters.

This thesis is divided into five chapters. Thetfethapter provides a description of the state-
of-the-art underlying this study. The first part cems the elements linked to erosion in
hydraulic works and its experimental and analytaaiermination. The second concerns the
numerical modelling of erosion. The context relatederosion in hydraulic works is given
first after which the consequences of erosion astiade of the structure are described. Then,
the methods used to determine the erodability ¢ smd the associated erosion meters are
presented. Next, we focus on the two most commasgd erosion meters to determine the
resistance of soils to erosion: the JET and the .HHils is followed by a discussion on the
different empirical models used to determine emosaies and threshold stresses.
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In the second part, the context related to the maalemodelling of erosion is described. The
most pertinent numerical modelling methods aregresl, with, first of all, approaches that
consider the water/soll interface as a fluidiselitisaterface and, secondly, the approach that
considers a singular interface.

We describe the modelling method we propose insdend chapter. We first establish the
hypotheses on which the model is based after wihietset out the equations governing the
behaviour of the fluid followed by those governiegpsion. This is followed by a part on
numerical modelling that will permit describing particular the discretisation and remeshing
methods used.

In the third chapter, the modelling method is agblio normal flows and more specifically to
the configuration of JET tests. Initially, we unlilez the development and validation of the
numerical model. Then, the modelling results oé&hJETs will be analysed, in comparison to
experimental data, making it possible to provid@amant information on the pertinence of
the JET interpretation model.

In the fourth chapter, the modelling method is theplied to piping erosion. The method is
first validated on the erosion of a channel by as@uaile flow. This is followed by numerical
modelling of the HET tests. We first develop andidae the numerical modelling in this
configuration. Then we study the results of modgllithe HETs in comparison to
experimental data. Additional elements for validgtihe modelling method are deduced from
these results.

The fifth chapter presents an in-depth study ofdfrasion law and the differences between
JET and HET. The first part of this chapter consetime differences between the erosion
parameters found after these two tests and theinpace. The second part sets out a study of
the variables susceptible to drive and influen@sien. We also focus on the signification of
the erosion parameters found after the JET and té&{E. Lastly, consideration is given to
paths for developing the erosion law.
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Chapter 1.

State of the art

The objective of this chapter is to present how thesis permits answering an industrial need
and a scientific problem in an original way acdeaigsin terms of calculation time. The state
of the art described first concerns erosion in hytic structures. This part serves to explain
why determining the resistance of soils to erosemains a challenge, the ways in which it
can be determined and the physical phenomena dhgtiori, govern soil erosion. It also
explains why it is necessary to develop a numenuadelling method to simulate the erosion
of cohesive soils by turbulent flows. The second pathis chapter presents the state of the
art related to the numerical modelling of erosidhe most finalised modelling methods are
presented. It also permits determining why existimgthods cannot solve the problematic we
put forward.

1.1. Erosion in hydraulic structures

1.1.1. Context

1.1.1.1. Erosion at the scale of the structure

Erosion, whether internal or surface, is one ofrtteen mechanisms leading to the breaching
of embankment dikes and dams. [Fry 2012] perforrmecomplete evaluation of internal
erosion in dams and dikes and the main lines amarguised in this paragraph. France has
more than 700 large dams, about ten thousand staais (height lower than 15 m), and
nearly 8,000 km of navigation channel dikes and Q@ )im of flood protection dikes. Most of
these hydraulic structures were built more thari aatentury ago using natural materials
found on the construction site. Since these strastwere built with natural materials without
binders, the term embankment structure is used. 985, the International Commission of
Large Dams drew up a list of the large dams initbdd (excluding China). It identified three
times more dams built of loose materials than ofcoete or masonry. Nearly fifteen times
more breaches have been recorded for embankmerst tthaim for other types. Embankment
dams are therefore vulnerable structures whosechirep modes can be classed into two
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categories. The first is subsidence or generahlmilgty while the second is erosion, which is
defined by local washing away of grains, and inteamal localised instability. [Fostet al
2000] calculated the world breaching statistics lflsge dams and established that 94% of
breaches are due to erosion. Whether internal termed, erosion is responsible for one
breach of a hydraulic structure a year in Francawarage. Most of these breaches take place
during heavy floods, such as the breach causetidjidod of the River Gard in September
2002 (5 deaths, damage amounting to €1.2 billiowl) those caused by the flood of the River
Rhone in December 2003 (damage amounting to €384lbmyi Figure 1.1 illustrates these
dam and dike breaching phenomena.

Figure 1.1. Breach caused by flooding of the Virdourle rive2002 (left) and breach of the
Teton Dam, 1976 (right).

Internal erosion is caused by an underground floavexternal erosion is caused by a flow on
the surface of the structure. Internal erosion lsargenerated by four mechanisms: piping
erosion, regressive erosion, contact erosion an€ussah. Various mechanisms trigger
internal erosion: cracks of geological origin, imttree roots, contact between the soil and a
discharge conduit, etc.

Piping erosion such as that defined by [Boredllal. 2012] is characterised by a flow of water
that washes away particles along a preferentidd. piitus a hydraulic pipe forms and widens
as erosion progresses. This erosion mechanism apggly lead to a breach in the hydraulic
structure. Regressive erosion is characterisedrbgian of the soil from downstream to
upstream, in the opposite direction to the flowe Boil particles are first washed downstream
where the flow erodes the surface of the soil abiitlet, then the erosion propagates from
downstream to upstream of the flow. The causeggressive erosion are mainly an increase
of the hydraulic gradient during floods or the aitgion of layers of sandy, silty and clayey
materials [Beelet al.2013, Fell and Fry 2007]. Contact erosion [Begetial. 2012, Philippe

et al. 2013] is the washing away of particles in a flvatttakes place at the interface between
two layers of different soils inside a hydraulicusture. It often occurs immediately the
structure is filled with water. As for suffusion,i$ characterised by the washing away of fine
particles located in the interstitial voids of atmaof coarser material [Marait al. 2012].
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1.1.1.2.  Estimation of soil erodibility

The objective of the decree issued on 11 Decemb@r 2@as to improve the safety of
hydraulic structures in France. In particular iveg priority to revising the procedures for
monitoring and studying the hazards for certaincttires. So that the managers of hydraulic
structures can assess their reliability, it is seaey to quantify the erosion resistance of the
soils that compose them. A certain number of mechatests on soils have been developed
to estimate their erodibility.

Mention can first be made of erosion tests in flamesed by [Gibbs 1962, Partheniades 1965]
among others. The soil samples are placed in aeflamall or part of its surface. The mass
eroded is either determined by weighing the sam(plgdraulic Flume Test) or by measuring
the particles in the flow at the flume outlet. T®sion Function Apparatus (EFA) developed
by [Briaud 2001] also consists in passing a flova @ontrolled velocity over the surface of a
soil sample. The erosion rate of the soil is cdldoby a piston system located under the
sample. These tests aim to be representative efretterosion such as the erosion of river
beds and around bridge piers. The Rotating Cyliricest of [Moore and Mash 1962] is a
cylindrical device in which a fixed cylinder of $@ placed. Water is injected between these
two parts of the device and it is brought into muoeat. The Drill Hole Test of [Lefebvret

al. 1985] is inspired by the Rotating Cylinder Tesh iitial cylindrical hole of about 6 mm
in diameter is made in a soil sample in which afllnder pressure is made to circulate. This
test gave rise to the Hole Erosion Test (HET) obpf\\and Fell 2004] with a controlled flow
rate. The quantity of mass eroded is calculatetherbasis of measurements taken upstream
and downstream of the soil sample. The Hole Ero$st is representative of internal piping
erosion. Jet erosion meters have also been thectudfjmany studies. Their advantage is that
they can be used in-situ. The Mobile Jet erodipititeter [Hénensal 1983] consists of the
impact of seven mobile jets on the interface ofrttaerial. The rate of erosion is calculated
from the measurement of the quantity of soil in tloev leaving the device. This device is
designed to simulate the impact of rain dropletd amoff. The Jet Erosion Test (JET)
developed by [Hanson and Cook 2004] is an erogshduring which a jet with a controlled
flow rate impinges on the surface of a soil samplee entire system is immerged in a tank
adapted for the laboratory and the field. Erodipils calculated by measuring the depth of
the cavity formed as a function of the time the ijapinges on the material. This test is
representative of external erosion by spillover dstream of the structure.

1.1.1.3. Erosion parameters

The Hole Erosion Test and Jet Erosion Test aretaddp characterising the resistance of
soils to erosion for embankment dams and dikes.ifitegpretation models of these two tests
are based on an erosion law that considers eritgiad function of shear stress exerted by the
soil on the soil sample. This law is governed by tparameters characteristic of soll
resistance to erosion. It entails an erosion thidsinom which the hydraulic power supplied
is sufficient to generate erosion and an erosiafficeent. The erosion threshold is a critical
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shear stress that can range from 0 fo28. The erosion coefficient also varies by several
orders of magnitude, from Fao 10° s/m. It is a coefficient of proportionality betwethe
mass flux of the eroded soil and the shear stresgesl by the fluid on the soil (minus the
critical shear stress). It can be considered asate between a characteristic dimension and
the surface viscosity of the eroded soil [Bonetlial 2012]. The erosion threshold and the
erosion coefficient are used to classify the smils scale of erodibility. They also provide the
bases of models to determine the time to breachfnstructures. These parameters are
priori intrinsic to the soil and therefore should be saene whatever the test considered.
However, [Regazzoret al. 2008, Wahkt al. 2008] showed that for the same soil, the erosion
parameters obtained with the JET and HET can difyesne or two orders of magnitude.

1.1.2. HET and JET erosion tests

1.1.2.1. The Hole Erosion Test

The Hole Erosion Test is a laboratory test devesduo study concentrated leak erosion, also
called piping flow erosion. The erosion test apparavas introduced by [Lefebvret al.
1985] and developed by [Wat al. 2002].

The experimental device used by IRSTEA operates witflow rate maintained constant
during the test. An intact or disturbed soil samplelaced in the test device. An initial hole
of a few millimetres in diameter is created in #@mnple. The pierced sample is subjected to
flow under pressure. The soil sample will be erodethe stress exerted by the flow is
sufficiently strong the erosion causes the diamefethe pipe to increase. The pressure
gradient is measured throughout the test. The measnts permit determining the evolution
of the diameter of the initial hole and the shesrss exerted by the fluid on the soil interface
[Bonelli et al. 2006]. Continuous turbidity measurements are pstormed during the test.
Figure 1.2 shows how the Hole Erosion Test works #e notations used. For the sake of
clarity, the scale is not quite the same as thedl irs reality, given the classical dimensions of
the soil sample: from 12 to 15 cm in length andrBi diameter. The initial hole usually has
a diameter of 6 mm. The photograph of the experalethevice adapted by IRSTEA is
presented in Figure 1.3.

Water inlet

Pressure sensors
Interface at>0 s

Interface at=0s

Axis of symmetry
Water outlet

Soil sample

'@ »'
[ L]

1 L 1
Figure 1.2. Simplified schematic diagram of the Hole Erosiasil
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The first HET interpretation model was developed[Wan and Fell 2004]. This model is
used to determine an erodibility index and an eroshreshold, the critical shear stress. It
relies on the linear approximation of the curvehd mass eroded as a function of the shear
stress exerted by the fluid on the soil/water fam. The determination of a friction
coefficient is then needed. The shear stress andritiien coefficient are estimated using
semi-emprical formulas.

A second HET interpretation model was developedBmnelli et al. 2006]. This model is
mechanically based on incompressible Navier-Stekggtions in cylindrical geometry. The
most commonly used erosion law in the domain of swechanics is implemented (cf.
paragraph 1.1.3):

i ker(T—TC) if 7>,

1.1
0 else 1)

with m flux of eroded mass; shear stress exerted by the flow on the sqilgritical shear
stress andk,, erosion coefficient expressed in (8)nThe erosion coefficient can also be
expressed in (m2.s.Kgor in cn?.N".s%). It is then notecky and is such thak,, = o k4 with

P, being the mean dry density of the soil.

u and v are the axial and radial velocitiep, is the pressure in the flow, and, is the
density of the fluid. The equations of mass condemaand quantity of movement give,
respectively [Bonellet al. 2006]:

10 0

——(rv)+—u=0 1.2
rar(v) (»(u (1.2)
3 10 9 19 ap
—u+=—(rvu)+— P |=—=—(rr) = 1.3
'Ow[at e UL A } el (13)
ap
P=o 1.4
o (1.4)

The boundary conditions of the flow are the follogr/jump equations defined by [Bonedli
al. 2006], withT" water/soll interface:

Vp = m(i —ij, v = (1.5)
Ps  Pw Ps
Up =0, |ry| =|7| (1.6)

with I' being the water/soil interfacey, andy,, are the axial and radial velocities of the fluid
at the interfacey; the velocity of the interfac¢1b| and‘rg‘ the shear stresses exerted on the
soil and on the fluid, respectively.
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Figure 1.4. Grouping of HET test results for a flow rate impd®on the master curve defined
by equation (1.7) of [Bonelbkt al.2012].

The analytical model of [Bonelkt al. 2006] gives the evolution of different variablesa
pipe subjected to erosion. For pipe erosion atstemt flow rate, the governing equations are
the following:

f(FR) = F(FYH +72% with  f(x) :%(arctanx+ arctantx) - x (1.7)

f:L’;-C:T_’ f{(t :ﬂ (1.8)
t T

_ 2L _RAP </ _FamaTl5
ter-de% TED . R(t)=[ AP(1)] (1.9)

with 7, and 7. being the initial and dimensionless critical sheess,AP and AP, the
pressure differential between the inlet and théebwif the pipe at andt=0 s, R(t), R, and
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Ii(t) the radius of the erodible pipe of lendthat timet, initially and with a dimensionless
radius;t, t,, andt time, the characteristic time and the dimensiantase.

The validation of this simplified model was perfadfor different HETs, as can be seen in
Figure 1.4.

1.1.2.2. The Jet Erosion Test

The Jet Erosion Test is an erosion measurementalehiaracterised by an immersed water
jet impinging on the soil surface. The test devge@ised to study the resistance of soils to
erosion in the laboratory and in-situ. Many studiase used jets to quantify the characteristic
parameters of a soil subject to erosion in theratiooy [Hanson and Robinson 1993, Hollick
1976, Mazureket al. 2001, Moore and Mash 1962] and in-situ[Alleh al. 1997, Hanson
1991]. The experimental test device developed bwnén and Cook 2004] and the
associated methodology initiated a large numberexperimental studies to determine
erodibility, including [Langendoeet al. 2000, Pinette®t al. 2011, Regazzoret al. 2008,
Robinsoret al. 2000, Simon and Thomas 2002].

The soil sample can be part of the hydraulic stmacin-situ, or intact or disturbed in the
laboratory. It is subjected to flow under pressurbe water is set in circulation with a
constant pressure drop. The flow is perpendicualdingé impinged region. The soil sample will
be eroded if the shear stress exerted by the flowuificiently strong. Measurements of
scouring depth are performed throughout the tdseyTallow determining the characteristic
parameters of the soil subjected to erosion: theien coefficient and the critical shear stress.
Figure 1.5 shows how the Jet Erosion Test worksthedotations used. Figure 1.6 presents
two photographs of the experimental test devicthénlaboratory and in-situ. This apparatus
is that used at present by geo@loysult[Pinetteset al. 2011], and it was also used for the
study [Regazzoret al. 2008].

The interpretation model of the Jet Erosion Test developed by [Hanson and Cook 2004].
It is based on the analytical approach of [Steid Hett 1997] developed in the case of plane
jets. The governing equations of the model of [Hanand Cook 2004], excluding the erosion
law (1.1) are the following:

U, = V29AH (1.10)

l

U(z)= UO; (1.11)
l=6.2xd, (1.12)
T = C'fpwU<z)2 (1.13)

with ¢ being gravity, U, the velocity of the jet at the nozzl&H the hydraulic head
applied,! the potential core lengtlg the distance separating the height of the jetebuathd

33



CHAPTERL. STATE OF THE ART

the interface at the jet centreling, the diameter of the nozzle and, = 0.00416 the
friction coefficient determined empirically.
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Figure 1.5. Simplified schematic diagram of the Jet ErosiostTe

The potential core is defined as the area for witkeh flow velocity at the jet centreline
remains constant and equalllg. The length of the potential core has been thgestibf a
great deal of research, especially by [BeltaosRajdratham 1974, Looney and Walsh 1984].
The empirical formula most commonly used to detaami is presented in Eq. (1.12). The
self-similarity of non-impinging jets has also bettre subject of much research [Tritton
1988]. The velocity field outside the potential €@t the jet centreline is therefore governed
by Eq. (1.11).

Z denotes the dimensionless distance separatinigetigat of the jet outlet and the interface
at the jet centreline while, denotes this distance at the end of the erosiooegs, at time

t = +c0. The master equation of the model of [Hanson andkC®004] can be rewritten as
follows:

E:zfo[’zoo 1n[~m+fJ+1n[M] +20—2] (1.14)
Zo —Z Zo T2
.z N t . l
Z=- and t =—witht = — (1.15)
l tf” k{]Cfp 'wUO
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;= [T (1.16)

[Pinetteset al. 2011] used the same type of adimensioning for timuél.14), which permits
getting round the approximation of [Blaisdell al. 1981] used by [Hanson and Cook 2004].
[Pinetteset al. 2011] have also proposed an improvement of thehodetof reversing
experimental data, introducing a Monte Carlo alioni

Figure 1.6. Photograph of the experimental JET device in éheiatory and in-situ.

1.1.3. Erosion laws

1.1.3.1. Rate of soil removal

Since the last century many studies have focusegredicting bed load transport. These
studies often concern the movement of sedimentegitel on river beds. The first empirical
formula was proposed by [Du Boys 1879]. He assuthat sediment transport consisted in
material being moved by strata of sediment. Heodiced the notion of threshold shear stress
which is the point at which the movement of matersarts. Thus), (m?#s) is the flow rate

of sediments eroded by unit of length, the relajwaposed by [Du Boys 1879] takes the
form:

g, =x7(7-7,) (1.17)

with y being the characteristic of the sediment bedfasetion in particular of the thickness
of the strata and the critical shear stress. Thotmesis of erosion by strata was quickly
abandoned by studies that succeeded those of Da. Btywever, Du Boys' relation gave
results close to experimental data, which is whyyrstudies have conserved the form of this
equation to define bed load transport. Among otligliesyer-Peter and Muller 1948, Shields
1936, Yalin 1977], proposed adjustments to the faoefit x, eliminating the factorr or
increasing the powers of the different terms of #guation (1.17). [Schoklitsch 1914]
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proposed considering, as a linear function of the flow rate rather th@msidering the
influence of the shear stress. Other studies, siscthat of [Barekyan 1962] established a
relation between the erosion rate, velocity andfline rate. In the formulation developed by
[Einstein 1950], the critical shear stress is nogkr taken into account and the erosion rate
depends on fluctuations of velocity. The modelseligyed by [Einstein 1950, Meyer-Peter
and Mdller 1948, Yalin 1977] gave very similar rigssuHistorically, using the correlation of
[Meyer-Peter and Miller 1948] became very widespri@aEurope whereas that of [Einstein
1950] was commonly used in the United States. Gthaties such as those of [Bagnold 1956,
Engelund and Hansen 1967] gave total solid transgsrolume of grains at saturation. The
formulation proposed therefore dealt with bed lead suspension.

All these different bed load transport models werenulated empirically in the framework of
the erosion of granular soils. Likewise for moreem models stemming from them such as
those of [Rickenmann and Recking 2011, Wilcock &rdwe 2003]. That is why these
models cannot be adapted to our configurations.

Very finalised models relying on biphasic mediad&een developed. They involve laminar
flows on granular media but these models do adiiiori, include erosion laws. [Papamichos
and Vardoulakis 2005] developed an erosion modehgudinite elements. It permits
predicting the production of sand by erosion in dileexploration sector. A fluidised solid
phase was introduced. The three phase systemoly@dsusing mass conservation equations,
Darcy's law, and by introducing an erosion law base the diffusion of porosity. As for
[Ouriemiet al. 2009, Chauchat and Médale 2010], they focusedeméd load transport of a
sediment bed. The mobile medium is consideredgmaular medium in which the particles
are in contact. The modelling is biphasic, the ésrat the interface are calculated by Darcy's
law and by the law governing buoyancy [Jackson 2000

Adapted to laminar flows on granular soils, thesedels discussed in paragraph 1.2 are ill-
suited for modelling a fine cohesive soil by a tudmt flow.

Regarding cohesive soils impinged by a turbulemvfl[Ariathurai and Arulanandan 1978]
were the first to introduce the erosion law nowdus®ost frequently, Eq. (1.1). They based
their work on the experimental results obtainedPgrtheniades 1965]. These experimental
results tended to point to the existence of a flimektion between the erosion rate and the
residual shear stress. This is defined as the autluin of the critical shear stress from the
shear stress. It is noteworthy that [Parthenia@®&s[lopted instead for the development of an
erosion law based on the probability of erosiorstrgta of cohesive sediments. This law is an
exponential relation of the cohesion force of méed and shear stress. The concentration of
sediments in suspension in the fluid phase is awted experimentally. It is then converted
into a flux of eroded mass using an empirical fdarthat estimates the erosion in a channel
about 18 m long. However, depending on the velocftyhe flow considered, the erosion
process does not necessarily end only with thectetant of particles. Phenomena related to
particle transport such as re-deposition may oddomvever, the linearity of the relation of
erosion rate as a function of critical shear stiess been validated in very different flow
configurations. A certain number of experimentalds#s have since demonstrated this
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relation with accuracy, such as that by [Benahne¢dal. 2012], cf. Figure 1.7. The
experimental set-up used is the HET. With this ierodest, it can be considered that the
erosion rate simply depends on the detachment dicles, taking into account the flow
velocity and the dimensions of the soil sampleth@ model developed by [Ariathurai and
Arulanandan 1978], the erosion coefficient defintbg. (1.1) is a function of the inverse of
the critical shear stress.

Vitesse d’érosion dR/dt (cm/h)

T T T T T T T T 1
0 10 20 30 40 50 60 70 80 90 100
T

c

Contrainte tangentielle 7 (Pa)

Figure 1.7. Erosion rate as a function of shear stress, [Beealet al. 2012].

Some studies focusing only on the detachment oémahthave used erosion tests such as the
JET, HET and EFA. In the case of cohesive soilgjaligi and Chen 2008] proposed an
erosion law for which the erosion rate is a funttaf three terms. They are composed of
relations dividing shear stress, fluctuations ofashstress and fluctuations of normal stress
with the inlet velocity of the flow. Simplificatiamhave been made due to the experimental
problems of estimating all these flow parametets &rosion law proposed finally resulted in
using the erosion law of Eq. (1.1).

Some studies have taken into account the influerfceurbulence in the erosion process
[Annandale 2007, Bollaert 2002, Croad 1981, Hoffma012, Raudkivi 1998]. In his study
of the erosion of granular soils, [Annandale 20@igtinguished the erosion phenomena of
laminar and turbulent flows. In the case of a laanithow, he considered that erosion was due
to the shear stress exerted by the fluid on theemadt If the flow is turbulent, [Annandale
2007] assumed that the fluctuations of pressursezhby turbulence cause the erosion. These
fluctuations of pressure generate a force thatctietathe particles located at the surface.
[Hoffmans 2012] focused on free surface flows iaruhels. In the case of non cohesive soils,
he estimated the maximum scour depth generatechdynmpact of a jet impinging on a
granular material. He took into account the andl¢he jet in relation to the soil properties
and the intensity of the turbulence. The authokddh these variables to the maximum
fluctuations of pressure. In the case of the erogib consolidated sediments, [Hoffmans
2012] used the equation formulated by [Ariathurad @Arulanandan 1978]. The erosion
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coefficient here depends on the characteristithk@tediments, a consolidation parameter and
the inverse of the critical shear stress. The aalitishear stress, defined by the Shields
parameter (cf. paragraph 1.1.3.2), is then linketth¢ maximum of the pressure fluctuations:

- 2 (1.18)

T, = U = %Z with 7 = ,owu*
pm = aTT = 12’6pw (rOUm )2 (119)
2
wU,,
T, = Hc(ps — pw)gd, d = 07pr (1.20)

with p ~being the maximum pressure fluctuationsthe intensity of the turbulence averaged
between the surface of the soil and the free seyfidg and £, the velocity of the flow and
the turbulent kinetic energy averaged in the sanag,w.’ the friction velocity at the
soil/water interface,o,, and o constants determined empirically of values 1.2 agd
respectively for uniform flows, and, the critical Shields number addhe grain diameter.

This empirical model adapted to free surface flomwsnot directly applicable to our
configurations. Nonetheless, this way of takingptdence into account in an erosion model
remains interesting.

Furthermore, [Kobugt al. 1979] showed experimentally that pulsating jetsdléa deeper
erosion figures than stabilised jets. [Cleaver dates 1973, Croad 1981, Nearing 1991,
Sharif and Atkinson 2012] focused on the detachnwnparticles under the effect of a
shallow free surface flow, similar to that of wavieseaking on a beach. These studies
highlight the influence of turbulent bursts causthg detachment of grains. [Haehnel and
Dade 2008] performed an experimental study of bufent air jet impinging on a granular
medium. They showed that erosion is governed bysh®ar stress defined by (cf. paragraph
2.3.1 for the general definition of the shear siyes

T=p,v w

(1.21)

—wall

v'w' = 0.2k, k’:%( 24y w'Q) (1.22)

with v' and w' being fluctuations of velocity calculated closethie surface of grains and
the turbulent kinetic energy. The problem of detarng the distance to the wall, which is the
point at which we place ourselves to calculatefihetuations of velocities, is a major issue
that remains to be solved.

The erosion of soils by impinging jets at the scefaf the soil has been the subject of many
experimental studies [Dunn 1959, Hansinal. 1990, Hollick 1976, Mazurek and Hossain
2007, Moore and Masch 1962, O'Donogleti@l. 2001, Rajaratnam 1982, Rouse 1939, Stein
and Nett 1997]. They permit estimating the dimensiof the cavity formed as a function of
time or at the end of the erosion process. In digaration similar to that of the JET,
[Mazurek and Hossain 2007] focused on the erosfosoils, cohesive or not, caused by a
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turbulent jet. [Rajaratnam 1982] and [Mazusegkal. 2001] found that the dimensions of the
cavity formed for cohesive and non cohesive soighe proportionally to a logarithm of
time. This validates the relations of [Moore andsiMd 962, Rouse 1939]. The experimental
observations of [Rajaratham 1982] performed atetheé of the erosion process showed that
the dimensions of the erosion cavities depend ervétocity at the jet nozzle, the size of the
grains and the densities of the fluid and the $0fDonoghueet al. 2001] proposed the same
type of valid empirical relation for wide rangesraizzle diameters, grain sizes and distances
between the jet nozzle and soil surface. [Mazetedd. 2001] showed that for a cohesive saill,
these dimensions depend on the velocities of thatjéhe nozzle outlet, the density of the
fluid and the ratio of the nozzle diameter over sbeur depth and over the scour depth at the
end of the erosion process. Analytical approaclasged on energetic analyses have also been
developed.

These methods permit determining the shape of thgian figure as a function of several
variables, but they do not give any law for thelation of erodibility.

The erosion of soils by jets tangent to the surfafcéne soil, on a free surface, has also been
the subject of several studies in the case of ¢gmamuedia [Dey and Westrich 2003, Hogg

al. 1997, Hopfingeet al. 2004]. [Hopfingeret al. 2004] linked sediment erosion to the eddies
defined by [Gortler 1941]. These eddies are induceminar or turbulent flow next to a
concave wall.

In a configuration similar to that of the HET arat tohesive soils, [Indraratret al. 2009]
proposed to estimate the variations of the pipendtars using the geotechnical properties of
the soil and the energy necessary to ensure detath clear distinction is made between
the detachment and the transport of particlespath erosion is defined as the result of both
of these phenomena. [Regazzoni and Marot 2011]gsexp an energetic analysis of the JET
and HET in which the transport of eroded particéesmitted. No erosion law is defined, but a
new index of resistance of the soil to erosiomisoduced. This new index is used to establish
a new classification of soils.

Thus, despite the erosion laws on bed load trahspoon granular media that cannot be
adapted to our problem, a large number of empiraals have been developed in very
specific configurations. Many studies do not prapas erosion law but make predictions on
the shape of erosion figures. Apart from the ctagdsrosion law which appears to give good
results, no other erosion law is directly appliealbb our configurations. However, it is
interesting to observe that some studies considatr erosion is governed by turbulence
variables.

1.1.3.2. Determination of critical shear stress

Regarding the detachment of non cohesive partifi#sields 1936] introduced a stability
criterion beyond which the particle considered vk set in motion by the flow. The
configuration of Shields' study initially involvethe erosion of river beds. The Shields
number is defined as the ratio of the forces peimgitmovement over inertial force. It is the
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ratio of shear stress exerted at the surface ofthi@ over the buoyancy exerted on the grain.
The setting in motion of the grains is effectiveemhthe Shields number exceeds a critical
value. This value is linked experimentally to thartle Reynolds number. Thus is the
critical Shields number ang, a function that can be described graphically:

0, = ——~—=[(Re,) (1.23)

Re = — (1.24)

with Reg, being the particle Reynolds number ang the kinematic viscosity of the fluid. It is
difficult in practice to determine the critical $hds parameter in any given flow
configuration. Indeed, the critical Shields parasneind the particle Reynolds number depend
on the shear stress, difficult to determine in pcac In the case of free surface flows, the
friction velocity is known and defined as a funatiof the hydraulic radius of the channel and
its slope. [Buffington and Montgomery 1997] carriedt an exhaustive synthesis of all the
studies aimed at improving or revising the Shialdsve since its publication. Considerable
dispersion of experimental data can be observedffifjton and Montgomery 1997]
explained that these differences are due to veffgrdnt experimental protocols. Detection
methods, flow regimes and grain properties varysmmrably depending on the study
concerned. This has also been observed for theoaethsed to determine the critical shear
stress exerted by the fluid on the grains.

[Yalin 1977] proposed defining the Shields number a function of the dimensionless
diameter of the graid :

9(p, — p,) v

2
PV

- L d
0, =f;(d) with o= (1.25)

where f; is a function described graphically. An adjustmentthe Shields curve was
proposed by [Yalin and Ferreira Da Silva 2001].fé&s[Cao 2006], who proposed an explicit
formula to estimate the critical Shields value. Téwpression obtained makes it easier to
determine the critical Shields number, in agreemetit the experimental and bibliographical
data. In the case of granular soils, [Hoffmans 2041 [Annandale 2007] calculated the
Shields parameter from the pressure fluctuatiores tuturbulence. These fluctuations are
estimated using the empirical models of [Hinze ]%itd [Emmerling 1973], cf. paragraph
1.1.3.1.

In the case of cohesive soils or consolidated sewdisy some studies have proposed
adaptations of the Shields parameter. They intredufactor relative to adhesion force. [Dade
et al. 1992] considered a ratio between adhesion forndstlze deadweight of the particles.
[Gargani 2004, Ternatt al. 2008] proposed taking into account a parameteativel to Van
der Waals forces. [Claudin and Andreotti 2006] t@okface tension into account. The data
required for the application of these models afficdit to obtain for real cohesive soils: the
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grain diameters in very inhomogeneous soils, tlaé gentact surface between the grains and
the Young modulus of the grains. Furthermore, theswirical models are exclusively
adapted to free surface flows, due to the adaptatib the Shields parameter by the
factorisation of a corrective term. [Paaswell 19%8Jused on determining the critical shear
stress for a cohesive soil. He deduced from hidysthat the erosion initiation threshold is a
function of the physical and electrochemical prtiper of the soil and the chemical
characteristics and temperature of the fluid. [@hand Zhang 2010] linked the critical shear
stress and the erosion coefficient to the intrinsacameters of the soil such as void ratio,
plasticity index, percentage of fines and meanigartiameter. On the other hand, [Briaetd
al. 2001, Wan and Fell 2002] showed that there isaroetation between the critical shear
stress and the plasticity index. Other studiesékhicritical shear stress directly to the
percentage of clay [Dunn 1959, Smerdon and Bled<9éy ].

In a configuration similar to that of the JET awd & cohesive soil, [Dunn 1959] deduced that
the threshold stress is linked to the soil's grametry, its plasticity limit and its resistance to
shearing determined bywvane shear tesiThis shearing test can be performed in-situ. @& ro
fitted with fine fins at one end is inserted inke tsoil. The resistance to rotation of the rod is
then measured. Also in the configuration of an mgpig jet, [Beltaos and Rajaratnam 1974]
gave an estimation of the threshold stress. Thieig specific to the JET and it depends on
the flow parameters at = +oo. This estimation of critical shear stress wasdaiéd by
[Hanson and Cook 2004, Mazurekal.2001]. The formulation conforms to equations (1.11)
and (1.13). In the configuration of the HET, [Bdnelk al. 2006] also provided an estimation
of the threshold stress as a function of the flanameters at = +oo for piping erosion (Eq.

(1.9)).

1.1.3.3. Correlation of erosion coefficient and critical shear stress

[Hanson and Simon 2001] established an empiricaietadion between the erosion coefficient
(expressed in cH(N.s)) and the inverse square of the critical sheeess:k, = 0270_0'5-
This correlation was confirmed by [Simon and Thon2@92, Wahl et al. 2008]. In their
experimental work, [Simon and Thomas 2002] fourat th = 1.67, %%,

Figure 1.8 shows the influence of the critical sh&teess (called "initial shear stress" in the
figure) on Fell's erosion index [Fadt al. 2013]. The results shown were obtained following a
series of HET erosion tests performed by C. F. WBosteret al. 2013] showed that it is
nonetheless preferable to use the HET interpretatimdel formulated by [Bonellet al.
2008] to obtain an estimation of the critical shetxess rather than refer to these empirical
correlations.
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Initial Shear Stress for Initiation of Erosion vs Erosion Rate Index in Hole Erosion Tests
Using Sydney tap water or Reservoir Water as the Eroding Fluid
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Figure 1.8. Influence of the critical shear stress on theierosoefficient [Fellet al. 2013].

1.2. Numerical modelling of erosion

1.2.1. Context

1.2.1.1. Erosion of granular soils and cohesive soils

The numerical modelling of erosion has been thgestilof many studies over the past twenty
years. Two erosion modelling methods have beerda@d for laminar flows on granular
beds. The first empirical formula was proposed Warfloulakiset al. 1996]. It introduced a
third fluidised solid phase between the fluid amdids phases. This phase is resolved by
Darcy-Brinkman equations. The erosion of the sphdse is described by a source term. This
term induces exchanges of mass between the soifl@ddphases in the mass conservation
equations. The second empirical formula was prapdse[Ouriemiet al. 2009]. The solid
and fluid phases interact through quantity of mogetexchanges. The equations of biphasic
media developed by [Jackson 2000] form the basitheftransport equations used in this
model. These two methods and their adaptabilityowo configurations are discussed in
paragraph 1.2.2.

In the framework of modelling the erosion of a fioehesive soil by a turbulent flow, the
solid/fluid interface can be considered singulaud aot as a third fluidised solid phase. Each
phase is biphasic: a compact assembly of partiobegaining water and water containing
particles in dispersed phase. The difficulty thereflies in representing the mobile interface
and precisely calculating the mechanical quantibieshe interface. Two approaches can be
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distinguished in the framework of the numerical @imion of flows in the presence of
interfaces: capturing and monitoring the interfatbe first, called the Eulerian approach,
consists in defining the media (water-soil) in @egi domain (fixed mesh) and determining its
evolution. The second, a mixed Eulerian-Lagrang@proach, consists in displacing the
frontier through time and adapting the mesh.

1.2.1.2. Different approaches to model interfaces

Modelling the interface separating a fluid and kdsis highly complex, since each medium is
usually described through very different approackésd is more naturally described using
Eulerian models and the soil by Lagrangian modélse mixed Eulerian-Lagrangian
approaches introduced by [Donetal. 1982] achieve a good compromise between the two
descriptions. The two media are defined within abileo mesh while the Eulerian and
Lagrangian resolutions of the solid and fluid babaxs, respectively, are independent. The
Eulerian equations of the fluid are first calcuthtedependently of the Lagrangian model of
the solid. The equations governing the behaviouhefsolid are resolved on the basis of the
results found for the fluid. The meshing of thadlaone is deformed in correspondence with
the results obtained for the solid. The equatidnhe fluid are calculated within the updated
mesh, and so forth. The mixed Eulerian-Lagrangiathiods ensure great simplicity in the
formulation of the equations governing the behargaf the fluid and the solid and they lead
to considerable gains in calculation time. Furthemen the advantage of the method is that it
provides a fine description of the flow variablégtee interface. Its disadvantage is that it is
limited by the distortion of the mesh, making itcassary to consider remeshing methods.
Remeshing can introduce major problems, espedcial§D geometry, and often leads to a
huge increase in calculation time.

Completely Eulerian methods with immersed boundahave also been developed [Angot
2005, Peskin 1977]. The equations of the solidvarigen so that they resemble the fluid
equations as much as possible. The main charaatesfsthese methods is that there are no
fixed boundaries between domains, which often dupo@s complex meshing. The flow
presenting an immersed obstacle can, for examplealzulated with a fixed Cartesian mesh
independent of changes in the shape of the olje¢OF (Volume of Fluid) [DeBar 1974] or
Level-Set [Osher and Sethian 1981] method can bé teslocalise the different domains and
describe their evolution. The advantage of thishm@&tcompared to mixed Euler-Lagrange
models is that it requires considerably less remgshAlthough the meshing of the zones
close to the interface must be refined, the exaedtfrequency of the remeshing required for
this method are not so great. The major disadvantdghis method, however, is that it is
difficult to obtain a fine resolution of the flowaviables at the interface. Interpolations are
required to ensure the representativeness of thiéiguoof the portion of the interface within
the mesh. [Lachouettet al. 2008] developed a numerical erosion model basedhan
method. It permits resolving a viscous incomprdediiminar flow with erosion in 2 and 3-D
geometry. The interface is represented by thetifics domains method and its evolution is
described by the Level-Set method within a fixedt€aan grid (cf. paragraph 1.2.3). The
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method is validated in the case of piping erosiofaminar regime. The results of numerical
modelling of the HET for a laminar flow agree welith those obtained with the analytical
model of [Bonelliet al. 2006].

1.2.2. Biphasic and triphasic models

1.2.2.1. The approach of Papamichos and Vardoulakis (2005)

The erosion model of [Papamichos and Vardoulak¥sP@as developed in the framework of
sand production in the oil exploration industry.eymodelled the erosion of a granular soil
by a laminar flow. The method developed relies ondetling the eroded medium as a
triphasic medium. A set of mass conservation eqoatis established for each of the phases:
the equation (1.26) for the solid phase, (1.27)ther fluidised solid phase and (1.28) for the
fluid phase. Indexes 1, 2 and 3 correspond to thel,sfluid and fluidised solid phases
respectively.

1)
% _ _Jp_ (1.26)
W = div qg?’) with qgg) = cngng) (1.27)
divg =0 with ¢, = (;51},52) = —ﬁpi (1.28)

w

with ¢ being the porosity of the solid elements in thedfiphase defined as the ratio of the
sum of the volumes of phases (1) and (3) over t¢i@ tvolume of the three phases. The
production term j(l) corresponds to the rate of detachment of soil bysien. The
concentrationc of solid elements in the fluid phase is definedrasratio of the volume of
phase (3) over the total volume of the three phales velocity of filtrationg, is defined by
Darcy's law withK as the intrinsic permeability,, the dynamic viscosity of the fluid and
p; the pressure at pore scale.

This set of equations has four independent unknownsc, j(l) and p,. An additional
equation is required to resolve this system of #qas, which is why a porosity diffusion
behaviour law is introduced. The solid particleg ariven out of regions of increasing
porosity. This diffusion model can be considerechgsping erosion law in which the flow
lines of the eroded particles are colinear with plogosity gradient. By assuming that the
concentration in particles is low, the equatior2§).becomes the following porosity diffusion
equation, withA being the diffusion coefficient:

99 _
o = i (1.29)

The erosion of the solid matrix is thus described ¢ghen coupled with porosity-elasticity
equations. These equations allow describing thegitgrmechanical behaviour of the system.

44



CHAPTER1. STATE OF THE ART

The stress equilibrium equations, the equationsrdesg the porous solid medium, the fluid
continuity equations and Darcy's law permit desogbthe porosity-elasticity system at
equilibrium. A finite element model is then usedpmvide the numerical solution to the
problem of the erosion of a granular soil by a lzaniflow.

Although this approach is mechanically founded awhceptually highly pertinent for
describing the erosion of a granular medium, itncdrbe adapted directly to the erosion of
cohesive soils. The erosion mechanisms involvednameh more complex in the case of
cohesive soils than in the case of grains indepgnafeeach other.

1.2.2.2. The approach of Ouriemi et al. 2009

The bedload transport model developed by [Ourienal. 2009] is adapted to laminar flows
on granular beds. A flat bed of particles of themsaliameters is subjected to a flat, stationary
and uniform Poiseuille flow in a channel. The tiam$ model relies on the biphasic media
equations of [Jackson 2000]. These equations asedban Newton's equations for the
particles and Navier-Stokes equations for the flijidckson 2000] used them to formulate a
set of equations describing the biphasic mediunudigg spatially averaged local variables.
The characteristic dimension of the sampling is posed between the size of the grain and
macroscopic scale. The continuity equations forfthiel and particle phases are presented
respectively in equations (1.30) and (1.31):

aé‘w + 0 (‘gwuiw)

=0 1.30
ot [0 (1.30)
0 0 ip
ﬂ+m o (1.31)
ot ox:

with uand uP being the local mean velocities of the fluid arzdticles respectivelyg, the
volume fraction of the particles ang, =1-¢, the void fraction. The linear momentum
conservation equations are given by:
ou(et) _ [olet) olesw)| oo
—r= + =

I _nf +g - 1.32

Dp(qopuip) 6(¢buip) +6( qguipujp) :00ijp

Py Dt ~Pp ot 0x; j

-nf, +@, 0,0, (1.33)

with n being the number particles per unit of volumg,the density of the particled; the
mean value of the resulting force exerted by thedflon the particlesgy’ and o the
effective stress tensors associated with the fibi@se and the particle phase, respectively.
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The closure of these equations is proposed in lanmegime. The local mean value of the
resulting forces exerted by the fluid on the pdeticnf, is decomposed. A generalised
buoyancy force and the viscous drag force actingherparticles are introduced. In the case
of a dense granular medium in movement, the visdoaig force is expressed by Darcy's law:

nf, :qoaauw + Mvﬂ(u. —qp) (1.34)
| axl K |

with K being the permeability of the particle bed caltedausing the relation of Carman-
Kozenzy, andJ; the mean velocity of the mixture defined ty: = guP + ay”.

The calculations of the stress tensors of the fhhdse and the particles are performed by
introducing an effective viscosity and using a ssiitated model of the granular rheology.
Also, a linear mixture momentum equation is introetlt

_ op
7, (y)+7y(Y) —rw( hp) —( hy = )aa—)‘(” (1.35)
with h, being the height of the particle bed, and T, the shear stresses of the fluid phase

and the particle phase, respectively, gidthe pressure in the fluid.

This approach is also mechanically justified andoeptually highly pertinent for describing
the erosion of a granular medium. The erosion ma@shes involved are much more complex
in the case of cohesive soils than in the casegahg independent of each other. In addition,
the descriptions of [Ouriendt al. 2009] and [Papamichos and Vardoulakis 2005] cay los
adapted to very permeable soils, and to flows dhatslow enough to permit the development
of an interface with a non null thickness.

1.2.3. Singular interface

The research works of [Lachoueétal. 2008], have led to the pertinent numerical modglli
of the erosion of a cohesive soil. The originalify the approach is that the interface is
considered as singular and each medium is biphtscwater contains soil particles, and a
smaller fluid phase is considered inside the sphdse. The equations with jump relations
permit introducing the erosion law that will govettre behaviour of the water/solil interface.
[Lachouetteet al. 2008] relied on the bases of a biphasic model féated by [Brivois 2005]

in the test configuration of HETs. For situatiomc@untered in practice, the flow velocity is
several orders of magnitude greater than the erogtocity. The result is that the quantity of
mass eroded in the fluid phase is sufficiently $rteabe considered as negligible. A single
phase model of the diluted flow is therefore depeth The hypothesis of a soil with very
high permeability permits neglecting the influerafethe liquid in the compact stacking of
particles. The model of the soil is also formulatisthg single phase modelling.

The fluid and solid media separated by a singuiggriace are modelled using a fictitious
domain method, characterised by no fixed boundafiése domains within a complex mesh.
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The flow is calculated with a fixed Cartesian masdependent of variations in the shape of
the interface separating the two domains. An iat&ffunction allows localising the different
domains and describing their evolution. A velogitgnalisation term is introduced in the
Navier-Stokes equations [Angot 2005]. ThusCf is the fluid domain and2, the solid
domain, we obtain in a laminar flow:

V-u=0
ot K,
with K, being the penalisation coefficient described devics:
1 0 six[MQ ¢ ()
Kis () = (1.37)
K<t si x[@ (1)

with K¢ being the penalisation parameter of the fluid ejofield in the homogeneous soil
with a given permeability.

The method authorises the movement of the soilboregbounded by its Eulerian velocity
field. It is then necessary to track the interfanehe fixed mesh. To do this [Lachouedteal.
2008] chose the Level-Set method initiated by [@<red Sethian 1981]. It captures the
movements of an interface whose velocity dependshenlocal curvature. This method is
used to precisely determine the position and thmeature of the interface, and the normal at
the interface. It consists of introducing a positor negative functiog in the media, but null
at the interface. The equation of motion at therfiace is therefore written, witt} being the
celerity of the interface:

99
ot
The Level-Set functionp(x,t) represents the distana® separating the centre of the cell

considered from the interfaces being the abscissa of the orthonormed referendet po
defined. The interface is level O of the functieach that” ={X|¢(>@ t)= 0} :

+c. Mg= 0 (1.38)

+|d;| if xbelongs to the primary phase
d(xt)=10 if xIT (1.39)
~|d;| if xbelongs to the secondary ph:

The flow parameters and especially the shear stmessalculated at the centre of each cell.
This is why the determination of the stress and dkiger variables at the interface is
performed using a limited development:

r(X+@R) =1(X) + 07 0 (njru)z (1.40)

The hypotheses of slow erosion and diluted flownpean explicit, uncoupled resolution, cf.
chapter 2. The classical erosion law governs theement of the water/soil interface. The
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results given by the modelling method in the cafsa plane laminar Poiseuille flow agree
well with the known theoretical solution. The modé[Lachouetteet al. 2008] is applied to a
configuration similar to that of the HET but forlaminar flow. The numerical results are
compared with the analytical model of [Bonddtial. 2006] and good agreement is obtained.
Nonetheless, in the framework of the numerical Miodgof the erosion of a cohesive soil by
a turbulent flow, it is necessary to thoroughly edetine the quantities at the water/soll
interface. That is why it is preferable to opt éomixed Eulerian-Lagrangian model.

1.3. Conclusions on the state of the art

Firstly, the general context of the risks relatedhydraulic structures was described, and
mention was made of the challenges of performingliable determination of the erodibility
of soils. We then studied the different systemsdute determine the behaviour of soils
subjected to erosion. The characteristic paramedérsoils, i.e. critical shear stress and
erosion coefficient were defined. A full descriptiof the JET and HET tests and the
interpretation models were then provided. This fedlewed by a presentation of the state of
the art of the erosion law. A large number of stgdpropose models for determining the
erosion rate and for determining the critical shetiess in the case of granular media.
However, these models are not adapted to cohesil® ©ther models can be used on
cohesive soils but they are often very empirical adapted to specific configurations or use a
set of soil characteristics that are very diffictdt determine for real cohesive soils. The
erosion law most commonly used is the so-calledsatal erosion law of [Ariathurai and
Arulanandan 1978]. The linearity of the relatiorivibeen the shear stress and the erosion rate
has been the subject of several validations. Howeaves interesting to observe that the
variables linked to turbulence are sometimes camsdias variables governing erosion.

Secondly, the state of the art regarding the nuwrakmodelling of erosion was provided. The
approaches of [Vardoulakist al. 1996] and [Ouriemet al. 2009] were described for the
erosion of granular media. They were mechanical4ased and have been validated.
Nonetheless, these models are not adapted to nmgdétle erosion of cohesive soils. The
approach of [Lachouettet al. 2008] is adapted to the erosion of cohesive swil$ includes
the movement of a singular water/soil interfacetidds of modelling mobile interfaces were
described. [Lachouetit al. 2008] developed an entirely Eulerian approach d@liatvs using

a fixed mesh but the thorough determination offtbe variables at the interface remained
difficult. On the contrary, the development of ardfian-Lagrangian approach provides good
precision at the interface but leads to remestssgsas.
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This PhD thesis follows the works started by [Lagtite et al. 2008]. The innovative
modelling of the erosion of cohesive soil usingirgslar water/soil interface should be
conserved. However, it must be applied to a madglnethod that comprises monitoring of
the interface to obtain a highly precise determamaiof the mechanical quantities at the
surface. Thus adaptive remeshing techniques musadopted. It is also necessary to
introduce turbulence models when modelling JETsHEBds. The following chapter sets out
the modelling method we have developed and dedlsthvese key points. It shows how it is
now possible to model the erosion of a cohesivebgoa turbulent flow with good accuracy
and with reasonable calculation times.
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Chapter 2

Modelling method

This chapter presents a detailed description ofrbdelling method developed to solve the
problem explained in Chapter 1. Firstly, the hygsts formulated to simplify the equations
of the model are described. These hypotheses &dateal experimentally for JET and HET

tests. They form the basis of the uncoupled sedlesingle phase model of the erosion
process. The Navier-Stokes equations describingutieilent flow are described, as is the
modelling of erosion by displacing the interfacel aemeshing. The interface displacement
code that we have developed is explained after lwhiee numerical model and the

discretisation methods of the flow and the disptaeet of the interface are presented.

2.1, Hypotheses
2.1.1. Single phase modelling and slow erosion kine tics

This work follows on from the research works of ¢bauetteet al. 2008]. The originality of
the modelling method developed by [Lachouettal. 2008] is that only two domains, fluid
and solid, are considered. They are separatedsigalar interface and not by & 8uidised
solid domain. Each phase is biphasic. The soil t®rapact assembly of grains containing
water. The flow contains grains in dispersed ph#@ke.concentrations in minority phases are
inversely proportional to the distance to the ifaee. The hypothesis of diluted flow permits
neglecting from the model the presence of particieke flow.

The configuration of the erosion tests (JET and H&E€ such that the hypothesis of a diluted
flow can be applied. This implies that the masemided particles in the flow must be less
than 1% (up to 10% in the literature). In all tleses that we have treated experimentally with
JETs and HETS, the concentrations measured were tame per thousand. The hypothesis
of a soil with very low permeability permits omityj the influence of water particles in the
solid phase. The solid phase will be modelled witharacteristic parameters of the
displacement at the interface governed by the @ndaw used.
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The hypothesis of slow erosion kinetics as regdlolw velocity permits considering a
stationary flow. The equations governing the flarl the interface are uncoupled: the fluid is
stationary with regard to the equations of therfatee and the interface is immobile for the
solution of the flow.

2.1.2. Analysis of orders of magnitude

To justify single phase modelling of a flow withosion, it is necessary to estimate the orders
of magnitude of the dimensionless numbers govertiiaglow and the erosion. The approach
of [Bonelli et al. 2012] is used/,, denotes a characteristic dimension of the fluid @om
Apq the pressure drop along,, V,, the flow velocity gauge{r a characteristic dimension
of the zone close to the interface, the gauge of shear stress on the interfagg, the gauge

of soil hydraulic permeability close to the intea The erosion velocity gauge is
Ve.r = kgrr. The characteristic time ig, = ¢r / V... The three following dimensionless
numbers are defined as:

R, = PuVulr LV, = katr sk = pukiV (2.1)

M’w ‘/’IU
The Reynolds number of the flow,, is the ratio between the inertial forcgsV;? and the
visous forcesy,,V,, / ¢r. The erosion kinetic#,, is the ratio between the erosion velocity
V., and the flow velocityV,,. Lastly, the erosion numbek,, is the ratio between the
tangential forcep,V,.V, due to the mobility ofl’ and the shear stress [Bonelli et al.

2012]. In the case of turbulent flowg{( > 1), the orders of magnitude are the following
[Bonelli et al 2012]:

2
o= V2 L App =LYy kv (2.2)

Sl ),
This is equivalent to assuming a small erosion remth,. < 1) and a low erosion kinetics
(V,, < 1). In this case, the flow can be considered as stisi@ationary, but transient due to
erosion. Furthermore, the concentration in padiake very low close to the eroded wall.
Indeed, the order of magnitude of the concentratimse to the wallY<f is defined by
[Bonelli et al 2012]:

Y~'7€f — (1 — nm)psoiﬂfer
Puw (‘/w + kﬁ()’l:l) + psoilver

close tol (2.3)

with n,, being the mass concentration.

When the erosion kinetics is low,<f ~ V,, < 1. It can therefore be assumed that, close to
the wall, the flow and the erosion are not influesthdy the concentration in solid particles.
Lastly, we can consider that the velocity of theeras null onT °: this velocity is of the
same order of magnitude as the erosion velocityg assumed to be very small in comparison
to the flow velocity. Thus iu is the mean velocity of the flow, the condition Bnis:

u=0onTl (2.4)

52



CHAPTERZ2. MODELLING METHOD

2.2. Flow modelling
2.2.1. RANS modelling and the closure problem

2.2.1.1. Navier-Stokes Equations

We study the surface erosion of a soil subjected tarbulent flow. The soil particles are
detached then transported by the flow. The cortynand linear momentum conservation
eqguations are the following:

M 0
= inQ, (2.5)
L, —+ u D]] T
whereT Is the Cauchy stress tensor expressed as follows:
T=-pl+24,D+R inQ, (2.6)
D= %[vm (Vay'| . R=—p,i @i 2.7)

where I is the identity tensor) is the symmetrical part of the mean velocity geatli
(deformation ratio) andR is the turbulent stress tensor (Reynolds stres3és$ tensor is
defined from fluctuations of velocity’ in relation to mean velocity . It corresponds to the
transport of linear momentum by fluctuations ofogity.

2.2.1.2. Resolution by DNS or LES

Direct numerical simulations (DNS) or large scalmudations (LES) can lead to better
knowledge of the interaction mechanisms betweenflthé and the soil, and thus of the
process involved in erosion. However, using sudbtem methods cannot be considered for
our application for two reasons. The first concdahesReynolds numbers of the flows and the
dimensions of the JET and the HET. High Reynoldsimers and a large calculation domain
would lead, at each time step, to very long catcaetimes. Therefore an entire erosion study
cannot be performed with such a model. The seconderns the modelling of the particle
transport. With a model as fine as that provide@ NS or LES, it is necessary to model the
entire process of erosion and grain transport.d@ssthe fact that the modes of erosion of a
cohesive soil remain an open question, DNS and WgeSStokes time steps to model particle
transport. This means that the diameter and deokttye particles cannot be dissociated.

2.2.1.3. Choice of RANS models

It is necessary to choose a simplified flow solutrnodel whose pertinence and calculation
time are pertinent and proven. The RANS (Reynolderage Navier Stokes) method has all
the qualities to permit the modelling of a cohesiwvd by a turbulent flow. In conformity with

the RANS method, the non stationary flow is corgerinto a stationary one with the main
fluctuations averaged statistically. Thus the Réysmostresses introduce fluctuations of
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velocity that cannot be obtained by the RANS metfdus introduces the closing problem of
RANS equations. This closure problem caused byaaweg must be resolved by a turbulence
model. A direct solution can be considered by fpansequations or eddy viscosity models
which introduce a turbulent viscosity. Direct sadatby transport equations can be done with
an RSM (Reynolds Stress Model) turbulence modet. ifitroduction of a turbulent viscosity
concerns in particular two equation models, sucth@g — ¢ andk — w turbulence models.

2.2.2. Turbulence models

2.2.2.1. Eddy viscosity models

In the case of eddy viscosity models, turbulentela energyk is introduced, which is
proportional to the trace of the Reynolds tensoouddinesq's hypothesis introducing a
turbulent or eddy viscosity;; is written as:

E = _pwﬂl ® ﬁ, = QﬂTD(a) - %pwk} ’ k= l_L)/ . ﬂ, / 2 (28)

The two models most often used to obtieiand eddy viscosity are the modéiscs and % -

w , with ¢ being the viscous dissipation rate of turbulemekic energy andv the specific
dissipation rate. Thus if, = u, / p, IS the molecular kinematic viscosity of water, the
viscous dissipation rate is defined by:

e = 1,V - VT (2.9)

The modelk -« was introduced by [Launder and Spalding 1972}lerstandard version and
by [Shih et al. 1995] for the realizable version, while the-w standard model was
developed by [Wilcox 1998]. The value of the eddscwsity for the modelé -« and k- w

is, respectively:

k2
e = pr/l, ? (210)

k
= py— (2.11)
w

C,, where is a constant about equal to 0.09 for thedst@ modelt -« and a function of
the mean deformation anél and = for the k-crealizable model.ac is a coefficient
depending on the Reynolds number [Wilcox 1998]. sehéwo turbulence models are
phenomenological turbulence models based on timspgoat equations d€ and ¢ and of &
and w respectively.

In the case of the standakd ¢ model, these modelled transport equations give:

p’ll)l:%—i_a.Vk :V' [M’ll)—i_%]v}{: +'Pk_pw€ (2.12)
k
Oe | - Ky € g2
pw a +u- Vel =V Mw + O'_ Ve + Clz;‘ EP/? o CQgpw z (213)
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with P, being the production source term due to the medocity gradient,s, ando_ the
turbulent Prandtl number,_. and C,. constants. The last terms of equations (2.12) and
(2.13) are relative to the turbulent dissipatiokkahd ¢ .

In the case of the realizable model ¢, the equation giving the eddy viscosity and the
transport equation relative to are modified:

w%m.w _ L P (2.14)

Iy, -l-#—T]Vs
g

&

62
—-C, p —

with P_ being the production source term due to the meéotity gradient.

The realizable modek - makes it possible to avoid obtaining negative @aléor certain
flow variables which, by definition, are positiveych as the squared mean of the principle
velocity. The realizable modet -« predicts with greater precision the spreading fate
planar and circular jets [Shét al. 1995].

As for the standard modél-w , £ and w are also obtained by resolving the transport
equations, i.e.P  the production source term linked to the mean orglagradient, Y the
dissipation source term due to turbulence@andhe turbulent Prandtl number. The transport
equations relative to the standdrdw model are the following:

Py %Jra.w; ~v. [ w+%]v1@]+3€—yk (2.15)
k
pw%—i-ﬁ-Vw :V-[Mw+%Jw +P -, (2.16)

For the standard: - w model that we use in this study (in the framewofrknmdelling the
JET), the classical calculation of the turbulemtetic energy production terfi, = MTD(ﬂ)Q

is replaced by a production term as a functionhef rotational 2). This permits correcting
the abnormal overproduction of turbulence closehs wall in the case of impinging jets
[Wilcox 1998]:

P = Q@) , Q= %[va ~ (Vi)' (2.17)

2.2.2.2. Reynolds Stress Model

The turbulence models-< and k-w only model the isotropic part of the Reynolds tens
and impose co-axiality between the Cauchy and Rdgntensors. This is expressed by
Boussinesq's hypothesis. On the contrary, the tds@ation of the Reynolds stress tensor by
the transport equations defines the RSM (ReynoldssS Model). The transport equation
takes the form:

orR . 3 =

E—FU'VR:V'<UwVR)+PR—YR+HR+DR (218)
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where P, is the production source term linked to the meaitoaity gradient, D the
turbulent diffusion, 11, the pressure-deformation correlation and; the turbulent
dissipation.

2.3. Erosion modelling

2.3.1. Classical erosion law

2.3.1.1. Definition of the eroded mass flux

The fluid/solid interface crossed by eroded mass fh , is a mobile interface of celerity. .
Therefore it is not defined by the same materiahtsoat two different instants. We assume
that it is a singular purely geometric interfacghamo thickness. Several hypotheses can be
used to simplify its modelling: the solil is assuntedbe saturated and its permeability is
assumed to be very low. This permits neglectingrivdl flows (all the particles that crofs
results from the erosion process). Lastly, it isuased that the soil is homogeneous and of
constant density. The mass fluxes througls written as:

ps(--u) =_m =p,@6G-uyJonTl (2.19)

water+particules

throughl” water+particules

water+particules
joining the flux

leaving the soil

whereu = -7, n is the unit normal td* oriented towards the soil, the value ofu on I"
soil sidew,, the value ofu flow side.

The deformations of the soil are negligible thys= 0. This results in an erosion law with a
classical threshold that can be written as follosfisEq. (1.1):

onl

ky(r — 7)) if 7 > 7,
cr =
0 else

where 7 = |7| = \/(T : ﬁ) - (ﬁ T ﬁ) is the tangential component of the stress tensor
onl.

2.3.1.2. Shear stress

As explained in equation (1.18), the shear stressjual tor = p_u 2. The dominant terms

w

defining the shear stress differ as a functionhef position of the interface in the sublayer.
This is proved by equations (2.24) and (2.25).

Indeed, the generalized averaged Navier-Stokegiegqugves:

oUj __ 1 0P _GU}U}

u &= 2%y AU
Poxj  pyox " 0x

(2.20)
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At the sublayer, the advection terms and the témked to pressure are most often negligible
and null, respectively. That is why, for the fiegiproximation, if only the dominant terms are
kept, we obtain:

VAU =~ =0 (2.21)

J

In the equation (2.21), two terms dominate all dkigers: those that contain in particular the
derivatives relative to y (with y being normal e tinterface), so that:

Wg—a“ V-0 (2.22)
oy oy
thus by integration, then evaluation of the consténhe wall:
vwa—U—W:cste: u? (2.23)
oy

In the region very close to the wall, in the vissawblayer, the viscous term dominates:

U _ «»o
Vw—=—=Uu 2.24
W oy (2.24)
In the region considered inertial, the turbulerlayer, where the profile of the mean velocity

is logarithmic, the turbulent term dominates:

—u'v'=u? (2.25)

2.3.2. The standard erosion law adapted to impingin g jets

2.3.2.1. Geometric singularity induced by the erosion law

According to the standard erosion law, Eq. (1.18, displacement of a point of the interface
depends only on the shear stress exerted by titediuthe soil at this point. In the case of a
normal flow at the soil surface, the mean sheasstis null at the stagnation point. It then
increases up to its maximum and decreases agaimdwng further from the stagnation
region, as shown in

Figure 21. Thus, regarding the erosion figure, the standeodi@n law progressively leads to
the introduction of a geometric singularity at thater/soil interface in the stagnation region.
This theoretical peak of non eroded soil is showresatically in

Figure 21, where the shape of the shear stress profilesc@btted.

In the case of erosion by a turbulent jet flowsthingularity is not observed experimentally.
On the contrary, a symmetrical scour with a maximsoour depth at the jet centreline is
observed, as can be seen in Figure 2.2.
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Shear stress profile at
the interface

Interface profile at .
different times Ld5tag
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Interface at t=0s
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Figure 2.1. Shear stress profile for a normal flow and thecaétshape of the erosion figure
for a so-called standard erosion law.

Figure 2.2. lllustration of standard erosion figures obtairfeflowing Jet Erosion Tests (C.
Moras - geoph@onsulj.

2.3.2.2. Smoothing of the non eroded soil peak

Three hypotheses can be considered to explain tbetbing of this theoretical peak of non
eroded soil.

The first is related to the non-homogeneities ofa soil. The occurrence of a soil peak like
that shown in Figure 2.1 is only possible for veohesive and very fine soils. Otherwise, the
instability of such a singularity and the preseateoarser particles would cause collapse and
very rapid smoothing of the singularity.

The second hypothesis is related to the governinighlas of erosion. In law (1.1), only the
influence of the shear stress is considered. Hbisetheless possible that erosion is governed
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by other variables of the flow (cf. paragraph 5.B)these variables are non null at the
stagnation point, the singularity caused by the (&d) will no longer appear.

The third hypothesis is to take into account thatghear stress considered in the erosion law
is averaged. The fluctuations of instantaneous waldee to the turbulence at the jet
stagnation region, and a weak pulse of the jeelinto large scale turbulent structures in 3-D
geometry may explain the smoothing of the non edadel peak.

The literature contains different elements that barused to take this path of investigation
further. The study performed by [Geetsal. 2006] on jets impinging a flat plate show that in
the case of laminar flows, the stagnation pointhefjet is fixed. It is also fixed for turbulent
flows, in the case where the distance separatiagqitizzle from the plane is shorter than the
potential core. Otherwise, fluctuations of the poasi of the stagnation point are observed.
[Hadziabdic and Hanjalic 2008] performed LES numérisenulations to validate the
experimental observations of [Geetsal. 2006], cf. Figure 2.3 and Figure 2.4. The oscilati

of the stagnation point is attributed to the pus¢he jet or to a precession movement of the
jet. These instabilities are due to the large sohthe turbulence.

Figure 2.3. lllustration of the pulsation of an axisymmetrat jn 3-D geometry [Hadziabdic
and Hanjalic 2008].

However, a study performed by [Haehnel and Dad&R00 the erosion of a granular soil by
a turbulent jet flow highlighted the presence ofess eroded soil region at the stagnation
region of the jet. It was performed with a jet imging a soil composed of glass beads or
sand. To our knowledge it is the only study on tlusien of a soil by a turbulent jet flow that
mentions the presence of such a singularity. Thesldeto asking whether the cohesive
characteristics of the soil or the hydraulic cheeastics of the jet, such as size, nozzle shape
or the nature of the jet are susceptible to pladominant role in the shape of the erosion
figure in the jet stagnation region. The fact tha fet flow is aeraulic may be the cause of
this major difference, due to the considerableed#ices in density. Additional experimental
studies on the subject are necessary to explaicisetg why the peak of non eroded soil
persists in this case.
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Figure 2.4. lllustration of the displacement of the jet stagma point: instantaneous
velocities just above the plane of impingementhaf fet at different times [Hadziabdic and
Hanjalic 2008].

Nonetheless, given the experimental results obddiokowing the JETs and the experimental
and numerical results obtained by [Geetsal. 2006, Handziabdic and Hanjalic 2008], we
assume that the fluctuations of the position ofdtagnation point lead to the erosion of the
soil peak at the jet stagnation point. The cohesibthe soil could perhaps play a role in
smoothing this singularity. Additional researchIvibié required to model these effects more
finely and integrate them in the erosion law. Tregpwill be dealt with in Chapter 5.

2.3.2.3. Adaptation of the erosion law

In an initial approximation, in the case of an inging jet we postulate that: in the jet
stagnation region, the mean shear stress that takesaccount the fluctuations of the
instantaneous shear stress valug9 (s equal to the maximum shear stress in the atagn
region and the shear stress on the rest of tha/sailanterface defined by the equation

T:Hf’H:\/(;ﬁ)Z—(ﬁ;ﬂ)z.

The erosion law resulting from this simplified modethe following:

(2.26)

ko(tF — T )i > 71, . Tmax 1 Mp € Qga
cr = ol ) with T*(r): : e
0 else 7(r) else
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where Q,,, is the stagnation region of the jet flow addr the point of the interface
considered, defined in Figure 2.1r;is the distance to the jet centreline ang,, is the
maximum shear stress reached at the outlet oktrstggnation region.

2.4. Numerical model

2.4.1. Global numerical method

\ 4
Flow solution

—p, 4 ® ' described by a turbulence model

w
1

Implementing erosion:

{/{Jd(T —7.)if T > 7,
1’\ p—

0 else

or in the case of a jet with a stagnation point:
ki(Tmax — T¢) if Tmax > T in Qgpag

cr = {kg(t —7.) if T > 7, and out of Qe
0 else

and remeshing according to size and quality cater

Figure 2.5. Scheme of the sequential uncoupled erosion model.

The hypotheses presented in section 2.1 permit eoupied sequential resolution of the flow
with erosion. The walls evolve due to the erosiorthaf soil. With the hypothesis of weak
erosion kinetics, flow/erosion coupling is weak ardexplicit sequential uncoupled solution
is possible. It assumes that the walls evolve slaavid that this velocity does not have a
significant influence on the linear momentum of tlosv. Firstly, the equations related to the
flow are resolved. Once the stationary flow hasveoged, the water/soil interface is
displaced, taking into account the flow variablefcalated on the interface. The position of
each node of the interface is updated and the mgdimked to these points is adapted as a
function of size and quality criteria. The numeripabcedures of the fluid calculation and of
the displacement of the interface are describatienfollowing sections. When the positions
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of the interface and meshing are updated, the daidulation is then restarted and so forth, in
accordance with the scheme presented Figure 2.5.

To complete the full model of the erosion of a colesoil by a turbulent jet flow with a
stagnation point in the JET configuration or by abtlent pipe flow in the HET
configuration, one month of calculation is necegsar 8 CPU's of a node with Intel Xeon
EMT64 3.2 GHz dual-core processors (turbulence modith two equations). The
optimisation of the calculation time was studiedhvgreat care, making it possible to model a
complete erosion process within still reasonableutation times.

2.4.2. Flow discretisation

2.4.2.1. Solution of Navier-Stokes equations

To calculate the flow, we chose the CFD (Computatidduid Dynamics) ANSYS Fluent
calculation software. This software is one of thestrefficient on the market, especially for
turbulence models. The description of the methodd s resolve the flow is presented below
[Ansys 2009].

The equations associated with the flow are resolwgdhe finite volumes method. The
calculation domain is represented by a hybrid n@shposed of triangular cells subject to
remeshing and quadrangular cells for the rest efdbmain. The cells of the mesh are the
control volumes of the finite volumes method usEde equations are resolved at the centre
of the control volumes. The term cell-centred foratioin is used. Let us consider the general
form of the transport or conservation equationsaofariable calledg,. The theorem of
divergence (Ostrogradski's theorem) permits changhre volume integrals into surface
integrals:

0 e -

Ej'pw%dVHj) L. RUOA=$ A0 gdA [ § d) (2.27)
\Y A A \"
instationary convection diffusion production

with V being the control volumeA the normal vector oriented towards the exteriothef
control volume,/, and S, the diffusion coefficient and source termgf per unit of volume.
Since the flow is considered stationary in our nothe discretisation of Eq. (2.27) is written
as:

ipww A, :iwm A+ SV (2.28)

where N is the number of faces composing the cbwtlome andf is the index attached to
the quantities calculated on the fateonsidered.

The determination of the velocity and pressure $igddnforms to the projection method of
[Chorin 1968]. The equation used to determine tlessure results from the derivation of the
mass conservation and linear momentum equations, (E§). The pressure field is
determined so that the velocity field can satisfy lmass conservation equation. The solution
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of the velocity/pressure coupling then requiredqraring a large number of iterations before
obtaining the convergence of the system of equstidnsequential solution of equations is
adopted. The SIMPLE (Semi-Implicit Method for Presslinked Equations) algorithm
[Patankar and Spalding 1972] is used to perfornvéhecity-pressure coupling.

It is then necessary to perform the spatial disgagon of the flow, which comprises the
determination of the variables on the faces ofdbwetrol volume and the calculation of the
gradients. Since the flow variables are calculateithe centre of the cells, the interpolation of
the data on the cell faces is required for theutaton of the convective terms of the equation
(2.28). These interpolations are performed usingee@orsd order scheme called "upwind
scheme". The variables on the faces of the conthinve are calculated using the derivation
of the data obtained on the cells located upstr@athe direction of the normal component of
d, . The variables calculated on the faces)(are then deduced from the data at the centre of
the cell upstream. The approach to the multidimeraditinear reconstruction developed by
[Barth and Jespersen 1989] is used. It is an exxterd the solution obtained at the centre of
the control volume of the faces using Taylor series

Obtaining the flow variables at the faces and tlat®n of the second order diffusion terms
and the derivatives of velocity also involve ca#tilg the gradients. This spatial
discretisation of the conservation equations idgpered using a Green-Gauss node-based
scheme [Holmes and Connel 1989, Raethl. 1991] According to the Green-Gauss theory,
the gradient of variable, at the centre of the cell equals:

Oor Y A (2.29)

with the method based on the nodes or vertex ofrrilas‘h,af is defined as the weighted
mean of the values of on all the nodes composing the face. We chosentieithod of
determining the gradients as it is very well addgte highly distorted cells. The successive
remeshings resulting from the erosion modelling hodt that we developed are in fact
susceptible to cause more or less considerablertists of the cells. This method of
determining the gradients nonetheless leads tgrafisant increase in calculation time. It is
also necessary to impose limiters to the calculatd the gradients in order to avoid
oscillations of the variables calculated in theecatdiscontinuities or sudden changes of the
flow.

2.4.2.2. Wall laws

The fluid region near the walls can be divided ititeee regions with distinct behaviours, cf.
Figure 2.6. The region closest to the wall is chllee viscous sublayer, where viscosity is
dominant. The region furthest from the wall withime sublayer is called the turbulent
sublayer, the "log-law region" or the inertial r@gi where turbulence is dominant. The
intermediate region: the buffer layer or mixturgio® is governed in a similar way by
viscosity and by turbulence. In the viscous sublayke equation governing velocity is
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deduced from equation (2.24). The velocity in timoalent region is deduced from equation

(2.25), by modifying the termru'v' by a hypothesis of length of mixture.

mmer layer ————————— 4

LT-[._:'E = I-:T -:_n'-. '

Uilq

outer flaver

fally mrbulent region

Upper limit

tuffar layer or depends on
or . .
\ . log-law region Feynolds no.
blending = = -
viscous sublaver Teglon
-
T - e
VT =5 =1l ;
’ In Uy v/v

Figure 2.6. Subdivisions of regions located close to the \Walisys 2009], withu* noted U,
the friction velocity andy™ = py; u /,u the dimensionless distance from the centre ofitse f
cell to the wall.

The RSM andk -¢ turbulence models are valid for flows far from thalls, but additional
equations must be introduced in these models tcerttem applicable close to the wall. The
k-w model presents a flow solution near the wallsafliyeintegrated in the basic equations
of the model. The so-called near-wall approacmiglémented. In the case of RSM ahés=
turbulence models, two approaches can be used @ $be viscous sublayer and the
intermediate region. The first consists in usingnisempirical formulas called wall functions.
The second, the near wall approach, leads to thdificetion of the turbulence models in
such a way as to permit the solution of the subllageations.

Whether using the near wall approach or the stahdatl functions, the determination of the
flow velocities results from the same principle atjens. For the nodes next to the wall, such
as y*<30 the linear stress-deformation relatitit=y* is applied, with y  being the
dimensionless distance from the centre of the fieditto the wall. A logarithmic law is used
to determine the leading components of the vekgitof the cells near the wall for
30<y*< 300:

14,12 14,12
u’ =%In(Ei) with U” = YeCy ke” and y’ = Pu¥eCy Ko

(2.30)
Tw/pw Hw

with x being the Von Karman constant (=0.418)the empirical constant (=9.793)p the
leading component of the fluid velocity at nodeoeated at the near waky the turbulent
kinetic energy of the fluid at node P,, the turbulent dissipation rate at node P, gnthe
distance separating point P from the wall.
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In the case of standard wall functions [Launder 8pdlding 1972], the boundary conditions
at the wall are the following:

C3/4 3/2
%o _g, g, =t (2.31)
on KYp

In the near wall approach, the boundary conditiares defined differently and smoothing
between the viscous and turbulent boundary laye=rsed on the method of [Kader 1981] is
applied. Thus the term bi-layer model is used: ¢hkeulation domain is divided into two

regions, a fully turbulent region and a region #eresto viscous effects, whose delimitation
is determined by:

Re, = Puyer¥e (2.32)
Hy

with Re, being the turbulent Reynolds number. Standarcutarite models are used in fully

turbulent flow forRg>200. Otherwise, the one—equation approach of [Wolfahi®69] is

used. The turbulent kinetic energy is determinethgusransport equations and the eddy

viscosity is defined by a characteristic lengtmtroduced by [Chen and Patel 1988]:

th = PCul ke 1, = y5C (1—e‘Rev ’Au) (2.33)

with C/ =«C,** and A, =70 constant. For RSM anid-¢ turbulence models, the turbulent

dissipation rate is defined by:

3/2

g=—P

1 =ypCl |1-e "o/ )) (2.34)

&

For thek-w turbulence model, the specific dissipation ratevigten in the viscous sublayer
and in the "log-law region”, respectively:

*2 *
a):u—,,z and wzlj— (2.35)
VulBiYp B KYp

with 2 and B, constant.

2.4.2.3. Taking roughness into account

Taking roughness into account consists in addingpraective term relative to roughness
(AB) in the log law equation Eq. (2.30). Equation (2.88¢omes:

u*:lm(Ey*)—AB (2.36)
K

AB is a function of the dimensionless height of tepegitiesK defined by:
Ke = (0wl 1) K C kP (2.37)

with K, defined as the height of asperities expressecetens
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The roughness in the boundary layer can be cledsiinto three categories. Smooth
(K¢ £2.25), transient 2.25< K < 9C) and rough KJ >90) regimes are considered [Cebeci
and Bradshaw 1997]. For the smooth regild8,=0, otherwise the correlations related to
each regime are defined empirically [Cebeci andiBnaw 1997].

If the first cells of the mesh are located in tlgcous sublayer, roughness must be taken into
account directly in the geometry of the interfaer the following models, we choose the
finest possible modelling of the flow variabledla interface.

Given the difficulty of determining the roughnessrameters, we considered the water/soil
interface as a smooth wall for the first approxiimat This point could be reconsidered in a
future study. Indeed, according to the approacteldged by [Cebeci and Bradshaw 1997],
roughness starts having an effect on flow ff > 2.25. With the results of the numerical
models presented in Chapters 3 and 4 introducdgin(2.37), we can estimate that if the
height of the asperities exceetts =10 um, then K; >2.25. As the JETs and HETs are
performed on potentially intact real soils, thegmtiof the asperities is effectively susceptible
to exceedlO um .

2.4.3. Updating the position of the interface

2.4.3.1. Interface displacement code

The hypothesis of slow erosion kinetics permitsaupding resolution the flow from the
erosion phenomena and permits a sequential resolulihe flow can be considered as
stationary in view of the slowness of the erosibermmpmena. Once the transient phase of the
flow returns and the stationary regime is establisithe erosion of the soil by the turbulent
flow is considered. The fluid/solil interface is dehed, the mesh adapts to this deformation,
the calculation starts again and so forth. To ds, ttve developed and implemented an
interface displacement code in the ANSYS Fluentcudation software. The code we
developed to model the erosion of a cohesive swilrein any erosion law coded in C/C++
language. It has been designed to be adapted tethenclature and rules of versions 6 to 14
of the software, for parallel resolutions, for amymber of processors, and for a sequential
resolution of the flow. The implementation of sukltode in the software presented major
difficulties linked to interactions between the eodeveloped for the interface displacement
and the software permitting the calculation of flned domain. These difficulties are all the
greater for multiprocessor solutions of the flondaof the displacement of the interface.
Nonetheless, it is necessary to parallelize theethod method to optimise the calculation
time. The numerical challenges raised by the impla@ation of our interface displacement
code in CFD software are considerable. The first j@nt to be solved is to understand the
system of communication between the processorsetbomg that is not really documented.
The second is the adaptation of the code for aeperhtegration in the architecture of the
software whose detailed operation and sourcesaravailable.

The architecture of the code that we propose isfdflewing: i) extraction of the data
obtained by the fluid domain calculation and steragadapted structures, ii) ordering of the
nodes composing the fluid/soil interface accordimgheir position, iii) determination of the
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erosion time step, iv) determination of the positiitnked to each node, v) reordering
according to the different processors behavioyrdigplacement of the nodes.

Once the fluid domain resolution is converged, wst fextract the results obtained on the
different faces of the mesh composing the watdriserface. Given that the condition
imposed is axisymmetric, the faces of the mesh ocsng the interface are actually edges.
The calculation of the shear stress on each facthas performed. The Lagrangian
displacement method used requires knowledge ofliear stress at the nodes that will be
displaced. An interpolation of the shear stressiobtl at the centre of the edge on two
adjacent nodes of the mesh is necessary. To do dHighe information required for
referencing and characterising the node of the mesbidered is stored in adapted structures.
The shear stress data of the adjacent edge dowamstoé the node are also stored. For
solutions processed in parallel, it was necessafintd a way to provide access to the data for
each processor performing the flow calculationgpahdently.

The water/soil interface data extracted by thevsni® were not gathered in an order that
reflected their position on the interface, espécial the case of parallel processing. It was
therefore necessary to order the nodes composeiterface. The ordering of the nodes was
performed with QuickSort and fast sort algorithfibe method consists in using a pivot to
partition the data sorted. An element of the tablglaced in its definitive position and all the
other elements are permuted so that all those Itiveer the pivot are placed to its left and all
those higher than the pivot are placed to its rigbt each sub-tables, we defined a new pivot
and repeated the partitioning operation untillal €lements had been sorted. It was necessary
to perform a 3-D sort in the case of modelling Ht€T, due to the U-shaped geometry of the
interface.

Once the nodes are ordered according to theirippgin the interface, the linear interpolation
of the shear stress in a mesh node is performed) ube data obtained on the two faces
adjacent to this node. It is then possible to deitee the displacement of each nodleof the
interface, provided that the erosion time step basn determined beforehantiz. The
erosion law is implemented using a first order Esttheme:
kAT —7)n if 7> 7,

¥t + At, X) = Z(t, X
'CE(+ Y ) $(, >+ Oelse

(2.38)
Second order Adams-Bashford schemes were also Needignificant difference could be
observed in the final result. The calculation timmas however significantly increased, in
comparison with a solution by a Euler scheme. Tdlat®n permitting the optimisation of
calculation time was adopted.

Initially, we determined the maximum shear strestha interface to determine the erosion
time step. Then the erosion time step was calalilateconformity with a kind of CFL

condition (Courant Friedrichs Lewy), which givee ttimensional threshold below which the
calculation can be seen to be unstable. If the d&@ of the mesh cell is less than the
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distance travelled in the interval of the time dbgpthe fastest wave of the equation, the error
increases and invades the physical solution. Tarensptimal calculation stability, the time
step is chosen so that the maximum displacemethieahterface corresponds to a tenth of the
size of the cells adjacent to the interface. A téniwas also implemented to ensure that the
time step at timen+1 did not exceed the time step determined at timmore than 1,001
times. These values were calibrated in the caseoalelling the JET performed on soil A, cf.
Chapter 3. These parameters have to be calibrateghth test to maximise the optimisation
of the calculation time. The establishment of ottreria can be achieved, for example, by
seeking convergence.

The displacement of each node of the interfachasefore known and validated to check its

pertinence regarding overstepping the limits of doenain calculation. For each processor,
the nodes are reordered in the order obtained gluhie extraction of the shear stress data.
The nodes composing the water/solil interface ar&lfi displaced. Thus the geometry of the

water/soll interface is updated. Once the positibthe walls has been updated, the domain is
remeshed near the interface in order to discrétisedomain of the calculation for this new

configuration.

2.4.3.2. Remeshing

The displacement of the nodes composing the irdenfiaust be followed by the displacement
of all the nodes of the calculation domain neardisplaced interface. To do this, the "Spring-
Based Smoothing" method is used [Ansys 2009]. Adl segments linking two points of the
mesh are initialised as networks of interconnedaings. Before the mesh is deformed in
any way, the initial spacing of the segments ctuts$ its state of equilibrium. The

displacement of a node of the interface generatiesca proportional to this displacement,
affecting all the springs connected to it. The hesabtained by this method is very

homogeneous. According to the Hooke’s law, thee‘c(rE-j) applied to a node of the mesh
can be written as follows:

R
Fy =2k (A —Ax) (2.39)
J

with AZ and AXT- being the displacements of node i and its neighlpon the number of
neighbouring nodes connected to i, dgdthe stiffness of the spring between nodes i and j.
The stiffness between the different springs istemitas:

Ky = (2.40)

\‘ - Xi\
At equilibrium, the net force exerted on a pointtbé mesh must be null, implying the
following condition:

n —m
Az—mﬂ _ Zj ki A%

P

(2.41)
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The position of the points is solved using a Jaadgorithm, withn and n+1 being the
positions at a time step and its following timepste

Zn-'-l — ;{n + AX m, convergec (242)

The quality of the cells generated is controllelibfeing the displacement of the mesh nodes
near the interface. Remeshing is then performetherells no longer in conformity with the
size and quality parameters (distortion) definebtedhand. The problematic cells are divided
or merged so as to conform to the criteria fixed.

The resolution of the flow in the new geometry esfprmed once the whole mesh has been
updated. For the JET and HET configurations preskim chapters 3 and 4, about 1000
iterations are required to reach convergence fer ftbid calculation following a mesh
deformation. The parameters related to the erosme steps that we imposed caused slight
deformation from one time step to another. Thismpir reducing the calculation time
between deformations, though it increases the nurobedeformations. Therefore good
stability of the numerical model is achieved, batthe detriment of optimised calculation
time. The flow convergence criteria of the caldolas are for the moment fixed on the basis
of the experiment with a high margin making it pbksto obtain asymptotes on the curves of
the residues. The automation of the fluid/defororatcalculation process so that it runs
continuously in the software makes it difficult define the number of calculation iterations
required as a function of the convergence of tlsgdues. This point could be reworked in
view to optimising the calculation time.
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Figure 2.7. Shape of the mesh before (left) and after (righ§ macro-remeshing. Example
taken from the modelling of erosion due to a Paikeflow (cf. paragraph 4.1).

Each deformation of the mesh leads to slight deetiring of the calculation: the cells are no
longer perfectly aligned, the cells neighbouringheather do not have the same expansion
factor regarding the adjacent cells, some cellsbaaslightly larger than their neighbours, etc.
This is why, after a certain number of remeshitigs,mesh of the calculation domain exhibits
considerable de-structuring (cf. Figure 2.7). ltherefore preferable to remesh the entire grid
affected with the pre-processor. Regarding theigardtions presented in Chapters 3 and 4,
about twenty successive remeshing operations arerped for the HET and about a
hundred successive operations are performed for Jl&B€ The source of the rapid
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Figure 2.8. Shape of the mesh at the beginning (left) andeaenhd of the erosion process

(right) for the JET performed on soil C (cf. paraghn 3.3).
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Figure 2.9. Automation of erosion test models.
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destructuring of the mesh is the geometrical corigleaused by the two singularities at the
inlet and outlet of the pipe for the HET. Thusgafa certain number of micro-remeshings in
the CFD calculation software, macro-remeshing idopmed with the pre-processor with

Gambit v2.4.6 software.

Once the macro-remeshing has been performed, wepolate the data obtained from the

whole calculation domain before the macro-remeshiings is a zero order interpolation, the

values of the flow variables are obtained from¢hbs of the new mesh by taking the values
obtained from the cells nearest to the old one.

The fluid/erosion calculation is started againdwling the interpolation of the data. About

200 macro-remeshings are required to model aneedil or HET erosion test. This process
permits considerable stability for the calculatiand makes it possible to make large
deformations in the mesh. For example, it is pdsgidbreach very substantial scouring depths
in the case of JET modelling. Figure 2.8 showsréggilarity of the mesh obtained at the end
of the erosion process for the JET performed onG&¢ef. paragraph 3.3).

We have developed bash scripts to automate thelhmgoiie process. Their architecture is
presented in Figure 2.9. The modelling method wegehdeveloped is therefore fully
paralleled and automated.

2.5. Conclusions on the modelling method

Initially, we described the hypotheses underlyihig thumerical model. The hypotheses of
slow erosion and diluted erosion are then justifigdthe orders of magnitude established of
[Bonelli et al. 2012]. The erosion model can therefore be estaddisvith a single phase flow
model. Furthermore, the solution of the fluid cétion and the interface displacement will
be performed sequentially and with an uncoupledrmean

Secondly, the equations related to the flow arenizsd. The RANS modelling method was

chosen rather than a solution by DNS or LES. The&sAdd LES methods does not allow to
model particle transportation as precisely asttthg scales of the turbulence modelled. The
RANS method provides the best compromise betweenptrtinence of the results and

calculation time. This model nonetheless introduzedosure problem of the Navier-Stokes
equations. This problem can be solved by introdythe turbulence models presented.

Then the equations related to erosion are givee. standard erosion law is illustrated. The
dominant terms of the shear stress componentsfascion of distance from the wall are
explained. Then the problem of inducing a geometimgularity at the stagnation point is
raised. Indeed, in the case of impinging jets taadard erosion law introduces a peak of non
eroded soil in the stagnation region of the jeis®mngularity is not observed experimentally.
We put forward hypotheses regarding the inhomoggrdireal soil, the presence of other
variables driving erosion and the omission of steeess fluctuations. An adaptation of the
erosion law in the case of impinging jets is pragabs
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Finally, we present the numerical model with th@bgl numerical scheme, the flow
discretisation methods and the methods used tat@iplaa position of the interface. Particular
attention is given to taking the wall laws into agnt. In addition, the interface displacement
code that we have developed is described in défaie difficulties encountered are also
presented. The automation of the models is predesdeis the chaining of the micro and
macro remeshings and their effects.

The modelling method thus formulated will be apglie chapters 3 and 4. In chapter 3, the
method is applied to the model of the erosion oblaesive soil by a jet flow with a stagnation
point. The numerical results and the data of theEdesion Test will be compared with the
objective of concluding on the pertinence of thedeiting method and the JET interpretation
model. In chapter 4, the numerical model will belaga to the erosion of a cohesive soil by a
laminar and turbulent pipe flow. The numerical teswbtained in the case of the laminar
flow will be compared to a plane Poiseuille flowheT results obtained in the case of a
turbulent flow are compared with the experimentsduits of the Hole Erosion Test. The
objective of adapting the modelling method to fip&vs is to provide additional elements to
validate the method and show the method's rangappficability to relatively complex
geometries.
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Chapter 3.

Results obtained on impinging flows

In this chapter, the modelling method describedipresly will be applied to the erosion of a
cohesive soil by an impinging turbulent jet of wat&@o do this, a Jet Erosion Test is
modelled. The numerical results obtained are coetp#w the results of the semi-empirical
model of [Hanson and Cook 2004]. This comparisavigles answers regarding the accuracy
of semi-empirical and numerical models. The infleenaf the mesh density and the
turbulence model on the numerical results is studie addition, we studied the influence of
erosion parameters on the numerical results. Thenbase the validation of the JET
interpretation model, two other tests were modelldte results obtained were compared to
experimental results. These tests were chosen deroio present very different flow
characteristics while expanding the range of erogi@arameters as much as possible.
Furthermore, we studied the different flow regiraed the erosion scours obtained.

3.1. Independency of results regarding mesh density and
turbulence models

We apply the modelling method presented in Chapterthe configuration of the Jet Erosion
Test. The 2D axisymmetric geometry of the calcalatidomain, representative of the
configuration developed by [Hanson and Cook 2084jresented in Figure 3.1. The notations
used are illustrated in the schematic diagram efJ&T, Figure 1.5. The water between the
inlet cylinder at controlled pressure flows throubk nozzle and impinges the surface of the
material. The water leaves by lateral orifices coming to the axisymmetry of the geometry.
The free surface corresponding in reality to anritme is modelled symmetrically. The
symmetry condition imposed is a null flux conditigxsliding condition is imposed whatever
the variable considered, at null normal velocitg gnadients, especially for the shear stress.
This amounts to a wall without friction. The modwsj of the free surface with VOF free
surface models could have been used. But this wmaNe involved a non negligible increase
in the calculation time whereas the region conatiseelatively far from the region targeted.
It should only modify the erosion kinetics very mially close to the impinging region. The
configuration of the modelling described in thisfipart of Chapter 3 conforms to a JET test
that we performed at IRSTEA in the framework of6tRhD thesis. It is the test performed on
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CHAPTER3. RESULTS OBTAINED ON NORMAL FLOWS

soil A whose characteristics are described in pagtyB.2. A pressure differential of 3X10
Pa is fixed between the inlet and the outlet ofdbeice. The distance separating the 6.35 mm
diameter nozzle from the water/soil interface i§.54mm.

Before focusing on modelling this JET with erosibms necessary to ensure the pertinence of
the results of modelling without erosion. To dosthi is necessary to check that the mesh
density is such that the results obtained are ngdpdependent on it. It is also necessary to
ensure the accuracy of the turbulence model usedrparative study of the results obtained
without erosion is performed first, followed by tdy of different turbulence models. The
results obtained are presented in the followingg@ieaphs.

Figure 3.1. Geometry and meshing developed for modelling EiEsJ

3.1.1. Independence of results in relation to the m  eshing

The first point to be validated is the independenté¢he results regarding mesh density.
Several factors must be taken into account: thehmgsdensity in the nozzle region, at the
impinging surface and between these two elemerisvésely, the rest of the meshing has
less influence on the modelling results, excepthat outlet of the flow due to possible

convergence problems. The decomposition perforroegfine the meshing is presented in
Figure 3.2. A uniform quadrangular mesh is choseithe nozzle region to minimise the

numerical diffusion due to meshing. The meshingthe region that will be affected by

remeshing is composed of triangular cells. The sfzée cells is imposed at the interface and
the upper boundary of this region which is meshd&tl the cells of the same size as in the
nozzle region. The rate of expansion of the siz¢hefcells between the interface and the
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CHAPTER3. RESULTS OBTAINED ON NORMAL FLOWS

upper boundary of this region is chosen as 0.5. mkshing of the tank is performed with
guadrangular cells with a rate of expansion of Tt mesh is also refined at the outlet of the
device.

Table 1 groups the characteristics of the differaashes tested: the number of cells at the jet
outlet orifice varies from 10 to 100 and the disisegion of the water/soil interface ranges
from 350 to 7000, for a total number of domain £elinging from about 27 000 to nearly
1 200 000 elements. The size of the cells is umifand close td.6x10* m for a water/soil
interface discretised into 350 cells. Meshes A t@i characterised by the variation of the
number of meshes at the jet outlet orifice. Megtiés S present a variable number of cells on
the sublayer as a function of the number of cdltha jet nozzle. Meshes T, U and V differ
by the number of cells in the tank as a functiortvad other parameters. This analysis of
sensitivity is performed with & turbulence model. The choice of the turbulence ehod
used for this study stems from the elements fronliti@ture presented in paragraph 3.1.2 on
the influence of the turbulence model.
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Figure 3.2. Refinement of the mesh in the JET configuration.

The results obtained for the shear stress and tessyme at the water/soil interface are
presented in Figure 3.3 and Figure 3.4. They indittaat with respect to the sensitivity study
regarding mesh density at the jet nozzle, for & dense mesh at the nozzle, the shear stress
curves oscillate around the results given by mekhésand M. Starting from a mesh density
close to 30 cells at the jet nozzle, the resuksimdependent of mesh density at the nozzle to
within 5%. The independence of the results in refato the tank meshing density is obtained
immediately when the first mesh is tested, as @r@ation of the number of cells in the tank
has less influence in this case. On the contracyeasing the number of cells at the water/soil
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Figure 3.3. Independence of the results in relation to mesisitie the shear stress on the
water/solil interface before erosion begins, withkia turbulence model
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Figure 3.4. Independence of the results in relation to mesisitle pressure field on the
water/soil interface before erosion begins, withktw turbulence model

interface causes a displacement of about sevefinetres of the maximum shear stress to
the left of the maximum obtained for a meshinghaf sublayer of 350 cells. It is nonetheless
reasonable to estimate that the influence of thehnaensity on the interface above 350 cells
is negligible, given the fact that the maximum ststeesses are not affected. In addition, the
pressure fields on the interface are strictly #n@e for mesh densities of at least 350 cells on
the interface. In the case of meshes composedcoéssively 350, 3000 and 7000 elements at
the interface, we have, 7.0<®.5, y=1 and y=0.5, respectively. In the three cases, and
whatever the mesh considered, the turbulent Reymaldsber at the wall remains lower than

200 and the approach using the one-equation mod@Nolfshtein 1969] can therefore be
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used to solve the flow near the wall. It can bectuated that with a mesh density close to 30
cells at the jet nozzle, the 350 cells on the fatar and a rate of expansion of 1.2 for the mesh
of the tank, the results are independent of théhrdessity to within 5%.

Mesh Nnozzle NCL y+ NT
10 350 7.05 27,263
15 350 9.5 38 574
18 350 8.9 47 658
20 350 8.4 54 208
22 350 8.7 59 962
25 350 8.8 69 116
27 350 8.9 77 326
30 350 8.9 86 764
40 350 9.0 124 214
50 350 9.1 171 997
60 350 9.3 228 389
70 350 9.3 293 389
100 350 9.2 549 003
20 3000 1.0 98 954
20 7000 0.5 161 120
40 3000 11 192 618
40 7000 0.6 256 962
100 3000 1.1 257 521
100 7000 0.6 322 117
20 350 8.2 81579
20 350 8.7 204 322
100 350 91 1199877

<KCHVLITOUVOZErxXa—IOmMMUOm™X>

Table 3.1. Meshing parameters examined for the study ofridependence of the results in
relation to mesh density, with,M,ebeing the number of cells on the nozzle, fhe number
of cells on the water/soil interface ang tie number of cells of the calculation domain.

3.1.2. Influence of the turbulence model

A second point to be analysed concerns the infleefiche turbulence model. The geometry
of a jet impinging on a flat surface is simple biatphysics are complex. For large Reynolds
numbers, the turbulence models used most frequémtiynodelling impinging jets belong to
three major categories of turbulence models addpt&ANS models, namely thie-¢, £ -o
and RSM models described in Chapter 2. The chdi¢erbulence models whose results we
will compare is based on the conclusions of thiedkht studies focusing on RANS numerical
modelling of a jet impinging on a flat plate. [Lagnand Walsh 1984, Balabel and El-Askary
2011] presented the results, given by sevéral models. [Crafet al. 1993] compared & -

e model with three RSM models. [Bell 2003, Jaramdétaal 2008, Narumanchet al. 2005]
focused on using & -o turbulence model. Generally, these studies demairsin particular
the pertinence of RSM turbulence models, the apblek -« models the standard -o
model with the kinetic energy production term defines a function of the rotational.
Nonetheless, most of these comparisons were beteeerimental and numerical results
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with mean values and fluctuations of velocity, adlas variables related to heat transfer such
as the Nusselt number and the heat transfer cefficTo our knowledge, no numerical study
on the subject of jets with a stagnation point imgrng on a flat plate has focused specifically
on the pressure field or on the distribution ofceiss shear stress on the impinged surface.
Some experimental studies have, however, dealt thithsubject. The empirical and semi-
empirical results obtained by [Beltaos and Rajaratd@74, Hansoet al. 1990, Looney and
Walsch 1984, Pharest al. 2000, Porelet al 1967, Tritton 1988, Viegas and Borges 1986]
permit evaluating the pertinence of our numeriesalits obtained on a flat plate.

The study of the influence of the turbulence mamtethe results of our models will therefore
be performed by comparing the results of the twhce models defined in Chapter 2 with the
experimental results cited. The basis of this stadsnprises the RSMealizablek-e and
standardk-e turbulence models, with the kinetic energy proaucterm defined as a function
of the rotational. The flow variables whose pemice will be evaluated are the velocity at the
jet centreline, the pressure field and the sheasstat the interface.

The first results stemming from the references dmclv this study is based are those
composing the basic equations of the JET interpoetanodel, cf. paragraph 1.1.2.2. [Hanson
et al. 1990] showed that the velocity of the flow at jeenozzle must verify equation (1.10),
[Hanson and Cook 2004, Tritton 1988], that therjeist be self-similar (Eq. (1.11) and
[Beltaos and Rajaratnam 1974, Looney and WalscH]1i®@&t the length of the potential core
must verify Eq. (1.12). They were followed by [Bals and Rajaratnam 1974, Hansbral.
1990] who took an empirical approach to obtainuhkele of the peak pressure on the surface
of impingement at the jet centrelin®,( ) and the distribution of pressure on the soil/wate
interface P(r):

Pmax=C( pME ZJ (3.1)
(7 / dy)
% = g 1140 lzy ¥ (3.2)

with z, being the distance separating the side of theyéét and the interface &&= 0 s. The
value of coefficieniC found experimentally by [Beltaos and Rajaratnari4l9n air with a
plane jet is 25.0. [Porett al. 1967] obtained 30.2 in water while [Hansetnal. 1990] found
27.8, in water and with a circular jet. [BeltaosdaRajaratnam 1974] gave the empirical
expressions of the maximum shear stress on thengegdi surface and of the radial
distribution of the shear stress for a range otadises to the jet centreline lower than

r<0.22z,:

2
r(r=014,)=1,, = o.u{%j (3.3)
_ A-114( iz ¥
) 0.18{16/—J - 9.4%r k,)e™ () (3.4)
T ax riz,
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[Viegas and Borges 1986] gave an empirical formmomadf the shear stress distribution for a
range of distances to the jet centreline highen tha 0.22z,, equation (3.5). [Hansoet al.
1990] established an empirical formula of the thstion of shear stress at the interface, Eq.
(3.6). [Phare®t al. 2000] established a semi-empirical formula of tieximum shear stress
at the interface, Eq. (3.7), witRe, being the Reynolds number of the flow at the fetate.

@ — 0_67d0—o.256( r /ZO)—0.87adg-°78 (3.5)
r (r) ~7.68( iz, f'°
T—=66.5(r Iz,)€ (3.6)
max .
Z-max = 4460WU SRG‘:O.S(diJ (37)
0

Table 3.2 gives the percentages of errors obtairyedomparing the results of turbulence
models with results from the literature. Figure 85Figure 3.7 illustrate the results of the
study carried out on the comparison of the numkresalts with the experimental ones.

Flow variable (% error) Eq.| ko k-¢ RSM
Jet velocity at the nozzle (2.10) 0.9 1.0 0.9
Potential core length (1.12). 12.4 9.8 4.3
Maximum pressure (Beltaos) (3.1) 19.1 83.3 41.2
Maximum pressure (Beltaos) (3.2) 16.2 87.9 44.8
Maximum pressure (Beltaos) (3.1) 9.68 99.1 53.4

Half-width of pressure profile (Beltaos) (3.2) 19.9 52.2 33.7
Half-width of pressure profile (Beltaos) (3.2) 20.6 53.1 34.5
Half-width of pressure profile (Hanson) (3.2) 20.9 53.5 34.9

Maximum shear stress (Beltaos) (3.3)112.7 1.6 16.5
Maximum shear stress (Hanson) (1.11)88.8 19.3 4.6
Maximum shear stress (Phares) (3.7)56.2 24.2 8.4

Table 3.2. Comparison of numerical results on a flat platdhwesults taken from the
literature.

Regarding the velocity of the flow near the jet zlez cf. Figure 3.5, the results obtained for
the three turbulence models agree well with theiaoap results in the literature, especially
the RSM model which presents a relative error adualB8% for the numerical results in
comparison to the experimental results. The numergsalts obtained for the pressure field
are not as close to the results in the literatasecan be seen in Figure 3.6. Nonetheless, it is
noteworthy that the results of thew model agree more with the empirical formulas ttran
RSM model, with mean relative errors of 20% and 3@spectively. As for thk-c model it

is much below the maximum pressures obtained iditdrature, with between 65 and 100%
error according to the empirical model consideréde results on the half-width of the
pressure profile show the same trend. On the agntthe results on the maximum shear
stress are closer to the results in the literaturéne case of th&-c and RSM models, with
mean error rates of 15 and 10%, respectively. Theyaeary far from the empirical formulas
in the case of thk-w model which has an mean error rate of 90% (Fi@ure The position
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of the maximum shear stress found numerically ier RSM andk-o turbulence models is
rather far from that predicted by [Beltaos and Rajeam 1974]:r(r =O.0920) =T, The

results of thek-e model are, on the contrary, in good agreement with results of the
literature: 7 (r =0.14z,) =7

max*
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Figure 3.5. Comparison of turbulence models with the resuithe literature, velocity field
on the jet centreline.
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Figure 3.6. Comparison of turbulence models with the resuithe literature: pressure field
on the water/soil interface.

Globally, the RSM model is the turbulence model séhoresults are closest to the
bibliographical empirical results. The results oé #w model are close to those in the
literature for the velocity and pressure fieldsg®e&ing thek-¢ model, it provides results

close to those of literature for flow velocity astear stress, the key flow variable of the
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erosion law Eq. (1.1). A certain level of complenaeity can be observed between the results
provided by thek-¢ andk-w turbulence models. That is why we chose to modeljeh flow
with erosion with three distinct turbulence modeks, RSM,realizablek-¢ and standaré&-w,
with kinetic energy production defined as a functad the rotational. However, the difficulty
of implementing the RSM model made its use verycdes due to the successive remeshings
of the calculation domain. Considerable problemsligErgence and a drastic increase of
calculation time do not at present make it posdiblenodel the entire erosion process using
an RSM model. Therefore only the results obtainedHek-¢ andk-w turbulence models are
presented in the following paragraphs.

40
.~ o Beltaos etal. 1974
i N
35 /7 N A Vegaetal. 1986
/ \ o Hansonetal. 1990
30 k
/ \ T
-€
25 - AN
= / N RSM
20 [ ,000°%0%00, N
8 R g N
1° goo"d 85 q 0N
15 - o B
r : RN
| N M&O o
10 { o a N&o o5
/ o AL A
5 a N
/o ‘I
O -‘ T T T T !
0 0.01 0.02 0.03 0.04 0.05

r(m)

Figure 3.7. Comparison of turbulence models with the resuithe literature: shear stress on
the water/soil interface.

3.2. Erosion modelling
3.2.1. Comparison of results to the semi-empirical model

The characteristic parameters of soil A obtainedhwhie model of [Hanson and Cook 2004]
are ky =1.10° m2.s/k¢ and 7, =11 Pa. These parameters are standard values of JET results
obtained for soils likely to be encountered in Eterembankment dams and dikes. The
numerical results are compared to the results efsémi-empirical model, cf. paragraph 3.3
for the comparison of the experimental results. Tinenerical results obtained with the
realizablek-= model and thek-w model with the kinetic energy production definesl a
function of the rotational, are described.

Figure 3.8 presents the evolution of velocity feeldnd the geometry of the water/soil
interface as a function of time obtained with i@ andk-¢ turbulence models. Figure 3.9
illustrates the evolution of the water/soil intedaprofile as a function of time for the two
turbulence models. Figure 3.10 presents the ewslutf scouring depths, in comparison to
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the results of the erosion model of [Hanson andkC2@04], equations (1.13), (1.14) and
(2.15). In conformity with the results obtained tbe comparison of the turbulence models
where the shear stress is clearly lower in the oaserbulence moddt-¢ than in the case of
thek-w turbulence model, the erosion obeys the same.ldgie erosion is much less marked
for thek-¢ model than for th&-w one. At the end of the erosion process, whenhbarsstress
becomes lower than the critical shear stress gtoatits of the interface and the soil no longer
erodes, the maximum scour depth with kkemodel is about 1.74 cm and for tkey model
about 5.03 cm.
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Figure 3.8. Velocity field as a function of time in the cadenwodelk-w above and in the case
of modelk-¢ below.

The part of the water/soil interface affected bysem is nonetheless larger with the
model, which corresponds to the observations obirfeid.7 with a larger half-width of the
shear stress profile in the casekaefmodel.For the study of the model without erosion, khe

¢ model presents a profile and a maximum shearsstiese to the results in the literature.
However, in the framework of modelling with erosidine comparison of the maximum scour
depths as a function of time shows better corredpoce between the numerical results given
by k-w model and the semi-empirical model of [Hanson @odk 2004] cf. Figure 3.10. The
relative error on the final maximum scour depthiween the numerical and semi-empirical
results, is about 15% with ttkew model whereas it reaches more than 70% fok#enodel.
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Figure 3.9. Evolution of the water/soil interface as a functadrtime, seen in the upper graph
in the case of modé&tw and in the lower one for thes model.

Figure 3.11 presents the evolution of the maximbheas stress as a function of scour depth at
different times for modelk-¢ andk-w in comparison to the results given by Hanson'sehod
Eq. (1.13). Initially, the maximum shear stress gy thek-¢ model agrees well with the
empirical model whereas then model has a high percent of error, cf. Figure &dd Figure
3.7. However, for considerable scour depths, theesupresented in Figure 3.11 show an
inversion of trend as time increases. The error betwthe results given by thes model and
those given by Hanson's model decreases as timeases. On the contrary, the relative error
of the k-e model increases with time. The slope of the maxinsimear stress curve as a
function of maximum scouring is much steeper indase of thé&-¢ model than for the model
of [Hanson and Cook 2004], therefore leading tordped halt of the erosion process. Even
without imposing a threshold for this model, byragblating the curve dé-, we could nota
priori reach scour depths greater thas 0.19 m, even for very long erosion times. With the

83



CHAPTER3. RESULTS OBTAINED ON NORMAL FLOWS

k- model, the slope of the curve of maximum sheasstas a function of scour depth is still
steeper than fdt-¢, which provides results that agree better witlséhof Hanson's model, as
much in terms of time as for the scour depth redcheclear break in the case of mo#teb
can be seen for a scour depth of about 2 cm. Torstashel the phenomena involved, a
detailed observation of the flow parameters aedéiit times is performed.
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Figure 3.10. Evolution of scour depth as a function of time. @amnison of numerical results
and the model of [Hanson and Cook 2004].

40
3 N A Hanson etal. 2004
5 .
N —_ — k-
30 | ~N -~ k-
~ ~
25
;.“? AN \
A
\fg 20 AAAAAAAAA A ——— —
E AAAAAAAAA \\\\
15 - AAAAAAAAAAAAA -~
AAMAAANAANR A
10 -
5 .
0 T T T T T
0.14 0.15 0.16 0.17 0.18 0.19 0.20

z (m)

Figure 3.11. Evolution of maximum shear stress as a functiorsafur depth at different
times for modelk-¢ andk-w in comparison to the results of the model of [Hemand Cook
2004].
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Figure 3.12. Evolution of the velocity field on the jet centredi modek-w.

7 (Pa)

40

35 -

30 -

25 -

20 -

15

=

0.005

0.01

0.015

0.02

: > Lo,
‘ ‘ Q&%xamefammi—
0.025 003 0035 004 0045 0.05

r(m)

Figure 3.13. Evolution of shear stress on the water/soil intexfas a function of time, model

k-w.

Figure 3.12 to Figure 3.14 show the evolution dfedent flow variables as a function of
time: velocity field on the jet centreline, shearess and pressure field on the water/soil
interface. Figure 3.15 presents the pressure psofibtained at different times, at the start and
end of the erosion process as well as-a106 sandt =130 s obtained with thd&k-w andk-¢
turbulence models. Generally, the curves presefhtietlate more than those describing the
jet without erosion, cf. Figure 3.12 to Figure 3.Mter a certain time, the pressure relative to
the ends of the interface become negative, augthneglevelopment of recirculation regions
within the flow. As from the first macro-remeshing, clear change of the shape of the
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Figure 3.14. Evolution of the pressure field on the water/soierface as a function of time,
modelk-o.
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Figure 3.15. Evolution of the pressure field as a function afidi The results obtained with
thek-ow model shown above and with thke model shown below. Only the values lower than
10% of the full spectrum are shown.
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velocity profile at the jet centreline appears,saswn in Figure 3.12. Concerning the other
flow variables, i.e. shear stress (cf. Figure 3d/®) static pressure at the interface (cf. Figure
3.14), a significant increase of the maxima betw#®n non erosion state and the first
remeshing is notable. Then, whatever the flow végiabnsidered, the values decrease until
stabilising at a final equilibrium regime when #m®sion process stops. Between the curves at
106.4 s and 130.4 s, there is a sharp decreadetbédlow variables, corresponding to that
observed in Figure 3.11.

The upper part of Figure 3.15 shows the pressurBlggabtained with thé&-o model at
different times: start and end of the erosion psscas well as at~ 106 s andt ~ 130 s.
Between the latter two profiles, a clear changéat regime in the case of tHew model
can be seen. The scale represented correspond$dmflthe full spectrum of the pressure
field in the flow. The corresponding graphs clealtlystrate the development of recirculation
regions above the region of convexity of the watat/interface between these times, with the
k- model. The change of flow regime occurs from a sdepth of about 2 cm. With thee
model, the pressure field exhibits a flow regimmikir to that obtained with thiew model
for the same depths, apart from the fact thatatexdl diffusion of the jet is much greater than
with thek-w model. The jet impinges the water/soil interfacenvéss power, and, whatever
the depth of the cavity, it has been observedheki model that the flow at the outlet of the
cavity remains tangential to the horizontal plaGenversely, in the case of then model,
the impact of the jet at the bottom of the cavityhmh power causes the flow to rebound
almost vertically at the cavity outlet as soontesdepth of the cavity exceeds 2 cm.

3.2.2. Study of the sensitivity of the model to ero  sion parameters

A parametric study of the influence of the critishlear stress and the erosion coefficient on
the evolution of the scour depth as a functionrmktwas performed with thew turbulence
model For an unchanged erosion coefficient of 3.t.s/kg, the influence of the critical
shear stress was observed in the case df-théurbulence model for, equal to 0, 5, 9, 13
and 20 Pa, in addition to the case presented prsiyior, =11 Pe (Figure 3.16). For a fixed
critical shear stress of 11 Pa, the influence ef ¢hosion coefficient was observed fiy
equal tdx10° et5x10 m2s/k, as can be seen in Figure 3.17. The cases
7. =9 Pa ky =5x10° m2s/k¢ and 7, =9 Pa, k; =3x10° m2.s/k¢ were also modelled, cf.
Figure 3.17. Figure 3.18 presents the velocitydBednd the shape of the water/soil interface
profile obtained for these different sets of partargeat times: 6 s, 200 s, 600 s and 15000 s,
final state.

Figure 3.16 shows that a differential of critichkar stress of only 2 Pa, i.e. about 20% of

in relative value, leads to a difference of mom@tl® mm on the maximum scour depth, that is
to say a relative difference of about 15%. Likewiske Figure 3.17, an error of 50% on the
erosion coefficient generates a difference of 50%6tlee time necessary to reach 95% of
maximum scouring. Firstly, this parametric studgydes an additional element of validation

of the correspondence between the numerical and-esapirical results. The numerical
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results are highly dependent on the parametgrand 7, implemented. A large error on one
of the parameters, critical shear stress or erosp@fficient, would give rise to considerable
differences between the numerical and semi-empirgsalts on the evolution of scour depth
as a function of time. A single set of parametieysand 7, in a maximum relative variance

of about 15%, permits obtaining numerical resuitgdod agreement (15% of the maximum
relative variance) with the results of the semi-grogl model of [Hanson and Cook 2004].
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Figure 3.16. Parametric study of the influence of the critishkar stress on the evolution of
scour depth as a function of time for the turbuéenmdek-o with ky=10°m2.s/kg.
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Figure 3.17. Parametric study of the influence of critical sh&aess on the evolution of scour
depth as a function of time for the turbulence mdee, 7.=11 Pa or:=9 Pa.
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Also, the shape of the erosion figures and thecitgidields at different times presented in
Figure 3.18 show the influence of the critical sheteess and the erosion coefficient on the
shape of the eroded surface and on the charaasrddt the flow. In conformity with the
observations made on the direction of the flow d&snation of depth of the cavity when the
depth of the cavity formed is close to 2 cm, tlosvfat the outlet of the cavity changes rapidly
from a tangent direction to a direction perpendiculo axisr. The latter two images
correspond to the last combination of parametestede 7, =20 Pa, ki =1x10° m2.s/ke
illustrate this transient phase well. Figure 3.h9wgs that the shape of the curves presenting
the scour depth as a function of maximum sheassti® similar for the different sets of
parameters. The slight offsets that can be obseowethe exact position of the change of
regime appear rather random and not to dependenaiues ofk; and 7. The reason for
this may be due to a certain imprecision in the eical calculation.
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Figure 3.19. Parametric study, evolution of the maximum sheé@ss as a function of scour
depth at different times.

The variation of the erosion coefficient appearemty affect the time required to reach the
final state. A check is made that only depends on the critical shear stress, cfirtteges
corresponding to the numerical simulations perfarmeith the following parameters:
7.=9Pa with ky=3.10° m2s/kiky =5.10° m2.s/k¢ and k4 =1.10° m2.s/k¢ or

7. =11 Pe with ky; =5.10° m2.s/k¢ ky =1.10° m2.s/k¢ and ky =2.10° m2.s/k¢ (Figure
3.18) and Figure 3.19. When the erosion procegssstbe erosion figures corresponding to
the samer, are exactly the same. The variation of the thriessimess affects the shape of the
erosion pattern, the maximum scour depth and thetikis. For a null stress, the entire surface
of the soil is eroded; the last two images of case 0 Pa, ky =1.10° m2.s/k¢ show the
walls of the mould, 2 mm thick. The erosion stopgyovhen all the soil contained in the
mould is eroded. Given the long calculation timeegated, the numerical simulation was
stopped at=1000 s; the maximum depth reached by the erosattenn was only 1 cm from
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the bottom of the mould. The higher the shear stritb& more restricted the area affected by
the erosion, with in particular the maximum degthttdecreases. The soil is eroded less and
the cavity formed is narrower and less deep. Fi@uté also provides a good illustration of
the differences observed for the scour depth andhi® critical shear stress on the erosion
kinetics. The higher the critical shear stress stinarter the time required to reach the moment
when the erosion process stops. However, Figuré Bighlights the fact that for the same
erosion coefficient and similar threshold stressesh asr, =9 Pa and 7, =11 Pg, the times
required to reach steady state are almost the sahegeas a variation of onl8.10° m2.s/kg

on ky leads in the case af. =9 Pa to a difference of more than 1 500 s in the tieguired

to reach steady state. Thus it is the erosion wo&ft that first governs the kinetics of the
process, although the time required to stabiligeflibw is not independent of the critical shear
stress. Thus it;,, is the time in which the erosion depth reache$ d¢falz, — 7, we verify
that:

z,= 1(7.) ty2 = fa(ka7o) (3.8)

with f, and f, being functions whose shapes are plotted in Figu2®, Figure 3.21 and
Figure 3.22, respectively.

Figure 3.20 shows the curve representing scoursng &unction of critical shear stress, for
Ky =1.10° m2.s/k¢. Figure 3.21 shows the time required for the emgirocess to reach half
of the maximum scouring reached when the erosiongss stops, as a function of the erosion
coefficient, for 7, =11 Pe. Figure 3.22 shows the time required for the emgrocess to
reach half of the maximum scouring reached wherethsion process stops, as a function of
the threshold stress, fa =1.10° m2.s/k¢. Hanson's model gives:
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Figure 3.20. Maximum scouring as a function of the critical ahstress, modéd-w, ky=10°
m2.s/kg.
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Figure 3.21. Time in which the depth of the cavity has reachalfi the final depth, plotted as
a function of the erosion coefficient=11 Pa, moddt-o.
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Figure 3.22. Time for which the depth of the cavity has reachalfl of the final depth plotted
as a function of shear stre&s=10°m2.s/kg, modek-w.
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Before the beginning of the erosion process, tleashktress exerted by the fluid on the soil is
much less considerable in the case of the semirerapmodel than for the numerical model,
which is why the semi-empirical curve stops at miosker critical shear stresses than that of
the numerical model, cf. Figure 3.20. Despite this semi-empirical and numerical curves
remain fairly close. As for the total duration béterosion process as a function of the erosion
coefficient, cf. Figure 3.21, apart from a quitenswlerable shift, the shape of the semi-
empirical and numerical curves remain similar. Toweer the values ok, , the greater the
error between the numerical and semi-empiricalltestihe curve presenting the influence of
the critical shear stress on the erosion kinetitsigure 3.22, is also very close to the results
of the semi-empirical model. As with the valueskgf, the lower the values af,, the greater
the error between the numerical results and the-sepirical results.

3.2.3. Discussion

The first element of discussion regarding the mlodglof the test performed on soil A
concerns the significant differences obtained foe tesults given by thé&-e and k-
turbulence models. Since the models tend to diffuse too much, it can be exmkthat the
flow variables at the interface would be attenudtedhis model. If one of the two turbulence
models had presented better results from the begrio the end of the erosion process, we
could have concluded that the other was less ertirBut this is not the case here. On
examining the data from the literature, the model gives better results for the maximum
shear stress at the wall for a flat surface. On dtieer hand, after only a few macro-
remeshings (hardly 5% df ), the results given by mod&tw for the scour depth (Figure
3.10), are in much better agreement with the senphécal and experimental results than
those given by modd-c. Nonetheless, it is well-known that modet is poorly adapted to
flows on curved walls [Pope 2000]. The bases fttinfj its constants depend on the
properties of the boundary layers on flat walls.

It is difficult to call into question the resulta ithe references on flat plates obtained by
[Beltaos and Rajaratnam 1974, Hansdral. 1990, Pharesgt al. 2000, Viegas and Borges
1986]. These are independent studies. The measnremethods of [Hanson 1990] and
[Beltaos and Rajaratnam 1974] are distinct. Tha fuises a hot film probe while the second
uses a Preston tube. As for the semi-empirical ioidg>hares et al. 2000], it mainly relies
on descriptions of the boundary layer made by [8btihg 1960]. Also, the study performed
on the influence of the turbulence model shows thatodel such as the Reynolds Stress
Model gives results very close to the results ia literature. For all the flow variables
considered the results of the RSM fall betweernrdéiselts given by thk-o model and thé&-¢
model, that is to say above the former and bel@aMdtter. The reliability of the results given
by the RSM models is also a validation of the ressin the literature whose error margin is
difficult to determine.

For the results given by modekn, when the depth of the cavity was deep enough;oudd
observe a major change of flow regime. In the cdtkek-¢ model, even for a final geometry
as deep as that found with thew model, no change of regime was observed. The
experimental JET device did not permit observingthibr such changes of flow regime occur
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in reality. Nonetheless, some studies carried authe erosion of granular soils by jet flows
have shown that two flow regimes can be observed asiction of the final shape of the
cavity formed by the erosion. [Mazurek al. 2001, Mazurek and Hossain 2007] reported the
results of observations made by [Aderibigbe ancaRépam 1996, Hollick 1976, Moore and
Masch 1962] on the subject of two distinct flowiregs according to the final erosion figure.
If the cavity formed following the erosion procasswide and shallow, the flow regime is
considered as a weakly deflected regime — WD. df ¢avity formed following the erosion
process is narrow and deep, the flow regime tugasnat itself and is considered as a strongly
deflected regime — SD. [Kobust al. 1979, O'Donoghuest al. 2001, Rouse 1939] also
mention these two flow regimes.

Despite strong evidence tending to validate theltegiven by th&k-w model it is difficult to
conclude with certaintpn the better pertinence of tke or k-w models. But whatever the
case, the orders of magnitude obtained for therwedels tested correspond quite well to the
semi-empirical model of [Hanson and Cook 2004].

The second element of discussion concerns the awsopaof the numerical results with the
JET interpretation model of the curves giving theximum shear stress as a function of scour
depth (Figure 3.19). In the JET interpretation mpHeg. (1.13) describes the evolution of the
shear stress underlying the erosion law used. @dustion is used to determine the maximum
shear stress on the interface. The position ofrthemum shear stress is in fact located at the
outlet of the stagnation region. This value is hesveused to estimate the erosion at the
stagnation point of the jet in both our approact #rat of Hanson. Eq. (1.13) does not take
account of the shape of the cavity formed by eroside error between the numerical and
experimental results on the shear stress shoulaftre increase as erosion progresses.
However, Figure 3.19 points to the contrary for K@ model. This intuitive reasoning is
nonetheless valid for the numerical results obthingh thek-¢ model.

Also, the set of parameters =9 Pa with ky =3.10° m2.s/k¢, and thek-o mode] are the
results of the study performed on the modellingthed JET carried out on soil A, which
presents the best correspondence with the expetamand semi-empirical results. Despite
adequate final kinetics and scouring, the erros@méed in Figure 3.19 is the same as that
obtained with the initial set of parameters. Altgbuhe results obtained on the shear stress,
the master variable of erosion in law (1.1), ontyrespond approximately, especially at the
beginning of the erosion process, the evolutionthefscour depths obtained are similar.

In our numerical model, the erosion law and thesiero parameters of the soil are imposed.
The comparison of the results obtained with theeerpental data lead to concluding on the
pertinence of the erosion law with the erosion peaters obtained with the JET regarding
scouring as a function of time. Given the fact tihatsame law is imposed in Hanson's model,
the results obtained in comparison with his moay allow concluding on the pertinence of
equations (1.10) to (1.13) and in the adjustmesditeg to the best possible fit of the erosion
parameters with the experimental results. Takirtg eccount the solid validations of the
adjustment and the other equations in the liteeatiiis above all Eq. (1.13) that is validated
by the good agreement of the results on the scepthdand the erosion kinetic energy.
Despite the variances observed Figure 3.19, itagpiat the precision of the shear stresses
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found is sufficient to obtain the scour depths esponding to the experimental results and the
results of the semi-empirical model. Furthermonegther erosion law with well-adjusted
parameters could also be used to obtain numeresllts that correspond well with the
experimental results.

3.3. Validation of the JET interpretation model
3.3.1. Characterisation of the soils tested

In addition to the modelling described above remaydhe test performed on soil A, two other
JETs were modelled. These tests were performeditg1B and C. The three different soils

tested during these JETs were taken from real dikkee three JETs were performed in the
laboratory. The protocol of the test performed oomied to that of the test described by
[Hanson and Cook 2004]. The results of the ider#tfon tests of soils A and B are presented
in Table 3.3.

Identification parameters Soil A Soil B Soil C
. Clayey silt with _. Mixture of sandy-gravel
Type of sall broken stones Fine clayey sand and slurry
Water content (%) 16.2 21.8 —
Appsgrent dry density 183 163 L
(t/m?)
Density of grains (t/rf) 2.71 2.71 —
Void index 0.48 0.65 —
Degree of saturation (%) 92 90 —
Plasticity index 11 — —
% passing through 80 um 51.4 79.6 —
Table 3.3. Identification parameters of soils A, B and C.
Hydraulic parameters Soil A Soil B Soil C
Pressure differential (Pa) 30 000 15 000 14 000
Initial distance of nozzle from soil surface 14.6 4.1 7.8
(cm)
Critical shear stress (Pa) 11.0 9.1 8.5
Erosion coefficienky (m2.s/kg) 1.0x10 4.5x10° 7.2x10°

Table 3.4. Hydraulic and erosion parameters related to tHes Jierformed on soils A, B and
C.

The granulometric curves corresponding to soilA B are shown in Figure 3.23. Soil A is
a reconstituted clayey soil, coarser than the sand\B. Soil C was composed of a mixture of
sandy-gravel soil and a slurry with 69% water, 2&8ment and 6% bentonite. The test was
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performed after drying the mixture for 24 hours. identification test was performed on the
sandy-gravel soil or on the whole mixture.
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Figure 3.23. Granulometric curves of soils A and B.
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Figure 3.24. Position of soils A, B and C in the classificatiiiHanson and Simon 2001].
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Figure 3.25. Photographs of soil samples before (left) andr dftght) JETs, with from top to
bottom images corresponding to soils A, B and €peetively.
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Figure 3.26. Evolution of the scour depth for tests performedsoils A, B and C, with the
comparison of experimental data and the resultseofemi-empirical model.
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The initial conditions applied for each test aregented in Table 3.4. The hydraulic loads
applied ranged from about 0.14 to 0.3 bar. Theaindistances between the nozzle and soill
ranged from about 6.5 times to nearly 23 timesnihezle diameter. The erosion parameters
indicated were obtained by using the interpretatimodel of [Hanson and Cook 2004], cf.
Chapter 1. An illustration of the position of theddferent soils in the classification of
[Hanson and Simon 2001] is presented in Figure.3rRthe current state of the experimental
device, the shaded area represents the amplituttee addrosion parameters for which a JET
can be carried out in practice. Generally10Z <k, <1x1G cni /(N.sand0<r, <100 P

are obtained for the JET device. The photograpts®ibsamples before and after the JET are
shown in Figure 3.25. The fourth image, soil B aftee test, clearly shows that the soil at the
bottom of the mould collapsed at the end of theieroprocess.

The choice of these three tests was made as adonaft the very different types of soils
tested, and as a function of the results obtainedamur depth and erosion kinetics. The
erosion parameters, i.e. critical shear stressemasion coefficient, of the soils tested were
similar. Figure 3.26 shows the differences obsemguerimentally for the scour depths and
the erosion kinetics between the three tests. éncise of soil C, the final scour depth was
reached nearly 10 times more quickly than for #st performed on soil A. The final scour
depths were about 6 and 7 cm for soils A and Baetsvely. In the case of soil B, the bottom
of the mould in which the soil was placed was redcimore rapidly, to a depth of 11.6 cm.
Figure 3.26 also presents the results obtainedyusisemi-empirical model. The parameters
obtained with the interpretation model effectivelppear to permit minimising the error
between the experimental and semi-empirical results

3.3.2. JET modelling results

The independence of the results regarding meshitgens the tests of soils B and C was
validated in the same way as for the case of spitfAparagraph 3.1. The influence of the
turbulence model on the results of the models ah& C with erosion is shown in Figure 3.27
and Figure 3.28, respectively (refer to Figure 3di0the results for soil A). For the three
tests, these figures show the evolution of scoptidas a function of time for the numerical
results, the experimental results and the resiiltseosemi-empirical model. Whatever the test
considered, the results provided by tke model still correspond less well with the
experimental and semi-empirical results than witbse obtained with thk-o model, cf.
Table 3.5 The numerical results obtained with tke» model present a maximum relative
error in comparison to the experimental resultalmfut 25%, and about 20% in comparison
to the semi-empirical model. The minimum relativeoeis close to 13.5%. For tlkes model,
the relative errors range from 38.5% to nearly 7E¥gure 3.10, Figure 3.27 and Figure 3.28
also confirm the good correspondence of the erdsiwgtics obtained with thiew model.

The following study illustrates the differences eh&d on the shape of the erosion figure and
on the erosion kinetics for the tests on soils A8l C. To do this, we examined the results
obtained with thé-w turbulence model.
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Relative error on the final scour depthSoil A SoilB SoilC

(%)
In comparison to the K- 14.5 24.0 20.1
experimental results k-¢ 70.9 44.4 42.5
In comparison to the K- 13.4 16.1 19.5
semi-empirical model k-¢ 70.5 38.6 42.8

Table 3.5. Relative errors on the final scour depth, in corigaa to the experimental and
semi-empirical results for tHew andk-e modelson soils A, B and C.
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Figure 3.27. Comparison of numerical results for turbulence ei®#-o andk-¢, with the
experimental and semi-empirical results for thé e@ssoil B.
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Figure 3.28. Comparison of numerical results for turbulence eie#-ow andk-¢, with the
experimental and semi-empirical results for thé¢ eessoil C.
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Figure 3.29. Evolution of the soil/water interface as a funotiof time with, from top to
bottom, graphs corresponding to the tests perforamesbils A, B and C, mod&tw.
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The curves presented in Figure 3.29 show the avolutf the interface at different times for
the three models. For each of the three graphsguhee situated at the deepest depths give
the final state of the water/soil interface whee #rosion has stopped. The points of the
interface whose depth is such that the shear strassecome less than the critical shear
stress therefore can no longer be displaced. Fig2@ shows the grouping of the different
curves as times progresses, starting from the efigige mould before involving the entire
water/soil interface.

The progressive slowing of the erosion can alsedam on the three graphs of Figure 3.29. In
addition to very different erosion kinetics for baest, Figure 3.29 shows major differences
observed on the scour depth and on the extenteofethion affected by erosion as a function
of time. These variations from one soil to anotlaee caused by very different flow
configurations and erosion parameters. Figure 8t#vs the erosion figures obtained at the
end of the erosion process for each test. In the o&the test performed on soil A, the erosion
affected a clearly much wider region than in cad8eand C. For soil A, the region affected
extends approximately up to=4 cm, for B to r =2.8 cm and for C, tor =3.5 cm. The
final scour depths found numerically were about95and 8 cm for soils A, B and C
respectively. Thez, found agrees well with the relative order of thaf scour depths of the
tests, each one with the others. The calculatiorthef volumes of soil eroded obtained
numerically shows that in the case of the testainAs about 13.3% of the total volume of the
soil contained in the mould was eroded, 12.8% fwt B and 15.1% for soil C. This
corresponded to about.2 x 10" m® for the tests on soils A and B, and to more than
1.4x10"* m® for soil C.
r(m)
006  -004  -0.02 0 0.02 0.04 0.06
0 T

0.02 -

z(r) (m)

0.1 B

0.12 -

Figure 3.30. Shape of the erosion figures obtained numerichthynded by the mould (black
line) in which the tests were performed on soil8/Agnd C, modek-w.
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Figure 3.31 shows the final shape of the scouhéncase of the test performed on soil A, for
the numerical and experimental results. The exparial results were obtained by direct
measurement of the soil sample after the test.Zlheisualisation of the error made between
the numerical and experimental results at the énleoerosion process is done for the shaded
region. The region of maximum error is located be fet centreline, with about 14% error
(cf. Table 3.5). In addition, the erosion figurdaithed numerically for soil C (cf. Figure 3.30)
matches well with the photographs taken after @s¢ ¢cf. Figure 3.25). However, a larger
error on the final scour depth can be observetiéencase of the test on soil B. Therefore we
do not represent the fact that the bottom of thelthavas reached in the experiment or the
resulting collapse of the side walls of the caintyhe soil sample.

Fim)

Error margin
between the
numerical and
experimental
results.

()

—O0— A - nurmérigue
— A- experimental

01z

Figure 3.31. Comparison of erosion figures found for the testfgrmed on soil A
numerically and experimentally. Graph bounded by ¢hitline of the mould (black line),
modelk-w.

Figure 3.32 and Figure 3.33 show, respectively, dbmparison of the shear stress values
before erosion begins and the evolution of sheasstcurves obtained for the three erosion
tests. The amplitude of the shear stresses at #terfsoil interface varies considerably
between the tests. The maximum shear stresses aditilal time are, for soil A, about 37 Pa,
for C about 70 Pa and for B nearly 120 Pa. The$ferdnces can be explained by the
combination of the hydraulic loads applied and dstances imposed between the nozzles
and soils. The pressure differentials fixed in tase of tests B and C are nearly half that
imposed in the case of test A. This implies that ¥klocity of the fluid at the jet nozzle is
about 7.8 m/s in the case of test A and about 33far the other two tests. However, the
initial distances separating the nozzle from thdase of the soil follows the same trend. For
test B, the distance between the nozzle and thésswearly 4 times less than that of A and for
test C, nearly 2 times less than that of A. Asdberease of velocity after the potential core is
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Figure 3.32. Evolution of the shear stress on the soil/watégrface as a function of time
with, from top to bottom, graphs correspondingtte tests performed on soils A, B and C,

modelk-o.
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Figure 3.33. Shear stresses on the water/soil interface atnitial time and critical shear
stresses, for soils A, B and C, mo#eb.

proportional to the inverse of the distance betwidemozzle and the ordinate considered, cf.
Eq. (1.11), the velocity of the fluid just beforeimpinges on the interface is nonetheless
higher in case B in comparison to case C, whigtsesf higher than in case A.

At the water/soil interface, the values of the eliéint flow variables that are non null.
Especially the shear stresses exerted by the dluithe soil, are necessarily higher in test B in
comparison to test C, and in test C in comparisotest A. The distribution of shear stresses
on the water/soil interface at the initial time diie 3.33) confirms the good agreement
between the regions affected by the erosion andetiens for whichr 27_ in cases A and

C. A difference can be observed however for caghdregion where the shear stress is such
that 7>7_ is larger than the region actually affected by ¢hesion. This is explained by a
rapid decrease of the shear stress at the watent®sface, as confirmed in the corresponding
graph in Figure 3.32. From the beginning of theosdccurve of the evolution of shear stress
on the soil/water interface, at a very early staferosion, the region for whicli>7_ is
reduced tor = 2.8 cm instead ofr =3.8 cm for the initial time. The erosion is therefore
minimal for r 22.8 cm. Such a reduction of shear stress was also oliséovehe two other
cases, but the intersection between the curve, and the two first curves of the evolution
remain almost the same. Figure 3.33 and Figure 8|82 allow validating that the highest
shear stress values at the initial time lead teéescour depths, in the case where the critical
shear stresses used for the different tests hayesuailar values. As the erosion of the soil
progresses, the distance between the nozzle andvalber/soil interface increases, thus
decreasing the shear stress on the interface. rbisgor process stops when the shear stress
becomes less than the critical shear stress. Tdrerébr almost equal critical shear stress
values, the higher the shear stress is at the hieginthe deeper the erosion will be when the
process stops. The very steep slope of the cakegted by the erosion of soils B and C is
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also notable on the last two graphs of Figure 3R3gure 3.34 illustrates the comparison of
the numerical results and the semi-empirical maatethe evolution of shear stress for the
three tests as a function of the scour depth rehdhethe initial time, the numerical model
gives results for tests A and C that are quiteed#iit from the semi-empirical model.
However, it was seen that the error between theenigai and semi-empirical results
decreased as scour depth increased. On the cqoritrangumerical results obtained for the test
carried out on soil B are very close to those gilgrihe semi-empirical model at the initial
time. The instability occurring at a depth of ab&utcm (cf. paragraph 3.2.2), causes a
considerable variance between the numerical and-es@pirical results in the case of test B.
Once the instability of the flow regime has endéd, numerical results of B again correspond
to the semi-empirical model. The difference obsérice B may be due to the fact that in the
configuration of this test, the soil is placedra very limit of the potential core.
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Figure 3.34. Evolution of shear stress for the three tests ametion of scour depth, model
k-w.

The velocity fields obtained for the tests on séiJB and C are compared in Figure 3.35 for
the same times in order to visualise the erosioetlds. For each test, the image located at
time t =15000 ¢ gives the final state of the water/soil interfaghough the flow parameters
are very different for the three tests, the obdema made in paragraph 3.2.2 on the subject
of flow regime changes are made once again. Figu3d and Figure 3.34 also show the
change of regime to which the flow is subject depth of about 2 cm for the tests performed
on soils B and C. When the water/soil interfacélasor only slightly eroded, the impinging
jet is diverted radially and in parallel to the fage. The more hollowed the interface, the
more disturbed the flow at the outlet of the caviajor regions of turbulence allowing the
formation of vortices can be seen clearly on thst fimages of soils B and C. When
z- 7z, =2 cm, the flow undergoes a change of regime and riaeallpl to the jet to leave the
cavity formed by erosion. The observation madehenform of slightly different instability of
the test on soil B in (Figure 3.34) does appeabhsn Figure 3.35. On the contrary, the fact
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that the initial distance between the jet nozzlé #re water/soil interface is very close to the
length of the potential core can be seen clearly.

t=6s t=30 s t=200 s t=15000 s
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Figure 3.35. Velocity fields and profiles of the soil/water éntace as a function of time with,
from top to bottom, results obtained for soils AaBd C, modek-w.
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3.3.3. Discussion

The first element of discussion concerns the erpamntal validation of the change of flow
regime as a function of cavity depth (cf. paragrdph3) observed with the numerical results
of thek-w model presented above.

Whatever the test considered, the flow is stromterted at the end of the erosion process.
Some studies carried out on the erosion of graradids by jet flows propose determining the
transition between SD and WD regimes. The formaifetiobtained all rely on the initial data
of the test. From their experimental study [Moomd aMasch 1962] deduced that the
transition between the SD and WD regimes, betwhendifferent final shapes of cavities,
depends only on the ratig,/d,. z,/d,>7 the flow regime is SD, if not, fog,/d, <7 the
flow is WD. On the other hand, [Hollick 1976] shaivéhat even in the case of a constant
ratio z,/d, , the two flow regimes can be observed. AccordinfAderibigbe and Rajaratnam
1996], the transition between these two flow reginee a function of the Froude number
associated with the relative diameter of the grais,) and the ratioz/d,, with

Fr, :Uo/algD(Ap/pW) . If Fry/(z,/d,) >0.35, the flow at the end of the erosion process is
SD. For the tests performed on soils A, B and @, rttios z,/d, are 23.0, 6.4 and 12.3,
respectively. However, all the cavities obtained thé end of the erosion process,
experimentally (except perhaps for soil B) and nucadly present narrow and deep erosion
scours. These results agree with the deductiofidalfick 1976] on the non correspondence
of ratio z,/d, >7 and the flow regime. The diameter of the graindifficult to determine for

a cohesive soil, and even more so for a mixturgodfand cement (sol B). The determination
of Fr,, as defined here, is therefore not pertinentdese erosion tests. For the three models,
as different as they are, the change of flow regaiveays occurs at a depth close to two
centimetres.

Additional numerical and experimental researchhoa subject would undoubtedly result in
the development of a new law making it possiblprexict the flow regime during the erosion
process as a function of the soil erosion paramgkgrand ., of U, and the ratioz,/ d, .

The second element of discussion concerns thenpade of the numerical results and the
pertinence of the JET interpretation model. Giviea ttesults of these different models, it is
clear that thek-w turbulence model is that which best models theElesion Tests. In
addition to the elements of validation set out amggraph 3.2.3, above all regarding the non
existence of the SD regimes even in narrow deeftiesyvthis model made it possible to
predict the evolution of the water/soil interfacéhaconsiderable precision. Although less
precision is obtained for the simulations performeih the k-e model, the results are
nonetheless of the same order of magnitude asxjperimmental and semi-empirical results.
The differences observed are of the same order agfnitude as the uncertainties usually
found in soil mechanics for geotechnical parametéhe correspondence of the numerical,
semi-empirical and experimental results, at leasterms of order of magnitude, is fully
validated for these three models. This validatibthe numerical modelling method and of
the JET interpretation model of [Hanson and CooB420s important. It is now possible to
model the erosion of a cohesive soil by a turbuldotv with simplified models and
reasonable calculation times. Another result ig tha can consider that the interpretation
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model of the Jet Erosion Test is pertinent in spitéts simplicity. The erosion parameters
found with the JET with the erosion law (1.1) usedbtain the evolution of the water/soil
interface as a function of time are validated afierforming a complex and mechanically
based CFD numerical modelling.

However, the physical meaning of the erosion pataragemains to be determined. It is also
necessary to bear in mind that the erosion law) (Was imposed. The implementation of
another erosion law with erosion parameters penyitthe conservation of the. would
perhaps allow obtaining numerical results in gogeament with the experimental results, cf.
Chapter 5. Also, determining ranges of erosionmatars for which the interpretation model
is valid requires building additional models. Ttenges of erosion parameters covered by
these three models are abdgt® to 10° nv .s/kg for the k, and from 8 to 11 Pa for the .
Carrying out a complementary study on this subjjas within the perspectives of this PhD
thesis.

3.4. Conclusions on the application to jet flows

This chapter concerns the application of the nuraérodel to jet flows. We first focus on
the validation of the numerical model without eossi The independence of the results from
mesh density was verified and the influence of timbulence models was studied. Three
turbulence models were considered: #hes, k—w and RSM models. Globally, the results
of the RSM model were closest to the empirical faiations found in the literature. The
k —& model was in good agreement with the resultserliterature for the shear stress on the
wall. The k—w model was in good agreement with the velocitydBednd the pressure in the
flow.

Secondly, the numerical model with erosion was iadpio a JET. The results are compared
in-depth to the interpretation model of [Hanseinal. 2004]. The difficulties of convergence
of the RSM do not permit modelling the full erosiprocess. The results given by the w
model were in good agreement with the semi-empidod experimental results. The results
given by the k—& model corresponded less well but remained in thees order of
magnitude. Furthermore, major phenomena of redtmn and changes of flow regime
according to depth were observed with the w model. The study of the sensitivity of the
numerical model to the erosion parameters was desnribed. It showed that a very narrow
range of parameters makes it possible to obtainenigal results in good agreement with the
semi-empirical and experimental results. A disaussivas proposed on the measurement
methods of the results in the literature. Appasenthey are reliable and completely
independent, although the error margin of the teqaroposed was not given. The changes of
regime observed after a certain scour depth incdse of thek —w model were also the
subject of the discussion. Several experimentataabns on the observation of the SD and
WD flow regimes were found in the literature. Imctusion, we deduced that this study is an
important element for validating the interpretatimndel of [Hanson and Cook 2004] and the
numerical modelling method, at least in terms ofgmtade.
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Thirdly, two other JETs were modelled. The chanasties of different soils were described.
The range of erosion parameters covered by thess, talthough rather narrow, is fairly
representative of the tests that are likely to &eied out on French embankment dams and
dikes. However, the magnitude of the hydraulic peters involved is considerable. The
results obtained for the modelling performed whlek-w are in good agreement with the
experimental results and the semi-empirical motleé results obtained with tHe— ¢ model

are of the same order of magnitude. The compan$dahe different flow characteristics and
the shape of erosion figures was performed betvileerthree tests. Then a discussion was
proposed on the transition between the SD and W fegimes. Deepening this numerical
study would undoubtedly lead to the developmerd okw law making it possible to predict
this transition. In addition, the pertinence of tHeT interpretation model was discussed with
the result that important elements of validationravadded to the interpretation method
developed by [Hanson and Cook 2004]. Using onlyfkn and erosion parameters, it was
possible in three different cases to obtain, nucadyi, the evolution of scour depth as a
function of time with a precision to within 30% aélve error. We deduced that the JET
interpretation model was validated, at least im&eof order of magnitude and for the range of
erosion parameters modelled. Nonetheless, no etestiewed us to conclude on the physical
meaning of the erosion parameters obtained.

Major elements of validation of the Jet ErosiontTiagerpretation model and the numerical
model were provided in this chapter. The applicatipresented here were the subject of three
publications. [Mercieet al 2012] is a conference article with proceedinbat sets out the
model of the test performed on soil A. The numériexperimental and semi-empirical
results of [Hanson and Cook 2004] are comparedr¢Meet al submitted] focuses on the
modelling method and the validation of its pertioenThe results are compared only with the
semi-empirical model. [Merciest al. submitted-b] described the modelling of three sJ&md
compared the numerical results with the experimeotes and with those of the semi-
empirical model. This article also presents thenelets used to validate the JET interpretation
model.

In the following chapter, additional elements foaliggating the numerical model are
considered. A radically different flow configuratias adopted. In Chapter 4 attention will be
given to tangential flows at the water/soil inteda A plane Poiseuille flow configuration is
tested and a detailed description of the flow lade Erosion Test device is given. Chapter 4
also describes theoretical, analytical and expeariaielements of the numerical model.
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Chapter 4

Results obtained on tangential flows

This chapter illustrates the application of the moet we developed to the numerical
modelling of the erosion of a cohesive soil by @ntcated leak erosion. Firstly, the
modelling method is validated on a laminar Poisedlbw in 2D plane configuration. The
numerical results obtained are compared to theespanding theoretical solution. Then, a
Hole Erosion Test is modelled. The numerical resaltained are compared to the results of
[Bonelli et al. 2006]. This comparison permits validating the aacy of the numerical model
we developed in the case of a fairly complex geoyn@he influence of mesh density and the
turbulence model on the numerical results is studie addition, a study of the influence of
erosion parameters on the numerical results isopedd. Lastly, two other HETs are
modelled and the results obtained are comparegerienental data and to the results of the
HET interpretation model. As with the JETs modelldiese tests are chosen in order to
present different flow characteristics while widenithe range of erosion parameters
implemented as much as possible.

4.1. Validation of the numerical model in a 2D Pois euille flow
configuration

4.1.1. Theoretical solution

The theoretical solution of modelling the erosion aofpipe by a laminar flow in plane
geometry is known [Bonellet al. 2012]. The configuration of the model is presdnie
Figure 4.1. Water flows in a pipe with erodible lsalA pressure differential is imposed
between the inlet and the outlet of the device. @kial velocity of the fluid in a Poiseuille
flow configuration is:

i

with u,.,, being the mean velocity of the flow between the ®vodible walls. The shear
stress at the wall, derived from the horizontabegly Eq. (4.1), is given by Eq. (4.2). The
dimensionless time is given in Eqg. (1.9), and tlesien law (1.1) is used.
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— 3luwumoy

R(1)
Thus if hy is the initial radius of the pipe, the theoretisalution of the plane Poiseuille flow
with a fixed flow rate with the erosion is given [Bonelli et al 2012]:

R(t) _ r.L +(1_ r.L jetter (4.3)
R RAP

r (4.2)

Figure4.1. Schematic diagram of modelling the erosion of anctel by laminar flow.

4.1.2. Numerical results

The data implemented in the numerical model arddh@wing: the initial mid-height of the
pipe is Ri=0.5 mm, and the soil has the following charactess p, =1000 kg/nf,

ko, =1x10° s/, 7.=0 Pa. The boundary condition is a pressure differenéiquial to
1x102 Pe. The numerical modelling is performed for two pij@agths: L =1 cm and

L, =1 m. The mesh used is a uniform grid of size 50x500tlier pipe 1 cm in length and
20x20000 for the 1 m long pipe, ensuring the indeleace of the results from mesh density.
To eliminate the establishment length, it is prdf&rdo impose as inputs the velocity profiles
corresponding to the pressure chosen, which welliegtore depend on the height of the pipe as
a function of time, cf. Eq. (4.1). It is then ne@aysto extract the diameter after each mesh
deformation and implement it in the input paranet@r each erosion time step. Figure 4.2
illustrates the evolution of the velocity profile a function of erosion time.

The velocity vector fields as a function of timetle case of the 1 cm long pipe are shown in
Figure 4.3. The absence of flow establishment lengtlthe pipe can be observed. The
velocity profiles as a function of time throughdbue length of the pipe conform to those
presented in Figure 4.2. Contrary to the case®ffil presented in Chapter 4, erosion never
stops in the case of pipe erosion at constant ymes$n fact the opposite occurs and the
erosion accelerates exponentially with time, asmdesd in equation (4.3).
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Figure 4.2. Velocity profiles at the pipe inlet as a functioinerosion time.
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Figure 4.4. Pipe diameter as a function of dimensionless ti@wnparison of numerical and
theoretical results.

The curves presenting the evolution of the pipengi@r as a function of dimensionless time
are plotted in Figure 4.4. The numerical resulttamed for the pipes of 1 cm and 1 m in
length are compared to the theoretical solutioedfation (4.3). The agreement between the
numerical and theoretical results is very good tfer two lengths of pipe modelled. The
relative error between the numerical results olehiand the theoretical solution is still less
than 2%. The pertinence of the results obtaindtienframework of modelling the erosion in
laminar 2D plane is an important element for théidation of the modelling method
developed in Chapter 2.

4.2. Concentrated leak erosion in turbulent flow

After validating the modelling method for a veryngilified case of erosion by a laminar flow
in a 2D channel, we focus on the modelling the HETthe case of the Poiseuille flow
configuration, modelling is performed at constadowf rate. The erosion evolves
exponentially, demonstrating the robustness ofntleelelling method developed. In the case
of the HET, the tests are performed at constansspre drop. In conformity with the
numerical models of the JETS, the pertinence ofttineulence model and meshing used is
validated first. Then, the numerical results arempared to the results of the HET
interpretation model. Finally, a study of the imhce of the erosion parameters on the
numerical results is performed. The test chosenhiese studies is the HET test performed on
soil A, the soil on which the JET modelled in paegh 3.2 was performed. The erosion
parameters found experimentally for soil A with tHeéT and the HET present considerable
differences. In the case of the JET, we obt&jn=1.0x10° nf .s/k¢and 7, =11 P¢ whereas
for the HET, the parameters obtained de=8.3x10" nf .s/k¢et 7, =17.3 Pe.
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4.2.1. Independence from meshing and turbulence mod  els

4.2.1.1. Independence of results from mesh density

The geometry of the problem and the notations wsedshown in Figure 1.2. Figure 4.5
illustrates the shape of the cells used for maalgithe HET tests. The position of sections 1
and 2 are also shown. The water at controlled ftate enters the inlet cylinder and then
penetrates the initial hole pierced in the soil gemThe flow then passes through a sudden
constriction, with the downstream part being unrcat null erosion time. Then the flow at
the outlet of the soil sample passes through aesudddening and leaves through a cylinder
of the same diameter as the inlet cylinder. The enisal modelling uses 2D axisymmetric
computations. The input boundary condition is avflate fixed at0.53 nt /h, the initial
radius of the pipe iR}, =3x10° m and the length of this samplelis=0.12 m.

The study of the independence of the results from rmesh density was based on eight
different meshes, of which the total number of nesstaried from about 10 000 to about
700 000 cells. At the water/interface, the sizedace separating two mesh nodes varied in
inverse proportion to the number of cells: from@ in to 3.10* m, as indicated in Table 4.1.
The mesh was then extended to the rest of the aousang the expansion factors 1.1 or 1.2
as a function of the mesh considered. The meskesdtevere composed wholly of triangular
cells, to ensure the perfect continuity of the making the axis of symmetry. The whole
domain of calculation was affected by deformatiohshe meshes for the case with erosion.
The disorganisation of the mesh would perhaps li#ieafaster than in the case of the JET
where we chose a very small region affected byréin@eshing. The comparison nonetheless
remains difficult since the geometries were veiffedent. The study of the independence of
the results from the mesh density was performedt thié realizablek - turbulence model,
described in Chapter 2.
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Figure 4.5. Geometry and shape of the mesh used to model ths.HE
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Soil mesh sizes (cm) Ty Ny
A 0.03 35.1 12 968
B 0.023 23.2 20 446
C 0.015 14.4 31 366
D 0.008 8.1 62 852
E 0.003 51 70 532
F 0.003 3.7 138 832
G 0.0019 2.2 400 326
H 0.0008 1.3 695 300

Table4.1. Cell parameters chosen for the study of the indégece of the results from the
mesh density.
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Figure 4.6. Independence of the results from mesh densitymig@n velocity field on the axis
of symmetry before erosion begins, for Kaeturbulence model.
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Figure4.7. Independence of the results from mesh density shiear stress on the water/soil
interface before erosion begins, for theturbulence model.
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Figure 4.6 and Figure 4.7 show the results of tuelys Figure 4.6 presents the results
obtained for the different meshes, on the veloaitythe axis of symmetry and Figure 4.7
presents a zoom of the curves of the results nglab the shear stress at the first geometric
singularity of the water/soil interface: the suddmmstriction. As from the mesh density of
the C mesh, the results obtained for the diffenariables on the axis of symmetry are
independent from the mesh density to within 10%s Tidependence was also obtained at the
water/soil interface apart from the two geometiiregslarities of sudden constriction and
expansion.

Regarding the singularities and above all at th@deo constriction, we observed that the
results obtained fluctuated considerably (Figui® from a given mesh density corresponding
approximately to that of mesh E. A right angle litkat drawn for the sudden constriction is
effectively a major region of flow destabilisatiohhe D mesh presented a relative error of
about 16% on the maximum shear stress at the adimiy in comparison to the H mesh,
leading to considerable smoothing of the fluctuaiobserved for finer meshes. However, the
region affected by this relative error in fact onmgpresented about one thirtieth of the
horizontal part of the water/soil interface.

Thus it can be estimated that starting from a nesghivalent to that of mesh D, the results
obtained are independent from the mesh densityitibinv5% over the whole domain of
calculation, apart from one thirtieth of the hontal part of the water/soil interface, at the
geometric singularities. Therefore the numericateliing of the HET performed on soil A in
this test configuration was done with mesh D.

4.2.1.2. Influence of the turbulence model

The influence of turbulence models tested in thee a the JET in paragraph 3.1.2, was also
examined for this study. The results of the redleaurbulence moddd-¢, the standard model
k-w and RSM are presented in Figure 4.8, Figure 4d9Fagure 4.10. The results obtained on
the norm of the velocity at the axis of symmetryl am the mean velocity according fo
depended very little on the turbulence model (Fegdu8). The same applies to the results on
the pressure inside the pipe at the “erodible” svéHligure 4.9). The numerical results were
very similar whatever turbulence model was choségure 4.8 also allows verifying the mass
conservation equation between sections 1 and Zhéinitial time, as the radius of the pipe
was constant between the two sections, the veloaty fixed along the whole length of the
initial hole. Taking into account the conservatiohthe flow rate between section A (cf.
Figure 4.5) and section 1, we should obtain:

umoy( )S.) = uin>< SA/ § (44)

with x being the abscissa of sectionS}],the surface of section A anfl the surface of
section 1. A velocity ofi, =2.8x10% m/s was fixed at the inlet, leading to a theoreticalam
velocity in section 1 of about 5 m/s. Figure 4.8®wh the good agreement between the
numerical and theoretical results, regarding thameelocity of the flow. A check was also
made that the pressure drop was linear in sectioasd 2 (Figure 4.9). The portion of the
pipe located between sections 1 and 2 is calletllusngth. It is defined by the constant
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mean velocities and a linear decrease of presusdocated precisely between=1 cm and
x=11cm in this flow configuration. The Reynolds numberthe flow is Re=3x10" in
smooth turbulent regime. Bernoulli's theorem, emrat4.5) can be used to estimate the
discharge between sections 1 and 2. The equatimdixed toAR, = P, - P, =p,, gAh since
the mean velocities are constant along the usefugth (,). The equations of Darcy-
Weisbach (4.6) and Blasius (4.7) lead to obtaimingnitial approximation of the discharge in
the pipe.

1 1
B +p,08 +§pWUﬁm =PR*p gL +5p WU N 7Yy (4.5)
u2
A= u Ymoy (4.6)
"D 2g
— -1/4
A, =0.316Re (4.7)

with Ah being the discharge expressed in m apdhe discharge coefficient. Indices 1 and 2
refer to sections 1 and 2. The relative error olestbetween the numerical and experimental
results is close to 30%, which remains reasonaiieaf approach as simplified as that of
Blasius. Next, the discharge in the sudden comsniccan be calculated using the

corresponding Borda-Carnot formula:

1 ‘2
Ah:()\_— j 2"’1_Va| (48)
rb g
S 3
A, =0.63+ o.3{ﬂj (4.9)
amont

with )\, being the Borda-Carnot discharge coefficient f@sudden constrictions, ., and
S, the surfaces of the sections located up and doearstof the geometric singularity. The
error between the numerical and experimental resaitained on the upstream pressure is
about 5% for the&k-¢ and RSM turbulence models. A much more considerahior can be
seen for th&k-w model which gives a pressure at section A mora thé times higher than
that found for the two other turbulence models. fidlative error of the results given by tke

o model for the pressure upstream of the suddentractian is nearly 70%. In the case of a
sudden expansion, the corresponding Borda-Carniufa gives:

s Y
Ah =|1—tamont | _“amont (4.10)
Saval 2 g

The relative error between the numerical and expartal results for the discharge in the
sudden expansion is about 5% for all the turbulencdels considered.
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Figure 4.8. Comparison of the influence of the turbulence nhéalethe velocity field on the
axis of symmetry and for the mean velocity accagydmaxisr .

As for the results obtained on the shear stregy, ditso agree well whatever the turbulence
model. The results given by the RSM for the suddmrstiction appear irregular. Using this
model undoubtedly requires a denser mesh at thggiksirity. Given the intrinsic error of the
mesh in this region of singularity, the variancésearved between the different turbulence
models regarding shear stress remain small.
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Figure 4.9. Comparison of the influence of the turbulence nhéalethe pressure inside the
pipe at the erodible walls.
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Figure 4.10. Comparison of the influence of the turbulence nhéaolethe shear stress on the
water/soil interface.

Using the RSM turbulence model is also highly campfor this flow configuration.
Moreover, given the error on the pressure upstreftime erodible pipe for thiew model, the
similitude of the numerical results for the otharigbles, and the very long calculation times
required for modelling a full HET, the choice was mad perform the erosion simulations
only with thek-¢ turbulence modeln the framework of modelling pipe flows, this tutbnce
model is clearly that most often used for RANS nisf#l@ope 2000].

4.2.2. Results with erosion

The erosion parameters used in the numerical maohdbon with those found following the
HET performed on soil A, with the Bonelli's interpaéibn model [Bonelliet al. 2006]:
7.=17.3 Peandky =8.3x10" nf .s/ke.

Figure 4.11 and Figure 4.12 illustrate the evolutiof the water/soil interface obtained
numerically as a function of time. Figure 4.11 pgsmaisualising the evolution of the velocity
field at the beginning, middle (in terms of dispagent) and at the end of the erosion process.
Figure 4.12 provides a more precise illustratiothef evolution of the nodes of the water/soil
interface as a function of time. A considerablermogas made at the region of the material
affected by the erosion. The erosion of the mateeahained very limited in spite of a
relatively low fixed critical shear stress. Figutdd2 shows that the erosion process stopped
evolving at a time close to 3000 s, the mean radiube pipe was close to 5 mm, hardly 1.6
times the initial radius of the pipe. The erosiornttd soil was greater upstream of the pipe
and the geometric singularity had been smoothed.didraeter of the pipe upstream became
larger than the diameter of the pipe downstreatmas progressed.
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Figure 4.11. Evolution of the velocity field and the erosionurg as a function of time.

Figure 4.8 and Figure 4.11 show the acceleratigdhefluid at the axis of symmetry between
sections 1 and 2 &t=0 s, the mean velocity in the sections nonethelessirgnconstant.
The further the erosion process progressed, thetegrdhe acceleration of the fluid
downstream of the pipe, as shown in Figure 4.14ceSthe surface of section 2 became larger
than that of section 1, the mean velocity was m@éo constant between the two sections.
Figure 4.13 shows in detail the evolution of théoeiy field on the axis of symmetry. The
corresponding curves show that the more the dianoétéhe pipe increased, the more the
velocity in the pipe decreased. Likewise for theahstress and pressure at the water/soil
interface presented in Figure 4.14 and Figure 4Th®&. mean velocity of the fluid in the pipe
evolved proportionally to the inverse of the squaadius, in conformity with the mass
conservation laws. The velocity of the flow in thipeg therefore fell very rapidly as the
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diameter of the pipe increased. This explains thatshear stress exerted by the fluid on the
soil also fell very rapidly as the diameter of thipe increased. The shear stress rapidly
became lower than the critical shear stress andetbsion process stopped after having
progressed little. A considerable shear stress paakoe seen at the sudden constriction (cf.
Figure 4.14). That is why the erosion is more cossidle at the upstream geometrical
singularity than in the rest of the pipe. The sh&taess peak falls as the erosion process
progresses.
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Figure 4.12. Evolution of the profile of the water/soil interfaas a function of time.

~

Os
6 ---0---75s
22s
—x—41s
5 00000
| <><><><><><><><> © O —0—69s
00 o ---m---207's
R 4 1S o,
£ i 3 546 s
E 3 % ...A---3310s
> NV ¥ p-o-oo4od- o-o-o- X
S S &
B @)
DAY ‘ ‘
-0.05 0 0.05 0.1 0.15 0.2 0.25

x (M)

Figure 4.13. Evolution of the velocity field on the axis of syratry as a function of time.
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Figure 4.14. Evolution of shear stress on the water/soil intexfas a function of time.
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Figure 4.15. Evolution of the pressure field on the water/saiéiface as a function of time.

Excluding the geometrical singularities at the begig and end of the pipe, the shear stress
on the water/soil interface is almost constant, Kifure 4.14. At the end of the erosion
process, the shear stress is equal to the criticeds at every point of the water/soil interface.
As can be seen in Figure 4.15 a check is madartlspite of the non uniform evolution of the
pipe diameter along its length, the pressure deesealmost linearly between sections 1 and
2, whatever the instant considered. The pressuffereiittial between sections 1 and 2
decreases with time, in conformity with the analytredictions of [Bonellet al. 2006].

Let us compare the numerical results with the tesofl the model of [Bonellet al. 2006],
whose master equations were explained in Chaptég4. (1.7), (1.8) and (1.9). The results
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obtained with the analytical model depend on tresgure differentiaR, at ¢ = 0. Several
choices are possible in this study of the comparidahe analytical model with the numerical
results. This first part of Chapter 4 does not caver experimental results. However, to
interpret this test performed to obtain the erogparameters, thé&P,, found experimentally

is used in the model of [Bonelit al. 2006]. We can also consider the theoretical pressu
differential found with Blasius’ theory, or the tdis obtained by complex CFD modelling,
i.e. with our numerical results. The results givertlie analytical model based on these three
pressure differentials will be considered.

The evolution of the pressure drop between sectiorad 2 is compared to the results
obtained with the analytical model shown in Fig4rd6. Good agreement can be seen
between the numerical and analytical results, wieatthe initial pressure differential chosen,
i.e. numerical, experimental or theoretical. Thatieé errors between the numerical results
and those of [Bonellet al. 2006] are about 5, 15 and 10%, respectively. Sihedlow rate
entering the pipe is constant, the more the diantétthe pipe increases with time, the more
the pressure differential decreases. When the stiesss falls below the critical shear stress at
every point of the water/soil interface, the eraspgrocess stops and the pressure differential
reaches its asymptotic value. Good agreement @ falsnd between the erosion kinetics
found numerically and analytically. The evolutiontb&é shear stress, taken in the middle of
the useful length of the pipe, is presented in FEgd.17, in comparison to the analytical
model. Good agreement is also observed for the thRp. The evolution of the pipe radius,
taken in the middle of the useful length of theepips shown in Figure 4.18. The errors
between the numerical and analytical results aettteof the erosion process are also about 5,
15 and 10%, respectively, confirming the good spomdence of the erosion kinetics.

A Bonelli etal. 2006 - AP¢ numerical

6 x Bonelli et al. 2006 - AP experimental
Bonelli et al. 2006 - AP, theoretical
53 —O0— numérique
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2 %&Dﬂqﬂ?ﬁq
14 s Y Y - . . o
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0 200 400 600 800 1000 1200 1400
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Figure 4.16. Evolution of the pressure differential along thefuslength. Comparison of the
numerical results with Bonelli’'s model [Bonedi al. 2006].
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Figure 4.17. Evolution of the shear stress = 6 cm, comparison of the numerical results
with [Bonelli et al.2006] model.
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Figure 4.18. Evolution of the radius of the pipe diamet€opmparison of the numerical
results and the model of [Bonetd al. 2006].

The position of sections A and B, shown in Figurg, 4orrespond to the positions of the
pressure sensors in the experimental HET device miexbeén Figure 1.2. Bonelli's model

gives AP,; =0.27AR,. Figure 4.19 shows the evolution of the pressiifferdntial between

sections A and B found experimentally in comparisorthe results of the analytical model
and the experimental results. Good agreement isredd, with relative errors at the end of
the erosion process, between the numerical angtaralresults of from 8 to 20%, depending
on the AR, chosen. The error between the numerical and expatahresults is close to 17%.
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The correspondence of the erosion kinetics is digovs in Figure 4.19. The values of the
ratio AP, / AR, found numerically, fluctuate between 0.22 and Q&@bund an mean value
of about 0.25. This result agrees with the resuftgshe energetic analysis of the HET
proposed by [Regazzoni and Marot 2011], which deitees analytically that the ratio of the
pressure differentials is given yP,, / AR, =1/4.

A Bonelli et al. 2006
25 ---@--- Experimental data
o Numerical model

APas (kPa)

0 200 400 600 800 1000 1200 1400
t(s)

Figure 4.19. Evolution of the pressure differential betweenisest A and B Comparison of
the numerical results and the model of [Bonetlal. 2006].

4.2.3. Study of the model’s sensitivity to erosion parameters

In this paragraph, we vary in succession the alisbear stress and the erosion coefficient, by
keeping the same flow characteristics as previousliotal of seven sets of parameter were
tested, including the case presented abdyes8.3x10" nf .s/k¢ and 7, =17.3 Pe. We
fixed 7, equal to 5 and 40 Pa, for an erosion coefficignt 8.3x10" nf .s/k¢, andk, equal

to 5x10°, 5x10° and 1x10 for 7,=17.3 Pe. The set of parameters, =11Pe and

k, =1x10° nt .s/k¢ (obtained by interpreting the JET performed on Apilvas also tested.
Figure 4.20 and Figure 4.21 show the results fdondhese different sets of parameters. The
evolution of the pressure differential betweenisast A and B as a function of time is shown
in Figure 4.20, in comparison to the experimentahdThe evolution of the pipe diameter as
a function of time is illustrated in Figure 4.2In konformity with the erosion law
implemented in our interface displacement code,olvserved that only the critical shear
stress had an influence on the scour hole at theoérthe erosion process. THys is the
radius of the erodible pipe of length at timet,,, for which the erosion process has stopped
evolving and t,, is the time at which the pipe radiusx=6cm equals:

R(t,)=R+(R - R)/2.

126



CHAPTER4. RESULTSOBTAINED ON TANGENTIAL FLOWS

---x-- 1=5 Paks=8.3¢'m2s/kg — o 7.=11 Pak=1€°m2.s/kg
14 1=17.3 Pa=5€" m2.s/kg 1=17.3 Pa#=8.36" m2.s/kg
& —X%—1.=17.3 Pa=56° m2.s/kg 1=17.3 Pat=1e°*m2.s/kg
12 Ej —o— 7:=40 Pak=8.3¢"m2.s/kg experimental
o

APag (kPa)

t(s)

Figure 4.20. Evolution of the pressure differential betweertises A and B. Comparison of
the results of the parametric study and the exparial data.
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Figure 4.21. Evolution of the pipe diameter=6 cm as a function of time, results of the
parametric study.

Thus if g, and g, are continuous functions dR", in conformity with the erosion law, Eq.
(1.1), we verify that:

R.=g/(7.) andty;, =g,(kq 7o) (4.11)
Figure 4.22 illustrates functiay, by giving the final radius taken in the middletioé pipe, as
a function of the critical shear stress. Figure34ahd Figure 4.24 show functiog,, by
giving t,, as a function of the critical shear stress andetiosion coefficient, respectively.
These results are compared to the analytical fasmot [Bonelliet al. 2006] :
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(4.12)

}xfﬂ (4.13)
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Figure 4.22. Pipe radiusx =6 cm at the end of the erosion process. Comparisoheof t
numerical results given by the model of [Bonetlial. 2006].
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Figure 4.23. lllustration of the erosion kinetics as a functafrthe erosion coefficient.
Comparison of the numerical results and the motiBanelli et al. 2006].
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Figure 4.24. lllustration of erosion kinetics as a functiononitical shear stress, comparison
of numerical results and the model of [Bonetlial. 2006].

It can be seen in Figure 4.22, Figure 4.23 andrEigu24 that the numerical and analytical
results are in good agreement, whatever the pressitferential chosen at=0 s. Figure
4.22 presents the curves offset from each otharfasction of the initial pressure differential,
but their shapes correspond well to that obtaineaherically. Figure 4.22 and Figure 4.24
confirm the fact that the higher the critical shstiess, the less pronounced the erosion of the
soil and the faster the erosion process becom&eswise, the higher the erosion coefficient,
the faster the erosion process (Figure 4.23). Tdrampetric study of the influence of the
critical shear stress and the erosion coefficidab germits giving, in the case of this
configuration, the amplitude of the consequencekidad by slight errors percentages on
these two parameters. The lower the critical se&gass, the higher the errors generated on the
scour hole and the erosion kinetics will be. A &aan of the critical shear stress value of
only a few percent can have larger consequences.i§ hkewise for the erosion coefficient.
For low erosion coefficients and critical shearesses, the curves relating to the erosion
kinetics present an asymptote. That is why, fos¢henges of, andk, , the erosion kinetics

is very sensitive to the variation of these paramsetFor a critical shear stress from 0 to 10
Pa, an error of several percent can lead to am exweeding 100% over the duration of the
erosion process; likewise fdg, <1x10° nf .s/k¢.

4.2.4. Discussion

The first element of discussion concerns the diffee on the pressure upstream of the
erodible pipe, between thew model and the two other turbulence models tegtedording

to the discharge calculation performed with the d@e€Carnot formula, we were able to
conclude on the better pertinence of kkeand RSM turbulence models. In the case of JET
modelling, it was not possible to determine withticede which turbulence model gave the
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best results, even if the results given by kk® model were in better agreement with the
experimental results. This leads to asking why khe model appears better adapted to
modelling piping erosion an#t-w model appears better for the JET. These diffeence
undoubtedly result from the calibration of the éiffint turbulence models. Taking into

account a large number of constants is inhereanyoturbulence model. These constants are
adjusted using empirical results for several floonfegurations, in order to give the most

realistic results possible for the most cases. Thiwhy a particular turbulence model is

adapted to particular flow configurations.

The second element of discussion involves the gapdement between the numerical and
experimental results and those of the analyticalehd-or this HET test performed on soil A,
we observed that the erosion parameters enablendeieg the evolution of the erosion
process numerically. This provides an additionahficmmation of the HET interpretation
model and the modelling method. Thus the two sepm@ameters found for the JET and HET
on the same soil were validated by the numericalefsopresented in paragraphs 3.2 and 4.2.
However, these parameters differ for the erosioaffament by more than one order of
magnitude &, ,.;/ K, e =12.0) and the relative error of the critical shearsdriound for the
JET in comparison to that found for the HET is eld® 60% g/ 7 ;er=1.6). The
parametric studies performed in paragraphs 3.2@ 4R2.3 respectively also permitted
showing the extent to which the erosion parametewnd with the other test led to a
considerable error between the numerical and exyertal results. Figure 4.20 shows that the
erosion kinetics obtained with the JET parametégs=(1.0x10° nf .s/k( and 7, =11 Pg)
does not correspond well with the experimentallteslikewise, Figure 3.16 and Figure 3.17
show that the results obtained withr,=20Pa and k, =5x10° nf.s/k¢ (HET
parameterk, =8.3x10" nf .s/k¢ and 7,=17.3 P¢) are very far from the experimental
results. We can deduce from this that, at least tfas soil, the two JET and HET
interpretation models are valid, but that the enogiarameters found depend on the hydraulic
stress applied. Their physical meaning must theeeli® considered with attention. At least
one of the sets of parameters found does not depagdn the properties of the soil. This is
an important result of the thesis. The physicahiication of the erosion law parameters will
be studied in Chapter 5.

4.3. Modelling the HETs
4.3.1. Characterisation of the soils modelled

Two additional models of HET tests were developesi,was done for the JET tests. The
objective was to obtain additional elements todatk the modelling method developed in
Chapter 2. These tests were performed on maté@ialsd E which were calibrated soils, well

described in a study by [Benahmed and Bonelli 200&jterial D was wholly composed of

white kaolinite while soil E was a mixture of pragl (30%) and Hostun sand (70%). The
results of the identification tests of soils D akRdare presented in Table 4.2 and the
granulometric curves of the different soils arespreed in Figure 4.25.
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Identification parameters Soil D Soil E
Mixture of 30% clay
Type of soil Clay (white kaolinite) (proclay) and fine sand
(70%)
Water content (%) 23.5 21
Apparent dry density (t/fh 1.39 1.66
Porosity 0.47 0.38
Void fraction 0.9 0.60
Degree of saturation (%) 69.1 92.9
Plasticity index of clays 16 24
% passing at 80 um 90 94.9

Table 4.2. Identification parameters of soils D and E [Benaldmand Bonelli 2012].

Hydraulic parameters Soil A Soil D Soil E
Flow rate (ni/h) 0.531 0.546 0.236
Sample length (cm) 12 15 15
Critical shear stress (Pa) 17.3 25.8 6.35
Erosion coefficient (m2.s/kg) 8.3x10 1.38x10’ 1.71x10°

Table 4.3. Hydraulic and erosion parameters of the HETs peréadl on soils A, D and E.
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Figure 4.25. Granulometric curves of white kaolinite, proclegokinite and Hostun sand
[Benahmed and Bonelli 2012].
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Figure 4.26. Classification of soils tested with the HET in tassification of [Wan and Fell
2004],0 soil A, A soil D anda soll E.
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Figure 4.27. Evolution of the pressure differential betweertises A and B for the tests
performed on soils A, D and E, comparison of experital data with the results of the
analytical model.

Figure 4.26 illustrates the position of the soilsthie classification established by [Wan and
Fell 2004]. Fell's erosion index is defined als;.; = -log(C,) with C, being the Fell's
erosion coefficient such th&, = k,p.. As with the choice of JETs, the choice of moaelli
the HETs performed on soils D and E was made ametibn of the very different types of
soils tested, and with respect to the differentvflparameters. The characteristic erosion
parameters, critical shear stress and erosion iceeff, of the soils tested were also quite
close, cf. Table 4.3.
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Figure 4.28. Photographs of soil samples before (left) andr &fight) the HET tests, with,
from top to bottom images corresponding to thessijlD and E, respectively (F. Byron,
IRSTEA).

Figure 4.27 shows the differences observed expetatig on the evolution of the pressure
differential between sections A and B as a functbtime. The erosion kinetics in the case of
soil E is more rapid than for soil A, which is maapid than that obtained for soil D. This
conforms to the relative position of the soils il classification (Figure 4.26). In the case
of soil E, the erosion process stops about 4 timexe rapidly than for soil D. The volumes of
soil eroded were measured at the end of the testtheé HET test performed on soil A, the
volume of eroded soil measured was about 23, éon a sample length of 12 cm. For soils D
and E, the volumes of soil eroded were close tamb and 15.5 cr) respectively, for a
sample length of 15 cm. The photographs of the smihples before and after the test are
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presented in Figure 4.28. The total diameter ofsémaple was 8 cm. The photographs on the
left represent the upstream part of the soil saniphe diameters upstream of the erodible
pipe at the end of the erosion process for soil® And were 2, 2.5 and 1.8 cm, respectively,
to within 1 mm. Upstream of the pipe, the diametdrshe end of the erosion process were
about 3 to more than 4 times the diameter of thimimole.

4.3.2. HET modelling results

The independence of the results from the mesh tyefasithe tests performed on materials D
and E was validated in the same way as for sodfAparagraph 4.2.1. The different models
of the HET tests were performed using the realikislturbulence model.

Figure 4.29, Figure 4.30 and Figure 4.31 showHerthree tests the evolution of the pressure
differential between sections A and B as a funcwértime, for the numerical results, the
experimental results and those of the analyticatlehoThese figures confirm that whatever
the test considered, the numerical results agreke with the experimental results and
Bonelli's model. Table 4.4 gives the percentagatiet errors between the numerical and
experimental results and between the numericalteeand those of the analytical model on
AP,;. The maximum error observed in relation to thelyital model was 30%, which
remains within the orders of uncertainty for geoh@gtgcal parameters. The relative errors on
the experimental results were lower than 22%, exaeghe case of material D when it
reached nearly 56%. The error between the presdifierential found for material D
numerically and experimentally was about 2 kPa, mearly 7% of the initial pressure
differential between sections A and B. Reducechtogercentage of the initial experimental
pressure differential, the errors between the nigalkerexperimental and analytic results were
less than 10% whatever the soil considered.

However, the error between the numerical and ewparial results on the initial pressure
differential could be considerable: about 42% fait 8, 12% for D and 57% for soil E. These
errors were certainly due to the fact that we ditl consider a transient flow establishment
phase in our numerical modelling. A constant flowter was fixed. Nonetheless,
experimentally, there is a transient phase durihigivthe flow increases progressively.

- Soil Soil Soil
0
Relative error om\P,; (%) A D E
For the experimental results 15.6 55.7 21.2
For the analytical model 18.2 13.1 30.2

Table 4.4. Relative errors on the final pressure differerlietween sections A and B,
compared to the experimental and analytical resoittsoils A, D and E.
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Figure 4.29. Comparison of numerical, experimental and semiigogb results for the HET

on soil A.
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Figure 4.30. Comparison of numerical, experimental and semiigogb results for the HET

on soil D.

The curves presented in Figure 4.32 show the evoluf the interface at different erosion
times for the models established for soils D ar(deer to Figure 4.12 for soil A). For each of
the three graphs, the curve located at the langesi gives the final state of the water/soill
interface at the end of the erosion process. Tkeydimetry of the erosion between the
upstream and downstream parts of the erodible igsipmtable for each of the three graphs.
The erosion process was progressively stopped ftownstream to upstream of the pipe,
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since the shear stress is greater upstream. Théspdithe interface whose radius is such that
shear stress becomes lower than the critical Stiezss are not displaced. The different curves
can be seen to group together as time increasgingtfrom downstream of the pipe before
involving the entire water/soil interface. But theenomenon is not as pronounced as in the
case of the JET, where the disparities on the gabfethe shear stresses as a function of
position on the interface are much greater thahercase of the HET.
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Figure 4.31. Comparison of numerical, experimental and semiigogb results for the HET
on soil E.

The erosion kinetics obtained numerically are irodyagreement with the experimental
results of [Bonelliet al 2006] presented in Figure 4.27. In addition toywdifferent erosion
kinetics for each test, Figure 4.12 and Figure 4ll328trate the differences obtained on the
radius reached at the end of the erosion procegbel case of the test performed on soil A,
the radius obtained in the middle of the erodibfgepvas about 4.8 mm. We found 4.3 mm
for soil D and 4.1 mm for soil E. These values remeery close for the three tests and show
an expansion of only 1.3 and 1.6 times the init@ius of the pipe. The erosion upstream of
the pipe was clearly more considerable. The upstnealius of the pipe obtained numerically
was about 7.5 mm for soil A, 6 mm for soil D an8l 6 m for soil E. The error in comparison
to the experimental data was reasonable sinceatllie upstream had been found close to 1
cm, cf. Figure 4.28. The results obtained for thestteam geometrical singularity were
correct, given that the mesh was not fine enouglnsure the independence of the results
from the mesh (cf. paragraph 4.2.1.1) and thatdimgularity presented a genuine technical
difficulty. Whatever the test considered, the scbotes obtained numerically were very
similar, as confirmed in Figure 4.33. However, ¢éxé¢reme linearity of the water/soil interface
profiles shown in Figure 4.33 was never seen erpantally. Figure 4.34 is an illustration of
the typical profile of a scour hole found experiradly. The instabilities observed in the pipe
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resulted from complex processes that undoubtedbenied on the very structure of the soil
and were not modelled numerically.
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Figure 4.32. Evolution of the water/soil interface as a funotiof time with, from top to
bottom, the graphs corresponding to the tests pagd on soils D and E.

The volume of the fluid inside the initial hole wa89 cnf for soil A and 4.24 crhfor soils

D and E, respectively. The calculation of the vodsnof fluid in the erodible pipes obtained
numerically at the end of the erosion process g@\20 cni for soil A, 9.25 cm for soil D
and 8.61 crifor soil E. Thus the volumes of soil eroded werf 4.38 to 5.81 cfiy which
represents from 1.3 to 1.7 times the volume ofifiai the initial hole. In terms of the volume
of soil of the sample, the volume that had beerdedoduring the erosion process only
represented from 0.6% to 1% of the total volumehaf soil sample. Experimentally, the
volumes of soil that were eroded at the end ofettosion process ranged from 1.5% to 5.5%
of the total volume of the soil sample. The errbesween the numerical and experimental
results on the volume of eroded soil were quitgdaiThey can be certainly explained by the
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omission in the numerical model of the physicalmdreena causing the fluctuations observed
at the water/soil interface.
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Figure 4.33. Shape of the scour holes found numerically, comparof the results obtained
for the tests performed on soils A, D and E.

Figure 4.34. lllustration of typical profiles of scour holestamed following the HET tests
(F. Byron, IRSTEA).

The velocity fields obtained at the end of the Emosprocess on soils A, D and E are
compared in Figure 4.35. The observations madéemissymmetry of the erosion between
the upstream and downstream parts of the erodiplke gre also notable in this figure. No

change of flow regime was observed during the eroprocess. Refer to Figure 4.11 for the
shape of the velocity fields at the beginning &f @rosion process, on the example of soil A.
The velocity at the end of the erosion process@irE was always half that of the velocities

obtained for the tests carried out on soils A and D

138



CHAPTER4. RESULTSOBTAINED ON TANGENTIAL FLOWS

2.35e+00
224e+00
2.12e+00
2.00e+00
1.888+00
1.77e+00
1.65e+00
1.53e+00
141e+00
1.29e+00
1.18e+00
1.06e+00
9.42¢-01
3.24e-01
7.06e-01
5.89e-01
4.71e-01
3.53e-01
2.35e-01
1.18e-01
0.00e+00

3.12e+00
2 96e+00
2.80e+00
2.65e+00
2.49e+00
2.348+00
2.18e+00
2.03e+00
1.87e+00
1.71e+00
1.56e+00
140e+00
1.25e+00
1.08e+00
9.35e-01
7.79e-01
6.23e-01
4.67e-01
3.12e-01
1.56e-01
0.00e+00

1.49e+00
1.42e+00
1.34e+00
1.27e+00
1.19e+00
1.12e+00
1.04e+00
9.70e-01
8.95e-01
8.21e-01
7.46e-01
6.71e-01
5.97e-01
5.22e-01
4.48e-01
3.73e-01
2.98e-01
2.24e-01
1.49e-01
7.46e-02
0.00e+00

Figure 4.35. Evolution of velocity fields and the scour holdla¢ end of the erosion process,
with, from top to bottom the results obtained toe tests carried out on soils A, D and E.

Figure 4.36 illustrates the evolution of the cureéshear stresses obtained for tests D and E
(refer to Figure 4.14 for soil A). Figure 4.37 pdésrthe direct comparison of the shear stress
values obtained at null erosion time for the thests modelled. The evolutions of the shear
stresses are very similar whatever the test coresideOnce the upstream geometrical
singularity had been passed, at a given time,likarsstresses remained almost constant at the
water/soil interface. Inside the pipe, the sheaasstdecreased very rapidly until the value of
the fixed critical shear stress, as can be seé&igire 4.14. The decrease of the flow velocity
by J/R(t)2 also explains the rapidity of the decrease insstré can be seen in Figure 4.37
that the initial shear stresses of the tests pmedron soils A and D are of the same order of
magnitude, withr,_,.,, =100 Pe. In the case of soil E, the shear stress amoonteéarly a
quarter of the values obtained in the two otheesawith ~ = 26 Pe. This corresponds to

X=6cm
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the differences in the flow rates fixed at the inéé. Table 4.3, with a flow rate at the inlet for
soil E much lower than that fixed for the two otlseils. The fact of having a much higher
kinetics coefficient and a lower critical shearess nonetheless made it possible to obtain an
R, close to that obtained for the two other tests.
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Figure 4.36. Evolution of shear stress at the water/soil iriegf as a function of time, with
from top to bottom the graphs corresponding totéisés carried out on soils D and E.

Figure 4.38 shows the comparison of the numerieallts and Bonelli’'s model for the
evolution of shear stress for the three tests &gnation of the pipe radius. The results
obtained in the case of model D are very closé¢orésults of the analytical model, though a
larger variance can be seen for the two other.td@$tsse variances are due to errors made
initially on the pressure differential. Figure 4.80nfirms the fact that by taking a pressure
differential in the analytical model correspondity that found numerically, the results
obtained agree very well with the numerical resulise numerical results thus agree well

140



CHAPTER4. RESULTSOBTAINED ON TANGENTIAL FLOWS

with the analytical formula defining the shear seEq. (1.9). Whatever the test considered,
it can be seen that the errors between the nunmenchanalytical results shown in Figure
4.38 lessen with time.
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Figure 4.37. Shear stresses on the water/soil interface atnitial time and critical shear
stresses for soils A, D and E.
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Figure 4.38. Evolution of shear stress for the three tests ametion of the radius reached.
Values taken in the middle of the erodible pipe.
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Figure 4.39. Evolution of shear stress for the test on soil Aaafunction of the radius
reached. Values taken x= 6 cm.

4.3.3. Discussion

The first element of discussion concerns the faat e do not take into account the transient
flow establishment phase in our numerical modaletd, the flow rate is fixed at the inlet
and constant throughout the test. That explainglitherences that could be observed on the
initial pressure differential. The numerical resulhonetheless remain close to the
experimental ones, so neglecting the transientgpsasms to be a reasonable hypothesis, at
least for these three tests. In a future studycwdd interpolate the curve of the flow rate
obtained experimentally, in order to implementaflrate at the inlet as a function of erosion
time. This will require making a parallel betwe&e determination of the erosion time step at
the end of the fluid calculation (cf. paragraph.2.4) and the velocity input data of the fluid
calculation.

The second element concerns the joint validationowf modelling method for a HET
configuration and for Bonelli's interpretation maodBonelli et al. 2006]. In addition to the
validations carried out on soil A, good agreemegtivMeen the numerical, experimental and
analytical results was observed for the studietheftests carried out on soils D and E. The
erosion parameters found permit obtaining the eimiwf the erosion process numerically, at
least in terms of magnitude. This permits contiitgian additional element to the validation
of the HET interpretation model and the modellingtinod. Nonetheless, the range of erosion
parameters is not very wide, with critical shearesdes from 6 to 26 Pa and erosion
coefficients ranging over an order of magnitudenfr1.38x10 to 1.71x1C6 m2.s/kg, i.e.
Fell's indices from 2 to 4. For HET experimentsjsoan be encountered whose critical shear
stress can reach 200 Pa and with a Fell index mgrffiom 0 to 8. Widening the range of
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erosion parameters of the tests modelled coulchtleded in the perspectives of this Ph.D.
thesis work.

The third element of discussion concerns the comsarof the results obtained from the
JETs and HETSs. Indeed, the quantities of soil edatiging a HET test were much lower than
the quantities eroded during a JET, in the ordeomé magnitude in volume. Also, the
evolution of flow as a function of time is less qalex in the case of HET, since no change of
regime was observed. On the contrary, our numencalel could explain the non negligible
fluctuations observed experimentally on the watdlristerface.

To widen the representativeness of the soils testaduch as possible, and because the initial
objective of the thesis was to model the JET, thmae was made to model real soils which,
it turned out, had not been tested by the HET,tdpam soil A. This explains that the four
other tests modelled were not performed on the ssoile. One of the perspectives of this
thesis work could be to model more tests perfororethe same soil by the JET and the HET.
However, the orders of magnitude of the erosiommpaters found with the JET and the HET
were validated by modelling. This provides an dddal element to the need to examine the
physical signification of the erosion parametern@el in the erosion law (1.1).

4.4. Conclusions of the application to piping flows

In this chapter, the modelling method developed e@glied to concentrated leak erosion.
Firstly, the numerical model was confronted by aotietical validation for the case of a
Poiseuille flow with erosion. The flow rate of thew was constant, implying an exponential
evolution of the pipe diameter. The numerical resubtained agree very well with the
theoretical results, with a relative error of l&ssn 2%.

Secondly, a HET test was modelled and the resuitsireed were compared in-depth with
Bonelli's analytical model [Bonellet al. 2006]. The independence of the results from mesh
density was validated. The influence of the turbaée model was studied and the results
obtained for thek-¢, k—w and RSM models proved to be very similar. The Itesu
obtained without erosion were compared to the tesnlthe literature and good agreement
was reached, with the exception of the result enpitessure upstream, overestimated by the
k —w model. The models with erosion were therefore qasformed with thek —& model.
The numerical results obtained showed good agreewidnthe experimental results and the
analytical model. The study of the numerical magleléensitivity to erosion parameters was
performed. It showed that the erosion parametetairsdd with the HET led to accurate
modelling of the evolution of the pressure diffar@inin comparison to experimental and
analytical results. Then, the discussion raised fue that the modelling method can be
adapted to very varied flow configurations, proddiat the turbulence model chosen is
adapted too. Thus this study contributed importal@ments for the validation of the
modelling method and the HET interpretation modéius the problem of the physical
signification of the erosion parameters was dedh.w
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Thirdly, two additional HETs were modelled. The cigstion of the soils highlighted that
they were of very different types. The range ofsen parameters was quite narrow but
remained representative, whereas a wide rangedsabljc parameters was implemented. The
results obtained agreed well with the experimeaia analytical results. The scour holes and
flows were compared with each other and with thgeeinental results. Good agreement was
also obtained. The discussion on these resultscinscerned the fact that, in our models, we
did not take the flow establishment phase into antorhe agreement between the numerical
and experimental results could perhaps be impreti#idfurther by taking this phase into
account at the beginning of the erosion processaritbe concluded that additional elements
for validating the modelling method and interprietatmodel were provided.

The results obtained in Chapter 4 were the sulgeatpublication. [Mercieet al. submitted-
c] describes the modelling of tangential flows.

Following the modelling results presented in Chep& and 4, we were able to deduce the
following important results: i) the method of mdded the erosion of a cohesive soil by a
turbulent flow developed in Chapter 2 was validatethe jet and piping flow configurations;
i) the JET and HET interpretation models were datled, at least in terms of orders of
magnitude and within the range of erosion pararaetested; iii) the erosion parameters
defined by the so-called classical law are notinsic to soil but dependent at least on the
orientation of the flow. Therefore much researgt gmains necessary to better understand
the physics of erosion, and explain in particul&ywhe erosion parameters obtained with the
Jet Erosion Test can be different from those okthwith the Hole Erosion Test.

Chapter 5 presents reflections on the differenedwden the JET and the HET, and also on
the flow parameters that distinguish a normal flioem a tangential flow. Certain paths for
improving the erosion law will be described.
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Chapter 5.

Study of the erosion law

Major elements for validating the JET and HET iptetation models were contributed in
Chapters 3 and 4. It was deduced that the erosacameters found following the JET and
HET tests depended on the flow and its orientatiorelation to the water/soil interface. The
objective of this chapter is to provide elementsesponse to the physical signification of the
erosion parameters and paths for improving thei@mdaw which would result in formulating

a unified representation of soil erodibility. Firan in-depth study of the differences observed
for the erosion parameters obtained experimentallipwing the JET and HET tests is
performed. We seek to know if the trends are sicgmit. Then, a numerical study of the
signature of the flows according to the angle opimgement is performed. The aim is to
determine the flow variables which will vary considbly as a function of this angle. The last
part of this thesis will deal with paths for impnog the erosion law. Elements of response to
this complex problem will be provided.

5.1. Differences between JET and HET for erosion pa rameters
5.1.1. Experimental and literature data

For the same soll tested, the results obtaineth@ertosion parameters following the Hole and
Jet Erosion Tests can differ by a factor of 100isThas been confirmed by the results
obtained by [Regazzomt al. 2008], and by [Wahét al. 2008], as well as the test campaigns
performed jointly by IRSTEA and geop@gnsult cf. Table 5.1. In addition to the
considerable differences regarding the orders ajmtade of erosion parameters, it can be
seen in Table 5.2 that the relative position ofsseith each other is not the same for the JET
and HET tests. For example, the soil labelled Rdsweonsidered as resistant in the
classification relating to the JET. Its erosionoagtly is, however, considered as extremely
rapid in the classification linked to the HET.

[Regazzoniet al. 2008] used the model developed by [Hanson and QO0K] to interpret
their JETs and that of [Wan and Fell 2004] for HETs. [Wahlet al. 2008] also used the
interpretation model of [Hanson and Cook 2004]tfer JETs, but that of [Bonekit al. 2006]
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for the HETSs. The interpretation of the HETs parfed by IRSTEA/ geopl§onsultrely on
the model of [Bonellet al. 2006], and on the model of Hanson improved by dRaset al.
2011] for the JETs. [Waldt al. 2008] showed that the HET interpretation model$§Véan
and Fell 2004] and [Bonelét al. 2006] gave quite similar results. [Pinetedsal. 2011] also
found results of the same order of magnitude asetiobtained with the model of [Hanson and
Cook 2004], except in the case of extremely eredddlils, which is not the case of the soils
tested here. Furthermore, for the three test cagnpapresented below, the experimental
procedures followed conform to those indicated Hgirfson and Cook 2004] and [Wan and
Fell 2004]. Nonetheless, changing the operator tAeduse of quite different devices can
affect the experimental results.

TEST IHET deET TcHET |JET deET TcJET deET/ TCHET/
(m2.s/kg) (Pa) (m2s/kg) (Pa)  Kiner  TcoET

Regazzoni 2008
R a 1.7 8.3E-07 3.9 2.6 1.7E-06 0.7 2.0 6.0
R b 1.7 4.3E-07 9.0 2.7 1.1E-06 0.9 2.5 10.0
R ¢ 1.7 3.8E-07 10.1 2.7 1.2E-06 0.5 3.1 20.2
R d 1.7 3.4E-07 O 2.6 1.5E-06 0.6 4.3 0
R e 1.7 1.9E-08 277.5 2.6 1.4E-06 1.9 74.2 148.4
R f 1.7 2.0E-09 2255 3.6 1.6E-07 8.2 80.3 27.6
Wahl 2008
W_a 3.3 2.4E-07 8.0 2.7 1.0E-06 0.5 4.2 17.8
W_b 3.3 2.4E-07 8.0 2.4 2.2E-06 0.7 8.9 11.3
IRSTEA

geophyonsult
IG_a (sol A) 2.8 8.3E-07 17.3 1.7 1.0E-05 11.0 12.4 1.6

IG_b 1.6 1.4E-05 2.7 O 8.0E-04 3.8 57.5 0.7
IG_c 2.2 3.3E-06 4.4 1.9 6.9E-06 12.4 2.1 0.4
IG_d 2.3 2.6E-06 6.1 2.8 8.0E-07 [ 0.3 O
IG_e 3.0 6.0E-O07 35.8 3.7 1.1E-07 6.0 0.2 6.0
IG_f 26 1.7E-06 6.4 3.3 3.0E-07 8.4 0.2 0.8
IG_g 3.5 2.1E-07 1253 4.1 5.0E-08 5.4 0.2 23.2

Table 5.1. Results obtained with the JET and the HET on theessoils by [Regazzomeit al.
2008], [Wahlet al. 2008] and by IRSTEA and geopbgnsult

Figure 5.1 and Figure 5.2 confirm the major differes that can occur in the results obtained
with the JET and the HET for the same soil. The samples of soil tested with the JET and
the HET are the same in every way, in particular ¢ame dry density and the same water
content. The differences observed for the erosmefficient are presented in Figure 5.1. It
can be seen that 80% of the tests present erosgffiaents obtained with the JET and the
HET that differ by one order of magnitude, and tha% of the tests presenk@er> Kyner:
The differences observed on the critical sheasstage shown in Figure 5.2. On the contrary,
for the results on the erosion coefficient, 75%h#f tests presentmer> et This means
that for % of the tests considered in this studg,dame soil is found to be more erodible with
JET than with HET, with a higher erosion coeffitciand a lower critical shear stress.
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The representativeness of the tests consideredh®egs remains uncertain.

Wan and Fell (2004) Hanson and Simon (2001)
TEST Erosion Erosion velocity Erosion class CIaSS|f|c_at|on
class of sall
Regazzoni 2008
R a 1 Extremely rapid 2 Erodible
R b 1 Extremely rapid 2 Erodible
R ¢ 1 Extremely rapid 2 Erodible
R d 1 Extremely rapid 2 Erodible
R e 1 Extremely rapid 2 Erodible
R_f 1 Extremely rapid 3 Resistant
Wahl 2008
W_a 3 Moderately rapid 2 Erodible
W_b 3 Moderately rapid 2 Erodible
IRSTEA
geophyonsult
IG_a (sol A) 2 Extremely rapid 1 Very erodible
IG_b 1 Extremely rapid 1 Very erodible
IG_c 2 Very rapid 1 Very erodible
IG_d 2 Very rapid O O
between 2

IG_e and 3 Very / Moderately rapid 3 Resistant
IG_f 2 Very rapid 3 Resistant
IG_g 3 Moderately rapid 3 Resistant

Table 5.2. Classification of soils subjected to JETs and HiT¢he classification of [Wan
and Fell 2004] and [Hanson and Simon 2001].
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Figure5.1. Erosion coefficient obtained with the JET as acfiom of the erosion coefficient
obtained with the HET.
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Figure5.2. Critical shear stress obtained with the HET asnetion of the critical shear
stress found with the JET.

It can be seen that for this sample of resultsyrélalts with &qyet< Kgner and arcuer< 7ciet
were all obtained by IRSTEA/geop@ignsult Although there do not appear to be any marked
differences between the test devices and protaxfalise laboratories from which the results
presented come, it is possible that some are gignif A wider range of results would make
it possible to conclude on the representativendsshis singularity of the results of
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Figure 5.3. Ratio of the critical shear stresses obtainediietHET and JET as a function of
the water content of the soils tested.
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Do the flow parameters such as water height impasdide inlet for the JET or the flow rate
for the HET, have an influence on the differencesseen the two tests? There does not
appear to be any correlation linking the flow pagtens and the differences observed. A study
was performed on the influence of the parametethefoil tested, such as water content and
dry density on the differences between the JETthedET results. No link between the soll
parameters and the differences between the twe testilts could be established. Figure 5.3
shows the ratio of the critical shear stress asation of the water content of the soils tested.
Since the differences of the erosion parameterairdd after JET and HETs were observed
for very different soils, with very different boungtaconditions, it was not possible to isolate
the influence of such and such a variable on tlsien parameters found. To carry out a
thorough study of the influence of water contenpsity and boundary conditions, it would
be necessary to carry out an extensive test campaighich the influence of each variable is
studied, all things being equal elsewhere.

5.1.2. Dispersion of results

In order to confirm that the differences between dJB§ and HET are significant, it was
necessary to know the order of magnitude of dispersf the results obtained. To do this, we
performed repeatability studies on the JET and HEf d~igure 5.4 and Figure 5.5. The first
test campaign was performed on a soil taken froraxasting dike that we will call soil F, a
sandy silt. All the tests were performed with glyicthe same soil parameters and with the
same operator (C. Moras — geo@lmpsult for the JETs and F. Byron — IRSTEA for the
HETS).

1.E-03
A Distance jet nozzle/soil variations
& Water head variations
1.E-04 A ! ® Repeatability study
Very erodible ® HET results
—o— Error bars
2 1E05 -
@
i3 . F
Z 1.E-06
= Erodible
1.E-07 A
- | Extremely
Moderately Resistant Resistant / resistant
1.E-08 ‘ r ‘
1.E-01 1.E+00 1.E+01 1.E+02 1.E+03
7. (Pa)

Figure 5.4. Erosion parameters obtained following the testgagn on soil F.

For the HETS, Figure 5.4 confirms the limited dispen of the results obtained, at least for
soil F. As for the JET, we observed that for dyithe same parameters, the results obtained
on the erosion coefficient varied very little. Hoxee, the critical shear stresses obtained were
susceptible to vary by a factor of 10 (cf. Figurd 5 round markers). Similar repeatability
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studies were performed on mixtures of proclay andtth sand, cf. Figure 5.5. The erosion
coefficients found were very close, whereas indase of the mixture with 70% proclay, a
difference of one order of magnitude was also folandhe critical shear stress results.

1.E-05
Very erodible
D—gﬂ
1.E-06 -
£ Erodible Déﬂ
@
£ °
x>
1.E-07 -
Moderately
resistant
T Resistant Extremely
resistant
l.E'OS T T T
1.E-01 1.E+00 1.E+01 1.E+02 1.E+03
7. (Pa)
O  Pr50%-Ho50% JET A Pr30%-Ho70% JET o Pr70%-Ho30% JET
| Pr50%-Ho50% HET A  Pr30%-Ho70% HET ° Pr70%-Ho30% HET
—o— Error bars kd = 8'10707—{:70'8

Figure 5.5. Erosion parameters obtained following the testtherclay/sand mixture.

In spite of a potentially substantial dispersiorha results obtained after JETs on the critical
shear stress, the results obtained with the HETaireed very different from those obtained
with the JET. Figure 5.4 and Figure 5.5 confirmt ttreere is no overlap area of the errors
intrinsic to the JET and HET. The differences obsdron the erosion parameters cannot
therefore only be due to repeatability errorseast not for these tests.

Figure 5.6 shows the differences observed on tlsdugon of scour depth as a function of
time for the repeatability study of the tests perfed on soil F. Although these tests are
priori the same in every way, the curves presented conéirge differences for the erosion
kinetics. It is not possible to conclude on thdeldnces observed for the final scouring, since
whatever the test considered, the mould was nqi daeugh. The results given by the semi-
empirical model for the erosion coefficient nonétse remain very close: from 6 to
8x10° nt .s/k¢. The differences on the critical shear stresseairdd are much larger, and
reach almost one order of magnitude. Furthermaeh eurve presents large fluctuations in
comparison to those of the tests modelled numéyical paragraph 3.3.1. This is due in
particular to the fact that the erosion procesaush less advanced for the curves presented in
Figure 5.6 than for those presented in Figure 3I26s very likely that the differences
observed for the critical shear stress would nethzeen observed if the erosion process had
stopped at a more advanced stage. The influenasaohing close to the bottom of the mould
also played a non negligible role. Increasing theentability of these JETs would require
performing them with a larger quantity of soil il@ger mould.
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Figure 5.6. Comparison of results obtained for repeatabiéts on soil F, experimentally
and using the semi-empirical model of [Hanson andik22004].

Figure 5.5 also confirms the two other importargutes. The first concerns the relation
linking the erosion coefficient and the criticalesin stress. The results found with the HET
conform the pertinence of the relatiky¥f(z;) with the coefficients proposed by [Simon and
Tomas 2002]. It is more difficult to conclude o thertinence of the relation for the JET.

5.1.3. Influence of flow parameters

The influence of the hydraulic head applied anddiséance separating the jet nozzle and the
surface of the soil on the erosion parameters obtawith the JET was also studied, cf.

Figure 5.4, Figure 5.7 and Figure 5.8. The randebydraulic heads and nozzle/distance

technically applicable with the device availableusowere investigated. The hydraulic heads
applied ranged from about 60 to 172 cm. The nodance/soil investigated ranged from 2

to 6 cm.

No significant difference in these parameters wasenked in the final result, cf. Figure 5.7
and Figure 5.8 for the results on critical sheegsst. Very similar curves were obtained for
the erosion coefficient. It appears that neithes thydraulic head applied, nor the jet
nozzle/soil distance in the ranges tested had fareice on the erosion parameters obtained.
This results show that the hydraulic parameterdeadt those applied to the JET, did not
influence the difference observed between the Jitiltlae HET.

Thus, whatever the error margins intrinsic to thiéedent tests, these results leave no doubt
that the Jet Erosion Test and Hole Erosion Test gdgults that can be very different for the
same soil. These differences not only concern tiheesaof the erosion coefficient and the
critical shear stress found, but also their relapgsitions on the scale of soils erodibility. The
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hydraulic parameters imposed in the case of thedl& ot appear to significantly influence
the erosion parameters found.
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Figure5.7. Critical shear stress as a function of the hydcdwdad applied, soil Fz; =6 cm.
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Figure 5.8. Critical shear stress as a function of jet nospiétistance, soil FAH =172 cm.
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5.2. Variables susceptible to influence erosion

5.2.1. Possible explanations for JET and HET differences?

The accuracy of the differences on the erosionmatars found for the JET and the HET was
validated. How can these differences be explaifidd?erosion parameters obtained with the
interpretation models on the basis of the expertaiersults, which differ for the JET and the
HET, permit obtaining the evolution of the watei/saterface as a function of time following
complex CFD modelling. It was deduced that the ierosparameters found did not
characterise the same magnitude. Let us try torstated why.

The first hypothesis is that the erosion modes gorg the detachment of soil particles differ
greatly according to the type of hydraulic stre$s. our knowledge little research has
involved studies of erosion modes. In the framewafrla work on the physics of cohesive
sediments in a maritime environment, [Winterwerg afan Kesteren 2004] distinguished
three erosion modes: floc erosion, surface eroarmh volume erosion. The authors showed
that according to the hydraulic head applied, #raes soil can be eroded in different modes.
The study presented in paragraph 5.1.3 showshbdtydraulic head imposed in the JET had
no influence on the erosion parameters. Nonethelkeisspossible that the angle of incidence
of the flow led to the solicitation of differentamion modes. This is why a tensoral definition
of the erosion law could be a solution. Two cougle$, andr,, relative to erosion under a
tangential and normal flow must be defined. In thypothesis, the results obtained following
the JET and HETSs are therefore complementary. Arem@xental study of erosion modes as a
function of angle of incidence would allow conclngias to the validity of this hypothesis.

The second hypothesis, which is not incompatibléh whe first, is that the erosion law is
incomplete. We will study this hypothesis in detailthe rest of this chapter. The erosion
parameters are adjustment parameters of the erteionThese parameters are adjusted so
that the curve of erosion rate versus the sheassstobtained by the model fits the
experimental results as well as possible, cf. idu®. It is probable that taking other flow
variables and parameters into account may allowpming the erosion rate curves obtained
with the JET and HET. The erosion parameters obthim this way would therefore be
intrinsic to the soil. Another possibility would be develop erosion parameters obtained as a
function of soil characteristics and flow paramster

Furthermore, apart from the variables relatingldovfin the erosion law, the simplifications
relating to the maximum stress in the JET integireh model remain problematic. The shear
stress used in the two interpretation models ametion of erosion time do not depend on the
position of the region to be eroded on the watéristerface. The shear stress is almost
constant along the whole interface in the case hef HET, excluding the geometric
singularities. However, this is not the case far #ET. It is necessary to adjust the erosion
law Eq. (2.20) to obtain results in good agreemwétit the experimental results. The shape of
the erosion figure obtained numerically correspowdl with that obtained experimentally.
This means that, at least in terms of orders ofmtade, the erosion parameters are not or
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only slightly dependent on the position of the cegconsidered at the interface. Nonetheless,
it would be interesting to verify the differencebtained for the erosion parameters if we

measure the erosion rate at any point of the exterin the JET interpretation model. It is

probable that the results obtained depend on tegiqo of the region considered in relation

to the jet centreline.
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Figure5.9. Erosion rate as a function of shear stress. Casgranf experimental results and
the JET and HET interpretation models for soil A.

The erosion law and its associated erosion parametelld also be expressed in the form of
the following more general law, with or x being the position along the water/soil interface
according to the test considered:

c (1) :{S(e(r))[¢(r) —y(e(n)] if ¥(r) 2~ (e(n)

(5.1)
0 else

with £ being the erosion coefficient andthe non intrinsic critical shear stress on the, soil
the state variables and/or flow variable influegcthe erosion parameters, the variable or
all the flow variables that drive erosion.

We chose to conserve a threshold erosion law inigheof the literature results presented in
paragraph 1.1.3.2. Indeed, if an erosion thresérists in the case of granular soils, it should
also exist in the case of cohesive soils. It shivalchoted that apart from parameters related to
the soil, for a granular soil, the erosion thredhdépends on the Reynolds number of the
flow. Taking into account the linearity of the cusvef erosion rate versus shear stress, the
law (5.1) should be linear, at least to the secontr. It is still necessary to study the state
variables and flow variables liable to drive erosend/or influence the erosion parameters.
On the one hand, we have deduced from the studieofiterature presented in paragraph
1.1.3 that the shear stress and the parameteteddtaturbulence and its fluctuations could
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be the variables that drive erosion. The state bksasuch as pressure and temperature will
also be susceptible to influence erosion. On theerohand we assume that the pressure
gradient could also be variables driving erosion.

In order to conclude on the pertinence of takinghsand such variable into account in the

erosion law, we will start by trying to determiretexact influence of the flow angle on these
flow variables. Knowing that the flow parameters waery different in the case of the JET and

HET, the differences observed for the flow varialass function of flow angle are observed

in a simplified configuration.

5.2.2. Flow signature

For this study, we opted for a flow configuratiororresponding to the schematic
representation in Figure 5.10. It shows an immerggdof water on an inclined plane
impinging on a horizontal plane. The angle of inalian & is variable, and a 2D plane
geometry is chosen. We choose to study five flonfigorations:

g:{g%’,s—;’,%”,n} ie.0={00°1125,135, 1575 18p

We place our geometry in a 50x50 cm? square fanzzle outlet width of 1 mm so that the
flow at the nozzle outlet is not disturbed by thage of the domain of calculation and by the
boundary conditions. Whatever the flow configuratemnsidered the total number of cells of
the calculation domain is close to 150 000 elemeéms impose a flow velocity of 5 m/s at
the inlet and a condition of atmospheric presstitheaoutlet.

<l

dimpaazl.s cm

ST
WALL

Figure 5.10. Schematic representation of the flow configuration

To solve the convergence problems caused by the R8Mlence model, we start by solving
the tensor of the turbulent stresses using-as turbulence model. By starting from the
converged state of this calculation, we solve #resdr of the turbulent stresses by an RSM
formulation of the first order, then of the secamder once this model has converged.
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Figure5.11. Velocity field as a function of the inclined plarer 90°, 135° and 180°.

An illustration of the velocity fields obtained arding to the angle of inclination of the plane
is presented in Figure 5.12. A stagnation regiam lwax seen at the junction between the two
planes ford #18C° . This stagnation region in which the velocity isagi-null extends more
and more as the angle of inclination increasesureidp.12 illustrates the vertical velocity
profiles above the fixed plane obtained as a fonctof the angle of inclination. The
recirculation phenomena in the stagnation region ba seen clearly in the images
corresponding to angles 90° and 135°. The outlghefstagnation region occurs at about
x=0.5 cm atd =90° andx=0.4 cm atd =135°, at an abscissa equal to 5 and 4 tirdgsthe
size of the nozzle.

The following paragraphs present the results obthiior the normal and shear stresses and
for the force exerted by the flow on the horizonpédne, the pressure gradient and the
turbulence variables on the horizontal plane. Alfevaluation is presented in paragraph 5.2.3
to conclude on the flow variables susceptible twale a unified representation of erosion.
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Figure5.12. Vertical velocity profiles above the fixed plargeafunction of the angle of the
inclined plane, for 90°, 135° and 180°.
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5.2.2.1. Stresses and forces exerted by the flow on the plane

The question raised is: Is erosion more efficidnthe flow is tangent or normal at the
water/soil interface? In paragraph 5.1.1 we saw ih&5% of the tests considered in this
study the same soil was more erodible when sulgdota JET than to a HET. Consequently,
we will first study the results obtained for thede exerted by the flow on a fixed plane as a
function of the angle of inclination of the plane.

We seek to determine how the angle of the sheasssapplied influences the force exerted by
the flow on the soil. Thus for a domak of boundarydX, the conservation of the linear
momentum gives:

- = du .
f+divT=p,— InX
_ A a (5.2)
F=TmH ox

with f being the vector of the external volume forces &nthe vector of the external
surface forces. The law governing an incompressibie is given in Eq. (2.6). In 2D plane
configuration, the shear stress tenso@nis written as:

u 1(%6_@
= [-= 0 16)%4 2 dy 0x
T{ P }2# y (5.3)
0 -p) Tl1fou v} ov
2\ dy 0x ay

At the wall considered smooth the instantaneouscitiés are null, as are the mean values
and fluctuations of velocity. Thus the turbuleness tensor is null, as are the derivatives of
velocity as a function of axis x:

—pﬁmﬁzo,%:o and%zo (5.4)

0
On the surface of horizontal impingemerits L} hence:

1au

- = 0 2 0y
=> Fierpy S TH=—{ {+2 55
JETAE {p} Hy v (5.5)

oy

The tangential and normal components of the sufffarce of the jet ordX is written as:
ou
=>r=-y — 5.6
My, oy (5.6)
ov

= gy =—-p+2U, — 57
N p :uw ay ( )
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ou\’ ov)’
s, = [ 122 +{ 04222 59

The normal and tangential components of the fofcthe jet, equations (5.6) and (5.7), are
plotted in Figure 5.13 and Figure 5.14, respecgyivéhe velocity gradient component of the
normal force obtained numerically is negligible dref the pressure term. Fé&¥=180, the
maximum pressure reachd$f Pe. For 8#180°, the maximum pressures reach from
3x10° Pz to 6.5x10° Pz As confirmed in Figure 5.13, the lowe? is, the higher the
additional pressure and the larger the stagnaégion. Figure 5.14 shows that the maximum
tangential components of the surface force of ¢hegmain in the same order of magnitude
whatever the angle of inclination. However, thevesr corresponding t@ #180° start as
guasi-null values, whereas the ordinate at tharoofithe curved =180° corresponds to the
maximum shear stress reached. This confirms theepoe of stagnation regions @&t 180°.
We can also see an increase of their spreads hgtintrease of the angle of inclination. The
maximum pressures and shear stresses are situatieel autlet of the stagnation region at
6#£180.

P (Pa)

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

-1.E+03

x (m)

Figure 5.13. Results obtained for the pressure on the horitpldaae as a function of the
angle of the inclined plane.

Thus the surface force exerted by the flow on thiefer the same nozzle outlet velocity, is
much higher in the stagnation region in the caseerehz180°. For the four flow
configurations in whichd #18(C°, the maximum reached by the normal of the surfaoee
exerted by the flow is in the order of*1Pa. In the case whefle=18(°, it is in the order of
100 Pa. This difference is due to the contribubbthe pressure. On the contrary, the surface
force far from the stagnation regions is in the sarder of magnitude whatever the angle of
inclination of the plane. The shear stress valu#sained for the normal flow are less than
twice as high as those obtained by the tangentel, fand less than 5 times as high for the
pressure ak=1.5 cmi.e. about 18y.
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Figure 5.14. Results obtained for the shear stress on thedrdakplane as a function of the
inclined plane.

The study of [Regazzoni and Marot 2011] shows thatformulation of an erosion index
related to the energy developed by a flow makgsssible to build a unified classification of
the test results obtained with the JET and the HETthe case of a stationary flow,
[Regazzoni and Marot 2011] give the equation ofrgmeonservation between the inlet and
the outlet of the system for a volume of fluid:

%—VtV:@spwg*@ DZJ(UEh) ds (5.9)

with W being the mechanical work of the flow betweenithet and the outlet of the system.
[Regazzoni and Marot 2011] postulate that all tbesfenergy, after deducting head losses, is
used for erosion. The velocities used to solve(E®) are either an mean velocity of the flow
associated with the flow rate in the case of thél H& velocities associated with a free jet
flow in the case of the JET. However, in this stugy focus on the phenomena occurring at
the wall on which the velocities are null. Takirg tvelocities just above the interface could
be considered, but this requires the very diffitattk of determining a characteristic scale of
distances from the wall.

5.2.2.2. Pressure gradient

Secondly, let us determine if the pressure gradieaotd be a signature of the flow. As with
the variables calculated just above the wall, det@ng the pressure gradients requires
introducing a characteristic length. In this studgtermining the components of the pressure
gradient is done at mesh cell scale. In this stuldgre the simplified configurations all have
the same meshing, we propose that the arbitramrmetation of a characteristic length is
acceptable. This hypothesis will be reviewed indbetext of JET and HET erosion tests.
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Figure 5.15. Results obtained for the componenkiof the pressure gradient on the
horizontal plane as a function of the angle ofitieined plane.
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Figure5.16. Results obtained for the componenyiof the pressure gradient on the
horizontal plane as a function of the angle ofitfelined plane.

It is noteworthy that the orders of magnitude o thorizontal component of the pressure
gradient are much higher in the ca8& 180° in comparison to the cas®2=180° (Figure
5.15). For@=180", 9P / 0x is of the ordefl0® Pa/n, for the other angle$oP / 9% is of the
order1x1®P Pa/n. GradientdP / dx does not present a specific shape fer180°. For the
other angles, th@P /0x curves as a function ok present a sinusoidal shape at only one
period. If 8180, the higher the angle of inclination, the highee maximum ofdP / dx
and the lower the minimum. The higher the angle, lrger the region affected by high
0P / 0x. Likewise, in absolute value, the orders of magietof the vertical component of the
pressure gradient are much higher in the ¢agd8C¢° (Figure 5.16). Fol@=180°, 0P / dy

is of the orderl0* Pa/n, for the other angles}dP/6y| is of the orderl0® Pa/r. Gradient
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0P /dy does not present a specific shape #x180°, whereas for the other angles, the
0P /dy curves as a function ox present a characteristic inversed Gaussian shapsew
centre draws closer ta =0 as the angle of inclination increases. A systetriateak in these
curves can be seen, with the abscissa also dewgeasih the angle of inclination. These
breaks do not correspond to the outlets of thenstamn regions for which the pressure
gradient components have almost reached their asyesp These breaks are undoubtedly
imputable to the turbulence model’s imperfectionsl @o not appear related to a physical
phenomenon. Ak=20d,, the pressure gradient in the case of normal fwnly 10 times
higher than the pressure gradient of the tangéitmial

5.2.2.3. Turbulence variables

Thirdly, let us determine if the parameters relateturbulence present major differences as a
function of the angle of inclination of the plangll the variables associated with flow
velocity and its fluctuations are null at the ifidee. This is why the turbulent stress tensor
and the turbulent kinetic energy are null at thd.\Wane only turbulence variables that are non
null at the wall are the rate of dissipation obuwient energy and the pressure fluctuations that
are not calculated by the RANS model. The rateiggigatione is maximal at the wall. This

is shown in Figure 5.17. The curves presented fascion of the angle of inclination have
the same shape far and for 7, which was expected since these variables aredinkf.
Figure 5.14. Whatever the angle of the plane, tdaes obtained foe remain in the same
order of magnitude, although fa##180C°, the maximum dissipation rates are about three
times higher than that obtained f8r=180°. The maximums fo¢ are located at the outlet of
the stagnation regions fa# #180° and null values inx=0can be seen. For the tangential
flow, these maximums are situated>x@0. At x=2 cm, the evolution and values efas a
function ofx are the same whatever the angle of inclinatioth@fplane.

5000
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Figure 5.17. Results obtained for the dissipation rate of tughtikinetic energy above the
horizontal plane as a function of the angle ofitfeiined plane.
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Figure5.18. Results obtained for the turbulent kinetic eneabgve the horizontal plane as a
function of the angle of the inclined plane.
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Figure5.19. Results obtained for the flow velocity above tloeizontal plane as a function of
the angle of the inclined plane.

Figure 5.18 and Figure 5.19 illustrate the resoitisained for the turbulent kinetic energy and
its dissipation rate at the centre of the first abbve the fixed plane. These results are highly
dependent on the size of the cells next to the.walmentioned previously, the use in the
erosion law of flow variables calculated above Wadl requires determining a characteristic
length. Whatever the angle of the plane, the vabl¢gined fokk remain of the same order of
magnitude, likewise far. The maximums ok ande are situated at the outlet of the stagnation
regions for@ %180 and null values can be observedxr 0. For the tangential flow, these
maximums are situated iR=0. At x=1.5 cm, the evolution of the values &fande¢ as a
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function ofx are the same whatever the angle of the inclinadeplSimilar conclusions can
be drawn from curves representing the flow velotitiyen at the first cell of the mesh, cf.
Figure 5.19.

A certain number of studies (cf. paragraph 2.1akgtinto account the fluctuations of local
pressures due to turbulencep't). These fluctuations may be the source of thelloca
detachment of particles at the surface of the 3bié modelling method we have developed
relies on RANS modelling and does not permit digastess to pressure fluctuations. For the
specific configurations we have studied, we did fiod any publications mentioning
empirical or analytical relations allowing the adltion of pressure fluctuations.
Furthermore, [Antoniat al 1991, Kimet al. 1987] showed that close to a smooth walland

p'? reach fairly universal asymptotic values thatlarked tou” and thus tor . This means
that taking into account one or the other of tH&se variables in the viscous sub-layer in the

erosion law would not contribute more informatibar that provided by the shear stress.

5.2.3. Flow variables susceptible to influence eros  ion

Different flow variables were studied and all pregsel a flow signature close to the
stagnation region. But only the maximum pressures @essure gradients present different
orders of magnitude according to the angle of plargination. It was the tangential
components of the pressure gradients that hadthedt differences.

The rate of erosion of a soil could be linked te #urface force exerted by the flow on the
soil. The influence of shear stress on erosiomdeniable. Physically, it is relatively intuitive
to think that the friction of the flow on the watswil interface can generate erosion.
Nonetheless, the different orders of magnitudeinbthfor the shear stress as a function of
the plane angle do not explain why the erosionsratn differ by one or more orders of
magnitude according to whether the flow is normaltangential. Regarding the normal
component of the force exerted by the flow on i€ a soil placed under an immobile water
column does not erode. This is why pressure, afthouis a signature of flow, cannot be the
driving variable of erosion phenomena.

The horizontal component of the pressure gradippears to be a better adapted mechanical
guantity. It is easy to imagine that if the pressexerted on a region of the water/soil
interface differs from that of the neighbouring iceg this pressure gradient will lead to
destabilising the structure of the soil, at leastsarface. Given the results obtained for the
different orders of magnitude, the introductiontleé horizontal component of the pressure
gradient in the erosion law could allow the introtion of major differences between the
erosion rate found in the case of normal pressuack that found for a tangential flow.
According to the results of models in the very difrgal configuration, if we consider that the
pressure gradient influences the efficiency of iergsthe flow will be much more efficient in
the case of the normal flow in comparison to thegémtial flow. This is the trend observed
for the JET and HET. However, as mentioned preWoimsparagraph 5.2.2.3, introducing a
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gradient in the erosion law requires the deternonaiof a characteristic length. This
particularly problematic point will be discussedo@ragraph 5.3.3.

As for the influence of variables related to tudnde, it is also fairly intuitive to consider that
erosion is a function of the recirculation phenomeammused by turbulence. In the three
dimensional jet flow configuration discussed inggaaph 2.3.2, the pulsation of the jet due to
turbulence necessarily influences the erosion pmena in this region of pulsation. It was
deduced that the fluctuations of the position @f jigt stagnation point smooth the theoretical
soil peak. Outside this specific region, in viewtloé results presented in paragraph 5.2.2.3, it
is apparent that the orders of magnitude obtaimedHe dissipation rate of the turbulent
energy do not permit explaining the considerabiiedinces for the erosion rates. In addition,
it appears more intuitive to consider the influermfe pressure fluctuations capable of
detaching soil particles, of which it was not pbbsito study the magnitude directly.
Nonetheless, the variables and p'? close to the wall are functions of and thus ofr
[Antoniaet al 1991, Kimet al. 1987]. The introduction of these parameters inettesion law
would not,a priori, lead to contributing missing elements to take iatcount the angle of
impingement of the flow. Taking the turbulence ahfes above the interface into account
could, however, be pertinent, even if it introdut®s major problem of characteristic length.
Moreover, the orders of magnitude of velocity, tudmt kinetic energy and its rate of
dissipation taken just above the interface, woubd lead to explaining the considerable
differences between the JET and the HET. Our nwalemodel does not allow obtaining
information on the subject of pressure fluctuatibegond the boundary layer. The pertinence
of considering variables above the water/soil fiaiex in the erosion law is debatable and
remains an open question. Estimating the thickoéske boundary layer during an erosion
test could lead to introducing a length scale.

A priori, the variables whose introduction in the erosiaw Wwould be liable to unify the
results obtained whatever the angle of solicitatiom therefore the tangential component of
the pressure gradient and possibly the pressurtufitions taken above the viscous sub-layer.
Thus, in the generalised erosion law defined in(&d.), v» and e could depend on the shear
stress, the tangential component of the pressuadiegit and the pressure fluctuations.
Furthermore, the literature study presented in @rdlbshows that certain state variables such
as pressure and temperature are also liable teeiméee.

In the following paragraph, we will see whether ttiéferences observed for the flow

variables in the simplified configuration of paragh 5.2 are still notable in the case of the
very different flows of the JET and the HET. We Iwalso push the capacities of the
modelling method developed in Chapter 2 as faroasiple along the paths of developing the
erosion law mentioned above.
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5.3. Paths for developing the erosion law

5.3.1. Flow variables of the JET and HETs

In this study we rely on the case of the JET and $1€arried out on soil A, whose numerical
models are presented in Chapters 3 and 4, resphctin the configuration of the tests
carried out on soil A, we haw=3 mm,L=12 cm,z=14.6 cm, the radius of the soil sample
for the JETrna=5.6 cm. The pressure differential imposed betwhlennlet and the outlet of
the experimental JET device was 30 000 Pa anchtbefiow rate of the HET was 0.53%h
for an output pressure equal to atmospheric pressur
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Figure5.20. Velocity fields above the water/soil interface at0 s obtained
for modelling the JET performed on soil A, with tke-w model.
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Figure 5.20 and Figure 5.21 show the shape of #ecity profiles obtained above the
water/soil interface with the models of the JETfpened on soil A. In conformity with the
graph shown in Figure 3.13, Figure 5.20 illustrates att = O s, the outlet of the stagnation
region of the jet occurs at=1.3 cmi.e. at aboulxd,. For more advanced times, the region
in which the flow is no longer disturbed by reciations due to the stagnation point is more
difficult to visualise given the curvature of theterface. The outlet of the jet stagnation
region nonetheless still appears to correspond wii the minimum radius for which the
shear stress appears maximal. In conformity wighrsults presented in Figure 3.13, at the
end of the erosion process, the outlet of thetpgreation region is close to=9 mm. The
velocity profiles obtained in the framework of tineodel of the HET on soil A at the
beginning and end of the erosion process are pexsanFigure 5.22. The flow establishment
length is longer at the end of the erosion procBlss. is explained by the increase in diameter
of the pipe and above all in its upstream partt AtO s, the establishment length is equal to
almost 10 times the pipe diameter. At the end efeitosion process it reaches ned@yR, .

The comparative results of the two testst at0 s are presented in Figure 5.23 and Figure
5.24 for the shear stress and the pressure fielth@rwater/soil interface without erosion,
respectively. The maximum shear stress is close,lq = 40 Pé for the JET at/r ma=0.2.
The shear stress remains almost constant for the aléhg the water/soil interface, with an
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Figure5.21. Velocity fields above the water/soil interfaceahbed at the end of the erosion
process for modelling the JET performed on A, it k —w model.
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Figure5.22. Velocity fields obtained dt= 0 s and at the end of the erosion process (above
and below resp.) for the HET model performed ohApwith the k —¢ model.
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mean shear stress of about 100 Pa. The maximursupesson the interface are also of the
same order of magnitude for the two flow configimas, with a pressure, null ixandr,
close to 5 000 Pa. However the pressure alongntieeface undergoes a much more sudden
decrease in the case of the JET. The pressureadesrdéy a decade in the case of the HET
and by more than 3 orders of magnitude in the oaslee JET before the flows are disturbed
by the right boundary of the soil, for an absciskf.7, the pressure decreased by a decade in
the case of the HET and by more than 3 orders ghihade in the case of the JET.

The results for the tangential component of thagree gradient are presented in Figure 5.25.
Initially, the pressure gradients are calculatedhenscale of the cell. This corresponds to a
characteristic size o1.6x10* m for the JET and8x10° m for the HET. The lack of
information on the erosion modes is total. Howeitas not unreasonable to consider that for
a fine cohesive soil, such as those defined in &8 and Table 4.2, soil erosion occurs
through the detachment of particles or aggregdteanicles smaller than a half-millimetre.
The size of the cells fixed for these models did alow calculating the gradients for a
characteristic scale lower than a half-millimetfdhe components of the pressure gradient
obtained for the HET in fact fluctuate consideralflyeraging was done by portion of 200
cells of the water/soil interface, correspondingptartions about 1.5 cm wide. The real
standard deviation on the HET data for the presguaeient was more than one order of
magnitude. The components of the pressure graeierg much higher in the case of the
HET. After a flow establishment length in the pg@responding ta/L= 0.1, the tangential
component of the pressure gradient was almost aohgiscillating around a value of about
4.1F Pa/m. In the jet stagnation region: fdrma<0.2, the tangential component of the
pressure gradient was 1 to 2 orders of magnitugkehifor the HET than for the JET. The
magnitude ofioP/or|;er and |0P/ox|uer at the outlet of the stagnation region was theesam
After this region,|oP/or| et decreased by more than two orders of magnitudéthatflow is
disturbed by the edge effects of the mould.
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Figure 5.23. Comparative results of the JET and HET for theask&ess on the interface.
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Figure 5.24. Comparative results of the JET and HET for pres$etd on the water/soll
interface.
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Figure 5.25. Comparative results of the JET and HET for thgésmial components of the
pressure gradient on the water/soil interface.

Regarding the turbulence variables, the numericatleh of the HET is based on lae
turbulence model while that of the JET is based & model. That is why it is difficult to
determines when modelling the JET. Our model of the JETs dbpmovide access to the two
turbulence variables that are non null at the wealimely the dissipation rate of the turbulent
energy and the pressure fluctuations. Howevers ipassible to compare the turbulence
variables found above the water/soil interface, foutlo so it is necessary to determine a
second characteristic length. Since the turbuleaciables are no longer directly linked w0
above the boundary layer, it is possible to chabsedistance to the water/soil interface
corresponding to the outlet of the boundary layer.
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Figure 5.26. The Reynolds number of the turbulent flow as afiom of the distance to the
water/soil interface for the JET model, with tke wmodel.
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Figure 5.27. Reynolds number of the turbulent flow as a funttd the axis of symmetry of
the pipe. HET modelling with thke —¢ model.

Figure 5.26 and Figure 5.27 illustrate the turbuiReynolds numbers obtained for the models
of the JET and HET tests performed on soil A. Treelets of the wall law used (cf. Chapter
2) give the transition between the boundary layef the fully turbulent flow for a turbulent

Reynolds number of 200. In the case of the HETs@m as the distance to the water/soil
interface is close to 0.4 mm, the flow is in futlybulent regime. The linearity of the curves
presented in Figure 5.27 permits easy determinatidhe characteristic length sought. In the
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case of the JET, the characteristic length makimpssible to situate the transition between
the boundary layer and the fully turbulent flow de@ds on the distance to the jet centreline.
For a distance to the water/soil interface clos@.5omm, more than 50% of the mesh cells are
located above the transitidRe, > 20C. Thus, it is necessary to develop a complex aicalyt
or numerical model to obtain an estimation of thespure fluctuations, a variable identified
as being susceptible to influence erosion. Thidccbe one of the future perspectives of this
work.

In view of the results, it appears that taking iatzount the pressure gradient or a parameter
linked to turbulence in the erosion law could allow to develop a law for two tests of
equivalent erosion parameters. However, major sfierand technical problems must be
overcome before taking into account such variaiolélse erosion law.

5.3.2. Taking fluctuations into account in the stag nation region

The hypothesis of the non uniformity of the wateit/siterface in the reality of the JET is one
element in explaining the smoothing of the soil kaa the level of the stagnation point.
However, improving the erosion law would enablevsw this problem set out in paragraph
2.3.2. It is also necessary to take into accoumfltittuations of the position of the stagnation
point due to the turbulence in the erosion lawsT8fiould affect all the shear stress values in
the erosion law and certainly all the other flowiagbles with which, potentially, it could be
completed.

Taking into account shear stress fluctuations,ngraher parameter that could be considered
in the erosion law, can be done by the convolutibthe flow variable by a Gaussian curve,
given the random displacement of the stagnationt@ound the jet centreline. The standard
deviation and the variance could, for example, &deutated as a function of the fluctuations
of the shear stress, the pressure or the intem$itihe turbulence calculated above the
water/soil interface, around the stagnation polhiese corrective parameters should depend
on the angle of shear stress, so that the modebeauapted to the presence and absence of
the stagnation region of the flow.

To our knowledge, the literature does not inclutdeliges allowing the estimation of these
fluctuations in a configuration such as that of J&g .

Taking these fluctuations into account is necessany certainly not enough to obtain a
unified erosion law. The numerical modelling of tHeT shows that the order of magnitude of
the erosion parameters is independent from thewesinis related to the maximum shear
stress at the outlet of the jet stagnation reghmmajor study aimed at characterising and
estimating these fluctuations could be among theéuperspectives of this thesis.
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5.3.3. Taking into account the pressure gradient in the erosion law

The addition of a component related to the tangesbmponent of the pressure gradient in
the erosion law seems to be a good path towarddimgione capable of unifying its different

elements. As the data required can be obtainedyubkim modelling method developed in
Chapter 2, the objective of this final paragraphaspush this theory to the limit of the

possibilities provided by our numerical models.

The open question of the characteristic lengthtedl#o the pressure gradient in the case of
the JET is decisive. The generalised erosion lafmel@ in equation (5.1) also points to the
problem of the position of the eroded region altimg water/soil interface in the case of the
JET.

Figure 5.28 illustrates the results obtained f@ ¢nosion rate as a function of the tangential
component of the pressure gradient, as in the goaggented in Figure 5.9 which shows the
erosion rate as a function of shear stress. Thaaroates obtained during the modelling of
the JET and HETSs performed on soil A are represeasea function of the gradients obtained
numerically. The erosion rates obtained numericallhg in good agreement with the
experimental results (cf. Chapters 3 and 4). Teawvhy we can estimate the orders of
magnitude of the erosion parameters that allow tasimg the evolutions of the water/soil
interface similar to those obtained for Eq. (1.The angular coefficients of the curves of
Figure 5.28 give the order of magnitude of the ierogoefficients that would be obtained
with an erosion law as a function only of the tamtge component of the pressure gradient.
The results obtained for different positions on weger/soil interface are studied rafixed
close to the jet stagnation point at 0.002 m, atailtlet of the stagnation region at 0.01 m and
far from the stagnation region at 0.02 m. Two cbiastic discretisation lengths of the
gradient were tested for the JET, on the scalbetell (spacing of 0.16 mm) and on the scale
of 20 cells (spacing of 3 mm).

Figure 5.28 confirms the fact that the orders ofynide of the results obtained are very
close for the two scales tested and for three ipositon the interface. The angle coefficients
of the curves corresponding to the results of fE dnd the HET are of the order ofand
10° m*.s/kg, respectively. The erosion thresholds obthiremain in the same order of
magnitude for the JET and the HET, as in the ca$ggo(1.1). They are both close to 5'10
Pa/m. These erosion coefficient and erosion thidstalues are not comparable to those
obtained in the framework of Eq. (1.1).

Thus this study of orders of magnitude shows thatdevelopment of an erosion law defined
by equation (5.1) Withw(r) as the tangential component of the pressure gradiges not
permit obtaining unified erosion parameters for JB8 and HETs performed on soil A. The
erosion coefficient obtained for the JET was agaileast one order of magnitude higher than
that found for the HET, cf. Figure 5.28. Furthermoif we definezp(r) as a function
dependent on the tangential component of the presgtadient and the shear stress, the
variance obtained for the erosion parameters ojHieand the HET would also be higher.
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It appears that taking into account the tangemtmshponent of the pressure gradient in the
erosion law, although intuitively pertinent, canreplain the differences observed for the
erosion parameters as a function of the erosidrctessidered, at least for the tests performed
on soil A.
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Figure 5.28. Erosion rate as a function of the tangential comepd of the pressure gradient
obtained numerically, for different positions onetlwater/soil interface and different
discretisations of the gradient.

5.4. Conclusions on the study of the erosion law

This chapter focused on the study of the erosian fallowing the questions raised by the
results of the numerical models. These questiomearo the physical signification of the
erosion parameters. Firstly, we confirmed the aamxyrof the differences observed for the
JET and the HET. The experimental data of [Regazzioal. 2008] and [Wahét al. 2008] as
well as those obtained by IRSTEA and gedpbisultwere described. We validated that the
differences between the JET and the HET observaltlgmt be explained by the intrinsic
dispersion of the test results. Then, the influesicthe hydraulic and soil parameters on the
differences between the JET and the HET was stubliechotable difference was observed.

Elements of reflection were provided regardingdpen question on the signification of these
differences. The hypothesis of the complementasingfs the results of these tests was
proposed. Furthermore, the possibility of obtairengnified representation was studied. Paths
for improving the erosion law, taking into accowther flow variables were discussed. The
variables driving erosion were sought and a studghe flow signature as a function of its
angle of incidence was performed for a very singdifconfiguration. From this it was
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deduced that the variables driving erosion may eass stress the pressure gradient or
pressure fluctuations.

Then, paths for developing the erosion law werelaeg. It was verified that the flow
mechanical quantities determined previously alssgnt significant differences for the JET
and HET configurations (except for the pressuretfiations for which we had no estimation).
Two paths for developing the erosion law were thtrdied. The first concerned taking into
account the fluctuations due to the turbulencehm jet stagnation region and the bases of
such an improvement were set out. Taking the presgtadient into account in the erosion
law was also proposed though no element was faundlidate this theory.
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This thesis was dedicated to the numerical modetingrosion phenomena in the context of
studying the safety of embankment dams and dikes.objective of this work was to develop
a numerical method to model the erosion of a cekesoil by a turbulent flow. The method

developed was then applied to modelling the Jeti@mosest, in order to conclude on the
pertinence of its interpretation model.

A comprehensive state of the art on the generalegbmof breaches in hydraulic structures,
interpretation models and the devices used fold#teand Hole Erosion Tests was provided.
In addition, the subject of modelling mobile intewés was dealt with. The interpretation
model developed by [Boneldit al. 2006] for the Hole Erosion Test and the model dmved
by [Hanson and Cook 2004] for the Jet Erosion Teste described. After this the different
erosion laws in the literature were reviewed. Mahthe empirical laws could not be adapted
efficiently for our flow configurations. Models bed on the fundamental equations of
biphasic flows were considered as the basis foeldging a new erosion model. In addition,
the choice of the modelling method relied on elets@nthe literature covering the modelling
of mobile interfaces. Preference was given to cimgo® mobile interface model with
adaptive meshing rather than one with a fixed mesh.

The numerical modelling method developed was thetaened with a description given of
the main equations of the Navier-Stokes equationsurbulent flows with an adapted mesh.
RANS models, turbulence models and the treatmetheivall implemented in the ANSYS
Fluent CFD software were then described. The sd@lienodelling method uncoupled from
erosion was described and justified, as was théeimgntation of the interface displacement
laws. The limits of the so-called classical erodiv were described. This erosion law was
considerably modified to offset the inconsistencgigsresented in the case of normal flows.
The non uniformity of the real phenomena and tlettlations of the position of the jet
stagnation point due to turbulence permitted justg this modification. This was followed
by an explanation of the discretisation and remrmggsimnethods used. The major difficulties
encountered during the development of this erosiodel were described.

The results obtained on normal flows were preseatetithe independence from the meshing
and the influence of the model were studied. Amfebgiven mesh density, at different levels
of the calculation domain, the results given by ihedel without erosion were independent
from the mesh to within 5%.

Regarding the choice of turbulence model, the tesobtained were compared with the
results from the literature for the flow velocity the jet centreline, the shear stress and the
pressure at the water/soil interface. Globally, R&M model presented the best fit with the
experimental results, however the difficulties emteted when implementing it and its long
calculation times prevented us from using it fordeiing with erosion. Th&-¢ and k-w
turbulence models appeared complementary, andnipaoson with the other two turbulence
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models tested, the first gave the results clogesitdse in the literature on shear stress, while
the second was closest to the results in the titexaon pressure and flow velocity. Finally,
we opted to use these two models in parallel to ibee]ET tests.

Three JET tests were performed on three differeits.sWhatever the test carried out, the
numerical results obtained with thkeo turbulence model were in good agreement with the
experimental results and those given by the senpivgzal model of [Hanson and Cook
2004]. Relative errors lower than 25% were obsefeedhe scour depths. The results given
by the k-e model were less close to the experimental and -sempirical results but
nonetheless presented the same order of magnitlestudy also permitted describing the
recirculation phenomena present when the curvatdiréghe water/soil interface became
pronounced.

A parametric study was performed to estimate thergron the numerical results in the case
of variations of the erosion parameters. It wasaghthat the range of erosion parameters for
which the numerical results remained in good agesgnwas very limited and strongly
dependent on the values of the erosion paramelees.lower the erosion parameters, the
more a variance of only a few percent on thesenpetiers was susceptible to lead to errors of
more than 100% on the scour depth and the erognatids. This result was important since it
permitted validating the pertinence of the modegllimethod. It also showed that the erosion
parameters obtained following the JET tests, afparh a relative error of a few percent,
permit obtaining the evolution of the erosion figuwbtained experimentally.

The erosion coefficient and the critical shearsstrebtained with the interpretation model of
[Hanson and Cook 2004], following complex numericabdelling, were used to find the
evolution of the erosion figure obtained experinaépt This result is an important element
for validating the interpretation model of the JEwever, the numerical model could not be
used to deduce the physical signification of thEm@meters.

The results obtained for the tangential flows wemresented. First, the method was validated
in the case of a laminar flow for a theoreticalecabe erosion of a channel in laminar regime.
The numerical results obtained agreed with thert#t@al results to within 2%, and likewise
in the case of a pipe 1 m long and in that of @& @dipcm long. These results represented a
major validation of the modelling method we develbpe

In the framework of HET modelling, the independentehe results from the mesh density
were studied, as was the influence of the turb@enodel. Contrary to the jet flow, which is
more complex, the results of the three turbulenodets gave similar results. The models of
the flow with erosion were performed only with the turbulence model.

Then, the HET tests were modelled. The first maaeicerned the HET test performed on
soil A, for which the JET test was also modellede Two other tests were performed on two
other soils. Good agreement between the numerieallts and the numerical and
experimental results given by the analytical maxfgBonelli et al. 2006] was obtained. The
numerical results obtained for the pressure diffeaé between sections A and B differed
from the experimental results by a relative erroless than 10% in comparison to the initial
pressure differential.
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A parametric study was also performed to evaluagerange of parameters for which the
numerical results were in good agreement with tkgeemental ones. As with the results
obtained for the JET, it was deduced from this wtiht the lower the erosion parameters
were, the higher the error generated on the ewolwif the pressure would be. Thus only the
erosion parameters implemented led to numericallteesn good agreement with the
experimental results, within a margin of error oflyoa few percent. This result was an
important element for validating the modelling methdeveloped and the interpretation
model of [Bonelliet al. 2006].

In view of the results of the numerical modelstef 9ET and HET tests, it was concluded that
the erosion parameters found for each test pewritteling the evolution of the erosion scour
holes during each of these tests. Nonethelesshéosame soil, such as soil A modelled for
the two tests, the erosion parameters differedri®y arder of magnitude. This meant that: i)
these parameters were related to the test and degern the angle of incidence of the
hydraulic stress; and that ii) a complementary ywiwds necessary to determine the physical
signification of the erosion parameters found.

An analysis of the erosion law and erosion pararaeaibtained following the JET and HET
tests was begun. The differences obtained forrb&ian parameters for the different soils and
by different laboratories were analysed. No obvimiluence of the flow parameters or the
soil characteristics on the differences between JE& and the HET could be identified.
However, we observed that in the case of % of ésestrecorded, the same type of soil was
found to be more erodible with the JET that with HEET. The erosion coefficient found was
generally higher with the JET by one or two ordefsnagnitude than that found with the
HET. Conversely, the critical shear stress wasdftever by one or two orders of magnitude.
A test campaign was carried out on mixtures of ikitel and Hostun sand and consisted in a
repeatability study of JET tests. The results wawmetimes dispersed over one order of
magnitude for the critical shear stress found follgvthe JETs. However, the results
obtained with the HET remained very different frahose obtained with the JET, error
margins included. We deduced that the differencawdsn the JET and the HET were
significant and could not be imputed to error masgntrinsic to the tests.

Afterwards, an analysis of the variables susceptiblinfluence erosion was performed. By
assuming that the anisotropy of the material wasresponsible for these differences, the
flow variables on which erosion may depend weratified. An in-depth numerical study of
the flow signature without erosion in a very sirfiptl configuration was performed and the
results obtained for different flow mechanical quizeg as a function of the impinging angle
of the flow were presented. It was deduced thatflhve variables most susceptible to drive
erosion were shear stress, the tangential compafighe pressure gradient and the pressure
fluctuations due to the turbulence above the boynkdeger. We did not have any estimation
for the latter.

Paths for developing the erosion law were thenarepl. The flow variables obtained for the
JET and HET numerical models on soil A were comgaiiehe problem of improving the
erosion law with respect to the stagnation regibthe JET, in the case of a unified erosion
law whatever the angle of stress exerted by the @iovthe soil was discussed. The option of
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improving the erosion law by taking into accoung tiangential component of the pressure
gradient was suggested. The results obtained didead to concluding in favour of this
possibility of improving the erosion law. Nonethedethe bases of a study on the influence of
the angle of incidence of the flow on the efficigrd erosion were set out.
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The outlook for the work done in this thesis coirdolve, firstly, improving the physical
model used in our modelling, by:

i) Taking into account the roughness of the watdr/mterface. We first considered an
approximation of the water/soil interface as a stinoeall. However, the approach developed
by [Cebeci and Bradshaw 1997] applied to our floanfigurations demonstrated that
roughness starts having an influence on the interfathe height of the asperities exceeds
10 um. It would be interesting to develop a numericald @xperimental) approach to study
the influence of roughness on erosion phenomena.

i) Implementing the RSM model. Major problems afefgence in the calculations and
enormous increases in calculation time do not @sgmt permit modelling the entire erosion
process with an RSM model. The results obtainedHsr turbulence model are nonetheless
reputed to be more reliable than those obtainel twid equation models. Additional research
could perhaps lead to this more advanced turbuleradel for modelling the erosion process.

Improving the numerical model and optimising thiegkation times could also be included in
the outlook for the work of this thesis, by:

i) Refining the convergence criteria. Whatever thecro-remeshing considered, the
convergence criterion of the fluid calculationiiefl throughout the calculation. Moreover, it
was determined more or less arbitrarily. Automatimg calculation of the fluid/deformation
process in the software effectively makes definihg number of iterations required as a
function of the convergence of the residues a cemfsk. This point could be reworked to
optimise the calculation time.

i) Optimising the limiters. Numerical criteria weeimposed in the interface displacement
code to favour the convergence of the calculatidre first limiter was related to the CFL
type condition. The displacement of a node canroeed a tenth of the size of the adjacent
cell. The second is related to the erosion time,stéhose increment cannot exceed 1.001
times the previous time step. The calculation ticoelld be optimised by adjusting these
limiters, with the criteria being established oa tiasis of convergence, for example.

In addition, the following proposals could deepesrtain issues raised during the work
performed in the framework of this thesis:

i) Additional numerical and/or experimental reséaon changes of regime inside a cavity
could be performed. The regimes obtained will hedistd as a function of the geometric
parameters of the cavity and the flow parametersis Twould certainly lead to the
development of a new law making it possible to mtetthe flow regime (Strongly Deflected
or Weakly Deflected) during the erosion process.

il) The range of erosion parameters for which titerpretation models are verified could also
be widened. The tests modelled are quite represeniaf the materials that are really tested
in the JET and HET. However, it could be asked twiethe conclusion reached regarding
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the pertinence of the interpretation models atevstiid for extremely erodible soils or, on the
contrary, for extremely resistant ones.

iii) In view to improving the repeatability of th#ETs, attempts should be made to perform
these tests with a larger quantity of soil andrgdatest mould. It appeared that the more the
final scour depths are close to and greater thardimensions of the mould, the higher the
repeatability errors of the test are. This poinstrhe verified experimentally.

iv) The study of the singularities of the differesdetween the JET and the HET for the tests
carried out by IRSTEA/geopi@onsultcould be deepened. We observed that a large number
of erosion tests carried out in our laboratoriesilted in more erosion for the HET than for
the JET. A wider range of results would permit dodng on the representativeness of this
singularity of the results obtained by IRSTEA/gegpbnsult

However the main perspectives visible following therks of this thesis above all concern
the development of the study on the erosion lawh:wi

i) The determination of the influence of the flovariables and soil parameters on the
differences between the JET and the HET. To sthdyinfluence of water content, density
and boundary conditions in depth, a major test @gmpis necessary in which the influence
of each variable would be studied, all things beiggal elsewhere.

i) The fine modelling of the fluctuation of the giton of the stagnation point and the non
uniformity of the soil. An experimental study wouldad to better understanding of the
phenomena involved. If the erosion of a soil idlyedriven by the shear stress exerted by the
water on the soil, it would be interesting to destaaie the smoothing of the theoretical non
eroded soil peak. Even in the case of other vaglbliving erosion, better understanding
erosion mechanisms under a jet flow would be a nmsgp forward.

iii) The development of research in view to forntirg a unifying erosion law for all types of
flow, with as essential elements the determinatberosion modes and the erosion of the
variables driving erosion. A very thorough expenmat study of the erosion of cohesive soils
would certainly provide elements of response teéhguestions. In particular, it could result
in the formulation of a model for pressure and sls&éa&ss fluctuations.
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