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Avertissement

Mis à part l’introduction et la conclusion de cette thèse, les différents chapitres sont

issus d’articles de recherche rédigés en anglais et dont la structure est autonome. Par

conséquent, des termes "papier" ou "article" y font référence, et certaines informations,

notamment la littérature, sont répétées d’un chapitre à l’autre.

Notice

Except the general introduction and conclusion, all chapters of this thesis are self-

containing research articles. Consequently, terms "paper" or "article" are frequently

used. Moreover, some explanations, like corresponding literature, are repeated in dif-

ferent places of the thesis.
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Résumé

Cette thèse apporte une contribution expérimentale au rôle des facteurs psychologiques

dans des choix éducatifs impliquant prise de risque et performance.

L’utilisation des théories psychologiques dans l’étude des comportements économiques

est devenue une discipline à part entière. Le but principal consiste à expliquer les mé-

canismes impliqués dans la prise de décision. La raison principale provient du fait que

les modèles économiques "classiques" sont souvent remis en questions dans leur manière

d’appréhender le processus de décision. Bien que ces modèles constituent naturellement

une première étape pour l’élaboration des politiques économiques, les hypothèses sur

lesquelles ils reposent peuvent être une représentation simplifiée du comportement de

l’agent.

Nous nous limitons dans cette thèse à l’analyse de l’impact de certaines variables

psychologiques: les préférences pour le risque, la confiance, la personnalité, la créativité.

Nous évaluons également l’effet du genre. Les décisions et les comportements étudiés

se réfèrent systématiquement à des choix éducatifs, bien que la plupart des chapitres se

situent dans un contexte plus général et peuvent donc s’appliquer à d’autres domaines

impliquant les mêmes mécanismes tels que les choix de carrière.

La première partie de cette thèse évalue le rôle joué par la confiance (en ses propres

capacités) dans la prise de décision lors de deux types d’activités risquées: la décision

(individuelle) de continuer ou non l’activité impliquant un accroissement de sa difficulté,

et la décision d’entrer en compétition. Ces deux activités reposent sur une distribution

des probabilités de succès inconnues, la confiance étant alors la probabilité subjective

de réussite. Dans un cas (chapitre 1), la confiance en soi est absolue et peut varier

avec le niveau d’aspiration et le niveau des capacités. Dans un autre cas (chapitre 2),

1



2 Résumé

la confiance en soi est relative et peut être modulée par la réception d’un feedback et

selon le genre de l’individu. Nous montrons que la confiance en soi, qui varie avec ces

différentes dimensions, a un impact sur les performances et les décisions observées.

Dans la deuxième partie, nous nous intéressons à la population des adolescents.

Deux chapitres étudient l’influence de variables psychologiques sur la réussite scolaire

et les préférences pour le risque. Dans le chapitre 3, une étude de terrain, nous ten-

tons d’expliquer la réussite scolaire (mesurée via les notes obtenues pendant l’année)

par la personnalité et la créativité. Nous observons aussi un effet genre différencié

sur la réussite en classe et au brevet (examen national et anonyme). Le chapitre 4

vise à améliorer la compréhension des préférences pour le risque de l’adolescent afin

d’optimiser les politiques qui leur sont destinées.

Mots clés: Déterminants psychologiques, décision, éducation, risque, performance.



Abstract

This thesis contributes to the experimental literature on the role played by psycho-

logical factors in educational choices implying risk-taking and performance.

Using psychological insights to study economic behaviors has become a discipline

on its own. Its main goal is to explain most of the mechanisms involved in the process

of decision making process. The reason for introducing concepts of psychology into

economic theory is mainly because "classic" economic models are often questioned on

the decision-making process they propose. Even though these models are a first step for

the elaboration of economic policies, the assumptions made are usually a simplification

of the economic agent’s behaviors.

This dissertation considers an analysis on specific psychological determinants: risk

preferences, self-confidence, personality and creativity. We also evaluate gender effects.

The studied decisions and behaviors are systematically related to educational choices,

even though most of the chapters are presented in a more general framework and can

thus be applied to other decisions implying the same mechanisms such as career choices.

The first part is dedicated to investigate the effect of confidence (in one’s own

abilities) on two types of decisions that involves a risky dimension : the (individual)

decision of continuing the activity or not with an increasing difficulty, and the decision

to enter competition. Both of these activities rely on an unknown distribution of

probabilities of success. Confidence therefore becomes the subjective probability. First,

(chapter 1), we consider absolute self-confidence which can vary with aspiration and

ability levels. Second, (chapter 2), we focus on relative self-confidence which can be

modulated by a feedback receipt and the gender of the individual. We show that self-

confidence, which varies with these different dimensions, has an impact on performances

3



4 Abstract

and observed decisions.

The second part of this dissertation focuses on teenagers. We present two studies

on the psychological determinants of schooling achievement and on risk preferences.

Chapter 3 examines if schooling achievement (measured by schooling grades during

the year) can be explained by creativity and personality. We also observe a different

gender effect on a national exam success and schooling grades. Chapter 4 improves

the understanding of teenagers’ risk preferences in order to improve policies aimed for

them.

Keywords: Psychological determinants, decision, education, risk, performance.



General Introduction

When Economics meets Psychology: a study on the psychological deter-

minants of risk-taking, education and economic performance.

Using psychological insights to study economic behaviors has become over the last

60 years a discipline on its own. Its main goal is to explain most of the mechanisms

involved in the process of decision making. The reason for introducing concepts of psy-

chology into economic theory is mainly because economic models are often questioned

on their ideal process of decision-making (Rabin, 1998). Even though these models are

a first step for the elaboration of economic policies, the assumptions made are usually

a simplification of the economic agent’s behaviors. Consequently, it has been shown

in many researches that economics can greatly benefit from psychology theories and

methods.

Simon (1986) wrote "Everyone agrees that people have reasons for what they do.

They have motivations and they use reason (well or badly) to respond to these moti-

vations and reach their goals.". The idea here is not to question the rationality of the

individuals per se, but to understand some of the processes of economic decision-making

by using several psychological cues. This field raises various questions. How can we

introduce psychological variables in economic models? Can we generalize an observed

behavior? What happens when we digress from the standard economic models?

A decision is based on considering the different states one evolves in, the probability

of occurrence of each event belonging to each state, but it is also determined by the

environment1 and the agent’s characteristics. Among these characteristics we can hold

their preferences (towards time, risk or social preferences for example) that are revealed

by their observed choices and actions, and their psychological states that can rely on

1. By environment we mean the social or cultural environment for instance.

5
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their emotions, self-confidence, motivation, creativity2, and intrinsic variables (such as

personality or gender) etc... All of these components interact during the decision pro-

cess to result in a unique outcome. The difficulty is then to disentangle their respective

role in the creation process of this outcome and in various economic behaviors in order

to improve models’ predictions. As economic decisions can be applied to infinite sit-

uations for all types of economic agents (firms, consumers...), this dissertation limits

its study to specific decisions that involve risk-taking activities and that can be re-

lated to educational or career choices. Hence, even though some of its research applies

to a more general setting, discussions always try to relate the results to these two fields.

This thesis presents two main parts, respectively organized in two chapters, that

study some of the determinants implied in the decision process that are: confidence,

risk preferences, personality, gender and creativity.

The first part is dedicated to analyze the effect of confidence on two types of deci-

sions that involve a risky dimension and that can be applied to the educational domain:

the decision to undertake an individual risk-taking activity, and a tournament-entry

decision, in which performance determines the final outcome of success or failure. Risk-

taking can be evaluated by pure risk preferences but also by observing the individual’s

actual decision. Performance is determined by the ability level but also by the con-

fidence and the environment’s nature (a competitive environment could, for example,

represent more pressure).

Even though decisions are made in an experimental context-free setting, the under-

lying decisions we hence try to replicate are the following:

• Once one reaches a level of education, the choice of continuing to a higher level

or to stop can arise. The decision is risky in the sense that continuing implies

a risk of failing that depends on the ability, but more directly on the actual

2. As a factor rarely considered.
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performance. In case of success, the agent is better-off than if she had stopped,

as one additional year of study (or a higher diploma) should generate a higher

wage on the labor market. But in case of failure, the outcome becomes smaller

than if the agent had stopped one level before (one more year of study is costly in

time but also financially and there is no return in this latter case3). Probabilities

of success are however unknown as success depends on the absolute performance.

It is then confidence in one’s own absolute abilities that will take part in the

decision process. The question is to find out to what extent.

• Educational choices can also be tournament-entry decisions. Some educational

tracks imply a competitive environment: taking or not a competitive exam to get

into a top university which is associated with a higher wage on the labor market

than a less selective university4. It is a risky decision because; on one hand, if

the agent fails the competition, she cannot continue into the selective track and

has borne the psychological and/or monetary cost of undertaking the test; on

the other hand, if she had chosen a surer but less selective track, the outcome

would have been smaller than the one after the competition in case of success,

but greater than in case of failure. As far as competitive behaviors are concerned,

the performance of the other competitors matters and determines one’s success.

It is then relative confidence (that is, the confidence one has in one’s own abilities

compared to others’) that will come into play.

Hence, in these two decisions, the determinants of risk preferences, confidence and

performance play a big role. These chapters contribute to the literature on confidence

and decision-making by going further into the analysis of confidence: we show that it

3. Other examples can be considered: the consequences of a failed diploma or an interview with the
employer, entering the labor market later than expected etc..

4. In France, the system of "Grandes Ecoles" is typically an illustration of this case. The student
has the choice between a regular university, less selective and a "grande école" in which one can enter
only after succeeding a difficult competitive exam.
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can vary with aspirations and ability levels (in the first chapter), and with feedback

receipt and gender (in the second chapter), and that this can modulate choices.

The second part of this dissertation focuses on the population of teenagers and

presents two studies on the psychological determinants of schooling achievement and

on risk aversion.

First, as this thesis is concerned with the determinants of performance , we investi-

gate some of the variables that can impact schooling grades. The latter are imperfect

indicators of true abilities5 but they are the main determinants of future schooling and

orientation choices. We consider here how personality, creativity and gender impact

schooling grades. Another implicit question is to evaluate is enhanced or appreciated

in the French educational system.

Second, it is sometimes difficult to rightly set up policies targeting children or young

adults because of a lack of knowledge of their preferences and behaviors. We choose to

focus on their risk preferences and present a methodological work to elicit them in order

to better understand what shapes them. We propose to implement an experimental

economics elicitation procedure on a sample of teenagers and explain why having a

better knowledge of these preferences can improve policy setting and implementation.

This part contributes to the literature interested in the effect of certain types of abilities

(non-cognitive vs. cognitive) with an emphasis here on creativity and to the literature

which focuses on young agents’ preferences.

The first section of this general introduction will describe the methods used in the

different chapters of the dissertation. Four sections are then devoted to describe the

different determinants and their measurement (if it is suitable) and refer them to the

corresponding chapters. The last section of this introduction presents an outline of the

5. Even though a pupil can have high ability in math, he can get a bad grade at a math test because,
among other possible explanations, he is not conscientious enough, or dissipated or because the teacher
unconsciously favors the others
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thesis, summarizing each of the four chapters.

0.1. The empirical method

The work presented in this thesis studies specific psychological determinants in-

volved in economic decision-making and largely adopts an empirical approach. It is

based on economic theories of decision and econometric analysis. While the first two

chapters use laboratory experimental data, the last two are based on data gathered in

the field.

Experimental economics in the laboratory has been inspired by experimental psy-

chology and has added specific features of its own such as monetary incentives, context-

free and no deception (see Croson (2005), Hertwig and Ortmann (2001)). The first goal

of this method is to test predictions of theoretical models. The main advantage of labo-

ratory experiments is that we are able to isolate the specific variables we are interested

in while controlling for the environment. Moreover, this method allows to dispose of

some econometric problems coming from missing variables or sample sizes (Montmar-

quette, 2008). One may however worry about its external validity6 and on the sample

composition because this latter is usually made of graduate students willing to partici-

pate in the experiments. This raises the question of whether the observed behaviors or

decisions in the lab on a sample of graduate students can be generalized to any other

population.

Targeted populations can in fact be reached more easily with field data. Going in

the field implies meeting the sample in its environment which improves the external

validity of the results. Nevertheless, as with all panel survey dataset, we may face

problems of selection bias and omitted variables. Some controls remain difficult to

implement in the field as there are specific time, technical and ethical constraints, on

young individuals.

6. The question being if experimental results can be valid outside of the lab.
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We believe that the experimental method is appropriate when studying a specific

decision that can be noisy outside of the laboratory that is where it becomes impossible

to control for variables that cannot be observed. Field data are quite powerful when we

need to control for the environment and when we need to reach a specific population.

More precisely, chapters 1 and 2 present controlled laboratory experiments based

on real-effort tasks where decision-making is observed and analyzed. Chapter 3 and 4

are based on the same type of data collected in the field. However, while chapter 3

provides more of an empirical study, chapter 4 relies on an experimental method (done

in the field).

The following sections present the different psychological determinants studied in

this dissertation by defining them and placing them within the perspective of analyzing

economic behaviors.

0.2. Risk preferences

Economic theories represent risk as a probability on the outcome of any action and

decision an agent may make. The economic agent introduces this probability in her

decision process and according to her tolerance to risk, she makes a more or less risky

decision. Introducing risk in choice-theoretic models as well as having a good measure

of risk preferences is then crucial in order to understand economic behaviors that could

help defining better policies which involve risks.

Many economic decisions involve risk (known probability distribution) and uncer-

tainty (unknown probability distribution)7. Its predominance in life explains why

economists have been interested in explaining and understanding the process of decision-

making under potential risks.

7. Uncertainty arises when one is uncertain about the possible outcome of an event or one cannot
assign probabilities to the possible outcomes. For instance, in the case of an environmental catastrophe
as an earthquake, one is not able to know the exact probability of occurrence as well as the exact
magnitude of the outcomes.
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One of the first models on risk which introduces probabilities into the decision pro-

cess is the Expected Utility (EU) Model (Von Neumann and Morgenstern, 1945) where

agents are assumed to maximize their expected utility according to the probability

of the different outcomes they may face. Theoretical works extended this vision by

introducing psychological insights on the perception of probabilities. In fact, under

the EU theory, decision makers consider probabilities linearly and no distortion may

be encountered. Subjective probabilities was later introduced into the Subjective Ex-

pected Utility (SEU) model of Savage (1954). However, two rational agents, facing

the same situation and having the same information, may develop different beliefs and

preferences. Evidence, especially experimental (Ellsberg, 1961, Slovic and Lichtenstein,

1968, Kahneman and Tversky, 1979), shows that people do not weight probabilities in

a linear manner and frequently violate the Savage’s independence axiom (cf. Allais

(1953) paradox).

Hence, theories such as Prospect Theory (PT) (Kahneman and Tversky, 1979, Tver-

sky and Kahneman, 1992) and the Rank Dependent Utility (RDU) models (Quiggin,

1982) are various models taking into account these different elements of discussion.

From an empirical point of view, in the case of facing a risky activity, the researcher

has to find a way to distinguish the individual perception of risk from the other de-

cisional variables. In order to elicit risk preferences, economists prefer lottery-based

questionnaires with real incentives or treatment tasks such as:

• Price list design where subjects are given a list of binary lottery choices to make

all at once (widely used in experimental economics).

• Random lottery pairs where subjects face binary lottery choices in a sequence

and must choose the preferred lottery.

• Ordered lottery selection: the subject chooses one lottery from an ordered set.



12 GENERAL INTRODUCTION

• Becker-DeGroot-Marschak (BDM) design (Becker, DeGroot and Marschak, 1964):

"individuals are asked to state their minimum selling price for a risky lottery. The

experimenter then draws a random number between the lowest and the highest

outcome of the lottery. If the price that the individual states is lower than or

equal to the drawn number, she receives the drawn number as her payoff. Oth-

erwise she has to play the risky lottery" (quotation from Blavatskyy and Köhler

(2007)).

Harrison and Rutström (2008) review the different risk elicitation methods and list

their advantages and disadvantages.

Psychologists consider risk taking as a complete intentional and repeated commit-

ment into a dangerous decision (alcohol consumption, drugs, motorcycle driving etc..).

It can depend on one’s own risk perception and on individual characteristics (sensation

seeking, impulsivity...). Nevertheless, they use different types of measure to elicit risk-

taking propensity. One of them is the self-report questionnaires measuring personality

traits related to risk-taking (see Rohrmann (2002) for a review on the different tests):

sensation seeking (Zuckerman, Eysenck and Eysenck, 1978), venturesomeness (Eysenck

et al., 1985), impulsiveness (Barratt, 1985, Eysenck et al., 1985) or deficit in behav-

ioral constraints (Tellegen, 1982). Questionnaires target different domains in which

risk behaviors may arise, such as financial, social, sport, health... Since the 90’s, in

order to overcome some shortfalls from these tests (mainly because of their declarative

nature), indirect measures have been elaborated and combined with direct measures:

the Objective Personality Test. We can cite as an example the Balloon Analogue Risk

Task (Lejuez et al., 2002) where participants are asked to blow up a balloon, which

increases the payoffs, until it bursts. It has been found that in teenagers, this score

task is correlated with risky behaviors such as consuming drugs or delinquency (Aklin

et al., 2005). Another type of measure is the Game of Dice Task (Brand et al., 2005)

where participants roll a die many times and bet on the number that will appear. One
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can bet on 1 to 4 numbers associated with different gains and losses.

Regarding this thesis, we do not specifically test or question theories but rather

focus on how the perception of risk may influence decisions. The four chapters address

risky decisions in different manners. As long as a decision has to be made with different

possible outcomes which depend on their probability of occurrence, risk preferences play

a major role. The question is then how do we measure risk preferences and how do

differences in these preferences imply various choices among individuals?

In the first two chapters of this dissertation, which deal with two types of decisions

where risk is involved, preferences are not directly measured. The role played by

risk preferences is elicited through the variation of the context between tasks and the

observed decisions.

In chapter 1, risk aversion is mainly considered theoretically in a model showing

how risk preferences modulates the level of effort provided to succeed in a task and

impact then the decision to continue.

Chapter 2 deals with the decision to enter a tournament. When deciding to enter a

competition, risk preference may interact with the pure taste for tournament. The risk

encountered in this situation is to lose the tournament and thus earn nothing, whereas

the alternative of piece-rate wage-based becomes a surer option as one is certain to

earn a payoff. In order to distinguish the only will of entering a tournament from

risk aversion, we use a specific succession of tasks firstly implemented by Niederle and

Vesterlund (2007) and followed by many others, that is carefully described.

Risk preferences are carefully measured and take a central attention in the last two

chapters (3 and 4). Risk aversion was elicited on teenagers via the procedure of Holt

and Laury (2002) (price list design) where pupils from a middle school had to make

ten choices between a sure lottery vs. a risky lottery. The degree of risk aversion is

directly observed by looking at the number of sure lotteries a subject has chosen.
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0.3. Confidence

From a standard theoretical perspective, confidence is a distorted probability of

success. It is a subjective belief most of the agents have and that can be modified

across time with new information (like a series of failure and/or success, see for example

Compte and Postlewaite (2004)) which leads to an update of one’s beliefs. In fact,

according to the available information about themselves and about the environment,

individuals will update these beliefs in order to improve their decisions. Along this

dissertation, we only consider self-confidence in one’s own success and abilities (and

not in the probability of occurrence of a self-irrelevant event).

As mentioned before, experimental evidence shows that objective probabilities can

be transformed by the agent into subjective probabilities which can represent the confi-

dence one has for any event to occur. Psychology and economics agree on the fact that

the psychological state of mind of an individual can affect decisions and performance.

Stress, fear, anger, confidence and many other emotions participate in modulating the

psychological state and thus indirectly affect economic decisions and performance.

Indeed, self-confidence can be a motor for performance by stimulating effort and the

will to succeed. It has been shown, however, that over-confidence can have a negative

impact on decision leading to non-optimal decisions, as well as on success, especially

when over-confidence is based on abilities (Bandura, 1993). The same problems may

arise with under-confidence. Consequently, differences in levels of confidence among

individuals will imply different decisions.

When addressing the question of rationality of beliefs, economists would tradition-

ally use the Bayesian approach. Bayesian beliefs rely on prior probabilistic beliefs on

any uncertain facts or events. When new information occurs, the Bayesian prior will

be updated by the Bayes’ rule. As the agent has to make a decision, she maximizes

her expected utility weighted by her updated Bayesian beliefs. However, the Bayesian
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approach has been criticized by decision theorists and experimentalists. This reason-

ing first lacks identifying which beliefs are rational meaning that subjective beliefs

can be rational, and second, how they are generated, that is looking for the determi-

nants leading to these beliefs (Tversky and Kahneman, 1974, Gilboa, Postlewaite and

Schmeidler, 2009). Recent theories incorporated the formation of Bayesian beliefs into

decision models (Compte and Postlewaite, 2004, Gilboa, Postlewaite and Schmeidler,

2009). Experimentalists focus on testing the assumptions of Bayesian rational beliefs

update and try to understand how the formation of the beliefs will impact decisions

and performance (Möbius et al., 2011, Ertac, 2011).

The experimental analysis of confidence sheds light on specific and individual characteristics-

related variations (Stankov et al., 2012). Many papers show that confidence depends

on cognitive abilities (which reflect true abilities), on non-cognitive abilities, but also

on gender, age, cultural differences or social background. Hence, these individual char-

acteristics will impact beliefs or confidence in a different way leading to a different

decision-making process.

One important characteristic of confidence8 is that it is endogenous. It can be

updated with new incoming information such as feedbacks about oneself or the others9

or the environment. It has a crucial role in many educational and economic situations

that directly relate to performances such as schooling choices and success, and on

the labor market outcomes (see for instance Heckman (2000), Möbius and Rosenblat

(2006)).

Confidence elicitation is a self-declared measure that can be either uttered in an

absolute manner ("State the probability between 0 and 100 you think you are right")

or in a relative manner ("Tell if you think you are relatively better than the others").

8. Psychologists rather use the concept of self-efficacy (Lent, Brown and Larkin, 1986, Bandura,
1993)

9. We actually implement a performance feedback in chapter 2 and see its effect on confidence.
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The difference between psychologists and economists, is that the latter incentivize

confidence elicitation such that they pay subjects according to the accuracy of stated

beliefs in addition to payments for other decisions10 whereas psychologists do not11.

It is generally observed that people are not accurate about their success usually

leading to what we call a confidence bias. This bias corresponds to the difference

between the confidence rate and the true probability of success. This bias measures

the calibration degree. Research shows that most of the people are not well calibrated,

and that confidence bias, especially over-confidence, has an effect on decision-making

(see Lichtenstein, Fischhoff and Phillips (1982) for a review). The difficulty of the

task can affect overconfidence. People are known to be all the more confident in their

relative ability that the task is easy12.

Most of the time individuals tend to be overconfident whatever the difficulty task.

Overconfidence arises when the difference between one’s own subjective belief of suc-

cess and the objective (true) probability of success is positive. In a review, Moore and

Healy (2008) identified three distinct types of overconfidence: overestimation, over-

placement and excessive precision. The overestimation is the most common in the

research literature; it is related to estimating too highly one’s actual ability or per-

formance. Overplacement occurs when an individual believes that he or she is better

than the others; for instance in a sample of American drivers, 93% of subjects reported

themselves as more skillful and less risky than the average driver in USA (Svenson,

1981, Benoît and Dubra, 2011). Finally, the overprecision occurs when people are too

10. Various methods exists. The most used is the Quadratic Scoring Rule (QSR): the agent reports
the discrete probability distribution p = (p1, ..., pn) where pi represents the reported probability that
event i occurs. If the event j occurs, the QSR yields a payoff equal to Qj(p) = a+2b∗pj−b

∑n
i=1(pi)

2.
A simpler belief elicitation mechanism is only to reward if the beliefs are correct (especially when the
reported belief is not a probability but a rank for example). We use another mechanism in chapter 2.
11. Experimental psychologists display also different types of confidence assessment tests: after the

administration of a test item (cognitive test), the subject is asked to give an answer and just after she
has to indicate on a scale (usually a Likert-type scale) how confident she is that her answer is correct.
12. see the Hard-Easy effect and the Dunning Krueger effect described in chapter 1 (Lichtenstein and

Fischhhoff, 1977, Kruger and Dunning, 1999).
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sure that they know the correct answer.

The first chapter elaborates a model that tries to incorporate two types of biases

(an estimation bias, related to Bayesian update, and a cognitive bias related to over or

under estimation of one’s own ability) into one unique function of self-confidence. It

tests if one can disentangle both of these biases with experimental data. Confidence

relies on the absolute self-confidence the agent has on succeeding a task. It is asked

ex ante and aims at predicting future performance. However, we do not claim any

causal effect from confidence to success. It might be also the other way around as

the specific task is also performed before declaring self-confidence. It is then rather

a dynamic process between confidence and success. Chapter 2 presents confidence in

a different manner. Subjects still have to perform a task, but they are now asked to

declare relative beliefs among the four possible performance quartiles. As competition

choices are at stake, we are not interested in absolute but in relative self-confidence

translated into beliefs of being better or worse than one’s opponents.

0.4. Intrinsic Variables

Confidence and risk aversion are endogenous characteristics because they can be

partly influenced. They can vary with experience, time, with a change in probabilities

etc... However, there are characteristics which are very difficult to influence or cannot

be changed; this is the case for personality and gender. These variables are not included

in standard economic models. However, many empirical works have shown that gender

or personality has an impact and in that case it is rare to find a persuasive explanation

of it.

0.4.1. Personality traits

In psychology, the personality traits analysis is used to describe and explain behav-

iors. They are part of the determinants that will induce the action or the choice of a
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person (Cattell, 1979).

Psychologists’ works led to a specific description of personality based on five traits

and commonly known as the Big Five. These five traits are Agreeableness, Consci-

entiousness, Extraversion, Emotional Stability and Openness. Agreeableness refers to

someone who is helpful, sympathetic, and cooperative. Someone who is characterized

by conscientiousness can be assimilated to someone who is disciplined, organized, and

achievement-oriented. Extraversion is revealed through a higher degree of sociability

and talkativeness. The emotional stability refers to someone who can control his im-

pulse and his anxiety. And finally, openness reflects the intellectual curiosity and the

preference for the novelty and the variety. A way to measure it with the Big Five test

(McCrae and Costa, 1987) is described in chapter 3 and 4.

Economics recently started to have an interest in personality as a predictor of ob-

served economic behavior. Is especially concerns the literature confronting the cognitive

abilities with the non-cognitive ones and their impact on economic outcomes (Bowles

and Gintis, 1975, Bowles, Gintis and Osborne, 2001, Heckman, 2006, Heckman, Stixrud

and Urzua, 2006). Non-cognitive skills can be academically and occupationally relevant

skills and traits but that are not specifically intellectual or analytical in nature such as

motivation, self-control, personality or self-confidence. Almlund et al. (2011) present

an extensive review of the existing relationship between economics and personality.

Among all if the considered economic topics, they present results from other studies on

the relationship between personality and education attainment or labor outcomes. For

example, they point out the fact that conscientiousness and openness are positively

correlated with the number of years of study (Goldberg et al., 1998, Van Eijck and

de Graaf, 2004) but also with job performance (Salgado, 1997, Hogan and Holland,

2003, Nyhus and Pons, 2005), whereas emotional stability, agreeableness and extraver-

sion are negatively correlated with the number of years of study. There is also some

evidence that emotional stability predicts wages (Judge and Hurst, 2007, Drago, 2011,



GENERAL INTRODUCTION 19

Duncan and Dunifon, 2012). Other personality traits such as locus of control and

self-esteem have an impact on these outcomes but they will not be considered in this

thesis.

In the core of this dissertation, personality traits are assumed to be rather stable

over time and are used as explanatory variables to predict schooling grades (see chapter

3) and risk preference (see chapter 4) of 14-15 years old teenagers. It will also be related

to creativity potential.

0.4.2. Gender

There is a growing literature on gender that arose in economics stemming from the

fact that gender differences are often observed in empirical studies. Men and women

seem to behave differently and differ in their decision process. Specifically in experi-

mental economics, gender differences were found for risk aversion, competitive taste,

social preferences and trust. In their review, Croson and Gneezy (2009) explain that

in most of the experiments using probability lotteries, women are found to be more

risk averse than men. However, they specify studies where this tendency changes ac-

cording to cultural determinants and payoffs framing13. Different explanations arise for

this finding but are still hypothetical. It can be the case that emotions generated by

risky situations differ among gender implying diverse decisions (Brody, 1993, Loewen-

stein et al., 2001). In psychology as well, many studies showed that women are less

prone to make risky decisions (Wagner, 2001, Hirschberger et al., 2002, Zuckerman and

Kuhlman, 2000). Weber, Blais and Betz (2002) indicate that women are more risk

averse in the health domain, leisure and ethics. Kerr and Vlaminkx (1997) find that

women consider risky situations as more stressful compared to what men declare.

In terms of confidence, men tend to be more confident than women and this can also

be a cause of a higher taste for risk-taking. Research in economics got interested in this

13. Table 1 of their paper reviews this literature.
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phenomenon since it has consequences on the labor market ("gender wage gap", pay-

ment schemes choices), in educational choices and in investment decisions. Barber and

Odean (2001) find that male investors are more likely to trade than female investors,

assumedly because of their overconfidence in their ability. Bengtsson, Persson and Wil-

lenhag (2005) use natural experimental data of an Economics first year exam to assess

whether male students would take an extra question, allowing a higher mark. This

opportunity was more chosen by male than female students even though this difference

was less accountable for older students. The gender difference on overconfidence was

investigated in children’s behaviors since it is believed to emerge in early life (Sutter

and Rützler, 2010). Recently, an article by Dahlbom et al. (2011) use answers from 14

years old high school pupils on their expected grades in mathematics and found that

boys were overconfident while girls were underconfident. This is not totally in line with

previous results since they find that instead of being overconfident but less than boys,

girls are underconfident. It also has been shown that the type of task and its environ-

ment could impact overconfidence. For instance, Nekby, Thoursie and Vahtrik (2008)

find that women who self-select into a male-dominated environment may be at least as

overconfident as men. The statement according to which women are less overconfident

has been reassessed and slightly divergent results have been found. A far as tournament

entry is concerned, men enter competition more easily although their performance is

not necessarily significantly higher than women’s (Gneezy, Niederle and Rustichini,

2003, Niederle and Vesterlund, 2007, Gneezy, Leonard and List, 2008, Datta Gupta,

Poulsen and Villeval, 2012).

Apart from behavioral studies, the empirical literature has focused on the gender

issue on labor or educational outcomes. Women stay nowadays longer in schools and

have a lower probability of dropping out, however they still earn on average less than

men all thing being equal. In schools, girls often outperform boys in most of the subjects

but stereotype threat leads to stereotyped tracks (e.g. girl students choosing more often
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humanity sciences tracks, whereas boys choose more often scientific tracks). Other

reasons are also investigated: teachers’ grading, environmental causes or students’

motivation (Lavy, 2008, Falch and Naper, 2013, Ouazad and Page, 2013).

The gender issue is studied in this thesis regarding risk-taking, taste for competition

and schooling grades. Social preferences such as inequality aversion, reciprocity or

altruism are not studied here even though a large literature focusing on gender issues

investigates these topics. Chapter 2 specifically studies the gender gap in competitive

entry. The last two chapters, even though it is not their primary goals, will consider

at one point gender differences. The question of gender is thus a recurrent concern all

along this thesis. For example, in the analysis of risk aversion in Chapter 4, we find

that teenage girls are significantly more risk averse. As schooling grades are at stake in

chapter 3, we find that girls succeed better in 9th grade but have a lower probability

than boys to pass a national exem.

0.5. Creativity Potential

Creativity is a notion that will be covered in the last two chapters of the thesis in

order to first, evaluate its role in schooling achievement, and second, to see whether it

is related to risk preferences.

The particularity of creative potential is that it is at the frontier of the cognitive

and non-cognitive abilities. On one hand, it is an ability to produce original and new

ideas under certain constraints of a given situation. On the other hand, an individual

who will show creativity will be considered as a creative person not in terms of skills

but rather in terms of personality traits.

There are two different approaches to creativity. Some creativity research is in-

terested in the eminent creativity to better understand the creative "genius" assumed

to be possessed by a few people (like eminent artists) and how it can be transmitted.

It is called the Big C. Other researchers would rather study the every day creativity,
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the little c (Richards, 1990). In these studies, mainly psychologists are interested in

creative activities in which the average person may participate each day. According

to Kaufman and Beghetto (2009), four levels of creativity could be considered: (1)

the mini-c which corresponds to a transforming learning (a student understands a new

concept in mathematics for example); (2) the little-c which corresponds to the everyday

creativity (to invent a new recipe); (3) the Pro-C, which corresponds to the creativity

in a domain in which the individual is an expert; (4) the Big-C, which corresponds

to an eminent creative contribution (Keynes or Schumpeter in economics, Picasso in

arts).

Models of the creative process have distinguished phases of processing and types

of thinking involved. One broad distinction opposes divergent thinking in which the

goal is to explore multiple cognitive paths, and convergent thinking which seeks to

focus on a single, perhaps optimal path. Complex creative performance tasks certainly

involve both kinds of processes, in various degrees and in specific sequences that favor

the generation of new ideas. In this vein, Lubart and Guignard (2004) propose that

the moderate correlations observed between different creative performance tasks stem

from the fact that there is a mix of cognitive operations and knowledge involved in

each creative domain and task.

Several recent studies look at the link between personality (evaluated with the Big

Five) and creativity showing that openness is probably the personality trait that is

consistently related to creativity, and, to a lesser extent, extraversion (Feist, 1998,

2010, Batey, Furnham and Safiullina, 2010, Batey, Chamorro-Premuzic and Furnham,

2010, Dollinger, Urban and James, 2010).

We study creativity in the context of schooling because we think that the school

has a role to play in helping children to develop their creative skills. Creativity is

by nature valued in the arts which are creative by definition. However, in subjects

traditionally taught at school as French or mathematics, although creativity can have
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its place especially through the learning methods (problem definition, formulation of

hypotheses, selection of relevant information, connecting information with each other),

the development of creative skills may not be maximal. The French educational system

receives reproach for its conformism-rewarded rather than for its creativity learning.

Creativity is a key ability in the labor market, especially nowadays because one needs

to be more flexible and because it allows individuals to develop other related abilities

such as self-management, problem solving etc...

Chapter 3 actually questions and evaluates the role of creativity in the different

taught subjects as well as specifying creative pupils. Chapter 4 presents a different

approach on the relationship that may exist between creativity and risk preferences.

We support the assumption that creativity is associated with risk-taking, especially in

the domain of innovations and that this risk seeking should be formed and detected as

early as during adolescence. This type of risk taking is beneficial to the individuals (as

opposed to risky behaviors teenagers may encounter as well such as smoking, drinking,

early pregnancy etc...).

0.6. Outline of the dissertation

This thesis revolves around the different determinants described in the previous

sections. The first two chapters form a first part dedicated to the relationship between

self-confidence - or beliefs - and different economic risk-taking activities. Both chapters

are written in a general framework of choices and performance that can be applied to

educational or career decisions. The second part focuses on the role of personality and

creativity on teenagers’ behaviors. This section will summarize the four chapters and

present the main results.

Chapter 1 is a joint work with Louis Lévy-Garboua and Claude Montmarquette.

It is based on a lab-experiment where we simulate a decision process with three suc-
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cessive levels of increasing difficulty and choices to continue. The experiment is set so

we can test a dynamic model that incorporates self-confidence and aspirations into an

economic model of repeated choices and effort under risk. Subjects face an increasingly

difficult task whose payoff is exclusively dependent on the realized performance. We

assume that agent have an imperfect knowledge of their own ability, whereby both

their estimation of performance ex ante and their beliefs may be biased. In our model,

Bayesian agents present a self-confidence14 level function of their ability-estimations

bias based on the perception of their ability (estimation bias) and of a cognitive bias

leading to over-confidence for low-ability agents, and under-confidence for high-ability

agents (miscalibration bias)15. We introduce as well aspirations as the goal an individ-

ual wants to reach or the level she intends to perform. It can be no lower than the

status quo and may shift after each achievement and is thus composed of an endogenous

and and exogenous part.

We show that a positive ability-estimation enhances effort if ability and effort are

complementary factors of success (and the reverse if they are substitutes), but that

miscalibration bias increasing self-confidence will reduce effort and success. We also

show that for risk averse subjects, aspiration level has little effect on low ability subjects’

effort but will increase high ability subjects’.

By a simple manipulation of endowments, we experimentally simulated three levels

of aspiration, that we matched with the three levels of difficulty. We show that confi-

dence and success do not interact the same way with aspirations and effort across the

two ability categories of agents and we confirm the physiological assumption. A new

result emerges from our analysis: we show that confidence has a good and bad compo-

nent meaning that it does not always predict success. We also confirm the aspiration

14. Self-confidence is defined as the subjective probability of success which may deviate from the true
probability of success.
15. We make a robust assumption coming from the psychology literature that relies on two main

effet: i) the hard-easy effect (Lichtenstein and Fischhhoff, 1977, Griffin and Tversky, 1992) and ii) the
Dunning-Kruger effect (Kruger and Dunning, 1999).
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upgrade after a positive update of abilities. A discussion is further developed on the

different possible applications (notably on education).

The second chapter (2) is a joint work with Marie-Pierre Dargnies. It analyses one’s

reaction after providing feedback on relative performance in terms of competitive entry.

It is articulated around two main research questions. One is to evaluate how partici-

pants update their beliefs after getting the information on their relative performance.

The second one is to specifically study how men and women react to this information

in terms of the decision to enter competition.

Our first result is that subjects update their beliefs following performance feedback

more than would do a Bayesian agent. Both men and women are more pessimistic than

a Bayesian agent following negative feedback; we find the opposite effect after positive

feedback. Both of these effects are stronger for women than for men. Our paper also

shows that low-performing participants adapt their tournament entry decision to the

ability level of the competition, while high-performing participants do not.

Men and women do not react to the feedback in terms of competitive entry in the

same way. While women are especially sensitive to information on their own perfor-

mance, men react more strongly to the level of their competitors. Feedback does not

therefore seem to be processed in the same way by men and women. Low-performing

women consider their performance level per se while men think there is room for im-

provement. Regarding the efficiency of choices, men mostly enter in about the propor-

tion suggested by payoff maximization, but not enough women choose the tournament.

Chapter 3 (a joint work with Jean-Louis Tavani and Maud Besançon) and 4 use a

different approach and are based on the same dataset. A middle school in the Parisian

suburb opened its doors for us so we were able to gather data on 9th grade pupils.

Although using the same dataset, each chapter has its own specific purpose.
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The third chapter is in line with the recent literature on the effect of non-cognitive

abilities on educational outcomes (Bowles and Gintis, 1975, Bowles, Gintis and Os-

borne, 2001, Heckman, 2006, Heckman, Stixrud and Urzua, 2006). It presents an

exploratory study and aims to go deeper into the analysis of explaining schooling

achievement. It investigates the influence of creative potential, personality and other

individual characteristics on academic achievement of middle school students. We focus

our analysis on a largely understudied variable in economics of education, but which

might have implications, that is creativity potential. By using a test of creativity elab-

orated by psychologists (Lubart et al., 2003), a test of personality based on the Big

Five (McCrae and Costa, 1987) and a measure of inconsistent choices as well, we are

able to extract some of the determinants of better grades.

The main result of our paper is that one dimension of creativity negatively predicts

subjects’ grades. It seems that being creative on that specific aspect does not improve

performance at school. Openness and to a lesser extent conscientiousness are the only

personality traits that exhibit significant positive estimates. A inconsistency variable,

coming from our risk aversion measures, is negatively associated with math and physics’

grades. Overall, girls have significantly higher grades than boys, except in sports, but

have a lower probability to pass a national exam.

Chapter 4 focuses on teenagers’ risk preferences. The way young economic agents

make their decisions may have a crucial impact on economic policies efficiency. Teenagers

differs from adults in the way they make their decisions and behave. There is a growing

literature to understand the children’s and teenagers’ preferences and how they make

their choices (Eckel et al., 2012, Sutter et al., 2013, Harbaugh, Krause and Vesterlund,

2002). The procedure created by Holt & Laury (2002) is widely used in experimen-

tal economics but had not yet been used on young individuals. Hence, we decided to

implement this method on a sample of teenagers, first in order to verify if it can be

applied to this specific sample, and second, to analyze determinants of risk aversion at
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this age.

Our main finding is that the pattern of risk aversion using H&L procedure is not

very different from adults found in other papers. We observe that girls are more risk-

averse than boys. This result is mainly driven by two personality traits: girls who have

a higher openness score and a lower emotional stability score tend to be less risk averse

compared to boys. One of the creativity dimensions measure (showing the ability of

producing many different original and appropriate ideas) also decreases the propensity

of being risk averse, which is in line with the idea that being more creative leads

to taking more risks. Concerning inconsistency yielded by this specific measure, the

rate of inconsistent subjects is relatively the same as shown in other studies (26.26%)

therefore showing that teenagers are not really more inconsistent than adults. Hence,

the H&L procedure can be applied on a sub-sample of teenagers. Higher grades in

scientific subjects decreases the probability of being inconsistent. In addition, a higher

score in two dimensions of the creativity measure based on verbal tasks decreases the

probability of being inconsistent.
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Chapter 1

Confidence, Aspiration and

Performance

This chapter is a joint work with Louis Lévy-Garboua and Claude Montmarquette.
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1. Introduction

When undertaking lengthy studies or a career, individuals envision reaching upper

positions on the job or education ladder if they realize a good performance. In the

standard economic model, their repeated choices of education, job, and effort essen-

tially depend on their abilities and discount rates. Risk aversion will also play a role

if performance has a random component. In this model, risk and time preferences,

captured by risk aversion and the discount rate, are viewed as important determinants

of economic choices. However, they are assumed to be the only psychological deter-

minants of these choices. In the present paper, we wish to introduce two additional

psychological factors in the economic model of choice: self-confidence (Bénabou and

Tirole, 2002, Compte and Postlewaite, 2004) and the aspiration level (Boudon, 1973).

These factors, which are commonly considered in psychological and sociological studies,

can be straightforwardly introduced in a Bayesian model with choices to continue or

to quit a risky activity.

Our paper aims to explain the individuals’ decision to continue to a higher difficulty

level taking into account their ability, effort, self-confidence1 and level of aspirations. It

is based on a lab-experiment where we simulate a decision process with three successive

levels of increasing difficulty and choices to continue. The experiment is set so we can

test a (dynamic) model that incorporates self-confidence and aspiration level into an

economic model of repeated choice and effort under uncertainty for an increasingly

difficult task whose payoff is exclusively dependent on realized performance. The effort

provided is then co-determined with the decision to continue the task, knowing that

the difficulty will increase.

Compte and Postlewaite (2004) present a model where the agent has do decide

whether to undertake a risky activity or not. They assume that emotions can affect

1. We consider here absolute self-confidence in one’s own success. We do not take into account
confidence of self relative to others, nor confidence of the precision of one’s estimate.
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performance and build a standard decision-theoretic model where emotion depends

on past successes and failures. It is a Bayesian model where the probability of success

depends on self-confidence: if this agent is unsure about her ability, then the probability

of success decreases. They make two main assumptions: a higher confidence implies a

higher probability of success, and confidence depends on the perception the agent has

on her past successes. They incorporate the attribution bias where the agent explains

success with internal reasons ("I did it"), and failure with external reasons ("I was not

lucky"). They show that even though Bayesian agents exhibit this bias, their decisions

can still enhance welfare if confidence positively affects performance.

Our model is in the spirit of Compte and Postlewaite (2004). However, it is more

parsimonious and rests on different behavioral assumptions than theirs. A gain in

parsimony is obtained by not introducing in our model confidence or optimism in the

"performance technology", that is, as a direct determinant of the frequency of success.

This has the advantage -in our opinion- of avoiding an unwarranted disconnection

between perception, which affects confidence, and beliefs, which affect decision. Our

performance and decision technologies are standard, with effort and ability as the

sole factors of production, and confidence describing beliefs. On the other hand, we

assume that agents have an imperfect knowledge of their own ability, whereby both their

estimation of performance ex ante and their beliefs may be biased. We do not assume

attribution bias as failure in our framework ends the game. We make a more robust

assumption coming from the psychology literature that relies on two main effects: i) the

hard-easy effect (Lichtenstein and Fischhhoff, 1977, Griffin and Tversky, 1992) and ii)

the Dunning-Kruger effect (Kruger and Dunning, 1999). The hard-easy effect is based

on the relationship between the perception of the difficulty of the task and ability such

that people underestimate their ability to perform an easy task and overestimate their

ability to perform a difficult task. This perception of one’s abilities will affect confidence

and thus the level of effort provided. The Dunning-Kruger effect makes a distinction
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between the ability level of an individual and asserts that the low ability individuals

overestimate their abilities whereas the high ability individuals underestimate their

abilities, without considering the difficulty level of the task2. Taking these effects into

account imply a consideration of the ability level of the agent to predict her confidence

and level of effort provided. It is then assumed that the individuals do not perfectly

know their true level of abilities and have a biased perception of the latter. We define

self-confidence as the subjective probability of success which may deviate, at least

temporarily, from the true probability of success (observed). In our model, Bayesian

agents present a self-confidence level function of their ability-estimation bias based on

the perception of their ability (Bayesian update or estimation bias) and of a cognitive

bias leading to over-confidence for low-ability agents, and under-confidence for high-

ability agents (miscalibration bias).

We define aspirations (Quaglia and Cobb (1996) offer a nice review of the concept

in historical perspective) as the goal an individual wants to reach or the level that she

intends to perform, which can be no lower than the status quo and may shift after

each achievement (Hoppe, 1976). Reaching an ambitious goal, that is, fulfilling high

aspirations, is a risk-taking activity which yields a high payoff when performed success-

fully (success) and a low payoff when performed unsuccessfully (failure). The status

quo is an alternative activity yielding a sure payoff in between these two outcomes.

We introduce aspiration by considering a reference-dependant utility function and by

taking the agent’s aspiration level as reference, which can either be the status quo or

a more ambitious goal. This specification also allows to take into consideration risk

aversion and its effect on decision. Aspiration depends on two components: one exoge-

nous which is the initial induced level of aspirations, and an endogenous component

2. Both effects rely in fact on the same idea: if a task is considered as easy, this means that one has
the ability to perform it. According to the hard-easy effect as well as to the D-K effect, individuals
should be then underconfident in succeeding the task. The opposite reasoning can be made for a hard
task, that will be consequently performed by low ability agents who should then exhibit overconfidence
according to both effects.
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that represents the upgraded aspiration after a success (by updating the perception

of one’s own abilities). In specific situations, high aspirations will enhance confidence,

effort, and performance. The model elaborates the risky decision of continuing to a

higher difficulty level which depends on: the aspiration level and the confidence level3

(as a subjective probability of success incorporating the estimation bias on the ability

estimation and the cognitive bias).

We test the model with our experimental data where time discounting is unlikely,

so discounting behavior is not taken into account in the model (see Bénabou and Tirole

(2002), Gervais and Odean (2001) for bahavioral assumptions on the discount factor).

During the experiment, subjects have to carry out a real-effort task with three levels

of difficulty which can lead to success or failure. This allows us to distinguish low and

high ability participants based on their performance in the task so we can test the

behavioral assumptions of the model. High ability individuals should pass the lower

level and some at least should succeed the highest level. Confidence in succeeding each

level is elicited twice: during level 1 and just before level 2 (conditioning on succeeding

level 1 and continuing to level 2). We simulate three initial levels of aspirations by

framing the payoffs as either gains or losses relative to an initial endowment leading

to three treatments: a Loss Treatment (LT) in which subjects are well-endowed with

e35, an Intermediate treatment (IT) endowed with e20, and a Gain Treatment (GT)

in which subjects are not endowed at all. Thus, the LT and the IT subjects are initially

placed in a loss framework; the further they go on with the experiment the less they

may loose. In contrast, the GT subjects can only earn money. A specificity with the

IT is that subjects can experience a change in their reference point and go beyond,

allowing them to update their aspirations. We hence induce an initial aspiration by

framing the payoffs (treatments), but the participant can revise her aspiration level in

3. Large individual differences in aspiration and self-confidence may be caused by differences in
personality (Gardner, 1940) and social origin as emphasized by sociological theories of education
(Bourdieu and Passeron, 1964, Boudon, 1973, Duru-Bellat, 2003).
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case of unexpected success (coming from the exogenous and endogenous components)4.

We make four assumptions:

H1 Low-ability subjects over-estimate their ability and are thus overconfident.

H2 High-ability subjects under-estimate their ability and are thus underconfident.

H3 Aspirations interact with abilities which impact confidence and success.

H4 Unexpected success can imply a modification of aspiration which can impact con-

fidence and future achievement.

The model shows how the decision to continue to a higher difficulty levels takes

into account all of these psychological variables (see Breen and Goldthorpe (1997) for

an application to education with different levels of aspirations) and how the effort pro-

vided in the task will vary. The specification of the confidence function highlights the

differentiation between the estimation bias and the miscalibration bias. We show that

a positive ability-estimation enhances effort if ability and effort are complementary

factors of success (and the reverse if they are substitutes), but that miscalibration bias

increases self-confidence but will reduce effort and success. We also show that for risk

averse subjects, aspiration level has little effect on low ability subjects’ effort but will

increase high ability subjects’. By using our experimental data, we show that confi-

dence and success do not interact the same way with aspirations and effort across the

two ability categories of agents and we confirm the hard-easy effect assumption. A new

result emerges from our analysis: we show that confidence has a good and bad com-

ponent meaning that it does not always predict success. A moderate self-confidence

has a positive impact on success whereas a level of confidence that is too high can lead

to failure. We also confirm the aspiration upgrade after a positive update of abilities.

4. For example, the initial aspiration for the GT subjects is set to 0. Hence, if they succeed level 1
they are already above their initial aspiration. They may then upgrade their aspiration by taking into
account the fact that they fulfilled their initial goal and estimate they have enough ability to continue
and try to succeed level 2,
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This fact can be seen on our gain and intermediate treatment subjects: for IT (GT)

high (low) ability, reaching level 2 (level 1) (which represent their induced aspiration

level) modifies their aspiration by motivating them to continue and succeed further.

The opposite effect is found for low ability IT subject.

The remaining of the paper is organized as follows. Section 2 will describe the experi-

mental design. Section 3 and 4 respectively present the theoretical notions of aspiration

and confidence. Section 5 focuses on the decision model. Section 6 estimates the model

showing a confidence analysis and the aspiration upgrade analysis. Finally section 7

discusses the results and section 8 concludes.

2. The experiment

2.1. The design

The design is inspired by Page, Levy-Garboua and Montmarquette (2007) and aims

at reproducing a choice process with three levels of difficulty. The decision to continue

to a higher difficulty level only arises if a level is succeeded. When failing a level, the

subject has to quit the experiment5. We emphasize the selective nature of the process

rather than its learning function.

Participants perform a real-effort task for which they get paid according to their

degree of success. The task consists in solving anagrams ranked in three levels of in-

creasing difficulty. It is performed during a maximum of 15 rounds lasting no more than

8 minutes each. These 15 rounds are structured in three successive levels of increasing

difficulty, designated respectively as level 1, 2 and 3. Participants are successful at

5. During an experimental session, subjects quit the lab at different timing according to the moment
they fail, succeed, or decide to stop the experiment. It could be argued that this could create contam-
ination behaviors. However, the task was completely individual, there were no interaction between
subjects, and they could not know if a subject was leaving the room because of failure or because she
decided to stop. Plus, concentration was such that at the end of the sessions many subjects did not
even realize that some had already left the room.
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one level when they manage to decode at least 2/3 of the anagrams displayed. Level

1 consists of 9 rounds of low difficulty (6 anagrams per round to be solved in no more

than eight minutes), which leaves ample time to learn the task. The next levels com-

prise 3 rounds each with a greater number of anagrams of same difficulty to be solved

under the same time limit. Figure 1.7 in the appendix shows the exact screen faced by

subjects during step 1 of level 1 (six anagrams per stage). The anagrams were created

from a list of 2000 six-letter words that are most used in French. We then randomly

chose 114 words, for which we randomly mixed the six letters. All subjects must go

through the first level, but they have an option to leave the game or to continue to

the next higher level after succeeding level 1 or level 2. Subjects who fail to meet one

level’s requirement must drop-out of the game. The calibration of anagrams has been

made such that we obtain a high enough success rate among low ability subjects, and

almost a 100% success among high ability subjects. This goal is completely fulfilled

as 69% of low-ability and 95% of high ability subjects succeeded level 1 (the ability

variable will be carefully described in section 6).

The payoffs were framed according to gain, loss or both to induce an initial aspi-

ration. We designed three treatments, one for each framing. Table 1.1 presents the

different payoffs among treatments, according to the success or the failure at each level.

We thus simulate three aspiration levels with three levels of endowments that modulate

the perception of the payoff (loss or gain) and thus the reference point (see the prospect

theory of Kahneman and Tversky (1979)).

The decision that a subject has to make at the end of each completed level becomes

a choice between a sure payoff (if she decides to stop and to leave) and a lottery with

a probability p of winning the next level and a probability 1− p of failing the level (if

she decides to continue). In this manner, the whole experiment can be summarized as

a decision process (see the appendix figure 1.8 to have a better idea of the decision tree
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Treatments
Levels Gain Intermediate Loss

Initial endowment 0e 20e 35e
Level 1 Fail 2e -18e -33e

Pass and stop 10e -10e -25e
Level 2 Fail 4e -16e -31e

Pass and stop 20e -0e -15e
Level 3 Fail 11e -9e -24e

Pass and stop 35e +15e -0e

Table 1.1: Initial endowments and additional gains and losses

which subjects faced). In fact, if a subject is not sure of her ability, continuing is risky

as if it leads to failure at the level, then the payoff is smaller than if the subject had

chosen to stop. This represents the opportunity cost of continuing.

Moreover, at the end of the first level, and only if they succeed and decide to

continue, subjects have to choose between two curricula; the "Wall" and the "Hill"6.

Payoffs for both curricula are the same, only the difficulty with the number of anagrams

to be solved at each level changes. Subjects have to choose between the curricula once

they completed level 1 and decide whether to continue further. In the "Wall" condition,

the difficulty increases sharply at level 2 (with 10 anagrams per stage so that subjects

consequently have to solve 20 anagrams to pass the level), but remains constant at level

3 with the same conditions. In the "Hill" condition, the difficulty always rises from

one level to the next, marginally at level 2, then sharply at level 3.Instead of having 6

anagrams per stage, subjects have to solve 8 anagrams and thus 16 anagrams to clear

the second level. If they decide to take the third level, the difficulty increases a lot:

there are now 12 anagrams per stage, and 24 anagrams have to be solved to succeed

the last level. By the end of the experiment, the required number of anagrams is the

same for the "Wall" and "Hill" conditions. Table 1.2 reports the number of anagrams

6. This feature tries to represent different types of tracks one can take during a career or educational
path for example. In these cases, there is never only one possible track.
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that have to be solved, by level and curriculum.

Levels Level 1 Level 2 Level 3
Chosen curriculum Hill Wall Hill Wall
Number of stages 9 3 3 3 3
Number of anagrams by stage 6 8 10 12 10
Minimum number of anagrams to succeed 36 16 20 24 20

Table 1.2: Number of anagrams that have to be solved by level and curriculum

We assume that by observing the path subjects choose, this allows us to check for

the subjects’ expected attained level and also to see if they make an accurate estimation

of their abilities. This choice should maximize the expected success; a subject unable

to reach level 2 by the "Hill" track should stop at level 1; and a subject who feels she is

able to solve between 6 and 8 anagrams per round but no more should choose the "Hill"

track. Of course, if she passes level 2 successfully, she can update expected payoff by

continuing to level 3 but realizing that difficulty still increases. On the other hand, the

"Wall" track was designed for subjects who are confident enough in succeeding level

3, and who seek to get the payoff associated to this level. Indeed, as the number of

anagrams required to pass level 2 during the "Wall" track is the same at level 3, the

probability of succeeding level 3, conditional on succeeding level 2 tends to 1. To avoid

any obvious parallels between the "Hill" and "Wall", we named both tracks A and

B and reversed their order of presentation in half of the sessions, to control for order

effects.

2.2. Confidence elicitation

As our model is based on confidence theories, we elicit confidence to test if partici-

pants are subject to both estimation and miscalibration biases. Confidence is elicited

twice: once just after step 4 of level 1 (so during level 1) and once at the end of level 1

only for subjects who succeed level 1 and decide to continue to level 2 (thus just before
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level 2). Each time, subjects are asked to declare a percentage probability (between 0

and 100) of succeeding each level. We denote these confidence level as qℓ,4 and qℓ,9, ℓ

being the considered level (1, 2 or 3 for qℓ,4, and 2 or 3 for qℓ,9 ), and 4 or 9 the stage

when confidence is elicited. Overall, we get either 3 confidence levels for subjects who

fail or stop at level 1, and 5 confidence levels for those who continue to level 2. Figure

1.1 illustrates the different steps of the experiment7.

Figure 1.1: Experiment scheme

Confidence elicitation is not incentivized and the instructions (that can be found

at the end of the appendix) do not tell about confidence elicitation. Subjects do not

know in advance that they will have to answer this question. First, this removes the

possibility for subjects to think carefully about their confidence level too much in ad-

vance. Second, subjects are asked to report their true beliefs sincerely. The true beliefs

dictate the actual observed behavior (continuing, succeeding) and this is incentivized

by the different possible payoffs. Incentivizing beliefs on two successive occasions can

induce risk-averse subjects to diversify their reported estimates as a hedge against the

7. A corresponds to the "Hill" track, B to the "Wall" track.
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risk of prediction error (Armantier and Treich, 2013). Moreover, self-reported meth-

ods have been widely used and validated by psychologist and neuroscientists. Careful

and recent comparisons of self-reports methods with quadratic scoring rule found that

it performed as well (Clark and Friesen, 2009) or even better (Hollard, Massoni and

Vergnaud, 2010) than the quadratic scoring rule. Last, the experiment could last up

to 2 hours and 30 minutes (for a subject who reaches level 3)8 and is quite complex,

so incentivizing the belief with a specific rule would have made the design even more

complex. This could create a focusing on confidence itself rather than on the whole

decision process. Using self-reported measures seems to be here more appropriate as it

is faster and simpler. The results on the analyse of confidence and success presented

in later sections support this choice.

2.3. Descriptive statistics

We ran a total of 14 sessions. Half of them were conducted in Montreal (Cirano) and

the other half in Paris (at the Laboratoire d’Economie Expériementale de Paris). One

session corresponded to one treatment (see table 1.11 in appendix). We always read

the instructions aloud before starting the experimental program. Subjects were free to

ask as many questions as they wanted. To make sure they perfectly understood the

experiment they had to answer a comprehension questionnaire (11 questions) before

starting to solve the anagrams9. They could not go on until every answer to these

questions was correct. After this questionnaire, subjects were asked some personal

questions about their age, their gender, their level of education, their mother tongue,

their frequency of playing Scrabble or doing crosswords etc... These questions were

asked to make sure that if we found any significant differences between our groups,

we would be able to control for them in our estimations. After having answered all

8. The duration of the experiment was quite long, but when subjects subscribed to the experiment
they already knew that they had to be available for 2h30. This avoids the problem that subjects quit
the experiment because they have something else planned rather than because of the experiment itself.

9. The comprehension questionnaire can be found in the appendix after the instructions.
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of these questions, subjects could start level 1 of the experiment. Decisions always

remained private, and communication between subjects was not allowed. When they

finished their experimental session, and before being paid off, subjects had to answer to

two subjective questions about their level of stress and their satisfaction on a 7 points

Likert-scale (see table 1.3 for descriptive statistics).

There were a total of 243 participants and earned on average 23.3e, including a

participation fee of e7. In Montreal, all payments were made in Canadian dollars,

based on purchasing power parity. However, we only use euros in the rest of the paper

for the sake of simplicity.

Variables Modality GT IT LT difference

Gender Men 48,7% 47,6% 55,6% ns
Age 26,5 27,2 26,6 ns
Level attained 1,5 1,7 1,6 ns
Mother tongue 10 French 75,0% 73,2% 56,8% ∗ ∗IT 6=LT ∗∗GT 6=LT

Prior participation in an experiment Yes 81,2% 84,1% 77,8% ns
Educational level 11 Bac +3 to bac+5 or more 61,2% 63,4% 70,4% ns
Occupation Work or study 90,0% 95,1% 95,1% ns
Risk Aversion Yes 66,3% 80,5% 74,1% ∗∗GT 6=IT

Cross words Occasionally or regularly 26,3% 34,2% 24,7% ns
Scrabble Occasionally or regularly 12,5% 28,1% 16,1% ∗ ∗IT 6=LT ∗ ∗ ∗IT 6=GT

Number of comprehension mistakes 2,1 2,6 2,2 ns
Stress 12 scale from 1 to 7 4,9 4,9 4,8 ns
Satisfaction scale from 1 to 7 3.8 4.4 4 ∗GT 6=IT

N 80 82 81 ns

Table 1.3: Descriptive statistics
Significance levels of two-tailed z-test or t-test: ** 5% *** 1%

Even though French is the first language in Montreal, some English speakers live in

this city and are less familiar with French word games as anagrams, scrabble or cross

words. 81.9% of the Parisian participants speak French as their mother tongue against

10. We started with 12 sessions but we had to add two additional sessions in Paris, as we had
significantly less subjects in the GT and IT. This explains why we find more French speakers in the
GT and IT.
11. Equivalent Canadian educational levels are "Etudes secondaires to diplômes d’études profession-

nelles" and "Etudes collégiales to études universtaires".
12. A scale between 1 and 7. The smaller the number, the less stressed or satisfied the subject.
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51.8% among the participants from Montreal. We can expect to find differences among

these two types of population in terms of control variables and abilities. However, no

significant differences were found between these two groups for the different control

variables presented in table 1.3. In terms of success, there is no significantly more

Parisians than Montrealers who succeed better at the three levels13. The fact that

we have two different populations can be seen as an advantage as it implies a greater

robustness of the results.

Concerning risk aversion, that has an important role to play in our model, we ask

subjects a non-incentivized question. They had to chose between a sure payment of e5

and a e10 payoff with an uncertain probability. This question is in our mind sufficient

to have an idea of the proportion of risk averse subjects in our sample. The primary

aim of the paper is not to measure risk aversion per se, but rather to analyze its role

during the decision process. Table 1.3 shows that most of our subjects are risk averse.

2.4. Conditional success rate and choice of curriculum

Before going into deeper details of the model and estimations, we present in this

subsection success and failure rates conditional on the decision to continue to the next

difficulty level (see table 1.4).

Gain treatment subjects have a higher rate of failure at level 1 and 3 (although

not significant). Subjects from the intermediate treatment stop more in proportion

when they succeed level 1 but stop less when having succeeded level 2. They are also

more represented in level 3 success (even though differences are not significant) as they

significantly succeed better than the two other treatments’ subjects.

Concerning the choice of curriculum, we expect that participants with lower abilities

13. At level 1 success rates yields 82.2% for Parisians vs. 81.2% for Montrealers, p-value from a
two-sided z-test=0.75. Total level 2 success: 53.4% vs. 44.5%, p-value=0.17. Total level 3 success:
28.6% vs. 32.7%, p-value=0.48.
14. The difference is also significant between GT and LT at a 10% level.
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GT IT LT
100 100 100

Fail level 1 21.3 15.9 17.3
Succeed level 1 and stop 7.5 ↔ ∗ 14.6 9.8
Continue and fail level 2 22.5 18.3 24.7
Succeed level 2 and stop 13.8 8.5 ↔ ∗∗ 18.5
Continue and fail level 3 8.8 ↔ ∗14 3.6 3.7
Succeed level 3 26.4 39.1 26

Significance levels of two-tailed z-test: * 10% ** 5% *** 1%

Table 1.4: Success and failure rates, by treatment (in %)

should choose "Hill". In fact, as low ability participant they should not expect to

succeed level 3. By choosing "Hill" they would be more likely to succeed at least the

second level than if they had chosen "Wall", which provides them the opportunity to

earn more with less effort. Moreover, as we assume an effect of the treatment on this

same choice, we would expect that subjects having a lower level of aspirations, that

is in the GT and IT, would have a higher probability to choose "Hill". Indeed, their

achievement goal being lower, they might seek to reach level 2. Figure 1.2 reports

the curriculum choice proportions according to the treatments. Contrary to what we

expected, overall, subjects tend to choose significantly more the "Wall" path rather

than the "Hill" path and the rates are not significantly different according to the

treatments. As the choice of "Hill" and "Wall" does not differ among treatments and

seems not to be truly taken into account by our subjects, we exclude this feature from

our analysis and will only consider it as a control variable15.

15. Askari, Gazel and Lévy-Garboua (2013) present a similar experiment which is more focused on
this paths choice.
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Figure 1.2: Proportion of choices between both track according to treatments (in %).

3. The aspiration level

We develop a behavioral model of the choice of effort at the successive levels of

increasing difficulty and of the decision to continue the task at a higher level. This

decision relies on the subjective probability of success, which depends on the level of

effort the agent will provide, the ability level, the true probability of success (fully

determined by ability and effort) and the aspiration level. We consider two types of

agents of high and low ability i = {H,L}, and three levels of difficulty ℓ = {1, 2, 3}.

k̃ is the true ability level and is a continuous variable16. We make the hypothesis

that individuals do not know their true level of abilities ex ante and make their decisions

based on their perceived abilities. According to the available information they already

have (past successes, training in the task or in related tasks) they perceive their abil-

ities E(k) such that k̃ 6= E(k). Let then e be the effort provided by the agent. Effort

is unobservable but effort variations can be observed through confidence and success.

Note that the decision to continue is only considered for agents who believe they can

provide an effort that will allow them to potentially succeed. If their perceived abili-

16. Among each type, we allow for additional heterogeneity in abilities
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ties and effort needed is below this threshold, they will decide to stop the game anyway.

As explained in the introduction, aspiration, denoted as A in the model, is consid-

ered here as a desired goal, equal or greater than the status quo, that agents adopt

as their reference at least equal or greater than the initial level. Each agent has a

reference-dependent utility function u(yℓ − A), u′ > 0 (Kahneman and Tversky, 1979,

Köszegi and Rabin, 2007).

Aspirations are partly endogenous and represent ambition: once initial aspirations

are fulfilled (mainly because of enough abilities), people are inclined to upgrade them

to a higher level if the latter exists (Hoppe, 1976), even though it may be more difficult

to reach. We consider then that an individual who has ambitions is someone having

aspiration above the status quo level.

Aspirations are expressed by the level Aℓ that an agent wishes to pass when she

stands at level ℓ − 1. We postulate that aspirations, that is, the new goal to be

reached, are governed by the agent’s estimated ability level Eℓk and by her ambition

at this stage. Both estimated ability level and ambitions are endogenous. The level of

aspiration reached corresponds to a level of payoff introduced in the utility function of

the agent. An exogenous part corresponds to the initial aspirations A0 induced by the

endowment in our experiment.

A0 =



















0 For the Gain Treatment

2 Forthe Intermediate Treatment

3 For the Loss Treatment
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We posit that:

A1 = Max(f(E1k), A0) if f(E1k) =



















0 if 0 ≤ E1k < k2

2 if k2 ≤ E1k < k3

3 if k3 ≤ E1k < K

A2 = Max(f(E2k), A1)

A3 = Max(f(E3k), A2)

The aspiration level is either stable or increasing as long as agents do not drop out:

A3 ≥ A2 ≥ A1.

f(k) is a non-negative increasing step function (represented in figure 1.3) such that

f : [k2;K] → [2, 3], kℓ being the minimum ability level required to succeed level ℓ, such

that:







f(k) = 2, if k2 ≤ k < k3

f(k) = 3, if k3 ≤ k ≤ K

Consider our three experimental treatment groups to illustrate the aspirations and

ability update process:

• For the Gain Treatment (A0 = 0), we always have:

Aℓ = f(E1k) for all ℓ = {1, 2, 3}

For low-ability subject in this treatment, a specific case arises. If they manage

to pass level 1, then E1k is updated to E2k > E1k. Indeed, when starting the

game, they have an estimation of their ability for level 1 (E1k). When succeeding

level 1 they increase their ability estimation for level 2 (E2k). This implies:

A2 = max(2, A0) = 2, if E2k ≥ k2.
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Figure 1.3

• For the Intermediate Treatment (A0 = 2):

1) If E1k ≥ k3 (meaning that they start the game with a high estimation of their

ability), then f(E1k) = 3 and A0 = 2, hence, A1 = 3.

If they pass level 1, f(E2k) = f(E1k) = 3.

If they pass level 2, f(E3k) = f(E2k) = 3.

2) If k2 ≤ E1k < k3, f(E1k) = 2 = A0 ⇒ A1 = 2

3) If 0 ≤ E1k < k2, then A1 = A0 = 2.

Once they succeed level 2, then E3k > E2k ≥ E1k. If E3k ≥ k3, they continue to

level 3, hence f(E3k) = 3 ⇒ A3 = 3. In this case, IT subjects have high abilities

but are under-confident. They realize their ability level as they succeed level 2

and thus update them, implying an aspiration update to level 3, greater than the

induced aspiration level.

• For the Loss Treatment:

A0 = 3. Hence, Aℓ = max(f(Eℓk), Aℓ) ≥ Aℓ, ∀ℓ.
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⇒ A3 = A2 = A1 = 3

Subjects in the loss treatment always keep a high level of aspiration irrespective

of their true ability and confidence.

Proposition 1 Agents upgrade their aspiration level with positive probability if they

manage to reach their prior aspiration level.

Aspiration will then play a large role when interacted with the ability. This effect

mainly affects people who can revise their aspiration levels along the different difficulty

levels, that is the low-ability GT and high-ability IT subject. This is largely discussed

in section 6.2. Moreover, the proportion of agents who upgrade their ambition will

depend on the induced aspiration level.

4. Self-confidence

We set the true probability of success as being qℓ(e, k̃) where e ∈ [0, emax] and with

q′kℓ(e, k̃) > 0, q′eℓ(e, k̃) > 0 and, q′′ee(e, k̃) < 0, q′′kk(e, k̃) < 0. The sign of q′′
ek̃
(e, k̃)

depends on the complementarity (>0) or substitutability (<0) between effort and per-

ceived ability.

The level of effort the agent will provide and her true ability will determine the true

probability of success. Moreover, the quantity of effort provided to succeed will vary

with time and with the difficulty of level ℓ.

Confidence q is defined as a subjective probability of success (ex ante). That self-

confidence covaries with the true probability of success is a minimum consistency re-

quirement, and the probability of success is obviously conditioned by the choice of

effort. For example, if an agent decides not to provide any effort, confidence in suc-

ceeding the task may be driven to zero17. Globally, the beliefs in succeeding the task

17. Another case is also possible: a highly able individual may consider that increasing the level
of effort will not increase the probability of success as she thinks she already has enough ability to
succeed, which will not impact confidence. The opposite reasoning can be made for low ability people.
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will vary with the effort level provided. Confidence may differ from the true probability

of success for two reasons: (i) because agents have an imperfect knowledge of their own

abilities k̃ (estimation bias) and (ii) because agents suffer from a systematic calibration

bias when they make a choice (even if they know their abilities).

4.1. Estimation bias

If individuals perfectly knew their ability level, their confidence would be equal to

the true probability of success conditional on their abilities. Individuals experience an

estimation bias on their ability level and thus on their probability of success. This bias

is E(q)− q, with q = q(e, k̃) and E(q) = q(e, E(k)) ∈ [0; 1]18.

Agents are assumed to update their abilities with experience in a Bayesian fashion.

The estimated ability will rise after a better-than-expected performance and decline

after a worse-than-expected performance. Good and bad performances will be equally

recorded and weighted. Thus, the estimation bias goes down to zero in the long run.

4.2. Miscalibration bias

In the short run, however, Bayesian people may miscalibrate their own probability of

success through a miscalibration parameter 1−µi ∈ [0; 1] even if they have an unbiased

estimate of their own ability. The miscalibration bias is then qi −E(q) for i = {H,L}.

This can occur if they are uncertain of the true probability of success because they

can be misled by emotions triggered by their doubt. However, the direction of doubt

is entirely different depending on whether their prior estimate led them to believe that

they would fail or that they would succeed. We distinguish miscalibration among both

types of agents:

18. Under either assumption, we assert that ability increases the value of effort. Measuring ability in
efficiency units, the output function of ability and effort is either additive (k + e) as ability can add
value to the effort, or multiplicative (k.e). Under any of these assumptions, E(q) = q(e, E(k)).
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• For low ability individuals:

qL = µLE(q) + (1− µL).1 (1.1)

This equation implies that the calibration bias is:

qL − E(q) = (1− µL)(1− E(q)) > 0 if 1− µL > 0 (1.2)

Low-ability subjects are hence overcalibrated. They should normally fail at mid-

dle or higher levels. However, their perception of a possible success leads to

overweighting their subjective probability of success, i.e. overconfidence. Thus,

even though low-ability agents should give up a task, they are overconfident and

are thus tempted by the returns to success (cf. equation 1.1). One can notice

that if one expects no success, that is E(q) = 0, then confidence qL = 1−µL > 0.

This means that low-ability individuals always exhibit a positive bottom confi-

dence which is in line with the Dunning-Kruger effect (they overestimate their

abilities.)

• For high ability individuals:

qH = µHE(q) + (1− µH).0 (1.3)

This equation implies that the calibration bias is:

qH − E(q) = −(1− µH)E(q) < 0 if µH < 1 (1.4)

High-ability subjects are undercalibrated. They should normally succeed at mid-

dle or higher levels. However, the perception of a possible failure leads to under-

weighting their subjective probability of success, i.e. underconfidence (cf. equa-

tion 1.3). If high ability agents expect a 1 probability of success (i.e. E(q) = 1),
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their confidence q = µH ≤ E(q). Hence, even though they expect a success

through an accurate estimation of their abilities, they always exhibit a ceiling

confidence lower than 1 confirming as well the Dunning-Kruger effect where high

ability subjects underestimate their abilities.

4.3. Synthesis on confidence

In order to generalize equations 1.1 and 1.3, we introduce a dummy variable D(L)

such that it is equal to one for low ability agents, and to zero for high ability agents.

The miscalibration parameter (1−µi) and the estimation bias (E(q)−q) can be grouped

into this unique equation of confidence:

qi = µiE(q) + (1− µi)D(L) = q + µi(E(q)− q) + (1− µi)(D(L)− q) (1.5)

Equations 1.1, 1.3 and 1.5 are a formalisation of the Dunning-Kruger effect. We

can see that if both of the biases disappear, that is E(q)− q = 0 and 1− µi = 0, then

confidence is equal to true success.

4.3.1. Total confidence bias

The total confidence bias is thus given by qi − q, that is the difference between

confidence and the true probability of success. If it is positive (negative) then the

agent is overconfident (underconfident), if it is equal to zero the agent is accurate. It

can be written as:

qi − q = (E(q)− q) + (qi − E(q)) (1.6)

This yields the following proposition:

Proposition 2 The confidence bias can be decomposed additively in the ability estima-

tion bias (E(q)− q) and the calibration bias (qi − E(q)).
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4.3.2. Confidence bias for low-ability agents

In this section we analyze the confidence bias of low-ability agents, implying D(L) =

1. By using equation 1.5, the confidence bias is:

qL − q = µL(E(q)− q) + (1− µL)(1− q)

Note that 1− q >> E(q)− q. Hence, qL − q > E(q)− q if 1− µL > 0.

The total bias can be rewritten as: qL − q = 1− q − µL(1− E(q)).

Low ability agents exhibit over-confidence, that is

qL > qL iff 1− q > µL(1− E(q))

or, qL > qL iff E(q)− q > −1−µL

µL

(1− q)

Proposition 3 Low-ability subjects are over-calibrated, i.e. qL > E(q) . The calibra-

tion bias is proportional to the miscalibration factor (1− µL) and gets larger as ability

gets lower (cf. equation 1.2).

Low-ability subjects are over-confident iff ability-estimation is not too biased downward,

i.e. E(q)− q > −1−µL

µL

(1− q).

4.3.3. Confidence bias for high-ability agents

For high-ability agents, D(L) = 0. By using equation 1.5, the confidence bias is:

qH − q = µH(E(q)− q)− (1− µH)q

The total bias can rewritten as (cf. equation 1.3): qH − q = µHE(q)− q < E(q) (with

µH < 1).

High ability agents exhibit under-confidence, that is:

qH < q iff µHE(q) < q

or, qH < q iff E(q)− q < 1−µH

µH

q
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Proposition 4 High-ability subjects are under-calibrated, i.e. qH < E(q) . The cal-

ibration bias is proportional to the miscalibration factor (1 − µH) and gets larger as

ability gets higher (in absolute value, cf. equation 1.4).

High-ability subjects are under-confident iff ability-estimation is not too biased upward,

i.e. E(q)− q < 1−µH

µH

q.

Corollary 1 If ability estimation is unbiased (i.e. E(q) = q), low-ability subjects are

always overconfident, and high-ability subjects are always under-confident.

4.4. Aspiration and the miscalibration parameter

An implication would be that considering the low ability agents’ confidence level, the

perception of a possible success is salient when the aspiration level is high because the

signal of success is consonant with the subject’s ambitious goal. It would become less

salient if the aspiration level is low because the signal of success is then dissonant with

the subject’s lack of ambition. Consequently, this emotional signal will be weighted

more heavily in equation 1.1 and the overconfidence bias will increase.

Considering the high ability agents’ confidence level, the perception of a possible

failure is never consonant with the aspiration level, even when ambition is lacking. This

perception is thus likely to be less salient than the perception of success for low-ability

individuals having high aspirations; and it should not vary much with the aspiration

level. Consequently, this emotional signal will not be weighted very heavily in equation

1.3 and the underconfidence bias will vary little with aspirations. This reasoning yield

an assumption on the relationship between aspirations and the miscalibration bias:

Assumption 1 The miscalibration parameter 1−µL increases with the aspiration level

for low-ability subjects, ∂1−µL

∂A
> 0.

The miscalibration parameter 1−µH varies little with the aspiration level for high-ability

subjects, ∂1−µH

∂A
is almost equal to 0
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5. The decision model

Based on our experimental design with three levels of increasing difficulty, when

succeeding the first or second level, the agent can decide whether to engage in the

risk-taking activity, that is, to stop or continue to the next level. If she stops at

level ℓ − 1, for ℓ = {1, 2} she gets a sure outcome yℓ−1; and if she continues, she

gets a payoff: yℓ if the level ℓ is succeeded, yℓ,0 if the level is failed such that yℓ >

yℓ−1 > yℓ,0. Once agents have estimated their ability, our behavioral model relates

effort, self-confidence, risk-taking and success to the individual level of aspirations and

propensity to miscalibrate. Recalling that the success rate, calibration parameter,

ability estimation and self-confidence are given by:

• Success rate: qℓ ≡ qℓ(e, k)

• Calibration rate: µi ≡ µi(A).

• Ability estimation: E(q) = q(e, E(k)).

• Confidence: qi ≡ µiE(q) + (1− µi)D(L)

We consider a cost of effort c(e) such that c′(e) > 0 and c′′(e) > 0.

The agent maximises her expected utility:

max
e∈[0,emax]

Vℓ(e) = qi(e, E(k))u(yℓ − A) + (1− qi(e, E(k)))u(yℓ,0 − A)− c(e) (1.7)

The first order condition for an interior solution yields:

∂Vℓ(e)

∂e
= q′(e, E(k))[u(yℓ − A)− u(yℓ,0 − A)]− c′(e) = 0 (1.8)

⇐⇒ q′e(e, E(k))Wℓ(A) = c′(e)
⇐⇒ µi(A)q

′

e(e, E(k))Wℓ(A) = c′(e)

With Wℓ(A) = u(yℓ − A)− u(yℓ,0 − A) > 0
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The agent decides then to continue to the higher level ℓ = {2, 3} iff her expected

utility Vℓ(e) is greater than the utility obtained at the previous level ℓ− 1 that is:

Vℓ(e) = qi(e, E(k))u(yℓ −A) + (1− qi(e, E(k)))u(yℓ,0 −A)− c(e) > u(yℓ−1 −A) (1.9)

Optimal level of effort is determined so that expected utility can be maximized and

compared to the previous level utility, allowing to make the decision to continue or

not. Figure 1.4 summarizes the different steps of decision and updating processes in

this dynamic context. After each success, the updating process arises and yields a new

optimal level of effort determining again the future decision to continue to the next

level.

Figure 1.4: Summary of the decision and updating process

In the following subsections we analyse the variation of effort according to E(k),

aspirations A, risk aversion, and to the calibration parameter µ. Derivatives of equation

1.8 with respect to these variables can be found in the appendix (as proofs).



58 CHAPTER 1. CONFIDENCE, ASPIRATION AND PERFORMANCE

5.1. Effort and estimation bias

The sign of ∂e∗

∂E(k)
, that is the effect of perceived abilities on effort will depend on

the performance technology. If effort and abilities are complements in the production

of success, then the effect of abilities on effort is positive. On the contrary, if they are

substitutes, higher abilities would lead to a lower effort.

The most plausible interpretation is the first one. If one has high abilities, one is

willing to succeed and thus will exert a higher level of effort, especially when a higher

level has to be attained that is a higher expected payoff. However, the other case can

happen if, for example, one’s abilities are just enough to pass a level, and no increase

in effort is needed to improve performance.

Proposition 5 A positive ability-estimation bias enhances effort, self-confidence, and

performance if ability and effort are complementary factors of success. The reverse

conclusion holds if ability and effort are substitutes.

5.2. Effort and miscalibration

∂e∗

∂µ(A)
is always positive. So, the higher the µ, meaning the closer to the true

probability of success is your confidence, the higher the level of effort exerted. In other

words, a higher miscalibration parameter (1 − µ) implies a smaller effort, confidence

and performance.

Proposition 6 The miscalibration bias increases self-confidence but always reduces

effort and success.

5.3. Effort and aspiration levels

The reference-dependent utility function includes the level of aspirations. Hence,

the sign of ∂e∗

∂µ(A)
, that is the impact of aspiration levels on the effort provided, will thus
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depend on risk aversion. Consequently, the sign of ∂e∗

∂A
depends on the signs of W ′

l and
∂µi(A)
∂A

(cf. assumption 1).

Table 3 displays the effect of the aspiration level on effort by considering risk pref-

erences of the agent.

Risk Averse (∂Wl(A)
∂A

> 0) Risk Lover (∂Wl(A)
∂A

< 0)

If i = L, ∂µL

∂A
< 0 sign of ∂e∗

∂A
indeterminate ∂e∗

∂A
< 0

If i = H, ∂µH

∂A
= 0 ∂e∗

∂A
> 0 ∂e∗

∂A
< 0

Table 1.5: Effect of the aspirations on effort depending on risk preferences.

Proposition 7 If a majority of subjects are risk-averse (confirmed in table 2.7 for our

sample), the aspiration level should have little effect on effort and, therefore, on confi-

dence for low-ability subjects. In contrast, the aspiration level should have a substantial

positive effect on effort and, therefore, on confidence for high-ability subjects.

The smaller the proportion of risk-averse subjects in the population, the less positive or

more negative is the effect of aspirations on effort and confidence.

6. Estimation of the model

Our experimental data allows us to test our model. The next subsections describe

the estimations of the miscalibration parameter and show how aspirations, abilities and

confidence explain the level of effort exerted (unobserved but the true probability of

success gives information on the variation of effort).

In order to distinguish both ability levels on our experimental subjects, we create a

performance variable called the average time cost, indicating the average time a subject

takes to solve one anagram during the first four stages. This variable is quite exogenous
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in the way that it can be considered as the cognitive ability our subjects already possess.

We do not consider any learning effect that may exist during the experiment. High

ability subjects are situated below the median of this variable, and low ability subjects

are above the median. We will continue to refer to high and low ability subjects based

on this variable, and this specification will always remain the same. The proportions

of high and low performers in the various treatments are not significantly different19.

6.1. Estimation of the miscalibration parameter 1− µ

In this subsection we estimate the miscalibration bias 1− µi under the simplifying

assumption that E(q) = q. We have 5 reported self-confidence levels in total (ranging

from 0 to 100). We first ask subjects’ self-confidence in succeeding each level during

level 1, at the end of stage four (q2,4i , q
3,4
i ). We repeat these questions just before level

2 starts (q2,9i , q
3,9
i )20, so only for subjects who succeed level 1 and decide to continue.

As success is a binary variable (either pass or fail the level) we cannot estimate the

individual 1 − µi. We use then the mean success rates so we can estimate 1 − µi for

each treatment and levels, as follows:

• For low ability subjects, 1 − µL = q−q

1−q
(from equation (1.1)), where q is the

observed mean success rate at each level and q the mean confidence level reported

by the subjects. If low ability subjects tend to be overconfident then 1− µL > 0

(q > q), if they are under-confident 1− µL < 0 (q < q), and if they are accurate

1− µL = 0 (q = q).

• For high ability subjects, 1− µH = q−q

q
(from equation (1.3)), if high ability sub-

jects tend to be under-confident then 1−µH > 0 (q < q), if they are overconfident

then 1− µH < 0 (q > q) , and if they are accurate 1− µH = 0 (q = q).

19. There are 47,5% of high ability subjects in the GT, 56,1% in IT and 45.7% in the LT. A two-sided
proportion test yields a p−valueGGvsGI = 0.27, p−valueGGvsGP = 0.82, and p−valueGGvsGI = 0.18.
20. At the end of stage 9.
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Concerning low ability subjects (see table 1.6), we first observe that they are over-

confident as they overestimate their probability of success (1 − µ > 0 that is q > q).

Moreover, 1−µL is steadily increasing with the level of aspirations confirming the first

part of assumption 1 (the miscalibration parameter increases with aspiration levels).

GT IT LT GT IT LT

1− µ
2,4
L 0,18 0,39 0,41 1− µ

3,4
L 0,29 0,34 0,46

1− µ
2,9
L (/C1=1) - 0,06 0,23 0,14 1− µ

3,9
L 0,20 0,37 0,58

Note: 1 − µℓ,4 refers to the confidence reported at the end of stage 4, level 1 and 1 − µℓ,9 to the
confidence asserted at the end of stage 9, level 1. C1=1 means that is it conditional on the decision
to continue to the second level.

Table 1.6: Estimation of 1− µ for low-ability subjects

GT IT LT GT IT LT

1− µ
2,4
H 0,23 0,21 0,26 1− µ

3,4
H na na na

1− µ
2,9
H (/C1=1) 0,29 0,33 0,29 1− µ

3,9
H na na na

Note: 1−µ4 refers to the confidence reported at the end of stage 4, level 1 and 1−µ9 to the confidence
reported at the end of stage 9, level 1. na: not available.

Table 1.7: Estimation of 1− µ for high-ability subjects

For high ability subjects (see table 1.7) the effect of aspirations is less clear. When

looking at confidence for level 2 success (1−µ
2,4
H , 1−µ

2,9
H ), values of 1−µ do not really

differ across treatments, and subjects are equally underconfident (1−µ > 0 i.e. q < q).

This result corroborates the second part of assumption 1 (the miscalibration parameter

varies little with the level of aspiration). At level 3 (1 − µ
3,4
H , 1 − µ

3,9
H ), however, we

cannot compare estimates of 1 − µ because GT (low aspiration) subjects are slightly

overconfident whereas IT subjects are underconfident and LT subjects are accurate. In

this case, it is impossible to assume, as we did for building tables 5 and 6, that the

ability-estimation bias is negligible. The importance of this remark will appear in the

forthcoming discussion.
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6.2. Aspiration upgrade and its effect on success

This section is dedicated to show any treatment differences on confidence and suc-

cess. We make the hypothesis that the induced aspiration, later revised or not, will

imply differences in confidence levels and hence on success.

6.2.1. An analysis of confidence

Figures 1.5 and 1.6 compare the success rate at level 2 and level 3 with the confidence

level, by treatment (initial induced aspiration level) and ability. We can see that among

low-ability subjects (figure 1.5), IT and LT subjects are over-confident in succeeding

level 2 and especially level 3.

Figure 1.5: Confidence levels and success rate for low ability subjects (in %). Signif-
icance levels of two-tailed z-test: * 10% ** 5% *** 1%

Conversely, high-ability participants (figure 1.6) exhibit underconfidence in all treat-
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ments at level 2. These two results taken together confirm the hard-easy and ability

effects. However, a new result emerges from the strange behavior of high-ability IT

participants at level 3 and, to a lesser degree, low-ability GT participants at level 2:

these two groups exhibit underconfidence while they were expected to be overconfi-

dent. A look at figure 1.5 shows that this is not caused by an abnormally low level

of confidence in comparison with other groups but to a relatively high rate of success.

High-ability middle-class subjects who passed level 2 and low-ability lower-class sub-

jects who passed level 1 both fulfilled their prior aspiration. We interpret their greater

success at a higher level by the fact that they upgraded their aspiration level, thus

gaining enough confidence to continue to a higher level and putting more effort in the

task to succeed at this level if they are risk-averse (suggesting that ability and effort

are complements in our experiment).

Figure 1.6: Confidence levels and success rate for high ability subjects (in %). Signif-
icance levels of two-tailed z-test: * 10% ** 5% *** 1%

The reference point’s upgrading yields a new goal to achieve that seems to motivate

them, allowing them to succeed better.

6.2.2. Aspiration, ability, and confidence effects on the decision to con-

tinue and success

In order to confirm this latter effect, we run probits on:

• The decision to continue to level 2 and level 2 success conditional on succeeding



64 CHAPTER 1. CONFIDENCE, ASPIRATION AND PERFORMANCE

level 1 for low-ability subjects to see if low-ability subjects from the GT subjects

upgrade their aspiration by continuing more but not necessarily succeed then

better. Table 1.8 reports this estimation.

• Both ability categories separately. We use two dependent dummy variables: being

relegated into the low group (by failing to reach level 2) and attaining middle or

upper groups (by succeeding to reach level 2 or beyond) conditional on continuing

to level 2 as level 2 corresponds to the initial level of aspiration for IT subjects.

Table 1.9 and table 1.10 report these estimates21.

Inverse ability is captured by the average time needed to solve one anagram in the

first four rounds, which is a rather exogenous measure. Ability 2 and Ability 4 refer to

the second and fourth quartiles (the reference quartile is the first one which contains

the 25% best participants)22.

Table 1.8 confirms our intuition. Indeed, among low-ability subjects who succeeded

level 1, GT subjects, who fulfilled their prior and induced aspirations, have a higher

probability to continue than IT subjects (see columns (1) and (2)), who did not already

reach their initial aspiration levels. Even though they have low abilities, GT subjects

are motivated by the positive surprise of having succeeded level 1. Nevertheless, they

do not have a higher probability of success than the other treatments’ subjects (cf. col-

umn (3) and (4)). Moreover, when controlling for individual characteristics, a higher

confidence in level 2 success implies a higher probability of continuing to level 2 (col-

umn (2)). Results differ when considering success where a higher confidence in level

21. Two steps probits of success of level 1 and 2, conditional on continuing were run as well. They
yield the same results for level 2 success. Concerning level 3, convergence problems arose because of a
very few numbers of low ability subjects reaching level 3, as well as too many dichotomous variables
in the model. However, for high ability subjects, results remain the same.
22. The same probit estimations were run with different ability variables: the number of total ana-

grams solved during level 1, the number of anagrams solved during the first four stages, the mean
time of solving one anagrams during the whole level 1, the total time used in level 1: they all give
qualitatively the same results. We choose to keep the mean time of solving one anagram during the
first four stages because it represents, to our opinion, a more precise and exogenous ability variable.
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Table 1.8: Probit on the decision to continue to L2 and L2 success (conditional on L1
success), on low ability subjects.

VARIABLES Continue to L2 Continue to L2 L2 success L2 success
(1) (2) (3) (4)

Intermediate Treatment -1.187*** -0.878** -0.376 -0.831
(0.403) (0.442) (0.462) (0.565)

Loss Treatment -0.514 -0.358 -0.173 -0.374
(0.396) (0.423) (0.385) (0.450)

Ability 4 -0.642* -0.878** -0.140 -0.078
(0.338) (0.362) (0.443) (0.523)

Confidence for L2 (during L1) 0.022 0.034**
(0.014) (0.016)

Confidence for L3 (during L1) 0.003 0.003
(0.014) (0.015)

Confidence for L2 (before L2) 0.068** 0.078**
(0.029) (0.034)

Confidence for L3 (before L2) -0.049** -0.042
Constant 0.345 0.816 -1.320 -4.334***

(0.488) (1.149) (0.861) (1.603)
Controls NO YES NO YES
N 84 84 63 63

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: All variables except confidence levels (between 0 and 100) and age are dichotomous.
Control variables do not appear in the regressions but are included in the probit when controls is
specified by "YES": Choosing "Hill"=1 of the track "Hill" has been chosen (which only concerns
level 2 and 3) and its estimate is positive and significant at a 5% level for L2 success. Men=1 if
the subject is a male participant and is non significant, stress=1 if the score is greater or equal
to 4, risk aversion=1 if the subject chooses the sure payment and is negative and significant at a
5% level for the decision to continue, study levels=1 if the participant has three or more years of
university education (or equivalent). French=1 if the mother tongue of the participants is French and
is positive and significant at a 1% level for L2 success. Scrabble=1 if she plays scrabble regularly or
occasionally. Participation=1 if she has already participated to an experiment and is negative and
significant at a 10% level for L2 success. Order ab corresponds to the order of the curriculum subjects
were presented. Paris=1 if the experiment is in Paris and =0 if it is in Montréal and is positive and
significant at a 10% level for L2 success.

2 success significantly increases the probability of succeeding this level, a higher confi-

dence in succeeding level 3 decreases this probability (the coefficient becomes however

insignificant when control variables are included, see columns (3) and (4)). The same
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estimations were run on high ability subjects but no effect was found except that being

in the IT increases the probability of succeeding level 2 which corroborates the follow-

ing analysis (at this stage of the game where difficulty is low for high ability subjects,

aspiration effect is reduced by an ability effect).

Table 1.9: Probit on being relegated to the low group

VARIABLES Low ability Low ability High ability High ability
(1) (2) (3) (4)

Intermediate Treatment 0.856** 1.168*** -0.182 -0.408
(0.363) (0.422) (0.326) (0.381)

Loss Treatment 0.451 0.488 -0.032 -0.219
(0.349) (0.397) (0.340) (0.361)

Ability 2 1.089*** 1.198***
(0.283) (0.321)

(0.349) (0.397) (0.340) (0.361)
Ability 4 1.163*** 1.720***

(0.330) (0.414)
Confidence for level 1 -0.010 -0.008 -0.012 -0.014

(0.010) (0.011) (0.010) (0.011)
Confidence for L2 (during L1) -0.017 -0.046** -0.018 -0.036

(0.015) (0.020) (0.021) (0.024)
Confidence for L3 (during L1) 0.011 0.024* 0.019 0.028

(0.010) (0.014) (0.015) (0.018)
Constant 0.826* 2.056* -0.176 1.551

(0.485) (1.182) (0.569) (1.211)
Controls NO YES NO YES

N 122 122 121 121
R2 0.2 0.4 0.2 0.3

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: Controls’ estimates: for the low performers, mother tongue estimates is negative with 5% sign.,
playing Scrabble is positive with p=0.004, ab order is negative with p=0.035, Paris is negative with
p=0.09. For high performers, ab order is positive with p=0.02.

By first looking at what determines success or failure of low ability participants

(columns (1) of table 1.9 and 1.10), we find that ability is the main determinant of
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Table 1.10: Probit on attaining middle and upper groups

VARIABLES Low ability Low ability High ability High ability

Intermediate Treatment -0.376 -0.788 0.368 1.094***
(0.462) (0.562) (0.360) (0.419)

Loss Treatment -0.173 -0.364 0.022 0.444
(0.385) (0.456) (0.370) (0.425)

Ability 2 -0.960*** -1.199***
(0.310) (0.374)

Ability 4 -0.140 0.049
(0.443) (0.570)

Confidence for L2 (before L2) 0.068** 0.080** 0.031** 0.034*
(0.029) (0.032) (0.015) (0.019)

Confidence for L3 (before L2) -0.049** -0.044* -0.031** -0.026
(0.022) (0.025) (0.013) (0.017)

Constant -1.320 -4.529*** 0.999 -0.997
(0.861) (1.635) (0.611) (1.347)

Controls NO YES NO YES

N 63 63 110 110
R2 0.1 0.42 0.1 0.41

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: Choosing "Hill" estimate is positive and significant with p<0.05. Otherwise, thesame control
variables are used as in the previous probits (for the low performers:Men is positive and significant
with p=0.02, education is positive with p=0.023, mother tongue is positive with p=0.006, playing
scrabble is negative with p=0.006, Paris is poiotive with p=0.07. For high performers, age is positive
with p=0.09 ab order is negative with p=0.000).

their failure. Confidence at level 2 prevents from being relegated to the lower group

and helps rising to the middle and upper groups. This variable seems to capture effort

whereas confidence at level 3, holding confidence at level 2 constant, would indicate

excessive (over)confidence of low achievers as it exerts a significantly negative influ-

ence on success in table 1.9 (the same effect is thus found as in table 1.8). We can

see on table 1.9 that belonging to the IT significantly increases their probability of

failing prior to level 2, while the same effect was visible but insignificant on table 1.4.
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This may result from a higher propensity to miscalibrate of low-ability individuals with

aspirations (assumption 1). The number of observations shows that there are almost

twice as many high performers than low performers that pass the second level. Only

11 high ability subjects fail level 1 or passed level 1 and quit the experiment. The only

characteristic that seems to prevent them from failing is to belong to the first ability

quartile rather than to the second (see column (2) of table 1.9). However their success

is strongly driven by the fact of belonging to the IT (column (2) of table 1.10).

Hence, these estimations show how confidence can lead to success by stimulating

effort but also how excessive overconfidence (indicating a strong propensity to miscal-

ibrate) can lead to failure by discouraging effort.

This section suggests that individuals benefit from becoming more ambitious as they

fulfil their initially moderate aspirations). When there is no performance surprise, the

low-ability ones are harmed by the large miscalibration that results from aspirations

exceeding too much their true ability.

7. Discussion

In this paper, we introduced confidence, aspirations and risk attitude into the eco-

nomic analysis of education or career choices. Students and workers must decide to

engage into increasingly difficult tasks with the hope of earning big money if they suc-

ceed and a lot less if they fail. Our analysis may also bring insights into the behavior

of entrepreneurs and traders engaged in an escalation of risky ventures. Confidence

and aspirations play a role in economic analysis if agents face uncertainty about their

ability to succeed, a reasonable assumption in most situations of real life.

We conclude by using our theoretical approach to answer a basic controversial ques-

tion: Is confidence a good or a bad thing when it deviates from the true frequency of

success in a real-effort task? Our simple answer to this important question is that
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confidence is productive when it stimulates effort and counter-productive when it dis-

courages effort. Our model, resting on very robust behavioral assumptions, concludes

that, under uncertainty about one’s ability, confidence is often a good thing when it

is caused by mild optimism and past experiences of good performance but it is al-

ways a bad thing when it is caused by a propensity to miscalibrate probabilities of

success. Conversely, experiencing bad performance is usually a bad thing and reducing

the propensity to miscalibrate is always a good thing.

Our experiment has provided several illustrations of these theoretical conclusions.

For instance, we showed that higher aspirations can reduce miscalibration for high-

ability (risk-averse) agents and increase it for low-ability agents. This prevents high-

ability agents of the intermediate treatment from falling into the lower level but has

the opposite effect on low-ability agents of the same class. We also found that early

performance of low-ability subjects of the gain treatment (low induced aspirations),

that is, passing level 1, raised their (initially minimal) ambition and stimulated their

effort and performance relative to intermediate treatment.

The general framing of the model and experiment can be applied to sociological

theories of education which look at the impact of social background on educational

achievement. By a simple manipulation of endowments, we simulated three levels of

aspiration that we matched with the three levels of difficulty introduced in our ex-

periment. This enables us to interpret averages at the treatment and ability level as

representative of social categories commonly considered in the sociology of education.

However, in contrast with the typical description of a two-class society in which differ-

ences in economic opportunities govern intergenerational inequality23, the adjunction

of a middle class (intermediate treatment) elicits the surprising role played by the in-

teraction of aspirations with ability. Indeed, if we make a simplifying parallelism with

23. After controlling for the direct effect of the cultural transmission by the parents, we still need to
understand why well-endowed children are more encouraged to pursue their studies than others, given
the same abilities, and if schooling institutions are more or less biased in selecting abilities.
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our treatments and social classes, the middle class (IT) is characterized by an extreme

intergenerational mobility, both upward for high-ability children and downward for

low-ability children, which is less found in the lower (gain treatment) and upper classes

(loss treatment).

Sociological theories (as Bourdieu and Passeron (1964)) describe the fact that in-

dividuals with a low level of aspirations are crowded out when the level of difficulty

increases. They link confidence and aspirations such that individuals with a high level

of aspiration are more confident than the ones with lower aspirations and hence suc-

ceed better. It turns out that our explanation of the hard-easy effect can accommodate

this sociological conjecture by showing that 1− µ varies with the aspiration level A in

systematic way.

8. Conclusion

Our behavioral model of confidence is a standard Bayesian subjective EU model

but differs from existing papers in that it incorporates new psychological determinants.

First, the most robust "anomaly" of the burgeoning literature on overconfidence: the

hard-easy effect and the ability effect (Dunning-Kruger) that we consider as a corol-

lary and second, aspirations. Our interpretation of the hard-easy effect is that people,

on choosing whether to engage in a risk-taking activity, may miscalibrate their own

probability of success even if they have an unbiased prior estimate of their own ability.

This occurs if they are uncertain of the true probability of success because they can

be misled by emotions triggered by their doubt. However, the direction of doubt is

entirely different depending on whether their prior estimate led them to believe that

they would fail or that they would succeed. Thus, we are led to consider two different

types of miscalibration. Low-ability agents exhibit overconfidence because they are

tempted by success although they should fail, whereas high-ability agents exhibit un-

derconfidence because they are afraid to fail although they should normally succeed.
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Our model predicts that the confidence bias is a function of two biases: an estimation

bias on ability (ex ante), and a miscalibration bias that differs among the high and low

ability agents. In this model, neither overconfidence nor underconfidence per se matter

in terms of welfare because effort co-determines confidence and performance but does

not determine their difference in any simple way. We further introduce aspirations in

the model by assuming that people treat their desired goal as a reference no lower than

the status quo which may shift upward after initial aspirations have been fulfilled. Dif-

ferentials in aspirations interact with ability and risk attitude to determine the degree

of miscalibration, and accordingly confidence, effort and performance. Indeed, effort

will increase with a positive estimation bias but decrease with a higher miscalibration

bias. Aspirations have a positive effect on risk averse high ability agents but should

have little effect on low-ability subjects.
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A. Appendix

A.1. Tables

Montréal Paris
AB BA AB BA Total

GT 16 15 19 30 80
IT 19 19 20 24 82
LT 20 21 20 20 81

Total 55 55 59 74 243

Table 1.11: Number of participants per session and in total

A.2. Figures

Figure 1.7: Experiment screen faced by subjects for level 1, step 1
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Figure 1.8: The decision process for a subject belonging to the Gain Treatment

A.3. Proofs

The derivative of the optimal level of effort with respect to the perceived level of

abilities yields:

∂e∗

∂E(k)
=

µ(A)q′′eE(k)(e
∗, E(k))Wl(A)

c′′(e∗)− µ(A)q′′e(e
∗, E(k))Wl(A)

(1.10)

The derivative of the optimal level of effort with respect to aspirations yields:

∂e∗i
∂A

=
q′ei(e

∗

i , E(ki))[
∂Wl(A)

∂A
µi(A) +Wl(A)

∂µi(A)
∂A

]

c′′(e∗i )− µi(A)q
′′

ei
(e∗i , E(ki))Wl(A)

(1.11)

With ∂Wl(A)
∂A

= u′(yl,0 − A) − u′(yl − A). This term depends then on agent’s risk

preferences: it is positive if the agent is risk averse (u′′ < 0), negative otherwise.

The derivative of the optimal level of effort with respect to the calibration rate µ

yields:

∂e∗

∂µ(A)
=

q′e(e
∗, k)Wl

c′′(e∗)− µ(A)q′′e(e
∗, k)Wl

> 0 (1.12)
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A.4. Instructions of the experiment (translated from French)

NB: Specific instructions according to the treatment are detailed.

You are participating to an experiment in which we ask you to solve anagrams and

to make decisions. Each participant makes his/her decision individually in front of

his/her computer.

Before starting the experiment, you will have to answer a questionnaire about your

age, occupation etc..., aimed to better know you. Answers to these question are very

important for us and will be kept entirely anonymous.

For the Loss Treatment: You are endowed with e35. According to your decisions

and performances you can loose part or all of this endowment. You will then receive at

the end of the experiment e35 minus the loss you may deal with during the experiment.

For the Intermediate Treatment: You are endowed with e20. According to your

decisions and performances you can loose part or all of this endowment, or winning

e15 more.

To thank you for your participation, we will give you a participation fee of e5.

The experiment contains 15 steps combined in three levels.

The task:

At each step, you must solve anagrams. The principle is to makeup a word with the

letters that are jumbled up and appear on the screen.

Example: You see "jrbnoou" on the screen. You must find and write "bonjour".
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Please note:

i. You must find a specific word, and not any word. Example: You must find "balle"

from the letter "ablel". The world "label" will be then refused, even though it

is correctly written. Do not be surprised if existing words are declined. In other

words, there is only one correct answer for each anagram.

ii. The words can be written with accents, but the anagrams and their solutions will

be spelled : "emme" => "meme".

iii. Solution are not conjugated words, and cannot be applied to feminine or plural.

You do not have to find any solutions such as "trouvas", "trouvait", "trouvées".

If it is a verb, it will always be the infinitive form.

iv. Capital letters are not accepted.

Many anagrams will be presented on the same screen and this set of anagrams will

form a step. Many steps are grouped into one level. The experiment contains 3 lev-

els. To succeed on level, you must solve at least 2/3 of the total anagrams

presented on all the steps forming this level.

Level 1: Steps from 1 to 9

The first level groups 9 steps. Each step consists in 6 anagrams that can be solved.

For each of the steps, the 6 anagrams will be presented at the same time, on the same

screen. You have to type the solution words in the spaces provided for that. When a

typed word is correct, the box near the word is checked.

You have 8 minutes maximum to solve the anagrams displayed at each step. When

you have no minute left, you are directly invited to the next screen.

You can skip to the next step without solving all the anagrams, and before the 8
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minutes are up, by clicking on the "Submit your answer" box. For achieving Level 1

you must have solved at least 36 anagrams (out of 54) at the end of the ninth stage

For the Gain Treatment:

• At the end of level 1, if you have solved less than 36 anagrams, the experi-

ment is over, and you win e2. You can leave your sit after obtaining permission

from the experimenter by raising your hand. Your payoffs will be issued to you

before you leave the room.

• If, at the end of level 1, you have solved at least 36 anagrams, you win e10.

You can either choose to stop there and leave the experimental lab with your

payoff, or to continue the experiment to level 2 by giving the money in.

For the Intermediate Treatment:

• At the end of level 1, if you have solved less than 36 anagrams, the ex-

periment is over, and you and you loose e18. You can leave your sit after

obtaining permission from the experimenter by raising your hand. Your payoffs

will be issued to you before you leave the room.

• If, at the end of level 1, you have solved at least 36 anagrams, the amount of

your loss is e10. You can either choose to stop there and leave the experimental

lab with the remaining amount, or to continue the experiment to level 2 by

giving the money in.

For the Loss Treatment:

• At the end of level 1, if you have solved less than 36 anagrams, the ex-

periment is over, and you lose e33. You can leave your sit after obtaining

permission from the experimenter by raising your hand. Your payoffs will be

issued before you leave the room.



CHAPTER 1. CONFIDENCE, ASPIRATION AND PERFORMANCE 77

• If, at the end of level 1, you have solved at least 36 anagrams, the amount of your

loss is e25 . You can either choose to stop there and leave the experimental

lab with the remaining amount, or to continue the experiment to level 2 by

giving the money in.

If you decide to continue the experiment, you must also choose between two options,

coded A or B, for the remainder of the experiment (see attached diagram).

The number of anagrams solved in the rest of the experience depends on the option

selected:

A B
Steps 10 to 12 (Level 2): 8 anagrams/step 10 anagrams/step
Steps 13 to 15 (Level 3): 12 anagrams/step 10 anagrams/step

This choice is final until the end of the experiment and cannot be changed at the

end of level 2.

Level 2: Steps from 10 to 12

The second level consists of 3 steps.

At each step, 8 anagrams if you chose Option A, 10 anagrams if you chose Option B,

are presented.

You have 8 minutes per step. If the 8 minutes are exceeded, you are invited to go

directly to the next step.

You can skip to the next step without solving all the anagrams, however, it is re-

quired that you have solved at least 16 anagrams out of 24 if you chose Option A and

20 anagrams out of 30 if you have chosen Option B, at the end of the 12th stage for

achieving Level 2.
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For the Gain Treatment:

• At the end of level 2, if you have solved less than 2/3 of the anagrams presented

during the three stages, the experiment is over, and you win e4. You can leave

your sit after obtaining permission from the experimenter by raising your hand.

Your total payoffs will be issued before you leave the room.

• If, at the end of level 2, you have solved at least 2/3 anagrams, you win e20.

You can either choose to stop there and leave the experimental lab with your

payoff, or to continue the experiment to level three by giving the money in.

For the Intermediate Treatment:

• At the end of level 2, if you have solved less than 2/3 of the anagrams presented,

the experiment is over, and you loose e16. You can leave your sit after

obtaining permission from the experimenter by raising your hand. Your payoffs

will be issued to you before you leave the room.

• If, at the end of level 2, you have solved at least 2/3 anagrams, the amount of

your loss is e0. You can either choose to stop there and leave the experimental

lab with the remaining amount, or to continue the experiment to level three

by giving the money in.

For the Loss Treatment:

• At the end of level 2, if you have solved less than 2/3 of the anagrams presented,

the experiment is over, and you loose e31. You can leave your sit after

obtaining permission from the experimenter by raising your hand. Your payoffs

will be issued to you before you leave the room.

• If, at the end of level 1, you have solved at least 2/3 anagrams, the amount of

your loss is e15. You can either choose to stop there and leave the experimental
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lab with the remaining amount, or to continue the experiment to level three

by giving the money in.

Level 3: Steps from 13 to 15

The third level consists of 3 steps.

At each step, 12 anagrams if you chose Option A, 10 anagrams if you chose Option B,

are presented.

You have 8 minutes per step. If the 8 minutes are exceeded, you are invited to go

directly to the next step.

You can skip to the next step without solving all the anagrams, however, it is re-

quired that you have solved at least 24 out of 36 anagrams if you chose Option A,

20 anagrams out of 30 if you have chosen Option B, at the end of the 15th step to

complete the level 3 successfully.

For the Gain Treatment:

At the end of stage 15, the experiment is over. If you have solved less than 2/3 of

the anagrams presented during the three stages you win e11. If you have solved at

least 2/3 of the anagrams, you win e35.

For the Loss Treatment: At the end of stage 15, the experiment is over. If you have

solved less than 2/3 of the anagrams presented during the three steps, you loose e24.

If you have solved at least 2/3 of anagrams, the total amount of your loss is e0.

For the Intermediate Treatment: At the end of stage 15, the experiment is over. If

you have solved less than 2/3 of the anagrams presented during the three steps, you
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loose are e9, subtracted to the e20 endowment. If you have solved at least 2/3 of

anagrams, you get e15 more are to be added to the initial e20.

Further details

It is not possible for you to return to the previous step once you have clicked

on "Submit your answer."

It is not possible for you to stop the experiment during a level.

You are not allowed to communicate during the experiment. If you have any

questions during the experiment, raise your hand, someone will come to you individu-

ally.

It is very important that you understand these instructions. If you have any

questions about these instructions, please raise your hand, someone will come to an-

swer.

Thank you for your participation.
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Payoffs’ structure during the experiment (only one table was seen by the subjects,

according to their treatment session):

Gain Treatment

Level 1 Level 2 Level 3
Success e10 e20 e35
Failure e2 e4 e11

Intermediate Treatment

Initial endowment: e35

Level 1 Level 2 Level 3
Success -e25 -e15 -e0
Failure -e33 -e31 -e24

Loss Treatment

Initial endowment: e20

Level 1 Level 2 Level 3
Success -e10 -e0 +e15
Failure -e18 -e16 -e9
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Experimental design:

Screen seen during step 1:

A.5. Comprehension questionnaire for a GT subject in the A-B order

Please fill in the following questionnaire:
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i. In total, the experiment contains ____ levels. (Answer: 3)

ii. The first level groups____ stages. (Answer: 9)

iii. Can you stop the experiment during the first level? Yes No (Answer: No)

iv. For each step, the anagrams are shown on the same screen : Yes No

(Answer: Yes)

v. Each stage lasts no more than ____ minutes. (Answer: 8)

vi. During the first level, at each stage, you have been shown ____ anagrams.

(Answer: 6)

vii. On the whole first level, at each stage, you must solve a total of ____ anagrams

to complete that level. (Answer: 36)

viii. Assume you have chosen Option A at the end of level 1, how many anagrams do

you have to solve at least on level 2, to complete that level? ____

(Answer: 16)

ix. At the end of level 2, can you change your mind on the choice of Option A or B

made at the end of level1? Yes No (Answer: No)

x. Can you interact with other participants during the experiment? Yes No

(Answer: No)

xi. What is the highest possible payoff you can earn? e____ (Answer: e35)
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Chapter 2

Gender Differences in Reaction to

Feedback and Willingness to Compete

This chapter is a joint work with Marie-Pierre Dargnies1.

1. It has been submitted to the Journal of Economic Behavior & Organization.
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1. Introduction

There are many possible explanations for the under-representation of women at the

top of labor-market hierarchies, among which discrimination and the possibility that

women may value the time spent with their children more. In this context, economists

have recently become interested in the role played by gender differences in preferences

(Croson and Gneezy, 2009).

Interest has in particular focussed on the gender gap in competitiveness. Men

have often been found to have a greater taste for competition than women (Gneezy,

Niederle and Rustichini, 2003, Niederle and Vesterlund, 2007, Datta Gupta, Poulsen

and Villeval, 2012, Niederle and Vesterlund, 2011), whether this taste be measured by

the selection decision into tournaments or by performance in a tournament imposed

on subjects. There are however a number of exceptions. Gneezy, Leonard and List

(2008) find that when choosing between piece-rate and tournament-incentive schemes,

the gender gap in tournament selection is inverted in matrilineal societies (i.e. women

select the tournament more often than do men). The gender gap in competitiveness

also seems to be affected by whether the task is stereotypical-male or stereotypical-

female, and by the level of pressure under which it is performed. In particular, the

gender gap in tournament performance disappears when the task involves words rather

than Maths (Shurchkov, 2012, Gunther et al., 2010) and under low-pressure conditions

(Shurchkov, 2012), in which participants have more time than they need to perform

the task.

It is sometimes argued that men are better-suited to hold prestigious positions than

are women. We therefore focus here on a task for which men are known to self-select

into competition more often than do women.

The gender gap in competitiveness has recently been found to disappear when

participants are provided with information on their relative performance. Wozniak,
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Hardbaugh and Mayr (2011) provide participants with a feedback telling them how

participants in their session exactly performed in the piece rate. While there is a signif-

icant gender gap in tournament entry without feedback, it disappears when feedback is

provided. Indeed, high-ability women choose more competitive compensation schemes

and low-ability men choose less competitive compensation schemes with feedback than

without it.

The goal of the present paper is twofold. We first evaluate how feedback on relative

performance is perceived by men and women, that is how they update their beliefs

following its reception. Second, we are interested in how men and women adjust to

this information in terms of tournament entry decisions.

A recent literature has addressed the first point, i.e. how men and women differ in

the way they react to the reception of performance feedback and how they subsequently

update their beliefs. This is especially important as it may help rethink the way in

which feedback is provided to employees in firms (giving precise information on past

relative performance during annual reviews vs. setting goals for the future without

focusing too much on past rankings) or to children at school.

Möbius et al. (2011) provide their subjects with noisy feedback via a simple binary

signal for their performance being in the top 50%. They find that subjects update

their beliefs about their IQ being in the top 50% less than Bayesian agents would in

response to both positive and negative signals, and women update less than do men.

They also show that subjects react more to positive than to negative information (and

there is no gender difference in this respect). A number of papers (Möbius et al., 2011,

Ertac, 2011, Grossman and Owens, 2011) find that individuals deviate from Bayesian

beliefs more in self-relevant contexts (i.e. when they have to evaluate their own relative

performance) than in self-irrelevant contexts (i.e. when they have to evaluate somebody

else’s relative performance, or update their beliefs about a neutral event). In terms

of the deviation from Bayesian updating, we differ from the existing literature in that
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our feedback is not noisy (contrary to Möbius et al. (2011) and Grossman and Owens

(2011)) and subjects are asked to assess their beliefs over their relative performance in

a competitive context (while Ertac (2011) uses a task remunerated under piece-rates).

Regarding our second point (how men’s and women’s actions react to performance

feedback), Azmat and Iriberri (2010) find that providing feedback on relative perfor-

mance to high-school students improves their grades by 5% regardless of where they are

in the distribution. In the laboratory, this feedback-performance effect is only found

for men (Azmat and Iriberri, 2012).

In our set-up, subjects have to decide twice whether to enter a tournament. The

first time, the subject knows the opponent will be randomly-selected from all the other

participants in their session, and will therefore be of totally unknown ability. After

the participants make this first decision and perform the task, they receive a binary

feedback telling them whether their performance was above or below the median in their

session2. We have two treatments allowing us to manipulate the degree of competition

our subjects face. To our knopwledge, our paper is the first one to directly manipulate

the level of competition and study how this affects competitiveness while carefully

monitoring relative confidence after the provision of a feedback. In the ability group

treatment, they then decide a second time whether to enter a competition knowing

that their opponent will be randomly selected among participants belonging to the

same performance group as their own. In the Repetition treatment, they decide a

second time whether to enter a competition with an opponent of totally unknown

performance level (i.e. again randomly chosen from all the participants in the session).

We are thus able to control for order effects. We make sure to elicit beliefs both before

and after subjects receive their performance feedback. We can then see how beliefs and

their updating affect the tournament entry decision.

Our first result is that subjects update their beliefs following performance feedback

2. Contrary to Wozniak, Hardbaugh and Mayr (2011), who provide an exact performance feedback
based on the piece-rate, we provide a binary performance feedback based on the tournament.
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more than would a Bayesian agent. Both men and women are more pessimistic than

a Bayesian agent following negative feedback; we find the opposite effect after positive

feedback. Both of these effects are stronger for women than for men. Our paper also

shows that low-performing participants adapt their tournament entry decision to the

ability level of the competition, while high-performing participants do not.

Men and women do not react to the feedback in terms of competitive entry in the

same way. While women are especially sensitive to information on their own perfor-

mance, men react more strongly to the level of their competitors. Feedback does not

therefore seem to be processed in the same way by men and women. While men, and

especially low-performing men, seem to take into account the possibility that their

performance will improve over time, this is not the case for women. In other words,

low-performing women consider their performance level per se while men think there

is room for improvement.

Regarding the efficiency of choices, men mostly enter in about the proportion sug-

gested by payoff maximization, but not enough women choose the tournament. This

can be explained by women giving too much weight to the negative feedback they

receive, and not taking into account the fact that their performance can (and does)

improve over time.

The remainder of the paper is organized as follows. Section 2 describes the experi-

mental design, section 3 formulates the different research questions and the analytical

method. Section 4 reports the results on beliefs, treatment effects and establishes a

welfare analysis. Section 5 then discusses our results and concludes.

2. Experimental design

We use a real effort task consisting in solving as many sums of five two-digit numbers

as possible (Niederle and Vesterlund, 2007) within 5 minutes. There are a total of six
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sequential steps3, one of which is randomly selected at the end of the experiment to

determine the payoff, as well as incentivized belief-assessment questions. The fact that

only one randomly chosen step determines the payoff eliminates any heding opportunity.

The Repetition and ability group sessions differ only in steps 4 and 4 prime (see below)4.

The same number of men and women take part in each session, and each session includes

at most 20 participants.

Step 1: Piece-rate (PR) remuneration scheme. Subjects have 5 minutes to solve as

many sums as they can, and earn e0.50 per correct sum. This step allows to

obtain a performance level for each subject under piece-rate.

Step 2: Standard tournament (ST). Subjects have 5 minutes to solve as many sums as

they can. They are randomly paired with another player in their session (whose

gender is unknown to them). If step 2 is randomly chosen for remuneration, the

winner in each pair (with the best step-2 performance) earns e1 per correct sum,

while the loser receives nothing. This step indicates the performance level of

subjects under a tournament incentive. We furthermore use this step to obtain

the performance one will have to compete against in future tournaments.

First round of belief elicitation: After the second step, the participants have to

evaluate the probabilities that their step-2 performance belongs to each of the

four performance quartiles. The sum of these 4 probabilities (in %) is equal to

1005. They answer four questions corresponding to the four quartiles. For ex-

ample, the question for the fourth quartile was: "What is, according to you, the

3. The fact that the tasks are completed sequentially may have an effect on subjects’ decisions
to compete, as learning and fatigue may affect these decisions. However, as this paper focuses on
gender effects and differences across treatments, the relevant question is whether men and women, or
participants randomly assigned to different treatments, are affected in a different way by the tasks
being sequential; this is, in our opinion, unlikely.

4. The instructions read to the subjects can be found in the Appendix.
5. The subject is asked to enter four beliefs: one for each quartile. If the sum of these four beliefs is

not exactly equal to 100, the participant cannot go on to the next step and has to enter new beliefs
adding up to 100.
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probability in % that your step-2 performance belong to the 4th quartile (being

in the 25% best performers)?"

To incentivize the answers, we use a confidence rule (Möbius et al., 2011, Hol-

lard, Massoni and Vergnaud, 2010): for each of the four answers, the computer

randomly picks a number y between 0 and 100. Let xi be the subject’s answer

for quartile i (i = 1, 2, 3, 4).

• If xi > y, the subject earns e1 if her score belongs to the ith quartile, nothing

otherwise.

• If xi < y, the subject earns e1 with y% probability6.

Step 3 (hereafter Choice 1): Before solving the sums, subjects have to choose

between the Piece Rate (PR) and Standard Tournament (ST) remuneration

schemes. Those who choose PR receive e0.50 per correct sum if step 3 is picked

at the end of the experiment. If a subject chooses the tournament, she is ran-

domly paired with another subject and wins the tournament (which pays e1 per

correct sum) if her step-3 performance is greater than her opponent’s step-2 per-

formance7. This step allows to replicate previous results in order to check any

gender gap in competitive entry. It also gives us a benchmark for the gender gap

in competitive entry in our experiment.

6. This rule can seem complicated. Our main goal was to get the beliefs on the quartiles before and
after the feedback in order to compute the bayesian beliefs and be able to tell whether participants
were updating their beliefs in a bayesian way. We had the choice between the quadratic scoring rule
(QSR) and the method we ended up choosing. It appeared to us that both methods are complicated.
The argument in favor of our chosen mechanism was that it is always truth-inducing while QSR only
is for risk-neutral subjects. During each session, we carefully explained the rule and illustrated it with
various example to make sure subjects understand it. We told participants that even though they
may not understand all the elements of this rule, it was done to make sure they tell the truth about
their beliefs. Hence, by not doing so they would be worse-off.

7. As the randomly-chosen opponent may not have chosen the tournament, the step-3 performance
of the participant is compared to the step-2 performance of the opponent, when he was performing in
a tournament. This way, the decision to enter the tournament is not affected by beliefs about whether
the opponent is going to enter. In addition, it allows us to rule out the possibility that a participant
may not enter because she does not want to inflict a loss on her opponent.
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Step 3 prime (hereafter Choice 1 prime): Participants have to choose between

submitting their step-1 performance to PR or ST. They do not have to solve sums

at this step. The payoffs depend only on their step-1 performance. If a subject

chooses to submit this performance to the tournament, she is randomly paired

with another participant and earns e1 per correct sum if her step-1 performance

is greater than her opponent’s. If she chooses PR, the remuneration is the same

as in step 1. Step 3 prime is identical to Step 3 (in both cases the tournament is a

riskier choice implying more ambiguity and only giving the information whether

she beat her opponent at the end of the experiment) except for the fact that it

does not involve a future performance. In particular, the participant who chooses

to submit her past performance to the tournament does not have to perform under

the pressure of competition. In other words, Step 3 allows for improvement in

performance (since the Step 3 performance of a participant will be compared

to the Step 2 performance of her opponent) while the Step 3 prime tournament

does not (Step 1 performances of both opponents are compared in Step 3 prime

tournament).

Feedback: Each participant receives feedback on their step-2 performance, telling

them whether it was above or below the median.

Second round of belief elicitation: This second round allows us to analyze how

subjects update their beliefs after receiving an ability signal. They have to re-

estimate the probabilities that their step-2 performance was in the two possible

quartiles consistent with their feedback (the fourth and third quartiles for per-

formers above the median, the second and first quartiles for performers below the

median). We use the same incentive rule as in the first round, for both of the

elicited beliefs.

Step 4 Repetition or Ability Group (hereafter Choice 2): 5 minutes of sums
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• In Repetition sessions, step 4 is exactly the same as step 3 (choice between

PR or ST, the remuneration rule stays the same). We use this Step as a

control for the pure effect of feedback on competitive entry when nothing

else changes.

• In Ability Group sessions, subjects have to again choose between a piece rate

and a tournament. If the piece rate is chosen, the subject earns e0.50 per

correct sum. But if she chooses the tournament, she is randomly matched

to another participant who belongs to the same ability group. That is, if

her step-2 performance was below (above) the median she is paired with

someone whose step-2 performance was below (above) the median as well.

We call this the "Ability Group Tournament" (AT) (see Table 2.1). A

subject wins if her step-4 score is greater than her opponent’s step-2 score,

when the opponent is in the same ability group. In this case she wins e1

per correct sum, nothing otherwise. This Step gives us our main treatment

effect, that is whether participants adapt their competitive entry to the level

of the tournament.

Repetition (control) Ability Group (treatment)
Choice between PR and Tournament Choice between PR and Ability Group Tournament.

Table 2.1: Repetition (control) and Ability Group (treatment) at step 4

Step 4 prime (hereafter Choice 2 prime): Participants have to choose between

submitting their step-1 performance to a piece rate or a tournament. In Repetition

sessions, step 4 prime has the same features as step 3 prime. In Ability Group

sessions, the choice of competition leads to an ability group tournament such that

both of the step-1 performances compared belong to the same ability group. The

remuneration rule is the same as in step 3 prime. This step has the same purpose

for Step 4 as Step 3 prime has for Step 3.
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At the end of each step, all participants are told their absolute performance, that

is the number of sums they solved. At the end of the experiment, a screen summarizes

the earnings from each step, and whether a tournament was won or lost in the case it

was chosen by the participant. One step is randomly chosen to determine part of their

payoffs, in addition to the belief-assessment questions. Figure 2.1 summarizes all the

steps of the experiment.

Figure 2.1: Experiment summary

While studying the effect of performance feedback on competitive entry has already

been done (Cason, Masters and Sheremeta, 2010, Wozniak, Hardbaugh and Mayr,

2011), our paper is, to our knowledge, the first attempt to directly manipulate the level

of competition one involves in. It allows us to study the combined effect of feedback

and competition level while carefully monitoring beliefs about relative performance.

The experiment was run at the "Laboratoire d’Economie Expérimentale de Paris"

(LEEP) between February and April 2011. The same number of men and women

took part in each session. Respectively 112 subjects (56 men and 56 women) and

116 subjects (58 women and 58 men) participated in the Repetition and Ability Group

sessions. One step was randomly chosen at the end of the experiment to be paid in

addition to the belief-assessment questions and a e7 show-up fee. Participants earned

e15.30 on average (see Table 2.7 in the Appendix for detailed sample characteristics).
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3. Research questions and description of methods

We here state our research questions and set out the strategy used to answer them.

Our first research question is to know how confident men and women are over their

relative performance level to start with, and how they update their beliefs following

feedback. The strategy we use in Subsection 4.1 to study the belief-updating process

consists of two steps. We first calculate a Bayesian benchmark from participants’ priors

about their performance being above the median (elicited before participants received

any information) and their subsequent feedback. We then compare this benchmark

to the beliefs elicited after participants received their feedback. This allows us to see

whether our participants are Bayesian updaters, whether they update in the same way

following positive and negative feedback, and whether men and women update their

beliefs similarly.

Subsection 4.2 appeals to the diff-in-diff method to see whether our participants

adapt their tournament entry decision to the information received about both their

own performance and that of the opponent they will face. The diff-in-diff method

seems appropriate in our case as we are interested in the change in competitiveness

when manipulating the level of competition and providing feedback. In our Ability

Group treatment, we are mostly interested in men and women’s competitiveness af-

ter the manipulation of the level of competition (Step 4). However, this measure of

competitiveness only makes sense in comparison with a "benchmark level of compe-

tition" which is measured in Step 3. Furthermore, the difference in competitiveness

between Step 3 and Step 4 could be due to order effects, the effect of the performance

feedback which is provided between Steps 3 and 4 and, finally, to the fact that the

Step 4 tournament (contrary to the Step 3 tournament) opposes participants of the

same performance group. This is why we use the Repetition treatment as a control,

to see what the competitiveness difference between Steps 3 and 4 is when the choices
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offered in both of these steps are exactly the same and where the only things which

can explain a change in choice between the steps are order effects and the effect of

feedback. The diff-in-diff method therefore allows us to isolate the effect of the Ability

Group treatment per se.

As feedback depends on whether the participant’s performance was above or below

the session median, we calculate the diff-in diff estimators separately for these two

groups. We ask whether the increase in the percentage of participants choosing tour-

nament entry differs between choice 1 (before the feedback) and choice 2 (after the

feedback) in the Repetition treatment (where the opponent is randomly-chosen from

all session participants in both choices 1 and 2) and in the Ability Group treatment

(where the opponent in choice 2 is randomly chosen from session participants in the

same ability group, i.e either above or below the median).

In Choice 2, participants are matched to an opponent of unknown ability in Repeti-

tion and to a low-performing opponent in Ability Group. Low-performing participants8

who adapt entry to the level of the tournament should then increase entry more be-

tween Choices 1 and 2 in the Ability Group than in the Repetition treatments. On the

contrary, high-performing participants should increase tournament entry more between

Choices 1 and 2 in the Repetition than in the Ability Group treatment.

In Subsection 4.3 we link the belief-updating process to tournament entry. To do

so, we construct the variable "beliefwin" to proxy the subject’s beliefs regarding her

chances tournament success. We then introduce "beliefwin" into the tournament-entry

regressions to see whether it helps to explain individual choices.

Finally, Subsection 4.4 analyzes the welfare implications of the behaviors we ob-

serve. We calculate the expected payoffs from entering each tournament by drawing a

great number of times without replacement from the set of the performances of the po-

8. Low-performing participants are those whose Step-2 performance was below the median Step-2
performance in their session, and who therefore receive the "below median" feedback after the first
round of confidence-assessment questions.
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tential opponents our participants face (e.g. participants whose performance is below

the median for the "low-performing Ability Group" tournament). This shows the prob-

ability that a participant with a given performance level would win the tournament,

and thus the expected payoff from tournament entry. We also compute the expected

payoff from choosing the piece rate for each performance level. We can therefore deter-

mine the optimal choice, in expectation, at each performance level. The last step is to

compare the percentage of participants who are expected to benefit from tournament

entry to that who actually choose to do so.

4. Results

4.1. Changes in performance and confidence assessments

We start by analyzing how performance alters between steps 1 and 2, that is when

the remuneration scheme changes from being piece rate to tournament.

Table 2.2 shows the average number of correctly-solved sums by gender in step 1

(piece-rate) and step 2 (tournament). Participants perform significantly better in the

tournament than in the piece-rate. This suggests that the remuneration scheme affects

performance, even though learning may also play a role here. We do not find any

performance differences between men and women.

Step 1 Performance (PR) Step 2 Performance (T) Diff
Men 7.8 9.2 p=0.00
Women 7.5 8.9 p=0.00
Diff p=0.48 p=0.46

Table 2.2: Average number of correctly-solved sums at step 1 and step 2 (the p-values
correspond to two-tailed t-tests).

We pick up participants’ confidence in their chances of tournament success via a

question on their beliefs about their relative performance; this is asked both before
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and after they receive feedback telling them whether their performance was above or

below the median. Before receiving feedback, participants had to state their beliefs that

their Step-2 performance fell in each of the four performance quartiles; after receiving

feedback, they had to assess their beliefs that their performance fell in each of the

two quartiles they could still appear in (as they now know that their performance was

either above or below the median).

Before receiving feedback, low-performing men were not significantly more confident

than low-performing women (thinking that their Step-2 performance was respectively

56.7% and 54.6% likely to be above the median Step-2 performance of their session):

the two-sided Mann-Whitney test yields p=0.69. However, after feedback that their

performance was below the median, low-performing men are more confident than low-

performing women regarding their chances of belonging to the second as opposed to

the first (worst) quartile (low-performing men and women respectively think they are

67.3% and 57.5% likely to belong to the second quartile: the two-sided Mann-Whitney

test yields p<0.01).

Before receiving feedback, high-performing men were more confident than high-

performing women of being better than the median participant. High-performing men

and women respectively think that they have a 75.6% and 62.4% chance of being

above the median (this difference is significant in a two-sided Mann-Whitney test with

p<0.01). Once they learn that their performance is above the median, men are still

more confident than women, but to a lesser degree: high-performing men and women

believe their performance has respectively a 60.6% and 51.4% (p=0.03) chance of be-

longing to the 4th (top) quartile.

The above results suggest that men and women do not react in the same way to

performance feedback, with women seeming to adjust more strongly to this feedback

than do men. To further our investigation, we calculate for each subject the beliefs she

would have held during the second round of confidence-assessment questions (i.e. after
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performance feedback) were she to have updated her first-round beliefs in a Bayesian

way. We later refer to these beliefs as "Bayesian beliefs". They are calculated as

follows.

We denote by b1_i the first-round elicited beliefs about belonging to the ith quartile

(i = 1, .., 4). We differentiate Bayesian beliefs for low performers (Bayeslow) and high

performers (Bayeshigh) such that:

• Bayeslow = 100 ∗
b1_2

b1_2+b1_1

• Bayeshigh = 100 ∗
b1_4

b1_4+b1_3

We then compare actual second-round beliefs to Bayesian beliefs. Figure 2.2 dis-

plays the Bayesian beliefs compared to the actual updated beliefs after receiving the

feedback, for low and high-perforing participants, broken by gender. If our subjects

were Bayesian updaters, beliefs should be situated on the 45◦ line that is where Bayesian

beliefs are equal to the true beliefs. However, we can see that overall, most of the low-

performing participants’ beliefs are situated below the 45◦ line, that is they update more

pessimistically than a Bayesian agent would. The opposite result is found for high-

performing participants. More precisely, both men and women overreact to the feed-

back received, but women more so. High-performing women’s beliefs are significantly

more optimistic than Bayesian beliefs (a Wilcoxon signed-rank test yields p<0.0001);

this is also the case for high-performing men (p<0.01). However, high-performing

women update their beliefs significantly more optimistically than do high-performing

men (a Mann-Whitney test yields p=0.04).

Concerning low-performing participants, women’s beliefs are significantly more pes-

simistic than Bayesian beliefs (a Wilcoxon signed-rank test yields p<0.0001) while this

holds to a lesser extent for men (p=0.04). Furthermore, low-performing women update

significantly more pessimistically than do their male counterparts (p=0.04).

Result 1: While both men and women overreact to the feedback they receive, women
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Figure 2.2: Beliefs update compared to Bayesian beliefs

do so much more than do men.

After being informed that their performance is below the median, low-performing

women are too likely to think (compared to a Bayesian updater) that their performance

is in the lowest quartile. On the other hand, the good news that high-performing women

receive makes them too likely to think that they are in the top quartile. This first result

suggests that there is no conservatism behavior (that is updating too little in response
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to both positive and negative signals). It differs from Möbius et al. (2011) who use a

noisy signal and find that subjects are conservative. Notice that the fact that our signal

is not noisy (contrary to Möbius et al. (2011) and Grossman and Owens (2011)) does

not give the chance to subjects of believing the information they receive is wrong. Ertac

(2011)’s first finding is that updating is on average pessimistic especially following a

negative feedback. This is in line with our result that subjects overreact to negative

information. Secondly, the author finds that women tend to interpret positive feedback

more conservatively than men. Our result is in contrast with this one. Two design

features differences may explain this. First, Ertac (2011) asks her subjects their beliefs

about belonging to three unequal performance categories (top 20%, middle 60%, top

20%) when we use quartiles and second, our subjects are asked to assess their beliefs

over their relative performance in a competitive context while Ertac (2011) uses a task

remunerated under piece-rates.

4.2. Difference-in-difference analysis

4.2.1. On the tournament entry decision

The answer to our main question can be seen by looking at whether the change in

the tournament entry decision between Choices 1 and 2 is different for participants in

the Repetition and Ability Group treatments. In both treatments, participants receive

feedback between Choices 1 and 2 for whether their performance was above or below

the median. However, only in the Ability Group does the opponent belong to the

same performance group as the subject. If low-performing participants adjust their

tournament entry decisions to the level of the competition, we expect this adjustment

between Choices 1 (step 3) and 2 (step 4) to be greater in the Ability Group (where

the level of the competition is lower in the choice 1-ability tournament than in the

choice 2-standard tournament) than under Repetition (where it remains the same).

The opposite should hold for high-performing participants. Figures 2.3 and 2.4 shows
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the tournament entry rates of women and men, by ability level in the Repetition and

Ability Group treatments.

Figure 2.3. Proportion of low-performing women (left) and men (right) choosing tournament entry in
Choice 1 and Choice 2.

Figure 2.4. Proportion of high-performing women (left) and men (right) choosing tournament entry
in Choice 1 and Choice 2.

In order to verify if the differences between tournament entry rates, before and after

feedback are different according to the treatment we compute the diff-in-diff estimators

for Choice 1 vs. Choice 2 tournaments and Repetition vs. Ability Group by estimating

the following equation:

Tournit = β0 + β1AbGrit + β2Choice2it + β3AbGr ∗ Choice2it + ǫit (2.1)

Regarding equation 2.1, Tourn is a dummy variable equal to 1 if subject i entered
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the tournament. AbGr is the dummy treatment variable for the subject taking part

in one of the Ability Group treatments. The diff-in-diff estimate is thus given by the

coefficient β3 on the interaction term AbGr∗Choice2. These estimates are positive and

significant for both low-performing women and men: the coefficients are respectively

0.33 (p=0.02) and 0.30 (p=0.04), indicating a treatment effect for those subjects, in that

they adapt their entry decision to the competition level. Regarding high-performing

participants, the diff-in-diff estimators are negative (respectively -0.08 and -0.17 for

high-performing women and men) but not significant (respectively p=0.23 and p=0.54).

High-performing participants do not therefore increase tournament entry more under

Repetition (where the level of the competition remains the same) than in the Ability

Group (where it is higher).

Result 2: Low-performing participants adapt their choice to enter a tournament

to the level of the competition, while high-performing participants do not.

This new finding is consistent with the reference group neglect phenomenon found

by Camerer and Lovallo (1999). By selecting subject on their abilities, previous to the

experiment, they actually found that these subjects have a higher propensity to enter

a market even though it is not always optimal, compared to subjects who did not go

through the selection process. Our result is however more subtle, showing that it only

concerns subjects having a positive feedback: high ability participants neglect the level

of the competition they will face.

We could be tempted to conclude from these first results that men and women react

similarly to the level of the competition they face. However, finding that low-performing

participants adjust their tournament entry decision to the level of the competition could

reflect two different phenomena. Subjects could be reacting either to the feedback or

the level of their opponent. Participants would be reacting to feedback if, for instance,

the receipt of negative feedback reduced their willingness to compete in Repetition but
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there was no difference in tournament entry between Choices 1 and 2 in the Ability

Group, where they know that their opponent is also of low ability. On the other hand,

were the receipt of negative feedback not to change the tournament entry decision in

Repetition, but to do so in the Ability Group, participants enter more in the Choice-2

than in the Choice-1 tournament, then we would conclude that participants react more

to the level of the competition per se.

We compute the diff-in-diff estimators for Choice-1 vs. Choice-2 tournaments and

below median vs. above median for each treatment, by gender:

Tournit = γ0+γ1AboveMedianit+γ2Choice2it+γ3AboveMedian∗Choice2it+ǫit (2.2)

For the Repetition group, regarding equation 2.2, the estimate of the coefficient on

the interaction term of AboveMedian and Choice2 (which corresponds to the diff-in-diff

estimate) for women is positive and significant (the coefficient is 0.39, with p=0.01)), so

that women increase tournament entry between Choice 1 (Step 3) and Choice 2 (Step

4) more following positive than negative feedback. The nature of the feedback therefore

seems to have considerable impact on women’s competitive decisions. This is not the

case for men (the coefficient is 0.07, p=0.57)), where tournament entry decisions are

not affected by the nature of the feedback received.

For the Ability Group, men respond differently according to whether they are above

or below the median (the coefficient is -0.33, p=0.01)), so that they react more to

what the feedback implies for the level of the competition they will face rather than

the information on their own performance level. In this same group, the insignificant

coefficient (p=0.56) for women underlines that they place more importance on the

personal information than on the implication for their opponents’ ability.

Result 3: While women react mainly to feedback on their own performance level,

men respond more to the level of their opponent.
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This is to the best of our knowledge a novel finding. It should be remembered that

those entering a tournament at a given step will win if their performance at this step

is greater than the Step-2 performance of their opponent. As such, if performance is

expected to increase from one step to another, the probability of tournament success

should be greater in later steps. The fact that men do not react to feedback in the

Repetition treatment (i.e. when it only provides information about their own relative

performance at Step 2) could mean that they expect their performance to improve over

time (and more so when their performance is low to begin with). Women, on the other

hand, seem to take the feedback at its face value.

4.2.2. On the tournament submission decision

The decision to submit to a tournament is used to control for any effect of risk

(ambiguity and feedback) aversion9, since the latter should affect both submission and

entry decisions equally. The decision to submit one’s performance to a tournament is

very similar to deciding whether to enter a tournament, except that the subject does

not have to actually perform the task in the first case. As such, while overconfidence

and risk or ambiguity aversion can play a role in the submission decision, the fear of

choking under competitive pressure, and any beliefs that performance will improve over

time cannot play any role here10.

We find no treatment effect for low-performing participants regarding the decision

to submit one’s past performance to the piece-rate or the tournament, contrary to the

decision to actually enter the competition: for low-performing men and low-performing

women, the diff-in-diff estimates (Choice 1 vs. Choice 2 and Repetition vs. Ability

9. We decided to use the decision to submit to control for risk aversion for two reasons. Firstly, it
allows us to have a risk aversion measure in the same context than the main task. Secondly, we obtain
two separate measures of risk-aversion, one in the context of Step 3 and one in Step 4 where feedback
as been provided and when the level of the competition might change.
10. Whenever a participant submits her past performance to a tournament, she wins if her Step-1

performance is greater than her opponent’s Step-1 performance. Improvement therefore cannot play
any role.
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Group) are respectively 0.15 (p=0.17) and 0.17 (p=0.23). Low-performing participants

then do not adjust their decision to the level of the competition when the competition

does not involve a subsequent performance. It therefore cannot be the case that low-

performing subjects’ adjustment of their tournament entry decision to the level of the

competition is (only) driven by risk aversion, as no such effect is found in the decision

to submit where risk aversion exactly plays the same role. Indeed, what seems to

be driving our result is that low-performing participants from Ability Group see the

possibility of improving their performance between Steps 3 and 4, while performance

cannot be improved between Steps 3 prime and 4 prime (as for these steps only Step 1

performance matters). This can be seen as a taste for competition (subjects believe in

their chances of improvement). This effect seems larger for men (although it does not

reach significance).

For high-performing subjects, we only find a significant treatment effect for women.

The diff-in-diff estimate for high-performing women is -0.41 (p=0.01) indicating that

they adjust their decision to the level of the competition when considering whether to

submit a past performance to a tournament. As such, the reference-group neglect (i.e.

the under-adjustment to changes in the reference group one competes with (Camerer

and Lovallo, 1999)) they exhibit in their decision to enter the tournaments may be

due to an additional taste for competition after the receipt of positive feedback. High-

performing women in the Ability Group treatment submit less to the tournament when

they know that both themselves and their opponent are of high ability, while this is

not the case for the entry choice (they actually enter a little more often in the second

choice than in the first one). Women dismiss the information on the high level of the

competition they will face when choosing whether to enter, but not when choosing

whether to submit. For men, we find no significant treatment effect (the diff-in-diff

estimate is -0.20 with p=0.17), as was the case for the decision to actually enter the

tournament.
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Figure 2.5. Proportion of high-performing (HP) women and men entering or submitting to the tour-
nament(in %).

Figure 2.5 confronts the actual tournament entry rates with the submission rate, for

high-performing participants (HP) by gender. We can see that while high-performing

women are reluctant to submit to the tournament if they receive positive feedback

in the Ability Group, this is not the case when they make their tournament entry

decision. Positive feedback may then make them like to perform under the pressure of

competition.

4.3. Regressions

Our experimental design allows us to determine how performance feedback, con-

fidence and ability group affect the decision to enter a competition. We run linear-
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probability regressions11 (LPM) to evaluate these effects.

Our first concern is to see whether beliefs explain competitive behavior. We thus create

the variable "beliefwin" (bw) as a proxy for the subject’s beliefs concerning tournament

success. We denote by bi_j the beliefs elicited at round i of their performance being in

the jth quartile. For Choice 1, beliefwin is equal to the belief of being above the median

i.e. bw = beliefsup = b1_4 + b1_3. If a subject thinks she has a 60% chance of being

above the median she should also think she has a 60% chance of winning the tourna-

ment, as her opponent will be randomly chosen among the participants in her session.

When having to decide for the second time whether to enter a tournament (Choice 2),

the participants know whether they are above or below the median. The beliefs about

the chances of winning will also depend on whether the subject was in the Repetition

or in Ability Group. Participants in the Ability Group compete the second time against

an opponent of the same ability group as their own, while, in Repetition, the opponent

is again randomly chosen from all session participants. In Repetition, beliefwin will be

equal to beliefwin = 0.375 ∗ b2_2 + 0.125 ∗ b2_1 for low-performing subjects. We make

the simplifying assumption that whenever a subject believes her performance belongs

to a certain quartile, she actually thinks her performance lies exactly at the midpoint of

this quartile. As such, a low-performing subject deciding whether to enter the second

tournament should think she will beat all subjects from the worst quartile and half

of the subjects in the second to last quartile (that is 37.5% of potential opponents) if

she believes her performance belongs to the second to last quartile (which she thinks

is b2_2% likely). If she thinks her performance belongs to the worst quartile (which

she thinks is b2_1% likely), she would beat half of the subjects from the worst quartile

(12.5%). Following the same reasoning, beliefwin = 0.875 ∗ b2_2 + 0.625 ∗ b2_1 for

high-performing subjects in Repetition and beliefwin = 0.75 ∗ b2_2 + 0.25 ∗ b2_1 for

both low- and high-performing subjects.

11. Probit regressions yield qualitatively similar results.
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VARIABLES Low-Performing Women Low-Performing Men
(1) (2) (3) (1) (2) (3)

Ability group 0.101 0.106 0.106 -0.033 0.059 0.067
(0.113) (0.105) (0.105) (0.130) (0.130) (0.129)

Choice 2 -0.172* 0.113 0.002 -0.029 0.119 0.224*
(0.100) (0.149) (0.094) (0.079) (0.145) (0.113)

Ability group*Choice 2 0.304** 0.300** 0.141 0.326** 0.295** 0.013
(0.148) (0.144) (0.143) (0.131) (0.132) (0.168)

Beliefsup 0.007*** 0.007***
(0.002) (0.002)

Beliefsup*Choice2 -0.005* -0.002
(0.003) (0.002)

Beliefwin 0.006*** 0.008***
(0.002) (0.002)

Constant 0.241*** -0.119 -0.109 0.588*** 0.140 0.102
(0.081) (0.098) (0.099) (0.086) (0.184) (0.182)

Observations 134 134 134 122 122 122
R-squared 0.102 0.170 0.170 0.060 0.157 0.145

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: Ability group equals 1 for a treatment session, 0 for a Repetition session. Choice 2 is a

dummy equal to 1 for the second choice to enter the tournament that is after feedback. Beliefsup is a

continuous variable (between 0 to 100) corresponding to the stated belief of being above the median

before receiving feedback.

Table 2.3: LPM for the tournament entry decision of low-performing women and men.

Table 2.3 shows the impact of beliefs on low-performing participants’ tournament

entry decisions. Beliefsup corresponds to the sum of the first-round elicited beliefs of

belonging to the 4th and 3rd quartile, i.e. the beliefs, before receiving feedback, of being

above the median. Ability group is a dummy for the participant being in an Ability

Group, as opposed to a Repetition, session. Choice2 is a dummy variable which equals

1 if we consider the second decision to enter the step-4 tournament and 0 if we consider

the first decision to enter the step-3 tournament. We have already discussed the results
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of the regressions in column (1) in subsection 4.2 on the diff-in-diff estimators. The

addition of Beliefsup and Beliefsup*Choice2 to the explanatory variables leaves the

coefficient of Ability group*Choice2 basically unchanged for both low-performing men

and women. The coefficient on Beliefsup*Choice2 is negative and significant at the

10% level for women, suggesting that the more confident low-performing women were

to start with the more likely they are not to enter the tournament when having to

decide for the second time.

Column (3) shows that when Beliefwin is added to the regressors, the coefficient

on Ability group*Choice2 is lower and becomes insignificant for both genders. The

adjustment of competitive entry to the level of their opponents is thus mainly driven

by beliefs. Low-performing participants’ lower confidence following negative feedback

explains their diminished desire to enter the tournament afterwards.

We now consider the case of high-performing men and women (see table 2.4). In

regression (2), the coefficient on Beliefsup*Choice2 is negative and significant at the

1% level for women but not for men. The more underconfident high-performing women

were to begin with, the more likely they are to enter tournament the second time after

receiving positive feedback. Together with the low-performing women in table 2.3, this

suggests that women are prone to what we call a "surprise effect". Women are more

likely to enter the tournament if they were initially pessimistic about their relative

performance. This effect is not found for men.

Result 4: Women react more strongly to feedback when they did not expect it. We

call this the "surprise effect".

The introduction of Beliefwin into the regressors in column (3) renders the coefficient

on Ability group*Choice2 insignificant in both the male and female regressions.

Table 2.5 considers the impact of feedback on the tournament entry decision. The

variable HighPerf is a dummy for the participant’s step-2 performance being above the
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VARIABLES High-Performing Women High-Performing Men
(1) (2) (3) (1) (2) (3)

Ability group 0.043 0.054 0.052 0.028 0.019 0.017
(0.150) (0.142) (0.141) (0.132) (0.130) (0.130)

Choice 2 0.222* 0.880*** 0.143 0.045 0.135 0.025
(0.112) (0.201) (0.102) (0.104) (0.244) (0.107)

Ability group*Choice 2 -0.172 -0.187 -0.021 -0.078 -0.076 0.068
(0.143) (0.126) (0.139) (0.127) (0.127) (0.138)

Beliefsup 0.008*** 0.005
(0.002) (0.003)

Beliefsup*Choice2 -0.010*** -0.001
(0.002) (0.002)

Beliefwin 0.006** 0.006*
(0.002) (0.003)

Constant 0.407*** -0.091 0.008 0.682*** 0.327 0.247
(0.097) (0.140) (0.148) (0.102) (0.264) (0.267)

Observations 94 94 94 106 106 106
R-squared 0.031 0.119 0.086 0.002 0.053 0.059

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 2.4: LPM for the tournament entry decision of high-performing women and men.

median of her session. This thus indicates the type of feedback (above the median vs.

below the median) the participant received.

Women in the Repetition group react strongly to the type of feedback they receive,

and enter significantly more following positive rather than negative feedback, as shown

by the coefficient on Choice2*HighPerf in columns (1) and (2). This feedback reaction

seems to work via beliefs, as the addition of Beliefwin to the regressors in column (3)

knocks out the significance of Choice2*HighPerf. On the contrary, men do not seem to

change their competitive behavior according to feedback.

In contrast to what we see in the Repetition group, men (but not women) change

their competitive behavior according to their feedback in the Ability Group (see table
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VARIABLES Repetition women Repetition men
(1) (2) (3) (1) (2) (3)

HighPerf 0.166 0.097 0.098 0.094 0.031 0.024
(0.126) (0.114) (0.113) (0.133) (0.137) (0.138)

Choice2 -0.172* 0.321** 0.061 -0.029 0.029 0.155
(0.101) (0.137) (0.094) (0.079) (0.156) (0.118)

Choice2*HighPerf 0.395** 0.466*** 0.054 0.075 0.086 -0.129
(0.150) (0.148) (0.138) (0.130) (0.142) (0.147)

Beliefsup 0.009*** 0.005*
(0.002) (0.003)

Beliefsup*Choice2 -0.009*** -0.001
(0.003) (0.002)

Beliefwin 0.009*** 0.006**
(0.002) (0.003)

Constant 0.241*** -0.237** -0.229** 0.588*** 0.267 0.234
(0.081) (0.099) (0.104) (0.086) (0.191) (0.197)

Observations 112 112 112 112 112 112
Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Note: Highperf is a dummy for subjects being above the median.

Table 2.5: LPM for the tournament entry decision among Repetition participants by
gender.

2.6). The coefficient on Choice2*HighPerf is negative and significant in the male re-

gressions (1) and (2), showing that men will choose to stay out of the competition the

second time if they learned that they are above the median and their opponent will also

be so. Again, this effect is mainly driven by beliefs. Women do not react to feedback

when it also informs them about the level of their opponent. They are about as likely

to choose tournament entry the second time if they learned that both they and their

opponent are below the median as when they are both above.

The results from Tables 2.5 and 2.6 show that while low-performing men and women

both adjust to the level of the competition while their high-performing counterparts do
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VARIABLES Ability Group women Ability Group men
(1) (2) (3) (1) (2) (3)

HighPerf 0.108 0.068 0.077 0.154 -0.040 0.077
(0.138) (0.138) (0.138) (0.128) (0.160) (0.138)

Choice 2 0.132 0.437** 0.139 0.296*** 0.445*** 0.139
(0.109) (0.210) (0.108) (0.105) (0.150) (0.108)

Choice2*HighPerf -0.082 -0.040 -0.040 -0.329** -0.248* -0.040
(0.140) (0.134) (0.138) (0.128) (0.143) (0.138)

Beliefsup 0.005** 0.007**
(0.002) (0.003)

Beliefsup*Choice2 -0.006* -0.003
(0.003) (0.002)

Beliefwin 0.004** 0.004**
(0.002) (0.002)

Constant 0.342*** 0.047 0.110 0.556*** 0.198 0.110
(0.079) (0.128) (0.122) (0.098) (0.180) (0.122)

Observations 116 116 116 116 116 116
R-squared 0.017 0.053 0.043 0.049 0.134 0.043

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 2.6: LPM for the tournament entry decision among Ability Group participants
by gender.

not, the reasons for doing so are different. While women mainly react to the feedback

on their own performance, men focus more on the information regarding the level of

their opponent.

4.4. Welfare analysis

We now turn to the consequences of competition behavior on welfare. More pre-

cisely, we are interested in whether choices maximize expected payoffs.

To calculate the expected payoffs from entering the standard tournament (i.e. the

tournament where the opponent is randomly drawn among all other participants in
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the session), 100,000 performances were drawn by sampling with replacement from

the Step-2 performances of our 228 participants. For each level of performance, the

probability of tournament success was computed by calculating the number of times

out of 100,000 this given performance exceeded the opponent’s performance. Similarly,

for ability-grouping tournament success for low-performing participants, 100,000 per-

formances were drawn from the Step-2 performances of the potential opponents, i.e.,

participants whose Step-2 performance was also below the median. We then calculate,

for each performance level, the number of times out of 100,000 this given performance

exceeded the opponent’s performance. The same method is used to compute ability-

grouping tournament success for high-performing participants. We then compare, for

each performance level, the payoff from choosing the piece rate to that from entering

the tournament. This tells us which participants would have maximized their payoffs by

entering the tournament, which we compare to participants’ actual decisions. Given the

distribution of Step-2 performances, all participants with a performance of 9 or more

have a higher expected payoff from standard tournament entry than from the piece

rate. For instance, if participants expect their Step-3 performance to be the same as in

the Step-2 tournament, 53.5% of participants should enter the Choice-1 tournament.

However, taking into account actual Step-3 performances, which are slightly better

than Step-2 performances, 61% of participants would have gained from choosing the

tournament. In the same way, all low-performing (high-performing) participants with

a performance at least equal to 7 (11) should enter the Step-4 ability group tournament

in the Ability Group treatment. Figures 2.6 and 2.7 show the percentage of participants

by gender, treatment and ability level who enter each type of tournament as well as the

percentage who would have profited from doing so, both if their performance remained

at the Step-2 level and at their actual step-3 performance.

From a welfare point of view, we are most interested in comparing the observed

rate of entry to that predicted by participants’ actual performances.
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Figure 2.6: Actual and predicted entry rates of low-performing participants by gender
and treatment

Figure 2.6 shows that while low-performing men enter in about the payoff-maximizing

proportion, not enough low-performing women choose the tournament the second time

(the two-tailed z-test of the proportion actually entering to that predicted by true per-

formances yields p=0.01). In Repetition, women react to negative feedback as if they

expect no performance improvement between Steps 2 and 4, while their performance

does actually improve. In Ability Group, they do not sufficiently incorporate that their

opponent will also be of low ability.

Among high-performing participants, men tend to not enter as much as predicted

when making their first choice (p=0.06 and 0.05 respectively in the Repetition and

Ability Group). In Repetition, high-performing women do not enter enough both before
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Figure 2.7: Actual and predicted entry rates of high-performing participants by gender
and treatment

and after receiving positive feedback (p<0.01 in both cases). In Ability Group, high-

performing women do not enter enough when making their first choice but do not enter

significantly less than predicted the second time. Feedback seems to improve men’s

decisions in terms of maximizing expected payoffs, contrary to women who do not

enter tournament enough even after receiving additional information.

Result 5: Most of the time, men enter tournaments in about the proportion which

maximizes their payoffs. Women tend not to choose the tournament enough and when

the information concerns only their own performance, they do not enter more following

positive feedback but enter even less after negative feedback.

This result is in line with Datta Gupta, Poulsen and Villeval (2012).
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5. Discussion and conclusion

This paper has shown that subjects update their beliefs following performance feed-

back more strongly than would a Bayesian agent. Both men and women are more

pessimistic than a Bayesian agent following negative feedback; we find the opposite

effect after positive feedback. Both effects are stronger for women than for men. We

also show that low-performing participants adapt their tournament entry decision to

the level of the competition, while high-performing participants do not.

Concerning feedback reaction in terms of competitive entry, men and women do not

react in the same way. While women are especially sensitive to information on their own

performance level, men react more strongly to the level of their competitors. Feedback

does not therefore seem to be processed in the same way by men and women. As a

result, women react very strongly to feedback received on relative performance, while

men respond more to information on the performance they will have to beat, which is

fixed by design. One important point is that the effects of feedback and information

concerning one’s opponent’s level on tournament entry decisions mostly transit through

the subjective belief of winning the tournament. We furthermore find what we call a

"surprise effect" for women: they react more strongly to feedback when they did not

expect it.

Our welfare analysis shows whether participants maximize their payoffs by their

tournament entry decisions. Did they lose money by making the wrong choice? We

show that while men enter most of the time in about the payoff-maximizing proportion,

not enough women choose the tournament. This can be explained by women giving too

much weight to the negative feedback they receive and not taking into account the fact

that their performance can (and does) improve over time. In Repetition, women react to

the negative feedback as if they expect no progress in their performance between Steps

3 and 4, while their performance does actually improve. In the Ability Group, low-
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performing women do not sufficiently take into account the fact that their opponent

will also be of low ability. Only internal and self information seems to matter in

their decision. Implementing an ability group tournament seems to overall bring the

proportion of entrants closer to the optimal proportion given true performances. This

effect is however counter-balanced by the provision of a negative feedback to women.

The main message of this paper is that not only beliefs but also the way an agent

updates his beliefs when receiving information about relative performance play a major

role in the tournament entry decision. People, and especially women, overreact to the

information they receive. Men seem to internalize more the information on the level

of the competition they will face, and take this into account in their decision process.

Women however overreact to feedback, and even when they know the level of their

opponent, they put too much weight on their feedback. A policy recommendation

could be to refrain from sending precise feedback about relative performance and focus

rather on the possibility for improvement. This could for instance be implemented in

firms by setting goals for employees rather than focusing on bad relative performance

during annual interviews. Indeed, the receipt of negative evaluations can lead to a

decrease in motivation and discourage the provision of effort. This may especially be

important for schoolgirls and boys, for whom the way beliefs are formed and processed

may not yet be set in stone. The long-term effect of ability group on performance

through peer effects must also be considered.
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B. Appendix

B.1. Tables

Variable Modality
Age 25.8
Discipline Economics 31.1%

Science 3.1%
Mathematics 2.2%
Others 63.6%

Study level Bac or less 3.95%
Bac+1 to Bac+2 40.8%
Bac+3 18.86%
Bac+4 to Bac+5 34.21%
More 2.19%

Father’s education Bac or less 35.53%
Bac+1 to Bac+3 28.95%
Bac+4 and more 35.52%

Mother’s education Bac or less 39.04%
Bac+1 to Bac+3 34.21%
Bac+4 and more 26.75%

Already participated in an experiment Yes 73.25%

Table 2.7: Descriptive statistics.

The Baccalauréat or "Bac" is an academic exam (and diploma) that French pupils

take at the end of high school. Passing the Bac allows students to continue to higher

education. Therefore, for instance, Bac+1 refers to a level of education of 1 year

following the acquisition of the Baccalauréat.
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B.2. Instructions

The experiment consists of six steps. Before each step, we will carefully explain to

you what the step is about and you will have the opportunity to ask as many questions

as you require12. Please remember that you are not allowed to communicate in any

way with one another. At the end of the experiment one of the six steps you will have

completed will be randomly chosen to determine your payoffs.

Step 1. Piece Rate: In step 1, you will have five minutes to solve as many sums of

five two-digit numbers as you can. You are allowed to use the scratch paper you have

been given. If step 1 is the randomly-chosen step for payment, you will receive e0.50

per correctly-solved sum. At the end of step 1, a screen will indicate how many sums

you solved correctly.

NEXT SLIDE

Step 2. Individual Tournament: You will have five minutes to solve as many sums

of five two-digit numbers as you can. If step 2 is chosen for payment, you will receive e1

per correct answer if you solved more sums than a randomly-chosen opponent present

in the room, otherwise you will receive nothing. You will earn e0.50 per sum correctly

solved in case of a tie.

At the end of step 2, a screen will indicate how many sums you solved correctly but

you will only find out whether you won this tournament at the end of the experiment.

NEXT SLIDE

Compare your performance to that of the others: There are four groups of

performance in the session (Q1, Q2, Q3, Q4), each consisting of 25% of the partici-

pants. The first group Q1 contains the 25% best participants, the second group Q2 the

following 25% etc.

12. Subjects were not given the instructions. We use a Powerpoint presentation to explain each step
before it begins.
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You have to state your confidence about belonging to each of the four performance

groups based on your step-2 performance. You should give a probability in % about

your belonging to each group. Hence, you have to supply four probabilities, the sum

of these four being equal to 100%.

Payoff rule: We use an incentive rule so that you tell us what you really think. Take the

second best group Q2: you think you have an x% chance of belonging to this second

group and inform us of this probability. The computer draws a random number y that

belongs to the interval [0; 100].

• If y < x, you earn e1 if your performance exactly belongs to the second group

Q2.

• If y > x, you earn e1 with y% probability.

The same rules applies to the three other groups.

Example:

You answered you think you have a 30% chance that your step-2 performance belongs

to Q2.

If the randomly-drawn number is smaller than 30, let’s say 19, then you win e1 if your

step performance belongs to Q2.

If the randomly-drawn number is greater than 30, let’s say 54, then you win e1 with

a 54% chance.

NEXT SLIDE

Step 3. Choice between Piece Rate and Individual Tournament: Before

performing your five minutes of sums, you will have to choose whether you want to

be paid according to the Piece Rate (e0.50 per correct answer) or the Individual

Tournament compensation scheme.

If you choose the Piece Rate, you will receive e0.50 per sum correctly solved during step

3. If you select the Tournament, you will receive e1 per correct answer if your step-3
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performance exceeds the step-2 performance of a randomly-chosen opponent, otherwise

you will receive nothing. You will earn e0.50 per sum correctly solved during step 3

in case of a tie.

At the end of step 3, a screen will indicate how many sums you solved correctly but

you will only find out whether you won this tournament, if you chose this option, at

the end of the experiment.

NEXT SLIDE

Step 413. Choice between submitting your step-1 performance to a Piece

Rate or an Individual Tournament: There are no sums to be solved here, as the

performance which will determine your payoffs is your step-1 performance.

If you choose to submit your step-1 performance to the Piece Rate, you will receive

e0.50 times your step-1 performance. If you choose to submit your step-1 performance

to the individual tournament, you will receive e1 per sum correctly solved in step 1 if

you solved more sums in step 1 than your randomly-chosen opponent, otherwise you

will receive nothing.

You will earn e0.50 per sum correctly solved during step 1 in case of a tie. You will

only find out whether you won your tournament, if you choose to submit your Step-1

performance to the tournament, at the end of the experiment.

NEXT SLIDE

Feedback: The computer tells you if your step-2 performance was situated above

or below the median performance in the session.

• If your step 2 score was above the median (top half), you belong either to Q1 or

Q2.

• If your step 2 score was below the median (bottom half), you belong either to Q3

or Q4.

13. The step which was presented as step 4 to the participants is labelled "step 3 prime" in the article
text.
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Compare your performance to that of the others (round 2): You now have

to state your probabilities (in %) of belonging to each of the two possible groups (Q1

and Q2, or Q3 and Q4) according to the feedback you received. The sum of these two

percentages must equal 100. We use the same payoff rule as previously.

NEXT SLIDE

Step 514. Choice between a Piece Rate and a Tournament:

• In the Repetition Sessions: The step follows exactly the same procedure as in step

3. Before performing your five minutes of sums, you will have to choose whether

you want to be paid according to the Piece Rate (e0.50 per correct answer) or

the Individual Tournament compensation scheme.

If you choose the Piece Rate, you will receive e0.50 per sum correctly solved

during step 3. If you select the Tournament, you will receive e1 per correct

answer if your Step-3 performance exceeds the step-2 performance of a randomly-

chosen opponent, otherwise you will receive nothing. You will earn e0.50 per

correctly-solved sum during step 3 in case of a tie.

• In the ability group Sessions: Before performing your five minutes of sums, you

will have to choose whether you want to be paid according to the Piece Rate

(e0.50 per correct answer) or the Individual Tournament compensation scheme.

If you choose the Piece Rate, you will receive e0.50 per correctly-solved sum

during step 3. If you select the Tournament, you will be randomly paired with

an opponent who is in the same ability group as you. You will receive e1 per

correct answer if your step-3 performance exceeds the step-2 performance of this

same ability randomly-chosen opponent, otherwise you will receive nothing. You

will earn e0.50 per correctly-solved sum during step 3 in case of a tie.

At the end of step 5, a screen will indicate how many sums you solved correctly, but

14. The step which was presented as step 5 to the participants is labeled "step 4" in the article text.



124 CHAPTER 2. GENDER DIFFERENCES, FEEDBACK AND COMPETITION

you will only find out whether you won your tournament, if chosen, at the end of the

experiment.

NEXT SLIDE

Step 615. Choice between submitting step 1 performance to a Piece Rate or

an Individual Tournament: There are no sums to be solved here, as the performance

which will determine your payoff is your step-1 performance.

• In the Repetition Sessions: If you choose to submit your step-1 performance to

the Piece Rate, you will receive e0.50 times your step-1 performance.

If you choose to submit your step-1 performance to the individual tournament,

you will receive e1 per correctly-solved sum in step 1 if you solved more sums in

step 1 than your randomly-chosen opponent, otherwise you will receive nothing.

You will earn e0.50 per correctly-solved sum during step 1 in the case of a tie.

• In the ability group Sessions: If you choose to submit your step-1 performance to

the Piece Rate, you will receive e0.50 times your step-1 performance.

If you choose to submit your step-1 performance to the individual tournament,

you will receive e1 per correctly-solved sum in step 1, if you solved more sums

in step 1 than your randomly-chosen opponent who belongs to the same ability

group, otherwise you will receive nothing. You will earn e0.50 per correctly-

solved sum during step 1 in the case of a tie.

You will only find out whether you won this tournament, if you choose to submit your

step-1 performance to the tournament, at the end of the experiment.

15. The step which was presented as step 6 to the participants is labelled "step 4 prime" in the article
text.
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Creativity, Personality and Schooling

Achievement: an Exploratory Study on

Field Data

This chapter is a joint work with Jean-Louis Tavani and Maud Besançon1.

1. It has been submitted to Education Economics.
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1. Introduction

Education has a major impact on economic outcomes, especially on the labor mar-

ket. Schooling choices should lead individuals to optimal choices with respect to their

abilities and environment. Differentials in this achievement are driven by many factors

such as individual causes (own abilities, social background) as well as environmen-

tal causes (peer effects, neighborhood effects) or causes related to the schools inner

workings (public vs. private, credit constraints, early or late specialization, available

information etc...).

For a long time, cognitive abilities were assumed to be the only reason of success in

school and in the labor market2. However there are non-cognitive attributes, that are

academically and occupationally relevant skills and personality traits, which are not

correlated with intellectual skills (such as IQ). They include a range of personality and

motivational habits and attitudes that facilitate performing well in school. Persever-

ance, motivation, self-control, and other aspects of conscientiousness are often found

to be the most significant (Borghans et al., 2008). In the recent economic literature,

it has been shown that there is indeed an effect of cognitive and non-cognitive abili-

ties on educational outcomes and wages (Bowles and Gintis, 1975, Bowles, Gintis and

Osborne, 2001, Heckman, 2006, Heckman, Stixrud and Urzua, 2006). Bandura (1993)

sheds light on how perceived self-efficacy would affect cognitive and motivational pro-

cesses, showing then that non-cognitive abilities play a major role in explaining personal

achievement. Non-cognitive skills are also good predictors for some bad behaviors such

as drug addiction or early pregnancy, whereas cognitive skills are not (Heckman, 2006).

This paper presents an exploratory study and aims to go deeper into the analysis

of explaining schooling achievement. It investigates the influence of creative potential,

personality and other individual characteristics on academic achievement of middle

2. We indeed hypothesize here that the correlation between wages and schooling grades exists,
through higher education attainment, and is positive (Weiss, 1995, Altonji, 1995).
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school students. It mainly focuses on the individuals’ abilities.

Cattell (1979) says that personality "permits a prediction of what a person will

do in a given situation". The Five-Factor Model (FFM) of personality traits (Big

Five) is certainly the dominant theory in personality research (McCrae and Costa,

1987, John and Srivastava, 1999). The personality vocabulary provides a finite set

of attributes for personality description (Goldberg, 1981). The Big Five model was

discovered in analyses of several languages (Saucier and Goldberg, 1998) and a signif-

icant amount of research has confirmed its great utility and its accuracy. This model

proposes a structure of human personality in five dual dimensions: agreeableness, con-

scientiousness, extraversion (vs. introversion), emotional stability (vs. neuroticism),

and openness. Psychological literature has investigated the influence of personality

on academic achievement3 finding that conscientiousness is the main dimension that

positively predicts academic achievement. To a larger extent, some personality traits

seem to have a less consistent effect. It is the case of agreeableness (Trapmann et al.,

2007), openness to new experiences and extraversion (O’Connor and Paunonen, 2007).

Although extraversion seems to be negatively correlated with higher education, it is

positively correlated with primary and secondary schooling (ibid.). As our subjects are

teenagers, we use the Big Five inventory targeted for teenagers called The Brief Big

Five (BB5) (Barbot, 2012). This questionnaire allows us to obtain the scores for these

same five dimensions.

While many studies have been conducted to investigate the effect of personality

on academic achievement, studies on the role of creativity are more rare. Creativity

can be both considered as a cognitive or non-cognitive ability that requires knowledge,

intellectual style, personality, motivation and environmental context (Sternberg and

Lubart, 1995). It is also defined as the capacity to produce something new, origi-

nal and adapted to the constraints of a given situation (Amabile, 1996, Runco, 2004,

3. See O’Connor and Paunonen (2007), Laidra, Pullmann and Allik (2007), Komarraju et al. (2011),
Poropat (2009), Richardson, Abraham and Bond (2012), Trapmann et al. (2007)
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Lubart, 1994). The differences observed between individuals result from a combination

of cognitive, conative4 and environmental factors (Lubart et al., 2003). The influence

of environment occurs in different spheres: the family, the school or work environment

and the cultural context in which the person evolves. School environment and teach-

ing methods can contribute to the development of creativity which can lead to greater

innovations (Besançon and Lubart, 2008). This new dimension is rarely studied in

economics although it strongly predicts innovation as this latter represents the success-

ful implementation of creative ideas within an organization (Majaro, 1992, Antonites

and Van Vuuren, 2005). Because creativity and innovation are related, and because

innovation is a keystone of performing firms, the role of creativity as early as during

childhood becomes an important dimension. The underlying idea is that non-creative

pupils/students could become non-creative workers which would thus limits future in-

novations in the firms. To our knowledge, there are only two papers that are interested

in the effect of creativity and personality on schooling achievement: Furnham, Zhang

and Chamorro-Premuzic (2006), Sen and Hagtvet (1993) who both find no significant

relationship between creativity and intelligence (measured with psychometric and IQ

tests). Therefore, the original feature of our paper is that we also add creativity scores

in our estimations to see its capacity to explain school grades.

As this paper analyzes how much creativity can be associated to grades, it gives a

glance at the role of creativity in the French educational system. The role of creativity

in education has become these last ten years a quite important issue. Reports from the

French Institute of Education (Ifé) question and develop the question of creativity in

French schools. In their report of January 20125 they describe the French educational

system as formalized and organized in order to relay existing knowledge but that is

usually suspected to be rewarded on conformity. This goes against a creativity learning.

4. As opposed to cognitive factors, conative factors refer to personality traits and to motivation.
5. This report can be found in French at http://ife.ens-lyon.fr/vst/DA-Veille/

70-janvier-2012.pdf.

http://ife.ens-lyon.fr/vst/DA-Veille/70-janvier-2012.pdf
http://ife.ens-lyon.fr/vst/DA-Veille/70-janvier-2012.pdf
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However, especially in the actual society with a real turnover on the labor market, skills

as risk-taking, flexibility and creativity are very valuable. Abilities required on the labor

market are more and more linked to creativity such as problems resolutions, abilities to

analyze or self-management. The Ifé proposes a trade-off between innovation in terms

of pedagogical tools based on creativity learning and traditional evaluation. This idea

is still questioned in France, especially because schooling programs are totally State

established. This implies that changing any aspects of schooling pedagogy for most

of the public schools is an administrative and legislative process (private schools or

schools with specific pedagogies are excluded).

In order to identify a relationship between creativity and schooling achievement

in addition to traditional non-cognitive measures (personality traits) and individual

characteristics, we collected data in the field. We went into classrooms of a middle

school located in a Parisian suburb. Our sample consists of six 9th grades classes that

took the BB5 and a measure of risk aversion with lotteries (Holt and Laury, 2002), and

we measured the pupils’ creativity.

We do not consider creativity as a unique and general variable. Creativity is a

complex concept and each individual expresses her creativity under different domains of

expression and factors. We hence use a multivariate approach (EPoC, Lubart, Besancon

and Barbot (2011)): someone could have a high potential in one domain but not in

another one (writing vs. graphic for instance). Hence, measures of creativity are

separated into four scores of two types of creativity: divergent thinking and integrative

thinking, for both graphic and verbal skills. Integrative thinking is the activity of

combining elements in new ways. It is an associative thinking, selective comparison

and combination of ideas that allows synthesis of various heterogeneous elements to

converge into a unique and original production. Divergent thinking is the process of

expanding the range of solutions in creative problem solving that includes factors such
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as flexibility and selective encoding6.

To measure school achievement we obtained the pupils’ report cards from the school

in order to have the average grades for every subject. We estimate the grades of

the mandatory courses that are math, physics and chemistry, biology, French, world

languages (WL), history and geography, music, art, IT and physical education (PE).

Math, French and world languages can be considered to be the fundamental courses

by the educational system, followed by physics and chemistry, biology, history and

geography. The four others can be categorized as secondary. We also obtained the

success rate of the final middle school exam (Brevet des Collèges) and we are thus able

to estimate its probability of success.

Based on our specific sample, we find a weak correlation between our creativity

measures and the personality traits but with openness, which reinforces the independent

role of creativity and also the fact that a higher openness to experience is generally

associated with a higher creative potential (McCrae and Costa, 1987).

The main result of our paper is that creativity has an ambiguous effect on school

achievement. First, verbal divergent thinking negatively predicts almost all of the

subjects’ grades. It is the only creativity subtype that has a significant effect on grades.

These result sheds light on the fact that in order to obtain good grades at school it is

necessary to restrain divergent thinking. Second, when looking at the probability to

pass the final middle school exam (brevet des collège), we find that verbal divergent

thinking has no more impact, but that verbal integrative thinking predicts positively

this probability.

Openness, and to a lesser extent conscientiousness, are the only personality traits

that exhibit significant positive estimates on grades, but no effect of personality is

found on the probability of succeeding the exam. An inconsistency variable, coming

from our risk aversion measures is negatively associated with scientific grades.

6. See Sternberg and Kaufman (2010), Feldhusen and Goh (1995) for a review of the different
creativity definitions as well as different creativity assessment measures.
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Overall, girls have significantly higher grades than boys, but in sports. This might

explain the fact that contemporary girls often choose different paths and stay in schools

longer than boys7. Moreover, girls have higher scores of verbal thinkings (both divergent

and integrative) compared to boys. An interesting results emerges from the analysis on

the exam’s probability of success: all things being equal, boys have a higher probability

of passing the exam, although we show that girls have higher grades during the school

year. We discuss different explanations for this result.

This paper is organized as follows: section 2 describes our data and how we collected

it. Section 3 describes our results. Finally section 4 discusses the results and section 5

concludes.

2. The data

Data was collected on six 9th grade classes from a middle school in Rosny-sous-

Bois (a Parisian suburb) in January and February 2012. The whole procedure has four

steps. The first two steps correspond to the measurement of creativity, the third step

corresponds to the personality test (the BB5 based on the Big Five inventory) and a

measure of risk aversion based on the Holt and Laury (2002) task. The last one consists

in gathering the schooling grades of each student in each subject that reflects schooling

achievement and their cognitive skills. The following subsections describe each step.

2.1. Measuring creativity using the Evaluation of Potential Creativity

(EPoC)

There exists many different test of creativity, and it has proven to be a difficult psy-

chological concept to measure. Some tests are based on completing tasks (the Torrance

Test of Creative Thinking for instance, Torrance (1968)) and some are self-assessed

7. We are not taking into consideration here the stereotype threat girls and boys may encounter
when choosing specialities.
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(The Adjective Check List, Zuckerman and Lubin (1965)). When based on performing

tasks, the existing tests yield scores of divergent thinking (verbal and graphic), but not

on integrative thinking. To our opinion, it is important to consider both dimension as

they represent two types of skills for one’s creative potential equally important.

EPoC (Lubart, Besancon and Barbot, 2011) is a procedure to measure the creative

potential of pupils from elementary to middle school. It is a synthesis and extension

of several traditions of measurement, which is based on a current theoretical frame-

work envisioning creativity as multi-faceted, domain specific construct that involves

many components. Through this procedure, it is possible to categorize the numerous

micro-processes involved in creative potential into two main sets, called divergent-

exploratory processes, and convergent-integrative processes. Moreover, as creativity is

domain-specific, it is important that measures of creative potential take into account

the domain of creative expression. Consequently, EPoC measures both sets of micro-

processes: the divergent thinking (DT) and the integrative thinking (IT), based on two

different domains of expression: verbal and graphic. This is contrary to other existing

measurement tools that only focus on a single component of creativity with a global

approach and tend to generalize the observed results to any domain of creative expres-

sion. A detailed description of the tasks and some pupils’ outputs can be found in the

appendix of part 2 of this dissertation.

Divergent thinking (DT) is a thinking process consisting in generating a maximum of

creative solutions. The EPoC procedure embodies two types of DT:

• Graphical Divergent Thinking (hereafter GDT ): pupils are asked to produce a

maximum of original drawings in 10 minutes based on a simple shape.

• Verbal Divergent Thinking (hereafter VDT ): the experimentalist gives a begin-

ning or an end to a story and pupils are asked to produce a maximum number of

story endings or beginnings in 10 minutes.

Integrative thinking (IT) is a cognitive activity that consists of combining many ele-
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ments. Two types of IT are distinguished:

• Graphical Integrative Thinking (hereafter GIT ): From ten drawings, the pupils

are asked to produce one unique drawing, the most original, using at least three

drawings from the list in 10 minutes.

• Verbal Integrative Thinking (hereafter VIT ): The experimentalist gives a story

title and the pupils have 10 minutes to finish the story in the most original

manner.

The external validity of the procedure has been confirmed by Lubart, Besancon and

Barbot (2011) by measuring creativity with EPoC as well as replicating a measure of

creativity by Torrance (1962): this test is also known as the "cardboard box" where

subjects have 10 minutes to propose a maximum of possible utilisation of the box, hence

categorized as a divergent thinking task. It showed a high and significant correlation

with the divergent thinking tasks of EPoC. There are well known results between

IQ tests and creativity measures showing a low correlation between these measures.

Hence, the IQ test were run on children who also took the EPoC tests and confirm

this result. Finally, subjects also took the BB5 test (described in the next session).

Lubart, Besancon and Barbot (2011) found a correlation between the trait of openness

and creativity dimensions which is consistent with the results from McCrae and Costa

(1987) saying that this personality trait facilitate the efficient use of divergent thinking

so it can be as creative as possible. The external validity of the EPoC procedure is

thus well established.

Two sessions have been organized to measure creativity8. During each session, each

type of creative thinking was measured (see figure 3.5, 3.6, 3.7 in the appendix of this

chapter for different outputs of VIT, VDT and GIT). Each session lasted on average 50

8. A different version (A and B) is used in each session. This is aimed to obtain robust scores of
creativity. The tasks are globally the same but the content differs (type of drawings, titles of the
stories...).
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minutes and were run in the classroom with paper, pencils and felt pens. To summarize,

in the DT tasks, pupils were asked to produce a maximum of ideas, responding to a

unique stimulus. In the IT tasks, they had to produce a more elaborated synthetic

solution.

Creativity scores for each type are based on the number of outputs (for DT tasks)

and the degree of originality. The higher the score, the higher the individual’s creative

potential. In order to simplify the analysis, we use standardized scores of these four

measures. 81 pupils fulfilled the whole test (on both weeks).

Table 3.1 report the correlation coefficients between the four score. They are all

positively, significantly but moderately correlated with a coefficient varying from 0.18

to 0.4.

GIT VIT GDT VDT

GIT 1.0000

VIT 0.3859 1.0000
(0.00)

GDT 0.2509 0.2596 1.0000
(0.02) (0.02)

VDT 0.1899 0.1990 0.2631 1.0000
(0.09) ( 0.07) (0.02)

Table 3.1: Correlations table between the four scores (p-values in parentheses).

The distribution of the four creativity scores can also tell how much creative our

subjects are. Figure 3.1 shows the distribution of the four creativity scores. We can see

that higher integrative thinking is more frequent compared to divergent thinking whose

distribution is more shifted to the left on the distribution graph. It already signifies
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that children are better at integrative thinking than at divergent thinking. Lubart,

Besancon and Barbot (2011) suggest that integrative thinking (especially verbal) are

developed earlier than divergent thinking. Even though it is still not totally confirmed,

this might explain why we observe this kind of distribution. The remaining question is

to see whether these creativity dimensions have an influence on schooling achievement.

Figure 3.1: Distribution of the four standardized creativity scores

2.2. The BB5 questionnaire

In this study, as to measure the five personality traits: Agreeableness, Conscien-

tiousness, Extraversion, Emotional Stability and Openness (as in the Big Five inven-

tory) we use the Brief Big Five measure (Barbot, 2012) which has been specifically built

for children and teenagers. This questionnaire consists of a list of 100 adjectives. For

each adjective, the pupil declares on a five-point Likert scale if the adjective describes

her/him totally or not at all, with three intermediate possibilities. Pupils were allowed

to ask questions if they did not understand an adjective. We obtain a unique score for
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each trait. It allows highlighting the personality traits that characterize the individual.

After the BB5 questionnaire, we asked pupils traditional demographic questions

such as gender, age, parental education etc... 99 pupils took this test on a computer

notebook, in the classroom.

There are validity criteria based on missing entries, "non-positioning/doubts" (this

is the tendency to give central answers rather than positioning oneself on agreement

or disagreement), and the tendency of agreement (a high frequency of total agreement

or disagreement). These last two criteria yield a score allowing to determine valid

scores. Three pupils did not finish the questionnaire and five did not have valid final

scores. Consequently, 91 observations are usable for analysis based on the BB5 ques-

tionnaire. Table 3.8 in the appendix shows the personality trait scores by gender. We

find that girls are significantly more open and agreeable than boys, and slightly more

conscientious.

2.3. Inconsistency based on a risk aversion measure

We implemented a risk aversion elicitation rule as in Holt and Laury (2002) right

after the BB5 questionnaire. They had ten choices to make between two lotteries (see

figure 3.2). Probabilities were the same for each choice, only the amount of money

changed.

Lotteries were presented as scratching cards where the probability of winning were

presented as chances of winning. Pupils were allowed to ask questions about the task

which allows us to check that overall they understood quite well the instructions and

the task. We are interested here in the inconsistency yielded by this measure.The

rate of inconsistent choices we observe is 26.3%. Inconsistent subjects are those who

exhibit multiple switches or inconsistent choices (like choosing option A in the last

row)9. This inconsistency rate does not significantly differs from previous studies made

9. We allow subjects who switch three times to be consistent considering that they might be indiffer-
ent between the first and the third swith. For these individuals, their certainty equivalent is situated
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Figure 3.2: Lottery choices

on adults (see Ballinger and Wilcox (1997), Blavatskyy (2010), Lévy-Garboua et al.

(2012), Loomes and Sugden (1998)). In this study, we use the inconsistency as a proxy

of a certain type of cognitive ability relying on the assumption that subjects who are

considered as inconsistent either did not understand the task or have troubles with

probabilities computation.

2.4. Grades collected

In order to measure schooling achievement, we collected the average grades of every

pupil for each subject and each trimester of their 9th grade. We use the mandatory

courses of middle school that are: mathematics, physics and chemistry, biology, French,

history and geography, world languages, arts, music, IT and physical education (PE).

We distinguish these courses into three categories: the scientific subjects, the humani-

between the first and the third row.
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ties and the secondary ones (see table 3.2).

Category Course N

Sciences
Mathematics 97
Physics and Chemistry 95
Biology 92

Humanities

French 97
World language (WL) 96
History and geography 97

Secondary

Arts 69
Music 83
IT 96
Physic Education (PE) 90

Table 3.2: Mandatory courses a middle school pupil attends and number of observations
for each subject.

As table 3.2 shows, we were able to gather between 92 and 97 observations for the

fundamental courses. However, even though the secondary subjects are mandatory, it

is possible that some pupils skip them explaining the low number of observations for

these courses. This may indicate that these courses are underestimated and considered

as less important than the others.

There are six 9th grade classes named A to F. In France, pupils are graded on a

20 points scale. Figure 3.3 shows the distributions of the standardized grades in each

subject which are close to normal (but for math, physics and chemistry, and French).

In addition, table 3.9 in the annex reports all the average grades in each class for

each subject considered. There are some classes having higher average grades than in

the others. This can be due to the endogeneity of notations (peer effects10, teacher

effects). We check for each teacher in each class and subject and find that when there

are differences between average grade classes, it is not because one teacher grades his

classes differently but because the teacher is different. Hence, when classes have the

10. Hoxby (2000) and Hanushek et al. (2003) finds that peer achievement has a positive effect on
students’ own achievement.
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same teacher, the average grades are close to be the same. In order to overcome any

peer effects, class fixed effects will be included in the estimations.

Figure 3.3: Distribution of the standardized grades in each subject

At the end of their 9th grade, the pupils take the middle school final exam ("le

Brevet des Collèges") that delivers a diploma. It contains three tests: one in math,

one in French and one in history and geography. The success at this exam is partly

based on the grades obtained to these written exams and partly on the continuous

assessment of 9th grade. Each of these evaluations weight 50% in the final grade that

allows getting the diploma.

Nowadays, this exam has become informal and it is possible to pursue to high school
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even though one has not passed it. Nevertheless, most of the pupils still take it. We

obtained the information if they passed it or not for 125 pupils11, and whether they

got a distinction, but we did not get their exam grades. This exam is anonymous and

pupils are graded by external teachers who do not know about the name or gender of

the pupil.

Among pupils for which we will estimate the grades in the following section, their

success rate is equal to 71.6%. It is a fairly low success rate as the national success

rate for this diploma has been between 80% and 85%12 these last ten year13. 64.6%

of them got a distinction. There are three distinctions for the French diploma: the

lowest distinction (cum laude) is awarded if one reaches an average grade between

12/20 and 14/20 (magna cum laude), the second one for an average grade between

14/20 and 16/20 (summa cum laude), and the highest one for an average grade higher

than 16/20.

3. Results

This papers aims at explaining schooling achievement with creativity scores and

personality traits. First, we will shed lights on who might be the creative pupils. Then,

we will estimate the standardized grades in each subject with OLS regression. As we

went three times to the middle school, we face a problem of selection bias. Indeed,

pupils who attended the three sessions are pupils who do not skip classes. They can

be considered as more conscientious and regular14. Over the 99 pupils who attended

11. Even though we did not get some pupils’ grades’ report, they still took the exam. The mean
average one obtains is on a 40 points basis but that can be easily scaled to a 20 points scale. To pass
this exam, one should get an average grade of 20/40, based on the continuous assessment and exam
grades. Getting a 0/40 in one of the subject exam test yields immediate failing.
12. This information is available on http://www.education.gouv.fr/cid59753/

diplome-national-du-brevet.html

13. This is an indication of the school level being rather low.
14. However a two-tailed t-test on the score of conscientiousness between those who attended the

creativity sessions and those who did not yields a p-value=0.39.

http://www.education.gouv.fr/cid59753/diplome-national-du-brevet.html
http://www.education.gouv.fr/cid59753/diplome-national-du-brevet.html
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the BB5 session, 81 attended the creativity sessions. Overall, the pupils who attended

the three sessions have significantly higher grades compared to those who did not15.

3.1. Who are the creative pupils?

Before going into greater estimations on the relationship between creativity and

schooling achievement, we try in this subsection to have a broader idea of who the

creative pupils are.

Some personality traits are usually associated with creative potential such as open-

ness or individualism. Table 3.3 reports the correlations coefficients between the cre-

ativity variables and the personality traits.

GIT VIT GDT VDT
Agreeableness 0.2910 0.2540** 0.1023 0.2003*

(0.0113) (0.028) (0.383) (0.085)

Conscientiousness 0.0129 0.1431 -0.0436 -0.0118
(0.912) (0.221) (0.710) (0.920)

Extraversion -0.0084 0.1821 0.0991 0.2532***
(0.943) (0.118) (0.397) (0.028)

Emotional Stability 0.1520 0.2052* 0.1328 0.1506
(0.193) (0.077) (0.256) ( 0.197)

Openness 0.2050* 0.3338*** 0.1161 0.3225***
(0.078) (0.003) (0.321) (0.005)

Table 3.3: Correlation between the BB5 personality traits and the creativity scores
(p-values in parentheses, *** p<0.01, ** p<0.05, * p<0.1).

The correlations coefficients are globally in line with the results of Barbot (2012).

Indeed, he mainly finds a high correlation (significant at a 5% level) between openness

15. Two tailed t-tests on the standardized grades for each subject yield a p-value<0.1 but for biology
and sports.
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and GDT, VDT and VIT, and also a correlation between extraversion and GDT16. In

our case, openness is highly correlated with both of the verbal tasks and extraversion

is correlated with VDT. We also find a weak correlation between agreeableness and

verbal tasks, but not as significant as the other correlation coefficients.

Therefore, openness seems to be more correlated to all subtypes of creativity com-

pared to the other personality traits. This is consistent with the result that openness

facilitates the use of divergent thinking for more creative production (McCrae and

Costa, 1987). We can see that it is also the case for integrative thinking. Creativity

can thus be considered as a cognitive ability that is rather poorly correlated to person-

ality traits. They are independent variables suspected here to play a role in schooling

success.

As we saw before, higher scores are found for integrative thinking (both graphic

and verbal). We look at gender in order to see if girls and boys exhibit the same degree

of creativity. Figure 3.4 displays the distribution of each creativity scores by gender.

Overall, creativity scores’ distributions are more shifted on the right for girls which

would imply higher creativity scores than for boys. This is less clear for the GIT

dimension where both distributions look alike (except the peak for girls where 30% of

the sample has a 0 standardized score of GIT). In fact, two-tailed t-tests inform that

scores in GIT are not significantly different between boys and girls (p=0.83), which is

also the case for the GDT scores (p=0.14). However, for both verbal tasks, girls have

a higher score than boys (for the VIT score the p-value=0.001 and for the VDT score

the p-value=0.06).

Baer and Kaufman (2008) review the topic of gender differences in terms of cre-

ativity. Among the different studies on that topic, results are not always consistent

mainly because of the multiple creativity measures used. Still, a general trend seems

16. His study is based on 607 teenagers.
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Figure 3.4: Creativity scores by gender

to be that women and girls have higher creativity scores than men and boys.

3.2. Estimation of schooling achievement

In this section, we estimate the standardized average grade in each subject on the

whole 9th grade year17 (three trimesters). We do so, first without class fixed effects,

and second by integrating them in the estimation. The underlying research question is

whether creativity scores and other individual characteristics have an impact on grades.

As for the independent variables, we use the five personality traits scores, the cre-

ativity scores and demographics such as gender and age as well as a dichotomous

variable indicating inconsistency during the lottery task.

17. There are no significant trend on the year meaning that pupils globally exhibit constant grades
during the school year. That is why we can compute the year average grade.
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The whole equation we estimate is the following:

Gradeijc = βCi + γPi + λXi + αc + ǫij

for a pupil i and j = {math, French, history and geography etc...} corresponds

to the different subjects, c the class indicator. Ci is the vector of the four individual

creativity scores, Pi the vector of the five personality traits, Xi the other observed co-

variates (gender, age, inconsistency) and αc the class fixed effect (in order to control for

any unobserved heterogeneity coming from the class). These estimations are reported

in tables 3.4, 3.5, 3.6.

Globally, the verbal divergent thinking estimates are negative for all subjects and

are significantly associated to math, biology and French, and close to significance for

physics. Divergent thinking was the first dimension studied by psychologist to evaluate

creativity potential. It is considered as essential for creative processes. It can be

seen as the basic ability that allows to create alternative solutions to a given problem.

Estimations inform on the fact that, in this school, the higher the VDT score, the worse

the pupil’s grade. This would suggest that the grading system does not encourage the

use of divergent thinking abilities that are fluency, flexibility and originality. It might

mean that the school’s teachers evaluate pupils in a quite conservative way, which

supports the criticism that can sometimes be made to the French educational system.

Surprisingly, the other dimensions of creativity have no effect on our variable of

interest except graphical integrative thinking which is positively and significantly asso-

ciated with music’s and IT’s grade. The non significant effect of the graphic dimensions

may be due to the fact that at this age, pupils have to invest more in verbal domains

rather than in graphic domain. Even when a pupils has a high score in graphic think-

ings, it might just not be needed to perform well at school.

In terms of personality, openness is the main trait that is positively associated with

almost all the grades. This is consistent with the literature on this trait. Previous re-

search has found that openness which reflects curiosity, imagination, unconventionality
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VARIABLES Math Math Phy. & Che. Phy. & Che. Biology Biology
(1) (2) (3) (4) (5) (6)

Girl 1.071*** 0.725*** 0.916*** 0.696*** 1.141*** 0.682***
(0.218) (0.252) (0.215) (0.223) (0.209) (0.221)

Age -0.005 -0.041 -0.110 -0.127 0.052 -0.028
(0.162) (0.185) (0.199) (0.204) (0.215) (0.240)

GIT 0.041 0.055 0.012 0.036 0.073 0.077
(0.077) (0.077) (0.087) (0.095) (0.091) (0.094)

VIT -0.072 -0.001 -0.007 0.026 -0.085 0.028
(0.070) (0.075) (0.071) (0.080) (0.074) (0.076)

GDT 0.005 -0.055 -0.036 -0.071 0.065 -0.033
(0.066) (0.062) (0.069) (0.072) (0.067) (0.061)

VDT -0.130** -0.104* -0.108* -0.087 -0.163*** -0.164***
(0.063) (0.064) (0.063) (0.069) (0.061) (0.053)

Agreeableness 0.001 0.012 0.001 0.009 0.016 0.027
(0.014) (0.014) (0.015) (0.016) (0.016) (0.017)

Conscientiousness 0.009 0.019* 0.005 0.012 -0.002 0.005
(0.013) (0.011) (0.014) (0.013) (0.014) (0.012)

Extroversion -0.020* -0.012 -0.014 -0.011 -0.010 0.003
(0.011) (0.011) (0.012) (0.014) (0.010) (0.010)

Emotional Stability 0.004 -0.014 -0.005 -0.014 0.004 -0.018
(0.011) (0.012) (0.013) (0.015) (0.013) (0.013)

Openness 0.015 0.032** 0.033** 0.038** 0.028* 0.046***
(0.015) (0.015) (0.016) (0.018) (0.014) (0.016)

Incons. -0.526** -0.515** -0.528** -0.503** -0.335 -0.350*
(0.236) (0.220) (0.213) (0.208) (0.236) (0.201)

Constant -0.844 -1.624 0.087 -0.468 -3.443 -3.120
(2.727) (2.985) (3.471) (3.557) (4.078) (4.393)

Class FE NO YES NO YES NO YES

Observations 74 74 73 73 72 72
R-squared 0.312 0.479 0.319 0.414 0.406 0.580

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: All regressions are estimated using OLS, with robust standard errors. Girl is a dichotomous.
Age is a continuous variable. Incons. is a dichotomous variable equal to 1 if the pupil exhibits
inconsistency regarding the risk aversion measure, 0 otherwise.

Table 3.4: OLS estimation on scientific subjects’ grades (standardized)

(also sometimes called intellect or openness to new experience) is correlated with intel-

ligence scores. A higher score of conscientiousness also increases the grades in physics

(when no class fixed effects are included), music and IT. We would have expected a

higher predictive power of this trait on other grades (estimates are positive but insignif-
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VARIABLES French French Hist. & Geo. Hist. & Geo. WL WL
(1) (2) (3) (4) (5) (6)

Girl 1.217*** 0.906*** 0.961*** 0.726** 0.634** 0.295
(0.216) (0.226) (0.237) (0.314) (0.246) (0.293)

Age 0.152 0.091 -0.023 -0.109 -0.010 -0.025
(0.184) (0.180) (0.175) (0.215) (0.211) (0.222)

GIT 0.046 0.082 0.043 0.054 0.006 0.013
(0.086) (0.086) (0.083) (0.090) (0.098) (0.101)

VIT -0.036 0.057 -0.060 0.003 0.045 0.114
(0.073) (0.071) (0.074) (0.085) (0.085) (0.078)

GDT 0.098 0.048 0.009 -0.030 0.019 -0.041
(0.060) (0.063) (0.068) (0.076) (0.078) (0.087)

VDT -0.142*** -0.117** -0.073 -0.049 -0.025 -0.008
(0.053) (0.047) (0.067) (0.067) (0.074) (0.065)

Agreeableness 0.014 0.025* -0.012 -0.006 0.009 0.019
(0.015) (0.013) (0.014) (0.016) (0.018) (0.019)

Conscientiousness 0.014 0.018 0.018 0.021 0.013 0.023*
(0.013) (0.011) (0.013) (0.013) (0.014) (0.013)

Extroversion -0.006 0.009 -0.009 -0.000 -0.007 0.001
(0.012) (0.011) (0.014) (0.015) (0.015) (0.016)

Emotional Stability -0.012 -0.032** -0.000 -0.013 -0.013 -0.030*
(0.012) (0.013) (0.014) (0.016) (0.014) (0.015)

Openness 0.013 0.033** 0.019 0.032 0.015 0.033
(0.014) (0.015) (0.020) (0.021) (0.020) (0.021)

Incons. -0.052 -0.002 -0.159 -0.133 -0.221 -0.240
(0.251) (0.220) (0.254) (0.259) (0.278) (0.258)

Constant -4.198 -4.838 -0.994 -0.676 -1.161 -2.184
(3.378) (2.964) (2.965) (3.594) (3.809) (3.986)

Class FE NO YES NO YES NO YES

Observations 73 73 74 74 73 73
R-squared 0.434 0.599 0.260 0.357 0.210 0.334

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 3.5: OLS estimation on humanity subjects’ grades (standardized)

icant) as this trait includes control, organization or self-efficacy. Blickle (1996) shows

that conscientiousness and openness have an effect on learning strategies18. Goff and

Ackerman (1992) and Ashton et al. (2000) also show that openness and intellectual

ability are positively correlated.

18. They use scales to evaluate various strategies such as cognitive learning strategies, or resource-
related leaning strategies.
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VARIABLES Art Art Music Music IT IT PE PE
(1) (2) (3) (4) (5) (6) (7) (8)

Girl 0.568** 0.441** 0.884*** 0.943*** 0.562** 0.169 -0.381 -0.551**
(0.234) (0.203) (0.263) (0.270) (0.278) (0.278) (0.261) (0.253)

Age -0.419** -0.262 -0.164 -0.078 0.087 0.082 0.188 0.172
(0.190) (0.156) (0.238) (0.208) (0.148) (0.159) (0.212) (0.201)

GIT 0.019 0.022 0.143** 0.121* 0.121* 0.120* 0.029 0.023
(0.062) (0.051) (0.069) (0.069) (0.066) (0.068) (0.075) (0.077)

VIT 0.087 0.037 0.110 0.110 -0.003 0.069 0.104 0.144**
(0.103) (0.085) (0.076) (0.083) (0.080) (0.068) (0.075) (0.062)

GDT 0.046 -0.020 -0.028 -0.018 -0.009 -0.091 -0.119 -0.153**
(0.066) (0.061) (0.065) (0.078) (0.072) (0.074) (0.085) (0.076)

VDT -0.110 -0.086 -0.080 -0.042 -0.109 -0.105 -0.072 -0.030
(0.070) (0.091) (0.052) (0.049) (0.067) (0.073) (0.082) (0.069)

Agreeableness -0.015 -0.003 0.011 0.017 -0.006 0.004 -0.014 -0.006
(0.016) (0.012) (0.017) (0.017) (0.014) (0.014) (0.013) (0.012)

Conscientiousness -0.022 0.007 0.028** 0.035*** 0.012 0.022** 0.013 0.019*
(0.018) (0.014) (0.011) (0.012) (0.012) (0.010) (0.013) (0.010)

Extroversion -0.024 -0.027 0.006 0.001 -0.038*** -0.025* 0.008 0.012
(0.017) (0.017) (0.011) (0.011) (0.013) (0.013) (0.014) (0.014)

Emotional Stability 0.015 -0.007 -0.021* -0.032** 0.012 -0.012 0.022 0.002
(0.020) (0.018) (0.013) (0.014) (0.012) (0.013) (0.013) (0.014)

Openness 0.035** 0.042** 0.040** 0.062*** 0.023 0.043** -0.001 0.015
(0.016) (0.018) (0.015) (0.016) (0.018) (0.020) (0.016) (0.015)

Incons. -0.223 -0.193 0.015 0.140 -0.316 -0.317 -0.125 -0.015
(0.328) (0.240) (0.213) (0.201) (0.251) (0.250) (0.266) (0.224)

Constant 6.466** 3.307 -2.172 -4.694 -1.591 -2.498 -4.267 -4.820*
(2.971) (2.593) (3.830) (3.095) (2.766) (2.904) (2.997) (2.663)

Class FE NO YES NO YES NO YES

Observations 53 53 60 60 74 74 72 72
R-squared 0.396 0.641 0.604 0.698 0.288 0.467 0.218 0.405

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 3.6: OLS estimation on art, music and IT and sport grades (standardized)

Having a higher score of openness is hence rewarded by better grades in our sample.

But, having a high score of VDT is not, even though openness is positively correlated

with this dimension. This might be explained by the fact that schools ask pupils to

manifest curiosity, imagination and a taste for novelty but to stay in compliance with

specific learning methods. This is incompatible with divergent thinking as it relies on

the ability to manage to consider a problem from different and new perspectives.
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Table 3.8 in the appendix presents the distribution of grades for each subject be-

tween girls and boys. We can see that the distribution of girls’ grades are more shifted

to the right than the boys’ grades. Indeed, the estimates of the girl dummy variable

in tables 3.4, 3.5 and 3.6 the are positive and highly significant for every subject but

PE. This may be not surprising as girls are considered as more attentive, focused and

self-disciplined(see Costa Jr, Terracciano and McCrae (2001), Rubinstein (2005)). In

our sample, girls are significantly more agreeable, more open and slightly more consci-

entious (see table 4.1 in the annex for details). It is usually asserted that girls have

better grades because they are more conscientious. Even though we control for these

traits, we still find a great significant differences between boys’ and girls’ grades. Hence,

the gender itself hints a mechanism not captured by all the variables we control for.

Research paper investigate the question of stereotype threat in school. By comparing

non-anonymous vs. anonymous exam, they test the assumption that girls are either

positively or negatively discriminated by the teacher. Both Lavy (2008) and Falch

and Naper (2013) finds as well that girls outperform boys in almost all the subjects

and suggests that the bias they found against male students is the results of teachers’

behavior19. One reason for this result could be that girls and boys invest differently

in the subject according to the teacher’s gender. Indeed, the way students perceive

their teacher seem to have an impact on their motivation and performance (Maehr and

Midgley, 1991, Meece, Glienke and Burg, 2006). A paper by Dee (2007) shows that

teachers exhibit better perception when students are from their own gender.

Ouazad and Page (2013) show that in school, boys invest less when they are graded

by a female teacher, and girls invest more when they are graded by a male teacher. Our

sample size is rather small and comes from only one school but we have information

about the gender of the teachers. Even though there are for instance three different

math teachers, they are all women. In physics there are two different teachers, but

19. The first study is run on Israeli’s data, while the latter was done in Norway.
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one of them is a man and teaches to four classes (over the six). In any cases, girls

have higher grades. At least on our small sample, boys and girls do not seem to be

differently graded according to the gender of the teacher.

The assumption of favoring girls can be tested by looking at the success probability

of the national and anonymous exam, estimated in the following section.

3.3. Estimation of the probability of passing the middle school final exam

We are interested in explaining the probability of succeeding this exam. We use the

same independent variables as in the previous section.

Table 3.7 reports a probit on the dummy variable of passing (=1) or not (=0) the

exam. As age seems to matter here (which is not the case in our previous estimations

on grades) we create a dummy variable equal to 1 if the pupil is older than 14. The

regular age in 9th grade is 14 or 15 years old. Being older can either mean being born

at the very beginning of the year or it can also mean having repeated the grade, and

being younger skipping one grade20.

Passing this exam also depends on a continuous assessment based on 9th grade’s

scores. This data was not available. In order to take this into account, we assume

that having good grades during the year would increase the probability of passing the

exam. Hence, a rather good control for this is to add the average grades during the

year. We choose to add those in scientific and humanities as a proxy for the continuous

achievement. Pupils with a higher average grade in sciences and humanities will have

a higher grade on their continuous assessment.

The interesting result given by this table is that variables associated with the prob-

ability of passing the exam are not the same as for getting better grades during the

school year. Column (1) reports the estimates of the probit when we do not take into

20. We did not have access to their exact date of birth but the sessions during which we asked their
age were run in January 24th and 25th. The distribution of age is the following: 2.7% of our sample
is 13, 64.0% is 14, 28.0% is 15 and 5.3% is 16. The 16 year old and certainly most of the 15 year old
pupils are likely to be repeaters.
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VARIABLES Passed Passed
(1) (2)

Girl -0.679 -1.209*
(0.501) (0.641)

Age>14 -1.715*** -1.465***
(0.360) (0.518)

Sc. grades 1.784*** 2.343***
(0.467) (0.692)

Human. grades -0.358 -0.559
(0.509) (0.712)

GIT 0.366
(0.288)

VIT 0.809***
(0.238)

GDT -0.159
(0.170)

VDT 0.188
(0.196)

Observations 85 75
Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Table 3.7: Probit on the passing the final exam

account creativity nor personality. Higher grades in science predicts positively and

significantly the probability of passing the exam. However humanity grades have no

impact even though there is one test in French and one in history & geography.

Columns (2) introduces creativity scores21. Surprisingly, the creativity dimension

that has a positive impact here is the verbal integrative thinking. As mentioned before,

we expected that this creativity dimension to be positively associated with schooling

grades. However, xe found previously that VIT had no significant effect on grades.

Moreover, the VDT estimate is here not significant but was negative and significant

in the previous analysis on schooling grades. This raises a question on the abilities

21. No effect of personality was found and did not change qualitatively and quantitatively the esti-
mates of the other covariates. We therefore did not report the estimates.
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needed for achievement during the year and during an anonymous national exam. Does

schooling limit the use of VIT during the year even though it is necessary in order to

succeed an exam (where pupils must have a global knowledge based on many years of

studies)?

Concerning girls, another interesting results emerges. The estimate of the girl’s

dummy variable is negative and significant (at a 10% level) meaning that, all things

being equal, girls have a lower probability to pass the exam than boys. Nevertheless,

we showed in the previous subsections that they had a higher score of VIT and had

better grades. Indeed, 63% of boys passed the exam whereas 71% of girls did. The

negative estimates indicates that if we compared a boy and a girl having the same

level of ability, creativity and personality, boys might succeed better. This will be later

discussed.

Finally, being older than 14 decreases the probability of success suggesting that

repeating a grade might not allow passing this exam.

4. Discussion

In France, orientation choices, which occur at the end of middle or high schools,

are made before taking the national exams (Brevet des Collèges and Baccalauréat).

They are based on the schooling grades and not on the exams’ scores22. Succeeding the

national exams is only needed in order to be allowed to pass to the next educational

level23. Hence, explaining schooling grades remains a first issue to consider, followed

by the exam success.

Openness and conscientiousness seem to be the main predictor of better schooling

grades. As openness contributes to creativity, we could think that originality is re-

22. These decisions might be however influenced by the exam’s results ex post, but this concerns a
marginal part of the pupils.
23. In fact, it was mandatory to pass the middle school exam, and it is still mandatory to pass the

high school exam in order to be able to reach to higher educational levels.
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warded by better grades. Indeed, teenagers with a high score of openness are curious

and new experience seekers. They can be considered as eager to learn, artistic and

imaginative. Nevertheless, we find that a higher score of verbal divergent thinking

decreases grades. This raises the question of which type of creativity is beneficial to

the pupils in school. From our study, it seems that open pupils have better grades if

they manage to be in line with the standard learning strategies. Would the French

educational system be less considered as conventional if new learning tools would insist

on the development of creativity? This remains an open question and further studies

are needed, especially if creativity represents really an important skill when entering

the labor market.

Concerning the gender effect, we observe that girls have better grades during the

school year, but do not necessarily succeed better at the exam when compared to a

boy having the same level of abilities. We draw different explanations that we are not

able to confirm with the lack of available data but that can be further explored: girls

can choke under the pressure of this national exam more than boys and thus succeed

less. Another possible explanation is that girls are maybe more hard-working during

the whole year and more conscientious leading to better results during the year. But,

before an exam, boys may better perform when studying for the exam and would then

outperform girls. Lastly, our result could also be explained by the idea developed by

Lavy (2008) and Falch and Naper (2013) i.e. that teachers give higher grades to pupils

when they know they are girls, implying a negative bias towards boys. In anonymous

exam, this positive discrimination cannot be possible.

5. Conclusion

This paper establishes a link between academic achievement, creativity and person-

ality traits. Considering the impact of creativity on schooling achievement has been

rarely studied in the growing economic literature of the analysis of non-cognitive abil-
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ities and educational outcomes. We went on the field, in a middle school, where we

were able to measure creativity potential of 9th graders and obtained four scores of

creativity subtypes: verbal divergent thinking, graphical divergent thinking, verbal in-

tegrative thinking and graphical divergent thinking. One has to note that our sample

comes for low socio-economics status24, that is why one must be careful when extending

the our results.

Academic achievement was assessed with the report of grades of their 9th grade for

the mandatory courses. We could have expected that creativity might play a role in

having better grades, at least in the creative subjects such as arts and music. We find

that the different subtypes of creativity do not affect grades in the same way. Verbal

divergent thinking predicts significantly and negatively grades’ subjects. This result

suggests that this is not a skill required to succeed at school. However, it is required in

many innovative domains as in R&D. We are also able to estimate the probability of

passing the "Brevet". In contrast, a higher score of integrative thinking increases the

probability, but being a girl does not.

We also confirm previous work on the relationship between personality traits and

schooling achievement: conscientiousness and openness are the main traits that posi-

tively influences grades.

From these results, we are able to present some recommendations as for the future

studies on schooling achievement. One recommendation relates to taking into account

the specificities of the different learning domains. Ability and success cannot always be

considered globally. An IQ test, or other global math or word tasks test are not able

to highlight this specificity. As we saw previously, different individual variables impact

schooling grades in different ways.

It might be of interest to get a deeper understanding of the role of creativity at

24. We asked pupils the socio-professional category of their parents as well as their exact job. We
were then able to establish the proportion of high qualified mothers and fathers in our sample which
is respectively 35.4% and 29.1%.
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school, at different levels of education and its implication on the labor market. Second,

gender is a key variable that might imply other underlying behaviors or mechanisms.

Further development could require replicating the same study in different schools,

pedagogies, with different types of pupils (different social background, neighborhood),

and even abroad where different educational systems are assumed to emphasise more on

creativity. We would then be more able to describe profiles of creative pupils: who are

the most creative pupils? Is there a relationship between being creative and drop outs?

Are the creative pupils have different grades profiles than the other pupils? These are

the remaining questions we would like to answer.
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C. Appendix

C.1. Figures

Figure 3.5: Two examples of GIT task.
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Figure 3.6: Two examplew of VIT task: writing a story based on the title "Drop of
Water"

C.2. Tables
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Figure 3.7: Two examples of VDT task: writing as many ends of story as possible
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Figure 3.8: Distribution of standardized grades per subject, by gender (O for boys, 1
for girls)

Girls Boys T-test p-value
Agreeableness 67.7 62.4 0.00
Conscientiousness 64.4 60.9 0.09
Extraversion 64.3 62.5 0.34
Emotional Stability 64.5 64.4 0.99
Openness 62.7 59.4 0.04

n=42 n=49

Table 3.8: BB5 scores by gender
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Variable Obs Mean Std. Dev. Min Max Variable Obs Mean Std. Dev. Min Max

AvGr_MathA 16 11.7 4.4 4.2 16.5 AVaGr_WLA 16 11.9 4.1 4.8 19.0
AvGr_MathB 18 12.0 3.5 4.3 18.3 AvGr_WLB 18 11.9 4.2 3.5 17.5
AvGr_MathC 16 11.7 2.9 6.5 16.8 AvGr_WLC 16 11.0 2.8 6.7 15.8
AvGr_MathD 10 13.4 4.4 5.5 17.8 AvGr_WLD 10 11.8 4.1 4.3 16.8
AvGr_MathE 20 9.3 4.0 4.3 17.7 AvGr_WLE 20 9.9 3.5 3.7 18.5
AvGr_MathF 17 10.3 4.0 4.2 19.0 AvGr_WLF 16 10.3 4.5 3.8 18.5

AvGr_Phys.A 16 11.2 4.3 2.7 17.2 AvGr_ArtsA 1 15.5 , 15.5 15.5
AvGr_Phys.B 17 13.0 3.5 7.2 17.2 AvGr_ArtsB 17 15.9 1.9 13.5 19.5
AvGr_Phys.C 15 12.8 3.0 4.8 17.5 AvGr_ArtsC 15 13.0 2.1 6.5 15.7
AvGr_Phys.D 10 12.0 3.5 6.2 15.7 AvGr_ArtsD 1 13.2 , 13.2 13.2
AvGr_Phys.E 20 10.4 4.4 3.8 18.7 AvGr_ArtsE 20 11.5 3.1 5.8 16.7
AvGr_Phys.F 17 10.8 4.0 4.5 19.0 AvGr_ArtsF 16 12.6 2.3 6.5 17.7

AvGr_BioA 15 12.4 2.8 5.8 17.3 AvGr_MusicA 14 13.7 2.8 9.5 18.5
AvGr_BioB 18 10.4 4.3 1.2 17.0 AvGr_MusicB 15 15.0 2.5 9.7 19.7
AvGr_BioC 16 10.8 2.5 5.5 15.3 AvGr_MusicC 15 14.3 2.7 6.7 18.0
AvGr_BioD 10 12.3 1.9 9.3 14.8 AvGr_MusicD 1 15.0 , 15.0 15.0
AvGr_BioE 20 8.6 3.5 4.2 15.0 AvGr_MusicE 20 12.9 3.0 7.8 19.3
AvGr_BioF 15 9.3 3.3 4.7 16.8 AvGr_MusicF 15 13.6 3.0 8.5 19.5

AvGr_FrenchA 16 10.8 3.4 4.8 15.3 AvGr_ITA 16 13.4 1.9 9.2 15.5
AvGr_FrenchB 16 10.7 3.3 3.8 15.7 AvGr_ITB 17 12.7 1.3 10.5 15.0
AvGr_FrenchC 16 11.5 2.6 4.7 15.3 AvGr_ITC 16 13.0 1.7 10.2 17.2
AvGr_FrenchD 10 13.8 1.6 11.2 15.3 AvGr_ITD 10 13.0 2.5 9.7 16.7
AvGr_FrenchE 20 8.9 2.7 4.7 14.7 AvGr_ITE 20 11.7 1.5 9.5 14.8
AvGr_FrenchF 17 9.4 3.8 1.8 15.5 AvGr_ITF 17 12.3 1.6 9.7 15.8

AvGr_H&GA 16 11.5 2.9 7.2 15.7 AvGr_PEA 16 13.2 1.7 10.7 15.8
AvGr_H&GB 18 10.9 3.3 1.2 14.7 AvGr_PEB 16 13.5 1.7 9.3 16.2
AvGr_H&GC 16 12.6 3.2 6.0 17.2 AvGr_PEC 16 14.0 2.7 7.3 18.0
AvGr_H&GD 10 13.2 2.6 9.7 17.0 AvGr_PED 8 13.8 2.6 11.2 18.7
AvGr_H&GE 20 9.8 3.2 4.3 16.5 AvGr_PEE 18 11.5 2.4 8.0 15.3
AvGr_H&GF 17 10.0 4.2 1.8 16.7 AvGr_PEF 17 14.1 2.0 10.3 17.3

Table 3.9: Descriptive statistics on grades in each subject and class (A to F), on a 20 points basis
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1. Introduction

The way young economic agents make their decisions may have a crucial impact on

performance of economic policies. Teenagers differ from adults in the way they behave

and make their decisions. The reason for that is partly biological because the brain

continues to mature and to develop at this age. For example, the area of the brain that

controls reasoning and help people think before they act (the frontal cortex) develops

at a later age. Hence, because of this stage of brain development, adolescents are for

example more likely to act on impulse, get involved in fights or engage in dangerous

risky behaviors. Apart from a biological explanation, their higher propensity to take

risks can also be explained by their vulnerability to social pressures (Steinberg, 2004),

because they are more sensitive to emotional stimuli and lack of cognitive control. Peers

presence significantly increases risky behaviors (Gardner and Steinberg, 2005). Berndt

(1979) and Brown, Clasen and Eicher (1986) identified a linear relationship between age

and peer influence. Moreover, risk taking represents a way for the teenager to develop

his social and psychological abilities (independence, autonomy and self-regulation) in

an optimal and efficient manner (Silbereisen and Noack, 1988). This does not mean

they are not able to make good or thoughtful decisions, but it suggests that if one bet-

ter understands how these decisions are made, policies aimed at children and teenagers

may become more efficient and decisions more optimal. In fact, psychological studies

show that 15-year-olds are no worse than adults in understanding risk (Reyna and Far-

ley, 2006) and increasing the salience of the risks associated with a situation can have

comparable effects on adolescents and adults (Millstein and Halpern-Felsher, 2001). In

an exhaustive review, Clifford (1991) relates risk-taking (measured with self-assessed

questionnaires and price list designs) and educational choices, on children, teenagers

and adults. It is shown that among other predictors such as motivation, game contexts

or payoffs framing, risk-taking tasks have the advantage of facilitating learning and in-
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crease children’s level of academic achievement. She also explains that their tolerance

for failure can be increased as their opportunities for taking risk increase as well. By

comparison, conclusion drawn from adults are very similar. Hence, the difference be-

tween adults and teenagers might rather be on the evaluation of a consequence related

to a risky situation and not on the perception of the risk itself.

This paper focuses on adolescents’ risk preferences yielding first the question of how

to properly measure them. The procedure created by Holt & Laury (2002) is widely

used in experimental economics but had not yet been used on young individuals1.

Hence, we decided to implement this method on a sample of teenagers, first in order to

verify if it can be applied to this specific sample, and second, to analyze determinants of

risk aversion at this age. Risk preferences of young adults and even children can have

a real impact on schooling decisions and future savings but also on risky behaviors

such as smoking or drinking. Steinberg (2007) explains for instance that it would

be more efficient to develop strategies such as raising the price of cigarettes, more

vigilantly enforcing laws governing the sale of alcohol, or expanding adolescents’ access

to contraceptive services, in order to limit adolescent smoking, substance abuse or

pregnancy, rather than policies aimed at changing adolescents’ traits (short-sighted,

impulsiveness...).

Most of the previous economic literature has studied adults’ risk preferences and

tries to explain it. Dohmen et al. (2010), for example, measure risk aversion in adults

through the choice between a paid lottery and different safe payments. They also

use two cognitive tests in order to link cognitive abilities to the willingness to take

risks. Their main finding is that there exists a positive relationship between these two

measures. In other words, individuals with lower cognitive abilities are significantly

more risk averse.

However, recent literature tries to explain risk attitudes of children and their impact

1. This risk elicitation method has been mainly applied on undergraduate students and adults.



166 CHAPTER 4. A HOLT & LAURY MEASURE OF RISK AVERSION ON TEENAGERS

on educational outcomes or on risky behaviors. The purpose of these studies is not

to evaluate how one can change the perception of risk by teenagers but to understand

it, which can help at better communicating and elaborating policies for this specific

population. Harbaugh, Krause and Vesterlund (2002) show how risk attitudes can

change with age and more precisely that adults’ and children’s decisions significantly

differ in gain or loss framework. They suggest that risk attitudes vary during a lifetime.

On the other hand, Sutter et al. (2013) link lab measurements on ambiguity aversion,

time preferences and field behaviors (such as savings, alcohol consumption, smoking

etc...) in teenagers. They find a weak correlation between attitudes towards ambiguity

measured in the lab and field behaviors, but a strong correlation with impatience.

Some others are more interested in the environmental impact on shaping risk pref-

erences. Eckel et al. (2012) look at the relationship between risk aversion, school

characteristics and cognitive skills measured by a math-related decision-making test.

They base their study on 9th and 11th graders and find that school variables only

impact risk preferences of the 11th graders.

The main question we try to answer in this paper is whether children’s individual

characteristics and specific cognitive abilities (usually difficult to measure) can explain

risk aversion. Risky choices can be linked to pure cognitive abilities as mathematics or

language knowledge. Moreover, we also think that creativity may decrease risk aversion

as creativity drives innovation, which often carries risk. In this case, the pattern would

be that creative children become innovative adults. How then is this related to risk

preferences? This question is highly studied in management and industrial economics

where innovation is crucial (Sternberg and Lubart, 1993, Heunks, 1998).

We elicit risk preferences with the Holt & Laury lottery choices (2002) where sub-

jects have to choose between a safe lottery (safe choice) and a risky lottery (risky

choice). The choice is always made between the same lotteries but the probabilities for

both gambles are equal and vary by steps of 0.10 to 1.00. We apply this measure on 99
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9th grade pupils coming from different classes of one middle school2. To our knowledge,

it is the first time these types of lottery choices are given to teenagers. For simplicity,

we multiply the payment of the Holt & Laury lotteries by 10 so that payments become

more realistic for children and represent higher stakes, however this might increase the

degree of risk aversion3. This procedure allows us to obtain individual risk aversion

that we try to explain with different creativity variables and personality traits.

The number of safe choices indicates the degree of risk aversion and the presenta-

tion of the lotteries are made such that consistent subjects should switch only once

from the safe lottery to the risky lottery. However, as there are no forced choices here,

this measure can yield "inconsistency" if the subject switches more than once implying

a violation of expected utility but also if she chooses a lower sure payoff (a detailed

description of the inconsistency measure is made later in the paper). Hence, another

goal of this paper is to verify the amount of inconsistent subjects and to explain this

inconsistency. One may be sceptical as to teenagers’ ability to understand the lot-

tery choices, however it has been shown that even children are able to understand

probabilities (see Reyna and Brainerd (1995) for a review).

After having answered the lottery choices, pupils are asked to answer a personality

questionnaire: the Brief Big Five (Barbot, 2012). It is a 100-item questionnaire that

measures the 5 personality traits of the Big Five questionnaire (agreeableness, con-

scientiousness, extraversion, emotional stability and openness) but that is specifically

designed for children and teenagers.

During two other in-class sessions, creativity scores are obtained using the Evalua-

tion of Potential Creativity (EPoC) procedure (Lubart, Besancon and Barbot, 2011),

a four-dimension procedure that is different from traditional one-dimension procedures

2. In France, 9th grade is the last year of middle school, just before entering high school. Pupils are
14 or 15 years old on average.

3. Holt and Laury (2002) use different payment levels to see if there is any effect of the magnitude
of payoffs on risk aversion. They find that the level of risk aversion increases as the level of payoffs
becomes higher.
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such as the Torrance Test of Creative Thinking. Finally, we were able to gather the

pupils’ schooling grades during 8th and 9th grade in every subject. We prefer to use

real schooling grades as opposed to IQ or cognitive tests (used in other studies) because

we consider them to be more indicative of their real level of knowledge. Real grades

also generate the beliefs that each pupil has of their relative level in the class. Plus,

these are the main determinants for their future choice opportunities which can also

rely on risk aversion. Schooling grades, especially in 9th grade, are going to be used for

future educational choices when records will be examined by high school’s principals

and teachers. Hence, risk aversion or other kinds of preferences might also be explained

by this type of school-specific abilities.

Our main finding is that the pattern of risk aversion using the H&L procedure is

not very different from adults found in other papers. We observe that girls are more

risk-averse than boys4. This result is mainly driven by two personality traits: girls

who have a higher openness score and a lower emotional stability score tend to be less

risk averse compared to boys. One of the creativity dimensions measure (showing the

ability of producing many different original and appropriate ideas) also decreases the

propensity of being risk averse, which is in line with the idea that being more creative

leads to taking more risks. Concerning inconsistency, the rate of inconsistent subjects

fits previous studies (26.26%)5 therefore showing that teenagers are not really more

inconsistent than adults. Scientific grades are negatively associated with the probability

of being inconsistent whereas grades in the humanities are positively associated. In

addition, a higher score in two dimensions of the creativity measure based on verbal

tasks decreases the probability of being inconsistent.

4. This is a traditional result from experimental economics looking at gender differences in risk
preferences. Croson and Gneezy (2009) and Eckel and Grossman (2008) review this literature showing
that in most of the studies (in economics), women are found to be more risk averse than men. Clifford
et al. (1991) find that girls take lower academic risks.

5. Lévy-Garboua et al. (2012) find that 23.6% of subjects are inconsistent while doing the same
framing H&L elicitation. Ballinger and Wilcox (1997) report a median switching rate of 20.8%,
Loomes and Sugden (1998) report an average inconsistency rate of 18.3%, Blavatskyy (2010) finds
that overall 21.4% made inconsistent choices.
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The paper is structured as follows: section 2 carefully describes the data (risk

aversion measures, the BB5 questionnaire, the creativity test and the schooling grades),

section 3 displays the results on risk preferences, section 4 presents the results on

inconsistency and section 5 discusses the results and concludes.

2. The data

Data was collected on six 9th grade classes from a middle school in Rosny-sous-Bois,

at the beginning of the year 2012. It is situated in the Parisian suburb and most of

the pupils belong to low socio-economical status6. The results found in this study may

be specific to this sample and would greatly benefit from replication in other types of

schools.

In this section we review the four types of measures made with our sample of

teenagers. We were not able to incentivize any task as the middle school did not

allow us to give anything directly to the pupils. However, we told each class that if

they were to go through all the sessions without any trouble and carefully, we would

give three e15 gift cards to the head teacher that will be used to buy something for

the class. Holt and Laury (2002) implement a treatment where they use hypothetical

payoffs and compare these choices to real incentive payoffs. They do not find significant

differences between hypothetical and real incentivized choices so we can assume here

that hypothetical payoffs will not bias our sample’s choices. We went into each of the

six classes, for 50 minutes, three times: twice for the creativity test and once for the

risk aversion measure. We also came back few months later to present a brief summary

of our research.

6. We asked pupils the socio-professional category of their parents as well as their exact job. We
were then able to establish the proportion of high qualified mothers and fathers in our sample which
is respectively 35.4% and 29.1%.
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2.1. Risk Aversion Measure

99 pupils were asked to answer ten paired-lottery choices, based on the Holt and

Laury (2002) procedure. Thus, the choice was between a safe lottery and a risky lottery.

The original lottery choice of Holt & Laury is between the safe lottery of $2.00 and

$1.60 vs. the risky lottery $3.85 and $0.10, while varying the probabilities for each

choice. In this experiment, payoffs are multiplied by 10 and choices were displayed

simultaneously on a computer. As mentionned in the introduction, multiplying the

payoffs by 10 can increase risk aversion and can refute constant relative risk aversion

(see Holt and Laury (2002)). However, it is not an issue here as we apply the same

measure to all of our sample so they all face the same framing and our comparisons are

made on characteristics differentials and not on the perception of payoffs (hypothetical

vs. real, high vs. low...).

The experiment was conducted in the classroom, with the pupils being in front

of a notebook computer where lottery choices were displayed. The instructions for

lottery choices were read aloud and the pupils could also read them on the screen. It

was presented as a choice between two scratch cards with different chances of winning.

The instructions were the following: "We consider two scratch games with different

outcomes. The chances of winning each outcome vary. There are 10 scratch games to

be played. With the first scratch game you can either win e20 or e16. In a second

scratch game can make you can win either e38.50 or e1.00. You will have then to

choose between these two scratch games 10 times (game A or game B)". Then, an

example with different payoffs was given to make sure they understood the task and

they were allowed to ask questions. Figure 4.1 shows the screen pupils saw with the

10 different "games". However, even though the sure choice of winning e38.5 must

be preferred to the sure choice of winning e20 (corresponding to the 10th choice), no

forced end point nor any forced choices after the first switch were implemented to allow

for inconsistency.
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Figure 4.1: Lottery choices

2.2. The BB5 questionnaire and demographics

After the lottery choices, teenagers are asked to fill in a demographic questionnaire

(gender, age, parental educational background, parents’ occupation) and the Brief Big

Five (BB5).

This part of the experiment focuses on personality traits. Personality can be defined

as "what defines what a person will do when faced with a defined situation" (Cattell,

1979). The Five-Factor Model (FFM) of personality traits (Big Five) is certainly the

dominant theory in personality research (McCrae and Costa, 1987, John and Srivas-

tava, 1999). The starting point of this theory is natural language; more precisely, the

way people describe their personality or others’ personality (Saucier and Goldberg,

1998). Personality vocabulary provides a finite set of attributes for personality de-

scription (Goldberg, 1981). The Big Five model was discovered in analysis of several
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languages (Saucier and Goldberg, 1998) and its usefulness utility and accuracy have

been confirmed by previous literature. It proposes a structure of human personality in

five dimensions:

• Agreeableness: Altruism, sympathy, cooperative, helpful.

• Conscientiousness: Organized, achievement-oriented, disciplined.

• Extraversion (vs. neurotism): higher degree of sociability, emotional activity

seeking, talkative.

• Emotional Stability (vs. neurotims): impulse control, not axious, calm.

• Openness: Intellectual curiosity, preferences for novely and variety.

As our subjects are teenagers, we use the Big Five inventory targeted for teenagers

called The Brief Big Five (BB5) (Barbot, 2012). This questionnaire allows us to get

the score for these same dimensions. The BB5 consists of a list of 100 adjectives and

highlights the personality traits that characterize an individual. For each adjective,

they have to declare on a 5 point-Likert scale if it "totally" to "not at all" corresponds

to them.

Among the 99 pupils who filled in the BB5, three did not finish the questionnaire7,

and five did not have valid scores8, we thus have 91 observations for the BB5.

To facilitate interpreting the effect of personality traits on our different measures,

we use Standard Scores. We follow a specific standardization of the row score in order

to obtain a score scaled on 11 classes for each of the five personality traits. This 11

class categorization is precise enough to allow us to compare individuals and to obtain

an identical scale for each trait.

7. This means that they did not do the final click which would have recorded all their answers into
the computer. Hence, we do not have any answers for these subjects as none of them have been
recorded.

8. In addition to the five traits, there are two scores that identify bias in responses: the acquiescence
tendency (too many extreme answers) and neutral responses (no positioning).
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As we will be interested in gender difference towards risk aversion, table 4.1 reports

the BB5 scores (based on standard scores) by gender and the p-values of a two-tailed t-

test. This table shows that girls are significantly more agreeable, more open and slightly

more conscientious than boys. There are no significant differences for extraversion and

emotional stability between genders9.

Girls Boys T-test p-value
Agreeableness 5.62 4.33 0.00

(2.26) (2.27)

Conscientiousness 6.64 5.88 0.08
(2.17) (1.95)

Extraversion 5.78 5.37 0.30
(2.06) (1.76)

Emotional Stability 6.55 6.53 0.97
(2.62) (2.25)

Openness 6.00 5.00 0.03
(2.00) (2.30)

Observations N 42 49

Table 4.1: BB5 standard scores by gender (standard deviation in parentheses)

2.3. Measuring creativity via the EPoC procedure

EPoC (Lubart, Besancon and Barbot, 2011) is a procedure that measures the cre-

ative potential of pupils from elementary to middle school. It is a multivariate approach

that uses verbal and graphic tasks measuring two types of creative thinkings: Divergent

Thinking (DT) and Integrative Thinking (IT)10.

Divergent thinking is a thinking process that consists of generating the maximum num-

ber of creative solutions. The EPoC procedure embodies two types of DT:

• Graphical Divergent Thinking (GDT ): pupils are asked to produce a maximum

9. Previous studies made on adults found that women were more agreeable and more conscientious,
and men more emotionally stable. No constant results are really found for openness and extraversion
(see Costa Jr, Terracciano and McCrae (2001), Rubinstein (2005), Barbot (2012).
10. A precise description of the tasks can be found in the appendix of part 2 of the dissertation.
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quantity of original drawings in 10 minutes based on a simple shape.

• Verbal Divergent Thinking (VDT ): the experimentalist gives a beginning or an

end to a story and pupils are asked to produce a maximum quantity of story

endings or beginnings in 10 minutes.

Integrative thinking is a cognitive activity that consists of combining many elements. It

is a process of idea association as well as a selective comparison and combination process

that allows for the synthesis and convergence of a unique and original production. Two

types of IT are thus distinguished:

• Graphical Integrative Thinking (GIT ): From ten drawings the pupil is asked to

produce one unique drawing using at least three drawings from the list in 10

minutes.

• Verbal Integrative Thinking (VIT ): The experimentalist gives a story title and

the pupils have 10 minutes to finish the story in the most original manner.

Creativity is measured during two sessions in which we implement two versions of the

test for robustness. The tasks are the same but the content differs (different drawings,

different stories...). During each session, both types of thinking are measured. One

session lasts 50 minutes on average and was done in the classroom with paper, pencils

and felt pens (see figure 4.4, 4.5, 4.6 in the appendix for different outputs of VIT, VDT

and GIT). In summary, in the DT tasks, pupils are asked to produce a maximum of

ideas in response to a unique stimulus. In the IT tasks, they have to produce a more

elaborated synthetic solution.

Creativity scores for each type are based on the number of outputs (for DT tasks)

and the degree of originality. The higher the score, the higher the individual’s creative

potential. For an easier analysis we use standardized scores of these four measures.
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2.4. Grades collected

I order to have a measure of schooling achievement, we obtained average grades of 90

pupils for all subjects and each trimester of their 8th and 9th grades (or 6 trimesters)11.

The average grades we obtained are on a 20 points basis (usual French grading). For our

estimations we use the standardized average grades based on the six trimesters12. For

our analysis on inconsistency we use the average grades in scientific subjects (math,

physics and chemistry, biology) and in humanities (French, history and geography,

world language). This aims to separate specific domains where computations skills are

needed on one hand (in science) and less useful (in humanities). Overall, girls have

higher grades than boys. Figure 4.2 shows the distribution of scientific and humanities

scores by gender.

3. Attitude toward risk

Along this section we analyze risk aversion on the whole sample of subjects but

also on the ones considered to be consistent, that is to say subjects who do not make

inconsistent choices (see section 4 for a detailed explanation). Moreover, as we will use

creativity scores and BB5 scores in our estimations, our sample is thus reduced to pupils

who responded to the lottery choices as well as the ones who did the creativity test.

This leaves us with 72 valid observations when not taking into account inconsistency,

and 52 valid observations for consistent subjects in order to estimate risk aversion.

This may raise a problem of selection bias: pupils who attended the three sessions

may have different characteristics than pupils who only attended one or two sessions

11. Note that for each of the measures we do not have the same number observations. Within these
observations, we do not always have all the observations for each measure and for each pupil. That is
why the sample size varies according to the measure considered.
12. The evolution of average grades in each subject does not significantly vary across time. So we

can use the average grade on the six trimesters.
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Figure 4.2: Distribution of scientific and humanities scores, by gender (n=90)

(more conscientious13, more diligent). The analysis is thus run only on the pupils who

attended the three sessions.

We use Holt & Laury’s procedure for defining at which decision subjects switch

from the safe lottery (game A) to the risky lottery (game B). Figure 4.3 displays the

proportion of safe A options chosen by all the pupils (solid line) and the proportion of

safe A options under the assumption of risk neutrality (dashed line), as well as broken

by gender. The shape of the curve is consistent with previous studies that use adults

as respondents.

We find that our sample of teenagers globally exhibit risk aversion as, after pair 4,

they more often choose the safe option than if they were risk-neutral. We can also see

that girls and boys are more risk averse, which is not just driven by girls, but that the

latter have a higher proportion of choosing the safe lottery until pair 7 (the blue line

13. No significant difference was however found in the conscientiousness score between those who
attended the three sessions and those who did not
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Figure 4.3: Proportion of safe choices in each decision

stays above the red line until pair 7).

We use a functional form of a Constant Relative Risk Aversion (CRRA) utility

function that allows us to obtain the risk-aversion parameter r such that U(x) = x1−r

1−r

if r 6= 1 and U(x) = log(x) if r = 1. This specification is usually chosen in papers

analysing risk aversion based on this type of task. We are then more able to compare

our results to theirs by using it as well. The coefficient of risk aversion is r, and x is

the payoff. Table 4.2 reports the different values of r according to the number of safe

choices (number of times game A is chosen), and the proportion of subjects for each of

these choices for the whole sample and broken by gender. r takes negative values for
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risk lovers, positive values for the risk-averse and is equal to zero for risk neutrality. We

include in this table only the pupils who exhibit complete consistency in answering the

lottery choices. We can see that a higher proportion of boys exhibits a lower number

of safe choices. However, a Fisher exact test yields a p-value=0.954 meaning that there

is not a statistically significant relationship between the distribution of the number of

safe choices and gender.

Number of safe choices Range of Relative Risk Aversion (r) All Girls Boys
0-1 r < −0.95 0.11 0.07 0.15
2 −0.95 < r < −0.49 0.05 0.07 0.03
3 −0.49 < r < −0.14 0.03 0.20 0.17
4 −0.14 < r < 0.15 0.19 0.21 0.17
5 0.15 < r < 0.41 0.17 0.14 0.20
6 0.41 < r < 0.68 0.16 0.21 0.12
7 0.68 < r < 0.97 0.11 0.14 0.09
8 0.97 < r < 1.37 0.05 0.03 0.06
9-10 1.37 < r 0.13 0.10 0.15

Table 4.2: Risk aversion and proportion of safe choices

We now try to explain risk aversion with personalty traits and creativity scores.

With this we consider the question: are more creative students prone to risk taking?

Moreover, since it has been found that women are more risk averse than men we ask:

is this the case among young individuals?

We use the interval regression model (Coller and Williams, 1999, Harrison and Rut-

ström, 2008) based on the different risk aversion coefficients intervals. The dependent

variable is the CRRA interval that each pupil implicitly chooses when switching from

the safe choice A to the risky choice B (see table 4.2). Using this model, we control

for individual characteristics such as gender and personality traits. Table 4.3 presents

estimates of this interval regression model in the whole sample including inconsistent

subjects, and on the restrictive sample of only consistent subjects14. The first two

14. OLS regressions were run on the number of safe choices and on the switch time as well as interval
regression on the probability intervals. They yield the same results.
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columns presents the estimates when controlling for gender and age. One the whole

sample, the age coefficient is positive and significant at a 5% level, meaning that the

older, the more likely to be risk averse15. In the second and third column we add

controls for personality traits and creativity scores. The estimates for girls and age are

positive and significant at 10%. Girls are therefore slightly more risk averse than boys

as well as older pupils (a higher CRRA coefficient implies greater risk aversion). We

find no direct effect of personality traits nor creativity on risk preferences.

Understanding why women are more risk averse than men is still a complex inves-

tigation. In order to determine if this effect is driven by personality we add interaction

terms between each personality traits and the female dummy variable. We find that

girls who exhibit more emotional stability than boys will be more risk averse and this

is robust on both the whole sample and subsample (columns (5) and (6)). One the

less restricted sample (column (5)) the estimate of the interaction between gender and

agreeableness is negative and significant at a 10% level implying that a higher score of

agreeableness yields a lower aversion to risk for girls, compared to boys. However, on

the more restrictive sample (column (6)) this estimate becomes insignificant but the

positive and significant estimate of the interaction term between gender and openness

imply that girls who are more open, compared to boys, will be less risk averse16. This

suggests that girls are indeed more risk averse than boys but that personality can miti-

gate this result; the differences in personality traits between boys and girls can influence

risk aversion. Moreover, as results on openness and agreeableness change according to

the sample size, this may indicate a difference in personality between the whole sample

of pupils and the consistent pupils. However, a two-tailed t-test yield a p-value>0.1

when testing for differences in scores of openness and agreeableness between the types

15. Age is in years. The mean age is 14.4. We did not have access to their exact date of birth and
the sessions when we asked for their age was done in January 24th and 25th. The distribution of age
is the following: 2.7% of our sample is 13, 64.0% is 14, 28.0% is 15 and 5.3% is 16.
16. Borghans et al. (2009) study risk aversion and ambiguity aversion on 16 year olds. They find an

effect of these same personality traits on risk aversion, but when separating their sample by gender
this effect disappears.
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VARIABLES All sample Consistent All sample Consistent All sample Consistent
(1) (2) (3) (4) (5) (6)

Girls 0.249 0.273 0.408* 0.479* 0.622 -0.083
(0.210) (0.226) (0.232) (0.282) (0.853) (0.727)

Age 0.392** 0.277 0.232 0.304* 0.090 0.107
(0.173) (0.186) (0.176) (0.177) (0.182) (0.188)

Agreeableness -0.001 -0.034 0.067 0.034
(0.041) (0.035) (0.064) (0.069)

Conscientiousness -0.019 -0.035 -0.021 -0.100
(0.052) (0.052) (0.080) (0.084)

Extraversion 0.004 -0.021 0.078 0.093
(0.062) (0.052) (0.096) (0.116)

Emotional Stability -0.005 0.064 -0.176** -0.169***
(0.056) (0.047) (0.069) (0.064)

Openness -0.016 -0.006 0.044 0.094
(0.058) (0.062) (0.069) (0.067)

GIT -0.040 -0.003 -0.052 0.007
(0.065) (0.056) (0.062) (0.056)

VIT -0.035 0.060 -0.028 0.061
(0.083) (0.109) (0.078) (0.085)

GDT -0.021 -0.108 -0.116 -0.252***
(0.076) (0.085) (0.096) (0.098)

VDT -0.094* -0.070 -0.082 -0.054
(0.050) (0.047) (0.051) (0.046)

Girl*A -0.182* -0.147
(0.095) (0.099)

Girl*C -0.054 0.044
(0.100) (0.105)

Girl*E -0.131 -0.107
(0.123) (0.137)

Girl*SE 0.381*** 0.410***
(0.105) (0.099)

Girl*O -0.128 -0.195**
(0.097) (0.090)

Constant -4.926* -3.573 -2.498 -3.983 -0.327 -0.651
(2.515) (2.756) (2.761) (2.865) (2.909) (3.089)

lnsigma -0.142 -3.17*** -0.190 -0.364** -0.258** -0.481***
(0.114) (0.148) (0.121) (0.153) (0.121) (0.159)

Observations 75 52 72 52 72 52

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 4.3: Interval regression on the CRRA coefficient

of sample.
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When looking at creativity scores, when including them in column (3), verbal diver-

gent thinking (VDT) negatively predicts risk aversion (the esimate is 10% significant)

meaning that a higher score in this dimension decreases the propensity of being risk

averse. The other creativity scores’ estimates are negative as well, but non significant.

When adding personality and gender interaction terms, we find that a higher score of

graphic divergent thinking (GDT) decreases risk aversion but only on the sample of

consistent subjects. Results on creativity potential are less consistent across the dif-

ferent samples but the negative signs of the estimates matches the idea that creative

people are less risk averse.

4. Explaining inconsistency

In addition to explaining adolescents’ risk aversion we try to understand why some

among them exhibit inconsistency in lottery choices. Lévy-Garboua et al. (2012) show

that the framing effect influences inconsistency. For example, they find that simultane-

ously presenting the lottery choices significantly decrease inconsistency compared to a

sequential framing. In this section, we are more interested in pointing out which indi-

vidual characteristics can increase or attenuate inconsistency. We categorize subjects

as inconsistent on the lottery choice task based on two criteria:

• The number of switches17: a subject who makes two or more than three switches.

We allow subjects who switch three times to be consistent and consider that

their certainty equivalent is situated between the first and the third switch. By

switching three times, a subject can show either an indifference between the

first and the last switch row or a doubt on their preference implying this multiple

switch. These subjects usually switch back quickly so we can neglect the between-

choice.

17. By switching we mean the moment a subject switch from option A to option B.
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• The last choice: as we did not oblige subjects to choose the option B (a sure

payoff of e38.5), subjects who did not make this choice are also included in the

inconsistent sample18. 10% of the sample actually chose the option A at the tenth

choice.

Of the 99 pupils who answered the lottery task we obtain 26.26% of inconsistent

subjects (26 subjects). As mentioned in section 1, this rate does not highly differ from

the one found in previous papers where the decisions were made by adults19. Again,

we might face a problem of selection bias. When taking into account participation in

the creativity and BB5 sessions, the number of remaining observations decreases to

75. Thus we decided to run estimations on the pupils who came to all of the sessions,

which concludes an inconsistency rate of 27.8% (21 subjects). A two-tailed proportion

Z-test shows that these two rates are not significantly different (p=0.4).

To get a better understanding of how to explain inconsistency, we run a probit

model on the variable of being inconsistent (=1 if the subject is inconsistent, 0 if she is

not). We expect that cognitive abilities can be a real determinant on this probability.

We hypothesize that scientific knowledge (math, physics, biology) can decrease the

probability for pupils of being inconsistent, especially through the knowledge of proba-

bility computation. We hence use the mean standardized grade in scientific courses i.e.

math, physics and biology. To balance this hypothesis, we also compute the mean stan-

dardized grade in the humanities: French, history & geography and world languages.

These average grades are based on 8th and 9th grade from all 6 trimesters. We also use

creativity scores, which are also a cognitive ability that could be linked to the prob-

ability of being inconsistent. Since integrative thinking is a measure of the ability to

produce or synthesize in a creative manner and relies on logic and the ability to solve,

we expect to find a negative association with the probability of being inconsistent.

18. Although they could be considered as subjects that simply did not understand the task.
19. See Ballinger and Wilcox (1997), Blavatskyy (2010), Lévy-Garboua et al. (2012), Loomes and

Sugden (1998)
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Table 4.4 shows the probit estimation on being inconsistent. We add personality traits

from the BB5 questionnaire as controls in addition to age and gender. However, as we

assume inconsistency to be the consequence of a lack of cognitive ability, we expect no

effect of personality on this variable.

We can see that in the first column of the probit table the estimate of scientific

grades is negative and highly significant, implying that the higher the grade in these

subjects the lower the probability of being inconsistent. Humanities’ grades have no

direct impact on the probability of being inconsistent. When adding the four creativity

scores to the set of explanatory variables (column (2)), we find that having a higher

score in the verbal integrative thinking decreases as well the probability of being in-

consistent. The significance of the scientific grades’ estimate is still high and thus

robust.

In column (3) we add the five personality traits: no effect is found here. However,

adding these controls implies a positive and significant association between grades in

the humanities and the probability of being inconsistent. In other words, scientific

knowledge can decrease the probability of being inconsistent on the H&L task, whereas

better grades in humanity subjects can increase it. Concerning creativity, the VIT

estimate remains negative and significant and the estimate of verbal divergent thinking

being also negative, become slightly significant (at a 10% level). This indicates that ver-

bal creativity might have a greater impact on reducing the probability of inconsistency

compared to graphic creativity that does not have an effect here.

Cognitive abilities may reduce the probability of inconsistency, measured here by

creativity and schooling grades, however, personality has no impact. Being inconsistent

may be due to framing issues but also to individual characteristics and cognitive abil-

ities. It would be therefore interesting to run the same analysis on adults or younger

children.



184 CHAPTER 4. A HOLT & LAURY MEASURE OF RISK AVERSION ON TEENAGERS

VARIABLES Estimate Estimate Estimate
(1) (2) (3)

Girls 0.254 0.745* 0.807*
(0.396) (0.441) (0.467)

Age 0.124 -0.494 -0.734*
(0.287) (0.343) (0.444)

Humanity subjects 0.545 0.613 0.745**
(0.359) (0.380) (0.368)

Scientific subjects -0.945** -1.035** -1.186***
(0.386) (0.404) (0.402)

GIT -0.097 -0.172
(0.137) (0.155)

VIT -0.427*** -0.416***
(0.150) (0.158)

GDT 0.117 0.107
(0.116) (0.124)

VDT -0.170 -0.198*
(0.108) (0.117)

Agreeableness 0.007
(0.097)

Conscientiousness -0.117
(0.116)

Extraversion -0.124
(0.099)

Emotional Stability 0.063
(0.111)

Openness 0.005
(0.105)

Constant -2.579 6.011 10.304
(4.205) (5.003) (6.856)

Observations 70 70 70

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: All variables are continuous, except female which is binary and equal to 1 for girls, 0 for male. Observations are
equal to 70 as we have lottery choices, creativity measures and grades for only 70 subjects out of the 99 that answered
the H&L measure.

Table 4.4: Probit on being inconsistent
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5. Discussion and conclusion

Risk aversion is a crucial topic in economics and has been widely studied on adults

in experimental economics. There are different methods of risk preferences elicitation.

Psychologists often use questionnaires to determine the propensity of risky behaviors in

individuals. Rather than using self-declared questionnaires, economists prefer gambling

tasks with money incentives. The Holt & Laury (2002) procedure is one of the main

elicitation procedures used in experimental Economics. It consists of a series of choices

(with increasing probabilities) to be made between a safe lottery and a risky lottery. It

has been shown that this method is correlated with risky economic decisions. However,

risk aversion is not only related to adulthood decisions but also on children’s having

then an impact on their own decisions, especially regarding schooling, future career

decisions or any risky behaviors (smoking, drug consumption...). It seemed important

to us to first investigate whether such risk elicitation procedure could be applied to

teenagers, and second, to investigate what kind of individual variables might impact

their risk preferences.

The psychology of creativity literature shows that creativity is highly associated

with risk seeking. The role of creativity at schools may thus shape risk preferences.

This is also the case for personality traits and cognitive abilities. Hence, we conducted

studies in a school and we were able to obtain these different types of measures on 9th

graders. We measured their creativity based on the EPoC procedure, and the Big Five

questionnaire. We were therefore able to obtain five personality scores, gain access to

their reports cards, in order to have a measure of their cognitive abilities. Finally we

implemented the H&L lottery choices.

Our paper shows that it is possible to use this procedure on teenagers. They are

able to understand it and do not yield a higher inconsistency rate than adults. The

way the test is presented to them and the vocabulary used are important and must be
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carefully thought. We find that girls are slightly more risk averse than boys, which is in

line with previous findings. However, it seems that this finding is modulated through

some of the pupils’ personality traits: if girls have a higher openness score they are less

risk averse than boys. Girls who present a higher score of emotional stability are more

risk averse than boys. Personality has an effect, but only through interactions with

gender. This implies that risk aversion that is generally more observed among girls

may be decreased by influencing personality traits that promotes risk taking, such as

openness.

As expected, a higher level of creativity decreases the level of risk aversion, but this

is only found to be true for one creativity subtype, the graphical divergent thinking.

Increasing creativity in children can also modify risk preferences and have a future im-

pact on schooling choices and later on the labor market. However, another study based

on the same dataset (Berlin, Besançon and Tavani, 2013), shows that verbal divergent

thinking is negatively associated with most of the schooling subjects. This raises an

important question as to the role educational system chooses to give to creativity at

school and how it can be combined with the good level of knowledge in fundamental

subjects in order to create optimal decision makers.

Another aim of this paper is to explain inconsistency. Indeed, contrary to other

elicitation procedures, the H&L lottery choices imply a certain rate of inconsistency

observed in every study using this method, when no forced choices are implemented.

Teenagers may be expected to be more inconsistent than adults. Nevertheless, the in-

consistency rate we find in this paper is not much higher than those found for adults in

other studies. In order to refrain the amount of inconsistency on this type of task, it is

however advised to force choices to only one switch, so measure of risk preferences can

become more precise. We are interested in understanding which individual character-

istics can decrease the probability of being inconsistent. This paper does not take into

account the framing effect but shows that individual characteristics can also affect the
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probability of being inconsistent. This is the case for grades in scientific and humanity

subjects (respectively decreasing and increasing the probability), but also the ability to

synthesize into a creative manner through verbal divergent thinking. The opposite sign

of the estimate found for scientific and humanities grades show that math skills, or at

least computation skills, might be needed to reduce inconsistency. This can also raise

the question of how individuals, whatever their age, perceive probabilities conditional

on their level of the domain-specific cognitive skills. No effect of personality was found

there. Nevertheless, this result may be different when looking at adults which can be

a further work to investigate.

Further studies could be done on a larger sample of teenagers, from different school

and age. This would inform on the temporal variation of these results. Are they robust

on younger children? Does using real incentives or modifying the payoffs change the

results? These are further studies which can be explored.
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D. Appendix

Figure 4.4: Two examples of GIT task.
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Figure 4.5: Two examplew of VIT task: writing a story based on the title "Drop of
Water"
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Figure 4.6: Two examples of VDT task: writing as many ends of story as possible

Appendix of Part II

Steps for the EPoC procedure

There are in total eight steps and two "forms". Two sessions of 45 minutes, that

each gathers 4 steps. For both sessions, the tasks are the same but the stimuli are
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different.

i. Graphical Divergent Thinking task: Finding as many ends of story as one can,

in 10 minutes. The pupil is ask to create as many drawings as he can from a

specific shape. One drawing for one sheet of papers, but the pupil can use as

many sheets as wanted. At the end of the task, the pupil has to give a title to

each of his drawing.

ii. Verbal Divergent Thinking task: The pupil is asked to invent as many ends of

story as he can from a specific given beginning, in 10 minutes. In a second session,

he is asked to tell story beginnings based on a story end. The experimenter points

out that the ends or beginning of story have to be as interesting and original as

possible as well as different from the ones the others children could write.

Examples:

• The experimenter reads a beginning of story about a child named Dominique

who is with his/her grand-mother. The weather is nice and the grand-mother

says to Dominique that he/she has to go to the grocery, leaving Dominique

alone in the garden...

• The end of the story given was: "And the apple fell from the tree." or "And

the stone rolled far away."

iii. Graphical Integrative Thinking task: the pupil is asked to make an original draw-

ing in 15 minutes, different from what the others would do, using at least 4 shapes

from different the abstract stimuli.

iv. Verbal Integrative Thinking task: The pupil has to invent a story from this title:

"The Keyhole", in 10 minutes. Another version would be to tell a story in 10

minutes that includes a child, a fish and an unknown person.
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The following documents are different outputs from two different children with

different levels of creativity. This gives an idea of the different production these tasks

could yield. They do not include Graphic Divergent thinking as they were done on very

small sheets of papers, with pencils, so scanning was a hard task and not very visible.



























General Conclusion

Using psychological insights seems to be appropriate in order to explain economic

behaviors. Decision theory presents a great tool and answers for economics decisions-

making, but it would probably benefit even more by extending the standard models

by introducing psychological variables. This dissertation contributes to the literature

of behavioral economics by focusing on five main psychological determinants: risk

preferences, self-confidence, personality, gender and creativity. This thesis is divided

in two main parts. The first part presents two chapters on the role of self-confidence

on two types of decisions, in a general setting, that can be applied to educational and

career choices. The second part is interested in the teenagers’ behavior, specifically on

schooling achievement and risk preferences. Even though each chapter has its specific

goal, they all show that the chosen determinants have overall an effect on the behaviors

considered.

Chapter 1 presents a laboratory experiment and a model lying on a decision to

undertake a risky activity with increasing levels of difficulty. The model introduces

confidence as a function of two biases: an ability-estimations bias based on the per-

ception of ability (estimation bias) and a cognitive bias leading to over-confidence for

low-ability agents, and under-confidence for high-ability agents (miscalibration bias).

Hence, a psychological assumption based on two effects (the hard-easy effect and the

Dunning-Kruger effect) is added to a traditional Bayesian model. Moreover, we an-

alyze the effect of aspirations on the cognitive bias and on the decision to continue.

Aspirations is considered as partly exogenous and partly endogenous. The model shows

that a positive ability-estimation enhances effort if ability and effort are complemen-

tary factors of success (and the reverse if they are substitutes), but that miscalibration

bias increases self-confidence but will reduce effort and success. We also show that

for risk averse subjects, aspiration level has a different effect on effort according to

205
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the ability level: a small effect on low ability agents but an increase for high ability

agents. By a simple manipulation of endowments, we experimentally simulated three

levels of aspiration, that we matched with the three levels of difficulty. We show that

confidence and success do not interact the same way with aspirations and effort across

the two ability categories of agents and we confirm the physiological assumption. A

new result emerges from our analysis: we show that confidence has a good and bad

component meaning that it does not always predict success. We also confirm the as-

piration upgrade after a positive update of abilities. A discussion is further developed

on the different possible applications (notably on education).

Concerning the decision to enter competition, we try, in chapter 2, to have a greater

understanding on the fact than women enter less tournament than men. This chapter

shows that confidence in one’s relative performance plays a major role in the tourna-

ment entry decision. When we provide the subjects with a performance feedback, this

allows subjects to update their beliefs not as Bayesian agents would, but they rather

overreact to the information they receive. We also show that men and women do not

process the information the same way as men seem to more internalize the information,

leading them to more optimal decisions in terms of expected payoffs, whereas women

overweight the feedback and are thus too much affected by it. These latter also do not

enough take into account the fact that their performance can improve and that this

can increase their probability to win a tournament.

Chapter 3 and 4 present a completely different approach as data was gathered in

the field. They are based on a method that lies between an experiment done in the field

and empirical data. We went in the classroom, we measured the creative potential of

9th grade pupils, their risk preferences with the Holt & Laury (2002) procedure, their

personality with the Big five and gathered all their schooling grades. This enables us

to explain schooling achievement with creativity and personality, as well as trying to

explain risk aversion with these variables. There is a clear negative relationship of a
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specific subtypes of creativity (verbal divergent thinking) on grades. Conscientiousness

and openness also positively impact grades. Girls have higher grades in every subject

but in sports. However, all things being equal, they have a lower probability to pass

the middle school nation exam. This study yields questions on the role of creativity at

school as well as the skills skill needed (or not) on the labor market. Furthermore, a

deeper analysis better explains the gender effects we observe.

The fourth chapter shows that, even among 14 or 15 years olds, girls are already

more risk averse than boys, but this could be inflected through personality. The pro-

cedure by H&L does not really yield different results from adults in terms of risk and

inconsistency patterns. However, we would recommend to implement forced choices if

the researcher only wants to focus risk preferences in order to limit inconsistency. One

of the creativity dimensions measure (showing the ability of producing many different

original and appropriate ideas) also decreases the propensity of being risk averse, which

is in line with the idea that being more creative leads to taking more risks. Higher

grades in scientific subjects decreases the probability of being inconsistent. Hence, cog-

nitive abilities based on computation skills can limit this tendency. We consider the

topic of this chapter important because it gives a better understanding of how teenagers

react or perceive risk, and especially what shapes them. The findings can contribute

to a better policy elaboration aimed for adolescents.

Confidence is endogenous and can be modulated in the lab via information, perfor-

mance feedback or by implemented features like aspirations. As the first two chapters

are based on experimental data, the external validity of the results may be put into

questions, as well as the sample compositions that is mainly made of graduate stu-

dents. Even though this thesis strongly supports the use of the experimental methods,

it could be interesting to reproduce this kind of feedback procedure in the firms where

tournaments are implemented or where higher hierarchical positions are considered by
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the agents. It could be also useful to test the relationship between confidence, social

background and abilities in the educational sphere. Especially, the French post high

school educational system represents a good field of study as there are tracks of different

nature: selective vs. competitive, general vs. vocational.

Moreover, the type of feedback firms or schools should send to their agents is ques-

tioned. It is perhaps better to focus on the possibility for performance to improve,

rather than on a precise feedback that can have a negative value and thus discourages,

refrains motivation and effort. Low and high ability agents behave differently (low

ability agents tend to be overconfident but adapt better to the level of the competition,

high ability tend to be underconfident but do not adapt to the level of the competition).

An additional study could concern the long term effect of ability groups through peer

effects, and also looking at how self-confidence varies according to the environment of

mixed abilities or not. Does it enhance motivation? Does it decrease confidence bias?

The last two chapters have some shortcomings. First, the sample is rather small and

is from a unique school, reducing the generalizability of the findings. It would greatly

benefit from replicating this study in different types of schools to see any effect of

the schools’ environment and providing a greater heterogeneity for social background.

Moreover, confidence elicitation could be added in order to analyze its effect on grades

which could partially solve the problem of external validity of the results of the first

two chapters. The extension of this work could also lead to better design education

policies on the role of creativity at school, especially in France.

Personality seems to play a role in decision making and might be as well domain

specific: one trait will impact one type of action, but maybe not another one. It is con-

sidered as rather stable in time and impacts risk aversion but maybe other preferences

and their determinants can be studied. Some research has already shown that women

are more altruistic than men or more averse to inequalities. What about the role of

personality in these behaviors? Do they play any? Are the children and teenagers’ re-
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actions similar to adults’? This thesis only uses the Big Five questionnaire, but other

personality traits could be considered such as self-control, novelty seeking (probably

positively correlated with creativity), harm avoidance etc...

Although this dissertation brings new results and insights on the role played by

the psychological determinants on economic behaviors and decision-making, it also

generates new research questions that need to be explored.
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