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Abstract

Biological organisms process information through the use of complex reaction networks. These can be
a great source of inspiration for the tailoring of dynamic chemical systems. Using basic DNA biochem-
istry —the DNA-toolbox— modeled after the cell regulatory processes, we explore the construction of
spatio-temporal dynamics from the bottom-up.

First, we design a monitoring technique of DNA hybridization by harnessing a usually neglected
interaction between the nucleobases and an attached fluorophore. This fluorescence technique —called
N-quenching— proves to be an essential tool to monitor and troubleshoot our dynamic reaction circuits.

We then go on a journey to the roots of the DNA-toolbox, aiming at defining the best design rules
at the sequence level. With this experience behind us, we tackle the construction of reaction circuits
displaying bistability. We link the bistable behavior to a topology of circuit, which asks for specific
DNA sequence parameters. This leads to a robust bistable circuit that we further use to explore the
modularity of the DNA-toolbox. By wiring additional modules to the bistable function, we make two
larger circuits that can be flipped between states: a two-input switchable memory, and a single-input
push-push memory. Because all the chemical parameters of the DNA-toolbox are easily accessible,
these circuits can be very well described by quantitative mathematical modeling. By iterating this
modular approach, it should be possible to construct even larger, more complex reaction circuits: each
success along this line will prove our good understanding of the underlying design rules, and each
failure may hide some still unknown rules to unveil.

Finally, we propose a simple method to bring DNA-toolbox made reaction circuits from zero-
dimensional, well-mixed conditions, to a two-dimensional environment allowing both reaction and
diffusion. We run an oscillating reaction circuit in two-dimensions and, by locally perturbing it, are
able to provoke the emergence of traveling and spiral waves. This opens up the way to the building of

complex, tailor-made spatiotemporal patterns.



Résumé

L’ADN est reconnu depuis longtemps comme une des molécules fondamentales des organismes vivants.
Support de l'information génétique, la molécule d’ADN posséde aussi des propriétés qui en font un
matériel de choix pour construire a ’échelle nanométrique. Deux simples brins d’ADN complémentaires
et antiparalléles (c.a.d. de directivité opposée) peuvent, par exemple, s’hybrider s’ils se rencontrent en
solution, c’est & dire s’associer I'un a 'autre. La cohésion de la molécule « double-brin » ainsi formée
est maintenue par une série de liaisons faibles entre les bases complémentaires de chaque brin. Cette
réaction d’hybridation de ’ADN est réversible : un double-brin stable & basse température retrouvera
I’état simple-brin a plus haute température.

Notre capacité a lire (séquencer) et écrire (synthétiser) PADN est & lorigine de I'émergence du
domaine des nanotechnologies ADN. Cette capacité a prévoir quantitativement les interactions (ciné-
tiques et thermodynamiques) entre deux partenaires moléculaires quels qu’ils soient est propre a ’ADN
: on peut facilement synthétiser deux molécules de méme taille et nature, de maniére a ce qu’elles in-
teragissent — ou non — selon la séquence qui leur est propre. Il existe aussi toute une batterie d’enzymes
capables de catalyser différentes réactions au sein d’un brin d’ADN ou entre deux brins d’ADN, par
exemple : une polymeérase catalyse la synthése d’un brin d’ADN a partir de son complémentaire ; une
nickase coupe un seul des deux brins d’une molécule double-brin & un emplacement spécifique ; une
exonucléase hydrolyse un brin d’ADN en fragments plus courts, tandis qu’une ligase lie deux brins
courts en un brin unique, plus long.

En utilisant ces simples réactions (hybridation, polymérisation, coupe spécifique et hydrolyse), il
est possible de construire des réactions qui associent des brins d’ADN « input » & des brins d’ADN «
output » selon le modéle « input -> input + output ». Sil’output est de la méme nature que I'input, il
peut servir d’input a une autre réaction. On définit alors qu’a chaque réaction est associé un « module

» : par exemple, le module AtoB encode la réaction A -> A + B. Lorsque A s’hybride & AtoB, il est
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allongé par une polymeérase suivant la séquence du module AtoB, formant ainsi un brin constitué de
la séquence de A suivie de la séquence de B. Ce produit est alors coupé entre A et B par une nickase :
A et B peuvent alors se détacher du module AtoB. Montagne et al. (MSB, 2011) ont démontré qu’en
associant trois modules encodant les trois types de réaction « activation » (A -> A+ B), « autocatalyse
» (A -> 2A) et « inhibition » (B -> inhibiteur de A), complétées d’une exonucléase hydrolysant inputs
et outputs (mais pas les modules), il est possible d’obtenir un oscillateur qui fonctionne dans un tube
A essal, mais qui est entiérement constitué de matériel biologique : 1'oligator.

Dans cette thése, nous commengons par vérifier que les trois modules de 1'oligator (activation,
autocatalyse et inhibition) peuvent étre réarrangés de maniére arbitraire, afin de créer différents circuits
de réactions dynamiques. Nous appellerons cette collection de réactions catalysées par trois enzymes
(polymérase, nickase et exonucléase) la boite ¢ outils ADN. La construction et le controle de circuits
complexes nécessitent de pouvoir observer les modules désirés de maniére spécifique et en temps réel.
A cette fin, nous mettons au point une nouvelle technique de fluorescence utilisant une interaction
— souvent négligée — entre les bases d’ADN et un fluorophore qui y est attaché : celui-ci émet une
fluorescence dont l'intensité dépend de 1'état (simple ou double brin) et de la séquence & proximité du
fluorophore. Cette méthode, nommée N-quenching (pour nucleobase-quenching), a fait Uobjet d’une
publication dans Nucleic Acids Research. A 1origine, les oscillations de l'oligator étaient observées
au moyen d’un agent intercalant de I’ADN dont la fluorescence dépend de la quantité totale ’ADN
présente en solution. En utilisant N-quenching, il est possible d’observer de maniére spécifique les
différents composants de 'oligator, et d’en apprécier les oscillations déphasées : il suffit d’attacher un
fluorophore & un module afin d’observer la présence ou ’absence de I'input associé.

Ces outils en main, nous abordons ’assemblage de circuits de réactions plus complexes, en nous
intéressant plus particulierement a la bistabilité. Le phénoméne de bistabilité est extrémement courant
au sein des systémes de régulation de I'expression génétique, ainsi que dans divers systémes chimiques.
Une fois déterminées les caractéristiques requises pour obtenir un systéme bistable avec notre boite
A outils, nous construisons un circuit dont les deux états de stabilité correspondent a deux modules
autocatalytiques qui s’inhibent mutuellement par le biais de deux modules d’inhibition. N-quenching
s’avére étre un outil indispensable pour discerner sans ambiguité les deux états stables du bistable.
Nous avons ensuite montré qu’il est possible de donner de nouvelles fonctions au bistable en le connec-
tant & d’autres modules ou sous-circuits : c’est ainsi que nous avons assemblé un circuit « mémoire »

pouvant étre mis & jour au moyen de deux « inputs » externes, puis une mémoire flip-flop capable de
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switcher entre ses deux états stables au moyen d’un unique input externe. Les résultats de ce travail
ont été publiés dans Proceedings of the National Academy of Sciences.

Les connections entre différents modules de nos circuits de réactions sont basées sur un systéme
d’adressage chimique: c’est la reconnaissance entre deux brins d’ADN qui structure le réseau et nous
travaillons donc dans I'espace des séquences. Il est aussi envisageable d’utiliser ’espace réel, c’est a
dire de passer d’un systéme en zéro dimension & un systéme — par exemple — en deux dimensions ou
chaque molécule posséde désormais des coordonnées spatiales (en plus d’une adresse chimique). On
s’intéresse alors a I’évolution spatiale de nos réactions. Nous avons mis au point un dispositif fluidique
permettant d’enfermer hermétiquement nos circuits de réactions sous la forme d’une fine couche de
liquide de la forme désirée. Le systéme est alors observé au moyen d’un microscope pour résoudre
les composantes spatiales: nous y installons un oscillateur biochimique et montrons qu’en contrélant
réaction et diffusion, il est possible d’observer I’émergence de motifs spatio-temporels complexes.

De par la nature du matériel les constituant (ADN et enzymes), nos systémes se situent a I'interface
directe entre le vivant et le non-vivant. Notre boite a outils s’inspire (quoique de maniére trés sché-
matique) de la régulation de lexpression génétique : elle forme par conséquent une sorte de modéle
expérimental permettant I’étude des relations entre la structure du circuit d’une part et sa fonction,
d’autre part, telles qu’elles pourraient étre au sein du vivant. Ces circuits pourraient aussi étre utilisés
pour diriger des nanorobots ADN in situ, supprimant ainsi le besoin de stimulus externe commandant
leurs mouvements. D’autres applications potentielles incluent le transfert de ces systémes in vivo, a
des fins thérapeutiques par exemple (médicament intelligent). Cela reste cependant un défi, dont la
premiére étape sera d’améliorer la robustesse de ces circuits afin qu’ils puissent fonctionner dans des

milieux plus hostiles qu’'un tube a essai.
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Chapter 1

Overview

1.1 Introduction

Nucleic Acids may be the informational polymers that jump-started the emergence of life [1]. In the
“RNA world” hypothesis, RNA is considered as one of the most primitive informational polymers,
probably followed at some point by DNA [2] and proteins. In Life as we know it, Nucleic Acids are
the holders of genetic information, which makes them central to all biological organisms. Nucleic acids
are also extremely important from a biochemical point of view: DNA and RNAs are - together with
proteins - regulating and expressing the genetic information. But more than that, as a molecule, RNA
and DNA form an amazing biochemical tool to build things at the nanoscale or to assemble chemical

systems.

1.1.1 DNA

DNA stands for DeoxyriboNucleic Acid. The DNA polymer is built from nucleotide monomers. As
the fundamental building block of DNA, the nucleotide consists of a phosphate joined to a sugar
(deoxyribose), to which a base is attached. The phosphate group of a nucleotide is linked to the
sugar of the following nucleotide by a phosphodiester bond (Figure 1.1). Because of the chirality
of the sugar, the DNA molecule has a direction, noted 5->3’. Each nucleotide contains one base:
a purine (Adenine or Guanine) or pyrimidine (Thymine or Cytosine). These four bases exhibit a
complementary characteristic: A pairs with T, and G pairs with C. Following these two characteristics

(directionality and complementarity), two antiparallel, complementary DNA strands (for instance,

13
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Figure 1.1: DeoxyriboNucleic Acid: DNA. (Left) Structure of a double-stranded DNA molecule show-
ing Watson-Crick base pairing. A pairs to T with 2 hydrogen bonds, and C pairs to G with 3 hydrogen
bonds. Circled P corresponds to a phosphate group. (Right) Corresponding schematic representation
used in this study for two complementary, anti-parallel, hybridized DNA strands. The arrowhead
indicates the 5’->3’ direction.

5-GGTC-3” and 5'-GACC-3’) can hybridize to each other. DNA hybridization is reversible: a double-
stranded DNA molecule can dissociate under mechanical force or high temperature. As such, each
DNA molecule carries information encoded in its sequence, and has the capability to recognize its
perfectly complementary sequence, as well as partially complementary sequences with a lower affinity.

With these properties, DNA (along with RNA) is a powerful biochemical tool that can be used to
engineer various nanoscale devices. Back in 1959, Richard Feymann pointed out that DNA uses as
little as about 50 atoms to store one bit of information (or 1 bit per cubic nanometer for Adleman |[3],
2 gigabytes per micromol for Ouyang [4] or 455 exabytes per gram for Church [5]): is there any other
information storage more compact? Also, DNA molecules provide an immense address space that can
be explored at will. Our capacity to read (sequence) and write (synthesize) nucleic acids (NA) has
opened up a wide range of possible applications, and gave birth to the field of NA nanobiotechnology.
Researchers first focused on structural NA nanotechnology: 2D [6] and 3D [7] static structures. Then
came NA nanomachines [8, 9]: dynamic nanostructures capable of nanoscale movements in response
to external stimuli. In this thesis, we will focus on a third sub-field of NA nanobiotechnology: DNA

computing, also known as molecular programming.

1.1.2 DNA computing

In 1994, Leonard Adleman [3] showed that it was possible to compute directly with molecules, as he

used DNA to solve a Hamiltonian path problem (Figure 1.2). Such problem was known to require much
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computing power when solved in silico, because there exists no algorithm that can shortcut the search
of the solutions: one can only adopt a brute-force approach that consists in exploring all possibilities,
one by one. DNA appeared to be an alternative of choice in this specific case. Adleman’s in wvitro
implementation of the problem took advantage of the massive parallelism of DNA hybridization: if
in a tube, one puts thousands of different DNA strands, all will find their complementary strand
and hybridize to it, simultaneously. In other words, instead of manually trying DNA strands one by
one to find the matching one, all can be thrown together in a tube, where each strand will find its
complementary upon annealing. This breakthrough brought much enthusiasm to the unconventional
computing communities and created the field of DNA computing. It was followed by other works
also using the parallelism of DNA chemistry to solve “search” type problems [10, 11, 12, 4, 13]. Some
were even predicting vast computation speedups over in silico computing for similar problems [10,
14]. Such computation however required numerous laboratory steps, resulting in long and laborious
processes to harness the computational power of DNA [13]. This issue was somewhat addressed by
autonomous DNA computers, which aimed at integrating these numerous steps in all-in-one protocols:
as an example, Sakamoto et al. [15] solved another “search” problem by using secondary structures of
DNA molecules, but this time in a one-step protocol. Advance in this direction was eventually hindered
by issues such as the fidelity of DNA hybridization or reactions kinetics, limiting the complexity of the
computable problems [16].

A few years later, Yurke et al. [9] came up with a DNA machine in which structural changes
were obtained by DNA hybridization, and made reversible by a strand-displacement DNA hybridiza-
tion. This DNA-made, DNA-fueled nano-machine gave a new breath to the field, bringing along the
“toehold-mediated DNA strand-displacement” [17, 18] (Figure 1.3). This great tool - thoroughly and
quantitatively analyzed by Zhang et al. [19] - brought a new dimension to the conception of molecular
programming: roughly speaking, an “input” DNA strand can release a related “output” DNA strand by
following the scheme of Figure 1.3. Input and output strands can be addressed through their specific
DNA sequence, potentially leading to an infinity of possible connections between inputs and outputs,
that is, offering the ability to encode various connectivities in circuits of reactions. This powerful

concept opened up the way to generalized computation using the DNA.
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Figure 1.2: Adleman’s DNA implementation of a Hamiltonian path problem. (A) Let the circled
numbers be cities, the arrows airplane flights. The problem is to find the path that goes from the
starting (0) city to the final (6) city, and stops only once in each city. (B) Cities and flights are
encoded by DNA strands. @ is complementary to a, b to b and so on. The left (3’) site of cities can
be considered as the airport arrival terminal, and the right (5’) as the departure terminal. (C) Flight
strands are connecting the city strands together, and a DNA ligase covalently binds two adjacent DNA
strands. The DNA molecule that encodes the Hamiltonian path then has the following properties:
starts with the city strand 0, ends with the city strand 6 and contains all the cities: it can be extracted
from the pool and read using conventional molecular biology procedures.
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Figure 1.3: Toehold-mediated DNA strand-displacement. Toehold is colored in orange. (A) Irreversible
case: the solid strand takes advantage of its toehold to displace the dashed strand from its location.
Dashed strands does not have toehold, hence cannot displace the hybridized plain strand. (B) Re-
versible case: “toehold exchange”. A toehold is included at both ends of the bottom DNA strand: both
solid and dashed strands have a toehold that allows them to displace the hybridized strand.
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1.1.3 Mimicking in silico computation

Since the birth of the field, molecular computation using NA has taken various forms, from mimicking
in silico (logic gates) or in vivo (genes regulatory networks) computations to the exploration of more
DNA-specific, novel ways of computation, as first proposed by Adleman [3]. In 2002, Stojanovic and
coworkers [20] demonstrated logic gates (AND, NOT and XOR) based on deoxyribozymes (DNA-
based catalysts [21]). Despite the limitation in the number of gates that could run in parallel, they
demonstrated a brilliant molecular automaton capable of playing tic-tac-toe against a human opponent
[22], following 19 different game patterns. They later refined their automaton with a perfect strategy,
encompassing 76 different game patterns [23]. Other systems encoding logic gates were proposed
[24, 25], and soon took as a principle that both input and output were of the same nature, potentially
allowing chain reaction system, that is, cascading of logic gates [26, 27].

So far, the most advanced DNA logic gates circuits that have been made are based on toehold
sequestering / exchange technology (Figure 1.3-B). In 2006, Seelig et al. reported a complete set of
boolean logic gates (OR, NOT and AND) powered only by toehold sequestering [27]. Using short DNA
strands as inputs and outputs, these gates could be cascaded in a more complex 6-inputs forward circuit
(computing “a AND b AND (¢ OR d) AND (e OR f)”). They successfully performed the experiment at
37°C in presence of high concentration of mouse brain total RNA, suggesting that these logic circuits
could potentially be run in vivo. However, in order to form a robust cascading circuit, each gate
would require a complex signal restoration mechanism ([28] to overcome damping of the signal) and
signal thresholding (to avoid leak reactions), thus rapidly increasing the complexity of the circuit.
In their example, signal restoration was only introduced at the output of the circuit, a design which
would be incompatible with larger scale circuits (due to signal damping during the evolution of the
computation). Zhang et al. came up with a toehold exchange-based solution for the implementation
of catalytic reactions: an “entropy-driven catalytic gate”, which allowed the release of more than one
output per input [29], making signal restoration a routinely executable task. Such mechanism would
insure the modularity of the reactions, that is, the possibility to arbitrarily assemble logic gates in any
configuration, and to cascade them at will (Figure 1.5-A).

Then Qian and Winfree proposed the “seesaw” gate [30]: a simple modular gate motif featuring
both thresholding and catalytic signal restoration (Figure 1.4), opening the way to large-scale logic
circuits. They demonstrated that AND and OR logic gates could be both constructed with two

seesaw gates, and proposed a method to translate logic gate circuits into seesaw gate circuits [30].
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Figure 1.4: Seesaw gate for large-scale DNA logic circuits. Input has a higher affinity for the threshold,
and get sequestrated by it. If the concentration of input exceeds that of the threshold, input goes to
the gate and displaces the output. In such configuration, the system should equilibrate with roughly
the same amount of free input and output (since the output can displace the input from the gate). In
the case of cascaded logic gates, this would lead to a quick damping of the signal. However, in presence
of fuel, the input (the strand that displaced the output) is “recycled”, and can in turn displace another
output: one input has the ability to release a number of output that depends on the initial amount of
fuel.

They demonstrated the modularity and scalability of the seesaw gate by constructing a 42-gates (plus
16 thresholds) circuit calculating the square root of a four-bit number [31], and a 48-gates (plus 12
thresholds) circuit elegantly mimicking neural network computation [32].

Current logic circuits based on toehold exchange are single-use processes, driven toward equilibrium:
once the final output (end-point concentrations of some DNA strands) is reached, the circuit is locked
in its thermodynamic trap (Figure 1.5-B). Genot et al. recently demonstrated reversible logic circuits
that are responsive to changes in their inputs concentrations [33]. They first built a reversible AND
gate based on a DNA hairpin that is opened upon cooperative binding of its two inputs. The opened
hairpin reveals the hybridization domain of a fluorescent probe, that consequently informs about the
current state of the gate. They assembled a logic circuit computing “(a AND b) OR (b AND NOT c¢)”
and demonstrated that it could be reused - if the inputs initially introduced were known: in this case,
adding their complementary strands would sequester them, resetting the system for a new computation.
However, such system needs to stay close to the equilibrium, which may limit the possibility to cascade
the reactions [34]. To maintain time-responsiveness, a system requires a source of energy. In a closed
setup, is also requires a kinetic trap to be kept out-of-equilibrium, that is, to be able to exhibit dynamic
behaviors [35, 36]. In other words, it needs to be continuously traversed by a flux of energy (Figure
1.5-B).

Despite their non-ideal behaviors [37], toehold exchange circuits have been proposed as a universal
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Figure 1.5: Modularity and Dynamism (A) In order to be modular, a reaction circuit needs that ()
its outputs are of the same nature as its inputs, so that they can themselves play the role of inputs
and that (77) an input triggers the production of one or more ouptut, so that the signal is not damped
as reactions are cascaded. (B) Irreversible system versus dynamic system. Left: from an initial state
(0) and a set of inputs, an irreversible system evolves towards a low-potential equilibrium state that
corresponds to the answer of the computation (A or B), and cannot be re-used. Right: a dynamic
system continuously consumes energy. Upon reading of a set of inputs (that may be endogenous), it
transits from state to state, but does not get trapped in the equilibrium: it can be re-used or perform
recursive tasks.

technology for dynamic biochemical circuits [38]. Soloveichik et al. demonstrated that, theoretically,
they could be used to build an infinity of dynamic behaviors, including limit cycle oscillator, 2-bit
counter and chaotic system [38]. The main issue with strand-displacement cascade based systems
is that they are driven by a finite number of gates (or gate-output duplexes, see Figure 1.4): as an
output is released from a gate, the gate itself becomes a waste. The depletion of gate-output complexes
inevitably impacts the kinetics of the system, until its kinetic death (as it runs out of all gate-output).
In their theoretical study, Soloveichik et al. set an initial amount of gates in regard to the expected
time of the reaction, so that it can be considered pseudo-constant during the whole reaction time [38].
This would however be difficult for practical reasons. Another way to overcome this issue in a closed
environment was proposed by Lakin et al., with the idea of keeping a constant amount of ready-to-
use, “active” gates [39]. They proposed an architecture that works as follows: when an active gate is
consumed, it is replaced by a buffered gate (i.e. inactive), which gets activated by an initializing strand
that is released when an active gate is consumed. Doing so, each consumed gate is replaced by a fresh
one. They theoretically demonstrated the efficiency of these buffered gates to support a long-running
three-phase oscillator. Another, more practical possibility to allow strand-displacement cascades to
run forever would be to set them up in an open reactor, with a constant flow of fresh gate-output

complexes.
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A way to achieve dynamic reaction circuits in a closed system is to harness the wonderful cat-
alytic properties of enzymes. For example, dynamic and modular logic computation was proposed
with RTRACS (Reverse-transcription and TRanscription based Autonomous Computing System): an
autonomous computer modeled after retroviral replication [40]. RTRACS uses RNA as both input
and output of a DNA-encoded software that is executed by an enzymatic hardware. It includes a
reverse transcriptase, a DNA polymerase, a RNA polymerase, and a RNase that plays the role of
chemical sink (to keep the system out-of-equilibrium). In the context of RTRACS, Takinoue et al.
first experimentally demonstrated an AND gate [40], that was later extended to a NAND gate [41].
Kan and coworkers recently built a general logic gate that should be capable of performing various
logic functions (such as AND, NAND, OR, NOR), thus expanding the possible computational power
of RTRACS [42]. Using the modularity of RTRACS, it should be possible to build oscillating reactions

[43], or even more complex cell-like systems that could be hosted, for instance, in liposomes [44].

1.1.4 Mimicking in vivo computation

Cellular information processing relies on dynamic networks of biochemical reactions [45] that contin-
uously recompute their state depending on some exogenous stimuli and the endogenous state of the
cell. In these out-of-equilibrium networks of reactions, genes and their products regulate each other in
huge assemblies of components and connections. Biological reaction networks seem to be among the
most sophisticated information-processing systems that we know, and finding the relations between
the cell’s function and the underlying reaction network is not an easy task. Characterization of even
the simplest systems (e.g. the lactose utilization network [46, 47] or the phage decision switch [48])
requires information that is extremely hard to obtain, including: macroscopic characteristics of the
function, molecular understanding of the underlying reaction network, chemical knowledge of the dif-
ferent elements and quantitative kinetic and thermodynamic information concerning their interactions.
Synthetic biology provides an other way to progress toward a better understanding of the underlying
rules of natural reaction networks. The strategy consists in following a bottom-up approach - that is,
to rationally design, construct, run and characterize such reaction networks in vivo [49, 50, 51].

Back in 2000, Elowitz and Leiber [52] and Gardner et al. [53] first harnessed the cell’s machinery to
compute synthetic reaction circuits. They showed that the cell could be used as a hardware to which
one could give a software - an artificially designed gene network - that would endow the cell with new,

non-natural functions. In contrast to standard genetic modifications, the function is engineered by
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Figure 1.6: Schematic building blocks of in vivo reaction networks and in vitro analogs. (A) Schematic
gene regulation pathway in the cell: a gene is transcribed into RNA| in turn translated into proteins
that regulate (activate or inhibit) the activity of another gene. (B) In vitro analogy proposed by Kim
et al. [61]: a DNA “switch” is transcribed into RNA transcripts which sequester or release the DNA
activator of another switch. (C) In vitro analogy proposed by Montagne et al. [62]: a DNA “template”
is replicated into DNA signal molecules that directly regulate the activity of another template.

rearranging a few of the cell’s known regulatory elements: by doing so, they constructed an oscillator
[62] and a bistable function [53]. Following the same approach, other small scale reaction networks
encoding elementary functions such as cascades [54], bistability [53, 55, 56, 57] or oscillations [52, 55]
have been successfully engineered. Synthetic biologists are however facing some major issues due to
the complexity of their platform - the cell. The shortage of known interoperable regulatory elements is
one of these issues, as well as the difficulty to harness the cell’s machinery: nonlinear effects [58, 51, 59]
and unintended interactions between the synthetic network and the cell’s housekeeping functions [60]
are frequent and difficult to pinpoint.

An attractive alternative is to engineer analogs of gene networks out of the cell, in purposely created
- and better controlled - in vitro environments [61, 63, 62, 64, 65, 66]. Such cell-free approach eliminates
unintended interactions with the natural functioning of the cell, and allows easier quantitative analysis
[67]. Figure 1.6 abstracts the in vivo gene regulation pathway mechanisms (Figure 1.6-A), as well as
two in vitro analogs implemented by Kim et al. ([61], Figure 1.6-B) and Montagne et al. ([62], Figure
1.6-C).

As straight as it can be, Noireaux et al. demonstrated cell-free genetic circuit elements in a
commercial (modified) transcription-translation extract [68]. They harnessed the full gene regulation
pathway (Figure 1.6-A), and showed that positive and negative regulatory elements could be produced
in vitro [68]. In later studies, Shin and Noireaux produced and characterized a cell-free expression
toolbox from E. Coli extracts, potentially giving access to many regulatory elements that could be

rearranged in in vitro synthetic gene circuits [69]. Using this system, they recently constructed a
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multiple stage cascades, an AND gate and a negative feedback loop [66]. This complete system stands
as the unique in vitro implementation allowing the study of transcription-translation reaction networks,
which are closely reproducing in vivo networks.

In 2006, Kim et al. proposed an in vitro analogy of gene regulation pathway [61] where, rather than
getting translated into protein, RNA transcripts directly regulate transcription from DNA gene analogs
(Figure 1.6-B). In their system, a “genelet” is a short double-stranded DNA that contains a nicked
promoter (Figure 1.7). The promoter needs to be completed by a DNA activator for the genelet to start
emitting RNA transcripts. RNA transcripts make the bridge between genelets, by either sequestering
or releasing DNA activators. One or two RNases keep the system out-of-equilibrium by specifically
digesting the RNA transcripts. As for the genes in natural in vivo reaction networks, genelets can
be cascaded: one can arbitrarily decide which genelets will be connected, and what will be their
interaction (activation or inhibition). In this way, Kim and Winfree have experimentally constructed a
bistable circuit [61], and a number of oscillators [63] by rearranging genelets following different network
topologies (Figure 1.7-B and C). As recently demonstrated [70], a single auto-activated genelet can
behave as a bistable switch, which is intrinsically autoregulated. They also investigated the load
effect, which happens when a genelet needs to load (and drive) a downstream process that uses its
RNA transcript [71].

Montagne et al. proposed in 2011 an even simpler in vitro biochemical implementation of reac-
tion networks [62], where DNA gene analogs (templates) produce DNA signal molecules that directly
regulate other DNA templates (Figure 1.6-C). Despite its simplicity, this system is able to reproduce
in vitro the main architectural features of gene regulatory networks. As a stripped-down in vitro ge-
netic machinery, the DNA-toolbox is based on three enzymatic reactions (Figure 1.8-A): short DNA
signal molecules hybridize with stable DNA templates in a set of basic reactions that structures the
topology of the reaction circuits. Templates are composed of a 3’ input site and a 5 output site.
Signal molecules come in two types: inputs activate templates whereas inhibitors block templates.
An exonuclease specifically degrades DNA signal molecules, thus providing the required chemical sink
to build out-of-equilibrium reaction circuits. Templates are fully modular: it is theoretically possible
to assemble them following complex reaction circuits topologies (Figure 1.8-B and C). Montagne et
al. first demonstrated an oscillator (Figure 1.8-C) made with this system [62]; in this thesis, we will
construct a bistable function (Figure 1.8-B), and show how the modularity of the reactions allows the

building of more complex memory functions.
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Figure 1.7: The genelet system. (A) Functioning of the genelet system. Genelets are short double-
stranded DNA that contain a nicked promoter (in red). When the promoter is complete (genelet
indicated as “active”), a RNA polymerase transcribes it into RNA transcripts (thin wavy strands)
that establish the connection between genelets. A RNase degrades RNA transcripts, keeping the
system out-of-equilibrium. “Activation” is obtained as the DNA activator of an inactive genelet (which
promoter is incomplete because lacking its DNA activator) is released thanks the incoming RNA
transcript. “Inhibition” is obtained when the incoming RNA transcript sequester the DNA activator
of an active genelet, making it inactive. The system is traversed by an energy flux as NTPs are used
to produce RNA transcripts that are later on hydrolyzed into waste NMPs. (B) Two circuit topologies
that experimentally showed a bistable behavior. Up: a single autoregulated genelet. Bottom: two
cross-repressed genelets. (C) Two circuit topologies that experimentally produced oscillations. Up:
Two-genelets negative feedback loop. Bottom: Amplification with negative feedback loop.
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Figure 1.8: The DNA-toolbox. (A) Functioning of the DNA-toolbox. Templates (bottom strands)
have an input site (3’) and an output site (5’). When their input is hybridized (template noted as
“active”), a polymerase and a nickase catalyze the production of outputs. These outputs establish
the communication between templates. An output can be either the input or inhibitor of another
template. “Activation” is obtained as an input hybridizes to its corresponding template. “Inhibition”
is obtained as an inhibitor hybridizes to a template, displacing the activating input. The energy flux
is based on dNTPs, consumed by the production of outputs, then hydrolyzed into waste dNMPs by
an exonuclease. (B) Up: A topology of bistable function encoded with the DNA-toolbox. Down: a
push-push memory circuit (see Chapter 3). Wires represent templates. (C) The Oligator [62], an

oscillating circuit made of an amplification with negative feedback loop.



CHAPTER 1. OVERVIEW 25

technological biological
molecular robots minimal cell
G !
Nucleic Acids
- circuits '
physical artifacts | <~ ~ | in vivo emissary
sp-us] R S,
n
N } Y
o O o O
A \ /
o
‘A 6’nsﬁ‘o“

Figure 1.9: Examples of applications of NA reaction circuits

1.1.5 Applications

In vitro NA reaction circuits are enabled to interfacing with all the other constructs of the widening
field of NA nanobotechnology. These include static as well as dynamic nanostructures: for example,
NA reaction circuits could be used to drive NA robots in situ, thus removing the need for exogenous
control (Figure 1.9). In this way, Franco et al. used a genelet-based oscillating circuit to sequentially
drive the opening and closing of DNA tweezers [71]. NA reaction circuits can also be used to drive
other processes such as the production of aptamer [71], organic synthesis [72, 73], DNA gels [74] or
optical devices [75].

Dynamic reaction circuits provide an experimental model to study the relationships between circuit
topology and functions. Because they are shaped by mimicking in vivo computation, they may affect
our understanding of the complex in vivo regulatory processes. Recent in vitro works have pointed
out the importance of two neglected phenomena on molecular circuits: the competition for enzymatic
resources (and complex couplings that may arise thereof) [59] and the “load” effect that appears when a
circuit has to drive a downstream process [71]. It is very probable that similar phenomena also happen
in natural reaction networks, however, they are generally not considered in the building of biological
models [59]. In this sense, engineering in vitro analogs is another way of exploring the underlying
design rules of the molecular circuits that control cells.

In vivo applications of NA reaction circuits are also burgeoning. Hybridization chain reaction -
by which a NA molecule triggers a chain hybridization of metastable hairpin molecules, eventually
releasing a final NA product [76] - was used for detection of specific mRNAs within biological samples

[77]. Tt was also successfully translated in vivo, and set up as a reaction circuit drug that mediated
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the cell death upon detection of a given combination of cancer-specific mRNAs markers [78].

However, it is not trivial to transfer NA circuits designed in vitro to a more challenging environment.
In recent works, much effort is put on improving the robustness of the circuits for subsequent imple-
mentation in non-pristine milieu, where various materials and reactions may interfere with the circuit
[79]. NA logic circuits showed to perform well in the presence of excess of random oligonucleotides [80],
or mouse brain total RNA [28]. Diehl and coworkers did a careful study of their strand-displacement
system in order to improve its robustness for application in situ [81]. This proved useful as they used
it with DNA-conjugated antibodies for the labeling of endogenous proteins [82]. Other works have
also focused on reaction robustness to impurities in the sequences [37], and hybridization robustness
over large ranges of temperature and salt conditions [83]. These works may prove extremely useful to
assist the transfer of complex NA circuits in vivo.

NA reaction circuits stand at the interface between the living and non-living matter: they form a
unique bridge that is both conceptual - as an operative model of in vivo information processing - and

material - as being capable of sensing and actuating in vivo functions - (Figure 1.9).

1.1.6 Reaction-Diffusion

Reaction-diffusion (RD) computers can be considered as a thin layer of liquid that is the receptacle
of programmed reactions; these reactions transform data; data takes the form of concentrations of
reagents. Such liquid computers are capable of amorphous computing: they can be considered as a
huge number of identical microvolume processors that are interconnected by diffusion, but do not have
any a priori knowledge of their spatial location [84]. These microvolume processors continuously and
simultaneously recompute their state (i.e. their concentration in reagents) depending on (%) their own
state, (%) the state of their neighbors and (%ii) possible external perturbations [85]. This is radically
different from regular computers, which are hard-wired assemblies of transistors computing in a serial
manner: if one transistor dies, chances are that the computer will also die. In contrast, RD computers
are fault-tolerant: if a single unit is damaged, it may not affect the main function of the computer. In
this sense, RD computing shares similarities with the distributed computing approach where multiple
computers connected over a network are executing different tasks in order to solve a common problem.

RD computers are relevant to biological / natural information processing which seems to be carried
out by highly parallel mechanisms [86]. The concept of amorphous computer fits well to local arrays

of identical cells that are capable of intercellular communication [87] (even though cells are themselves
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complex computing units). Also, neural networks can be considered as networks of simple units that
interact with each other, yielding a variety of collective behaviors [86]. Their case can be a bit trickier,
since neurons are not only connected to nearest neighbors, but can also have direct connections to more
distant areas [88]. Reaction-diffusion models have been proposed to describe various cases of biological
patterning phenomena [89] such as, for example, some anatomic features of Drosophila acquired during
morphogenesis [90, 91, 92], or the reorganizing stripe patterns on the skin of angelfishes [93].

In a different perspective, reaction-diffusion systems can also be used to explain various phenomena
such as the complex ecological patterns observed in nature [94], or the spread of infectious diseases
[95, 96]. In a more general vision, simple chemical reaction-diffusion systems [97] or cellular automata
such as Conway’s Game of Life [98] have shown that the key to the emergence of complex patterns lies
in the communication capability of simple units.

Note that amorphous computers are not meant to replace conventional, silicon-based computers,
and probably cannot [99]. However, our ability to program such systems would expand the list of
available substrates that are capable of information processing [84]. Then, one could imagine fantasy
applications such as smart materials of which each molecule (or single unit) would behave in conjunction
with its neighbors, and would have computational abilities so that the whole chunk of material would
sense and actuate in response to its environment.

Mathematically, a reaction-diffusion system can be obtained by simply adding a diffusion term to
a set of ordinary differential equations, given that these are of the first order in time [100]. Experi-
mentally, it consists in granting a chemical system the possibility to diffuse. In this way, the Belousov-
Zhabotinsky (BZ) oscillating reaction [101] has been extensively studied in zero (well-mixed), then
in two (thin layer of liquid) and three-dimensional environments. By setting the BZ reaction in 2D,
researchers first discovered traveling waves [102], then spiral waves [103] that emerged from breaking
traveling waves (e.g. by a physical perturbation of the front of an expanding wave).

In contrast with conventional chemistry, NA-based biochemistry proposes an easy access to the
scaling up of reaction circuits, mainly due to the chemical addressability of NA. We have seen that
NA-based chemical reaction circuits are able to emulate in vitro the behavior of many dynamic systems
with complex time trajectories [63, 62]. Yet, NA-based in vitro dynamic RD systems have, so far, not

been explored.
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1.2 Outline

Montagne et al. built a robust DNA-based biochemical oscillator (the Oligator) through a rational
network design [62]; we will demonstrate that the three basic building blocks they devised (the DNA-
toolbox) can be reused in a general and fully modular manner to build more complex DNA reaction
circuits.

The oscillations of the oligator could be observed by using a fluorescent intercalating dye reporting
on the total (oscillating) amount of DNA strands present in solution. When working with larger scale
reaction networks, it is necessary to be able to monitor the reactions at the desired locations in the
sequence space, that is in a sequence-specific manner. For instance, a bistable reaction circuit that
would output either a strand a or a strand § (but not both at the same time) would require a way to
differenciate between these two strands: it would otherwise be impossible to unambiguously check the
state of the system (i.e. state {o, B} = {1, 0} OR {0, 1}). Such reaction circuits thus require dedicated
monitoring technique: in Chapter 2, we will address this point by proposing N-quenching, a versatile
fluorescent technique for the monitoring of oligonucleotide hybridization.

With the DNA-toolbox and N-quenching in our hands, we will tackle the construction of more
complex reaction circuits, and more specifically circuits encoding for bistability and updatable memory
functions: we demonstrate in Chapter 3 the construction of a bistable reaction circuit, and improve
it into the first in vitro updatable memory circuit and 1-bit binary counter. The (long) road that
led to these working circuits is presented in Chapter 4, in which we also explore a few other circuit
assemblies.

The laboratory hosting us is specialized in microfluidics. Naturally, this spurred us on to combine
the possibilities brought by the microfluidic tool with our expertise of DNA biochemistry. First, the
idea was to enclose our reactions in tiny reactors - that is to compartmentalize our reactions - and
then connect them. In Chapter 5, we explore various (failed) approaches. Eventually, microdroplets
appeared to be the best compartmentalization method, if not the most practical in the purpose of
connecting them in assemblies of microreactors.

Finally, in Chapter 6, we explore the use of the DNA-toolbox made reaction circuits to build
reaction-diffusion systems. For this purpose, we engineer a very simple and cheap device that allows us
to observe our reaction circuits in two-dimensions. As a first step toward tailor-made spatio-temporal
patterns, we show that locally perturbing an oscillating reaction circuit provokes the emergence of

traveling and colliding waves.
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1.3 Glossary

e (Closed system: is a system that does not exchange matter with its environment. If a flux of
energy is not provided, a closed system ultimately reaches its thermodynamic equilibrium. In
this study, we deal with closed systems which are emulating openness to allow out-of-equilibrium

behaviors for a certain lapse of time.

e DNA-toolbox: nickname refers to the modular DNA based chemistry introduced first by Mon-
tagne et al. [62]. It allows the construction of arbitrary networks of activation and inhibition

reactions.

e ANTPs: stands for deoxyribonucleotide triphosphate. dNTPs are activated DNA monomers that

are used by the DNA polymerase to polymerize the complementary DNA strand of a template.

e EvaGreen: is a DNA-binding dye (such as the SYBR Green I) that intercalates with double-
stranded DNA molecules, thus allowing to monitor DNA hybridization in a non-sequence specific

manner.

e Fluorophore: is a fluorescent compound (also referred to as dye) that emits light when excited

with a light of a shorter wavelength.

e Inhibitor: is the signal molecule produced by an inhibition module. A given inhibitor blocks a
target template (either an activation or an autocatalytic module) by hybridizing to it, overlapping
on its input site and output site. It is longer (hence more stable) than inputs and is able to

displace an input hybridized to its template.

e Input: are activating the production of other inputs, or inhibitors, by hybridizing to the input

site of the associated template.

e Melting temperature: For a stoichiometric mix of two complementary DNA strands (or a DNA
strand secondary structure, such as a hairpin), the melting temperature (Ty,) is the temperature
at which half of the double-stranded complex is dissociated (i.e. in single-stranded form), given

its concentration and salt conditions.

e Modular: is said of a system which subunits (or modules) can be arbitrarily connected to other
subunits (or modules). Modularity requires that input and output of a subunit are of the same

nature, so that output can play the role of input for a separate subunit. It also requires the



CHAPTER 1. OVERVIEW 30

amount of produced output to be equal, or greater, than the amount of received input, so that

there is no damping of the signal throughout the reactions.

e N-quenching: is the fluorescence technique that we devised to monitor the hybridization of inputs

in a sequence-specific manner. This technique is detailed in Chapter 2.

e Out-of-equilibrium: refers to a system which is not allowed to relax to its thermodynamic equilib-
rium. Out-of-equilibrium conditions can be maintained by a flux of matter or energy traversing
the system, or by a kinetic trap existing on the thermodynamic track. In the context of the
DNA-toolbox, out-of-equilibrium conditions are maintained thanks to the slow spontaneous hy-
drolysis of ANTPs and the two-step enzymatic catalysis (polymerization-depolymerization) that

can accelerate this process.

e Phosphate: In the context of this study, the 3’ end of templates is modified with a phosphate

group, that prevents the DNA polymerase from extending them.

e Phosphorothioates: are backbone modifications of the DNA strand used to protect the template
from hydrolysis by the exonuclease. The 5 end of templates is typically modified with three

phosphorothioates.

e Strand-displacement: DNA polymerases display two different modes of polymerization along a
template: normal (unobstructed) polymerization, when the template is unoccupied downstream,
and strand-displacement, when it has to displace a downstream DNA that occupies the template.
In the context of this study, strand-displacement happens when the output site of template being
processed is occupied by the output. In this case, the DNA polymerase has to displace the already
present output to polymerize a new output. This reaction is taken in account in the detailed
mathematical model, as well as the fact that the DNA polymerase we use has a lower activity

when working in strand-displacement.

e Template: In general, a “template DNA” is a DNA strand that is transcribed into RNA: it serves
as “template” for the RNA polymerase. In this study, a template designates the DNA strand
associated to a module of the DNA-toolbox. A template strand is composed of an input site and
an output site. Templates are modified in 5 with phosphorothioate modifications, and in 3’ with

a phosphate of a fluorophore.



CHAPTER 1. OVERVIEW 31

e Thermocycler: to run DNA-toolbox made reaction circuits in bulk, we use real-time PCR ther-
mocyclers. These machines allow to incubate and monitor the fluorescence of up to 96 separate

reactions in parallel. We typically use reaction volumes ranging from 10 ul to 20 pl.

e Time-responsive: is said of a system that is reusable. Upon reading of a set of inputs, a time-
responsive system gives an answer that is only transient: once the inputs are removed, the system
is ready for another computation. Time-responsiveness requires a flux of energy to maintain the
system out-of-equilibrium. This is possible in our closed setup by the constant (for a given amount
of time) supply of precursors (dNTPs) that are consumed as signal molecules are produced. Signal

molecules are then degraded into inactivated waste monomers (ANMPs).



Chapter 2

N-quenching

The Oligator [62] was constructed by using three distinct modules (its functioning involves 3 dynamic
species, see Figure 1.8), which could potentially be rearranged in various reaction circuit topologies.
Yet, one would lack a way to monitor specifically the dynamic of each components of such circuit.
The work presented below is our answer to this problem: a fluorescence monitoring technique of DNA
hybridization, specific and specially tailored for the use with dynamic reaction circuits. We will present
how we came up with the idea of this technique, determined its usability in the context of DNA reaction
circuits, and used it to monitor the dephased oscillations of the different components of the Oligator in
real-time. The following work was published as: Adrien Padirac, Teruo Fujii, and Yannick Rondelez,
Quencher-free multiplexed monitoring of DNA reaction circuits in Nucleic Acids Research. We will also
explore a few practical applications of N-quenching, with notably a proposition about how to monitor

inhibitor species, that cannot be directly monitored with a straightforward use of N-quenching.

2.1 Abstract

We present a simple yet efficient technique to monitor the dynamics of DNA-based reaction circuits.
This technique relies on the labeling of DNA oligonucleotides with a single fluorescent modification.
In this quencher-free setup, the signal is modulated by the interaction of the 3’-terminus fluorophore
with the nucleobases themselves. Depending on the nature of the fluorophore’s nearest base pair, fluo-
rescence intensity is decreased or increased upon hybridization. By tuning the 3’-terminal nucleotides,

it is possible to obtain opposite changes in fluorescence intensity for oligonucleotides whose hybridiza-

32
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tion site is shifted by a single base. Quenching by nucleobases provides a highly sequence-specific
monitoring technique, which presents a high sensitivity even for small oligonucleotides. Compared to
other sequence-specific detection methods, it is relatively non-invasive and compatible with the com-
plex dynamics of DNA reaction circuits. As an application, we show the implementation of nucleobase
quenching to monitor a DNA-based chemical oscillator, allowing us to follow in real time and quan-
titatively the dephased oscillations of the components of the network. This cost-effective monitoring

technique should be widely implementable to other DNA-based reaction systems.

2.2 Introduction

Various implementations of nucleic acid-based reaction circuits have been demonstrated since DNA
was first used as a substrate for in vitro computation of a Hamiltonian path in 1994 [3]. DNA was used
to encode complex systems such as interactive molecular automata [22, 23|, as well as computation
mimicking neural networks [32], a square-root calculator [31] and robust chemical oscillators [62, 63].
These information processing systems are composed of many interacting DNA species and yield one
or more outputs, typically encoded in the dynamic [62, 63, 38] or end-point concentrations [22, 32, 31|
of some oligonucleotides. In order to read out the results of such molecular systems, as well as for
the purpose of rationally designing and troubleshooting these DNA reaction circuits, it is desirable
to distinguish their different components and monitor the evolution of their concentrations as the
reactions proceed.

Methods to observe nucleic acid-based reactions have evolved from post-experiment gel analysis
to real-time sequence-specific monitoring. Real-time monitoring of DNA based reactions is possible
thanks to the development of fluorescence techniques that allow detection and quantification of nucleic
acids. In the case of isothermal conditions - as generally used for DNA reaction circuits -, a further
constraint is that the monitoring technique does not interfere too much with the reaction that is
monitored. Ideally, the presence or absence of the fluorescent probe has no influence on the kinetics
and thermodynamics of the DNA-based reaction circuit under scrutiny.

DNA-binding fluorophores, such as the SYBR family, become highly fluorescent when bound to
single or double-stranded DNA. They can be used to monitor DNA amplification reactions such as
PCR (Polymerase Chain Reaction). Some of them, like SYBRGreen II or Evagreen [104], can also be
used to observe isothermal amplification (EXPAR [105, 106]). However, they only provide sequence-

unspecific monitoring; in many cases it is necessary to obtain more detailed information than the total
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amount of double-stranded DNA in solution. Probes that are specific to a given, arbitrarily selected
sequence are then required.

Sequence-specific monitoring can be obtained with fluorescent probes that hybridize to target se-
quences, leading to a modification of the intensity of their fluorescence. Such fluorescent probes usually
consist in oligonucleotides that are dual-labeled with a “donor” and an “acceptor” fluorophore. Through
fluorescence resonance energy transfer (FRET [107]), the acceptor acts as a quencher of the donor,
and the quenching efficiency strongly depends on the distance between the two fluorophores. Probes
bear the complementary sequence of their target, which allow them to hybridize to it. Hybridization
and following reactions lead to the separation of donor and acceptor, subsequently dequenching the
fluorescence of the donor. For instance, in the case of PCR TagMan probes [108], depolymerization
of the hybridized probe separates donor and acceptor. For Molecular Beacon [109], donor and accep-
tor are initially brought close to each other by the probe’s hairpin structure. The probe opens as it
hybridizes to its target, which increases the distance between donor and acceptor.

Besides classic DNA amplification techniques (such as real-time PCR [108] or EXPAR [105, 106]),
other types of DNA systems also require sequence-specific real-time monitoring. This work focuses
on DNA reaction circuits that are complex reactive assemblies of many DNA strands able to perform
some form of pre-encoded program [32, 62, 63]. Such systems generally require the design of custom
monitoring solutions. In some cases, it is still possible to readapt the conventional donor/acceptor
pair of fluorophores: DNA-based molecular automaton MAYA [22] uses a fluorogenic substrate with
a donor at one end and an acceptor at the other. Cleavage of this substrate separates donor and
acceptor, which produces an irreversible dequenching of the donor fluorescence. Also, most DNA-based
molecular machines [8, 9] use various donor/acceptor pairs of fluorophores to monitor the molecular
motions associated with the machine functioning [110].

Donor and acceptor can also be placed on two separate and complementary DNA molecules. In this
case, hybridization of the two strands brings donor and acceptor close to each other, which quenches
the fluorescence of the donor [111, 19, 31, 32]. However, this technique significantly impacts the
thermodynamics of the labeled complementary strands [112].

The most complex DNA reaction circuits are out-of-equilibrium systems that are able to display
emergent behaviors like oscillations [62, 63], multi-stability [61] or - theoretically - chaotic trajectories
[38]. Such circuits display non-monotonous concentration evolutions and generally require reversible

fluorescence reporting. Moreover, labeled probes can be difficult to use in these systems because some
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DNA strands are continuously produced and destroyed [62]: therefore, a simple, general and non-
disruptive monitoring technique would be a welcome addition to the field of molecular programming.

Direct quenching by adjacent nucleobases is a somehow neglected effect where the fluorescence
of a single DNA-bound fluorophore is modulated by interactions with the neighboring DNA sequence
[110, 113, 112]. Each nucleoside has a different quenching effect on nearby fluorophores, with guanosine
exhibiting the highest quenching efficiency [113]. Moreover, the quenching ability of each base strongly
depends on its paired or unpaired status, leading to fluorescence changes upon duplex formation. Using
this property, DNA hybridization [114] and PCR [115, 116] have been monitored.

In this work, we show that nucleobase quenching (referred to as 'N-quenching’ hereafter) provides an
efficient method for real-time multiplexed monitoring of DNA reaction circuits with complex dynamics.
By labeling the 3’ end of a ’template’ oligonucleotide with a single fluorophore, hybridization and
separation of the complementary ’signal’ oligonucleotide can be monitored. N-quenching is highly
sequence-specific: a non-complementary sequence or a sequence hybridizing a few bases away from
the fluorophore is readily distinguished from the target sequence. Regarding short oligonucleotides,
N-quenching sensitivity is relatively high compared to DNA-intercalating fluorophores. It is a cost-
effective technique that only requires one fluorophore per target oligonucleotide, with no need for
additional probes. N-quenching is thus non-invasive and compatible with dynamic DNA reaction
circuits. As an implementation example, we monitored the signal oligonucleotides of an autonomous
DNA-based chemical oscillator by directly labeling the sequences of interest. N-quenching is a versatile

monitoring technique that should be easily implemented to various DNA-based reaction systems.

2.3 Materials and methods

2.3.1 Oligonucleotides

All DNA oligonucleotides were purchased from either Integrated DNA Technologies (IDT, Coralville,
IA, USA) or biomers.net (Ulm germany), with HPLC purification. Concentrations were determined by
measuring the absorbance at 260nm using a GeneQuant Pro RNA/DNA Calculator (GE Healthcare).
Using DinaMelt [117], we checked that all sequences used in this study did not display secondary

structures at the working temperatures.



CHAPTER 2. N-QUENCHING 36

2.3.2 Fluorescence shift measurement

For fluorescence intensity shift curves upon temperature-induced hybridization, oligonucleotides were
diluted in a buffer containing 100mM NaCl and 0.1% Synperonic F108 (Sigma-Aldrich) in TE buffer
(pH 8.0). Oligonucleotides were used at a concentration of 100nM for labeled 22-bases long ’templates’
and 300nM for 11-bases long ’signals’. Hybridization and separation were induced by alternating
between temperatures lower and higher than the duplexes’ melting temperatures. Temperatures were
determined so that NUPACK [118] predicts less than 5% of template strands hybridized at ’high’
temperature and more than 95% of template strands hybridized at ’'low’ temperature. Fluorescence
of 20l samples covered with 151l of mineral oil was recorded using an 1Q5 real-time thermocycler
(Bio-Rad).

For the experiment shown in Figure 2.1, a ’template’ oligonucleotide (5° - AGATGACTCTC-
CTTAGACTCAG - 3’) bearing a 3’-terminal TAMRA NHS ester modification was used with either
a ’signal’ complementary sequence (5-CTGAGTCTAAG-3’) or a non-complementary sequence (5'-
AACAGACTCGA-3).

2.3.3 Monitoring of DNA reaction circuits

Reactions were assembled in a buffer containing 10mM KCl, 10mM (NHy4)2SOy4, 50mM NaCl, 2mM
MgSOy, 45mM Tris-HCl, 5mM MgCly, 6mM DTT, 100pg/ml BSA (New England Biolabs), 410mM
Trehalose, 1x EvaGreen and dNTPs (100pM each). Bst DNA polymerase, large fragment, Nt.BstNBI
nickase and RecJs exonuclease were purchased from New England Biolabs, and used at 8, 40, 12 U/mL
respectively. Samples of 40nL were observed using an IQ5 real-time thermocycler (Bio-Rad) set at a
constant temperature of 38.5°C.

For monitoring the single steady state network, 50nM of template A (5’ - CTTAGACTCAG-
CTTAGACTCAG - 3’) with 3’-terminal TAMRA NHS ester modification was put in presence of
an initial concentration of 0.1nM of signal a. In the case of the oscillator, templates A, atof (5 -
AGATGACTCTC-CTTAGACTCAG - 3’) with 3’-terminal TAMRA NHS ester modification and Btoia
(5" - TTACTCAGCTTAGAC-AGATGACTCTC - 3’) with Alexa Fluor 594 NHS ester modification
were used at concentrations of 40, 5 and 20nM. All templates bore two phophorothioates backbone

modification at their 5" end to protect them from hydrolysis by RecJs exonuclease [62].
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2.4 Results

2.4.1 Characterization of nucleobase quenching

We initially observed that adding the complementary strand to a 3’-terminal fluorophore labeled
oligonucleotide in solution produced a shift of fluorescence intensity. To further characterize the phe-
nomenon and the possibility to use it in our assay, we selected a 22-bases long oligonucleotide template’
labeled with TAMRA at its 3’ end (Figure 2.1). This template was put either in the presence of a 11-
bases long ’signal’ complementary sequence or a 11-bases long non- complementary sequence. Signal
oligonucleotide hybridized adjacently to the template 3’-terminal dye. We induced hybridization and
separation of the strands by applying temperature cycles.

This allowed us to observe the effect of hybridization on the intensity of fluorescence emission of
the 3’-terminal dye. Figure 2.1 shows the fluorescence intensity shift obtained by cycling between
temperatures higher and lower than the duplex melting temperature. At 'low’ temperature, TAMRA
showed a 50% drop of fluorescence intensity in the presence of the complementary strand, whereas a
non-complementary sequence did not produce any significant shift of fluorescence intensity. Cycling
the temperature several times confirmed the reversibility of the phenomenon.
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Figure 2.1: TAMRA fluorescence quenching upon temperature induced hybridization /separation. Flu-
orescence intensity is expressed as a percentage of the fluorescence of TAMRA-labeled template put
alone in solution. Presence of the complementary sequence (c.s.) induces a fluorescence shift (black
curve) when the temperature is lower than the duplex melting temperature, whereas presence of a
non-complementary sequence (n.c.s) does not have influence on the fluorescence of TAMRA (grey
curve).
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2.4.2 Environmental dependence

The fluorescence intensity shift upon hybridization depends on the direct environment of the fluo-
rophore. We investigated this property by tuning the fluorophore’s nearest bases. In the case of
TAMRA, Figure 2.2 shows the fluorescence intensity shifts for four combinations of the two bases
before the 3’-terminal fluorophore. Depending on these last two bases, we observed either a decrease
or an increase of the fluorescence of TAMRA upon hybridization of the two complementary strands:
the fluorescence increased for terminal 3'-AG and 3’-TC, and decreased for terminal 3’-GT and 3’-GA.
These results globally agree with the trends reported by Nazarenko et al. [119] for internally labeled
oligonucleotides: the formation of a terminal C-G pair strongly quenches the fluorophore, whereas
the hybridization of a complementary strand globally dequenches the fluorophore. We tested other
combinations of the last two bases (data not shown), which all produced results consistent with this
generalization of the rules reported by Nazarenko et al. [119]. While the position of the dye is not
really important in our case, the nature of the 3’-terminal bases determines the direction - positive or

negative - of the fluorescence intensity shift.
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Figure 2.2: TAMRA fluorescence quenching upon temperature induced hybridization/separation for
different pairs of 3’-terminal bases. Fluorescence intensity is expressed as a percentage of the fluores-
cence of the TAMRA- labeled template put alone in solution. Four combinations of the template’s two
3-terminal bases XX (AG, TC, GT, GA) show negative or positive fluorescence intensity shifts upon
hybridization of the complementary sequence.

To assess the specificity of N-quenching for the target 11-bases long signal, we compared the shift
of fluorescence intensity induced by the target signal (blunt end) to that of a signal strand moved from
1 to 11 bases away (dangling end) from the fluorophore (Figure 2.3). The amplitude of the intensity
shift effectively decreased as the distance between the dye and the first base pair increased. As this

distance n increased, we observed positive or negative fluorescence intensity shifts depending on the
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nature of the dye’s nearest base pair (i.e. the terminal base pair). The intensity shift was positive
for a terminal A-T, and negative for a terminal C-G base pair. Using the same assay, this trend was
confirmed on another sequence (Supplementary Figure 2.6). Following this observation, we could very
clearly discern a signal oligonucleotide hybridized at position n=0 (negative shift) from one located a
single base away, at position n=1 (positive shift).

We also explored the case of an imperfect match between the template and the 5’ end of the signal
molecule. As can be seen in Figure 2.3 (red marks), the fluorescence change still primarily depends
on the base pair nearest to the fluorophore. Only A-A and G-G mismatches appeared to depart from
this rule, with no obvious rationale.

From n=6 to n=11, we observed weak and position- independent fluorescence intensity shifts. We
tentatively attribute this to the rigidification of the DNA coil. Our target implementation (described
below) only requires distinction between signal molecules that hybridize at the 3’ end of the tem-
plate from those that hybridize 11 bases away. In this configuration, N-quenching provides a reliable

sequence- specific monitoring technique.
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Figure 2.3: Fluorescence intensity shift upon hybridization of a signal oligonucleotide moved from n=0
to n=11 bases away from the template 3’-terminal dye. Red marks show the fluorescence intensities
for a signal oligonucleotide hybridizing with a single 5> mismatch (mA, mT, mC or m@G). Fluorescence
intensity is expressed as a percentage of the fluorescence of the TAMRA-labeled template put alone
in solution.

2.4.3 Monitoring an elementary DNA reaction circuit

We used N-quenching to monitor the evolution of an elementary DNA-based dynamic system encoding
homeostasis. As shown on Figure 2.4, this network consists of one template A’ that, in presence of

a polymerase and a nicking enzyme, encodes for an autocatalytic amplification of its signal o. In
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the additional presence of an exonuclease that specifically degrades signal molecules o [62], but not
template A, this circuit becomes a dynamic, out-of-equilibrium system that possesses a single steady
state: as long as ANTPs are available, the concentration of o will always evolve toward a given constant
value.

To test N-quenching, template A was labeled at its 3’ end with TAMRA, allowing us to monitor the
concentration of o as it binds to the template. Hybridization of signal o (5’-CT-) on template A induces
a quenching of TAMRA fluorescence. Therefore, the template itself becomes a probe for measuring
the concentration of a. As a control, we simultaneously monitored the reaction in the presence of
an intercalating dye (EvaGreen) whose fluorescence increases when binding to double-stranded DNA.
In Figure 2.4, we observe that, as expected, the concentration of o evolves towards a steady state:
EvaGreen induced fluorescence increases, TAMRA fluorescence decreases and both eventually reach a
plateau that corresponds to the steady state. In this assay, the fluorescence intensity shift observed
with N-quenching has twice the amplitude observed for EvaGreen. Also, EvaGreen and N-quenching
yielded fluorescent recordings with similar shapes, suggesting that dynamic DNA reaction circuits can

be precisely monitored by using N-quenching only.
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Figure 2.4: Monitoring an elementary DNA reaction circuit. (left) Template A encodes the autocat-
alytic amplification of signal o, and bears a TAMRA dye at its 3’ end. As o hybridizes to the 3’ end
of template A, it gets elongated by a polymerase. The upper strand of the duplex is then cut in its
middle by a nicking enzyme, and signal o and output o are released. The exonuclease specifically
degrades single-stranded o. (right) The reaction is triggered with 0.1nM of o and is monitored with
both EvaGreen intercalating dye and the 3’- terminal TAMRA of template A. EvaGreen fluorescence
intensity increases as o-A duplexes are formed, and TAMRA fluorescence is quenched as o hybridizes
to the 3’-end of A. Both fluorescence intensities are normalized with respect to the maximal shift of
fluorescence intensity of EvaGreen for the reaction where the TAMRA modification of template A is
replaced by a phosphate.
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2.4.4 Monitoring a DNA-based oscillator

N-quenching was then used to study a network containing more than one dynamic species. We previ-
ously reported a DNA-based oscillator [62] that uses the same enzymes cocktail but is encoded in the
sequences of three templates (Figure 2.5). Template A activates the autocatalytic production of signal
molecule a. Template atof receives o as input, activating the production of 8. Finally, template $toio
receives (3 as input, activating the production of ioa. io closes the negative feedback loop: it inhibits o
production by blocking the activity of template A. Overall, this chain of reactions produces oscillations
of the three signal molecules o, 8 and io.

When this reaction circuit is monitored with EvaGreen as previously reported [62], one obtains
real time, but non- specific information about the total amount of duplex DNA in the system. In
fact, in this case, EvaGreen fluorescence is mainly induced by io [62], which mostly prevents the
observation of o and 3. However, because oscillations are produced by the interplay of the 3 dynamic
species, a complete characterization requires individual tracking of o and {3 concentrations as well.
This information is readily obtained using N-quenching: we respectively labeled atof and Btoia 3’
ends with TAMRA and Alexa Fluor 594, which enabled sequence-specific observation of both a and .
Sequences of a (5-CTGA-) and B (5-GAGA-) produced a negative shift of fluorescence intensity upon
hybridization (with formation of a terminal C-G base pair). With these two labeled oligonucleotides,
we could directly observe the phase shifts between o, B and io concentration peaks: as expected from
the structure of the network, peak of o came first, followed by 3 and then io, before the cycle started
again. Using N-quenching, we could also extract quantitative information about the concentrations of
o and B throughout the reaction. To do so, we built calibration curves for atof3 and Btoia, showing
their fluorescence intensity shift as a function of known concentrations of respectively o and 3. By
comparison with these calibration curves, we found that a and 8 concentrations do not exceed 30nM and
55nM, respectively, at their peak concentration (see Section 2.7.5 for more details). Also, assuming a
linear relationship between the quenching effect and the ratio of hybridized templates, we could deduce

that less than 20% of atof and 25% of Btoia are in double-strand form at the oscillation peaks.
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Figure 2.5: Multiplexed monitoring of a DNA-based oscillator. (left) 3-nodes oscillator network and
sequence encoding. A is the autocatalytic module of Figure 3. The second template, atoP, receives o
as input, produces 8 as output and is labeled in 3’ with TAMRA. The third template, Btoio, receives (3
as input, produces io as output and is labeled in 3’ with Alexa Fluor 594. (right) Time evolution of the
oscillator in three colors. o is seen with TAMRA, B with Alexa Fluor 594 and EvaGreen shows the total
duplex concentration, roughly corresponding to ia concentration [62]. Fluorescence of TAMRA and
Alexa Fluor 594 is expressed as a percentage of their respective unquenched fluorescence. Fluorescence
of EvaGreen is normalized at 1 for the highest and 0 for the lowest fluorescence intensity. Vertical
lines show the peak of each species concentration.

2.5 Discussion

2.5.1 N-quenching sensitivity and quantitative measurement

Using N-quenching, dynamic DNA reaction circuits can be monitored by simply labeling sequences of
interest with a single fluorophore. Even though the shifts in fluorescence intensity (up to -50%/480%)
are not as high as those obtained by using donor/acceptor pairs of fluorophores (almost 100% quench-
ing for some donor/acceptor pairs), they were sufficient to observe reactions on 20 or 40pL volumes
using a conventional real-time thermocycler (the signal-to-noise ratio in the experiment of Figure 2.1
is approximately 250). In the case of the simple DNA reaction circuit of Figure 2.4, the relative fluo-
rescence intensity shift produced by a 11- bases long oligonucleotide with TAMRA was higher than the
one obtained with EvaGreen. One may remark that in these conditions, the fluorescence of EvaGreen
is partially quenched by TAMRA [120]. Still, the shift of TAMRA fluorescence intensity is comparable
to the one of EvaGreen, using a non- labeled template. This result might be explained by the weak
affinity of EvaGreen for short double-stranded DNA [104], and the fact that EvaGreen fluorescence

intensity depends on the number of paired bases. Thus, in the case of short DNA strands - here, 11
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bases - the sensitivity of N-quenching is comparable to that of EvaGreen intercalating dye. When it
comes to monitoring hybridization of strands even shorter than 11 bases, the relative sensitivity should
be even greater.

N-quenching allows quantitative measurement of dynamically changing concentrations of target
signal molecules. Under the current conditions, we could quantify target signal molecules in concen-
trations ranging from a few nM up to several hundreds of nM. Because the working temperature is
higher than the melting temperature of the target signal molecules, it is possible to quantify concen-
trations of signal molecule higher than the concentration of labeled template. Moreover, even without
calibration, it is possible to quantify the concentration of hybridized template by comparison with the

fluorescence of the unoccupied (or saturated) template.

2.5.2 Non-invasive monitoring

In our specific application, single fluorophores are directly attached to the template oligonucleotides
that encode the DNA reaction circuit. This way, N-quenching is implemented directly on the circuit
rather than being a probe added to the system. Therefore, our expectation was that N-quenching
would not significantly interfere with the thermodynamics and kinetics of the system itself.

On the contrary, several studies have reported strong duplex stabilizing effects for donor/acceptor
pairs of modifications [111, 112, 121]. For example, Moreira et al. [121] reported that, for dual
labeled oligonucleotide probes, the presence of the two fluorescent modifications increased the melting
temperature of the probe by up to 4.3 °C. In the case of two complementary strands bearing a 5’-
terminal donor for one and a 3’-terminal acceptor for the other, an increase of the T}, of the duplex of
up to 10 °C was reported [112]. Such thermodynamic alterations are enough to disrupt the functioning
of DNA reaction circuits (19). Moreover, these effects are difficult to predict computationally, and may
depend on a variety of factors [112]. Therefore, specific strategies need to be devised to circumvent
this issue: for example, DNA strand displacement reactions usually use a separate 'probe’ complex
rather than directly labeling the sequences of interest [32, 31, 19].

By comparison, the maximal Tm increase found for a single 5’-terminal fluorophore was of only 1.6
°C for Cy3 and Cy5 dyes [121]. Compared to monitoring techniques that use pairs of donor/acceptor,
the stabilizing effect of a single fluorophore is much lower and less disruptive; however, it should
be considered when using N-quenching. In our case, whereas the single fluorophore labeling had

quantitative effects on the system, it did not modify its global kinetics: oscillations were obtained both



CHAPTER 2. N-QUENCHING 44

with or without the fluorescent modifications.

2.5.3 N-quenching as a general method to monitor position-specific hy-

bridization

Some fluorophores exhibited greater fluorescence intensity shifts than others, and some did not show
any change in fluorescence upon hybridization, following the trend previously reported [114, 119].
Among the fluorophores we tested, N-quenching worked well for FAM, JOE, TAMRA Alexa Fluor
594, DY-530, DY-636 and DY-681. On the other hand, TEX 615, Atto 633 and Cy5 did not exhibit
fluorescence intensity shifts upon hybridization, and were consequently not used for N-quenching (data
not shown). The attachment chemistry of the fluorophore also affects the efficiency of N- quenching;:
for a given sequence, TAMRA exhibited a larger fluorescence intensity shift when conjugated through
NHS ester than when attached with a C6 spacer.

In contrast to other quenching methods, the fluorescence intensity shift can be either positive
(terminal base pair C-G) or negative (terminal base pair A-T). By tuning the terminal nucleotides, it
is possible to distinguish a signal molecule binding adjacently to the quencher from signal molecules
binding one or more bases away. This unambiguous detection could be used to cheaply distinguish
SNPs (single nucleotide polymorphisms) [122]. It may also be used to distinguish invading strands [9]
whose toeholds differ by as little as one nucleotide.

In this work, we devised a monitoring technique that relies on a single fluorophore labeling and
quenching by nucleobases. We demonstrated the efficiency of N-quenching by monitoring the hybridiza-
tion and melting of 11-bases long oligonucleotides in a sequence-specific manner. The sensitivity of
N-quenching is lower than that of fluorescent monitoring techniques based on donor/acceptor pairs
of fluorophores. However, we showed that it is sufficient to detect nanomolar concentrations of short
oligonucleotides in microliter-scale volumes. N-quenching can be easily implemented to dynamic DNA
reaction circuits and used to deduce rich quantitative information about the dynamics of the system.
Also, by tuning the fluorophore’s nearest nucleotides, it is possible to obtain unambiguous position
information about the incoming signal oligonucleotide. Moreover, using a single fluorophore is cheaper
than using a pair of fluorophore and quencher, and also has a lower impact on DNA kinetics and ther-

modynamics. Therefore N-quenching should be widely implementable to other DNA-based systems.
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2.6 Supplementary Information

On the experiment of Figure 2.3, we observed a pattern of alternating negative and positive changes of
fluorescence as the signal molecule was shifted away from the template’s 3’ fluorophore. This pattern
is consistent with the trend observed for signal oligonucleotides hybridizing next to the fluorophore
(blunt end): decrease of fluorescence for a terminal C-G and increase of fluorescence for a terminal
A-T base-pair. Therefore we may conclude that the unpaired bases in-between the dye and the closest
base-pair have only a secondary effect on the quenching.

However, to check unambiguously this result, we performed another experiment with a different
sequence. This was done using the same assay as the experiment of Figure 2.3, but with another signal
oligonucleotide whose sequence displayed a different alternation of A-T and C-G bases. Supplementary
Figure 2.6 shows the results of this experiment: the direction of the fluorescence intensity shifts is not
regularly alternated anymore, but follows the pattern of A or T versus G or C in the sequence. As in
Figure 3, the shift intensity gradually decreases as the distance increases.

This confirms that as the signal molecule is shifted away from the fluorophore, the fluorescence
change upon hybridization still depends on the nature of the fluorophore’s nearest base-pair: decrease

of fluorescence for a terminal C-G and increase of fluorescence for a terminal A-T.
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Figure 2.6: Fluorescence intensity shift upon hybridization of a signal oligonucleotide moved from n=0
to n=6 bases away from the template 3’-terminal dye. Fluorescence intensity is expressed as a per-
centage of the fluorescence of the TAMRA-labeled template put alone in solution. The full sequence of
the labeled template is 5'- TTACTCAGCCAAGACAACAGACTCGA-3’, with a 3’-terminal TAMRA
NHS ester modification.
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2.7 Additional results

2.7.1 C11bt Oligator

In this chapter, we worked with an Oligator made of sequences different from the ones used by Montagne
et al. [62]. The present oligator is based on an autocatalytic module called “C11bt” (hence “C1l1bt
Oligator”), amplifying the input called “T'11bt” which was designed with a low melting temperature
(33.1 °C against 39.5 °C for “T11” of the original Oligator [62], hence the “bt” that stands for “low
temperature” in French). With this low T,,, we were expecting it to have the potential of oscillating
faster than the original Oligator. Or at least be able to oscillate at lower temperature, where RecJ¢
would be more stable. In practice, C11bt oscillator could run at descent speed at 37 °C (showing periods
of about 70 minutes). However, we weren’t able to make it run faster than the original Oligator. Figure

2.7 shows a collection of combinations of concentrations of C11bt and I11bttoinhT11bt.
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Figure 2.7: C11bt Oligator for various combinations of [C11bt|-[I11bttoinhT11bt| (in nM), with a fixed
[T11bttoI11bt] = 5 nM. Reactions are performed at 38 °C.

The C11bt Oligator is constituted of sequences that do not present any cross-talks with the original
Oligator, suggesting that they could potentially be run in the same tube. Due to their difference of de-
sign, these two Oligators were originally optimized for very different enzymatic conditions, at different
temperatures: finding conditions that would fit both of them required much tuning effort. We even-
tually managed to get them running together (Figure 2.8), monitoring the reactions with EvaGreen.
The resulting fluorescence time plot was not a simple sum of both oscillator running separately, which
suggested some complex couplings that may occur - for instance - through competition for enzymatic
resources [59]. Unfortunately, this work was done before the completion of N-quenching, which would

have provided us with precious hints about the coupling between these two Oligators.
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Figure 2.8: Two oligators in the same tube. Fluorescence time plots of EvaGreen, for the original
oligator (C11, blue curves), the C11bt oligator (red curves) and the two ran in the same tube (green
curves). Time is in minute. Concentrations are as follows (in nM): [C11] = 30, [T11ltoIll] = 5,
[[11toinhT11] = 30 and [C11bt] = 35, [T11bttoIllbt] = 5, [[11bttoinh11bt] = 40.

2.7.2 Impact of a single fluorophore on the production of inhibitor

It is known that the melting temperature (Ty,) of an oligonucleotide having a 3’ and / or 5’ fluorophore
modification is increased compared to the same unmodified oligonucleotide [112, 121]. Such alteration
of duplex stability is likely to hinder the functioning of our reaction circuits. Also, each internal, 5’
or 3’ modification possibly impacts the way the enzymes recognize and work on the DNA strand. We
consequently checked the impact of two different fluorophores (Tamra and Tye665) positioned at the
3’ end of separate inhibition modules (respectively TtoinhV and VtoinhT) on the linear production of
inhibitor (Figure 2.9-A). In the absence of exonuclease, we used EvaGreen intercalating dye to monitor
the single stranded inhibitor linearly produced by Bst polymerase and NBI nicking enzyme (for a lim-
ited concentration of input), and compared the slopes for modified versus unmodifed template (Figure
2.9-B). The amplification occurs in two steps: the first is characterized by a rapid increase of EvaGreen
fluorescence that corresponds to the formation of duplex including the inhibition module. The second
step corresponds to the accumulation of single-stranded inhibitor, during which the polymerase works
in strand-displacement. We will compare the slopes of this second step, because in a running circuit,
we expect the inhibition modules to mostly produce inhibitors in strand-displacement. For TtoinhV
with Tamra modification, we found a slope 53% higher than that of the unmodified template. For

VitoinhT with Tye665 modification, we found a slope 80% higher than that of the unmodified template.
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These results confirm that the presence of the fluorophore has an impact on the reactions, by probably
stabilizing the input on its template, or affecting its recognition by the the enzymes. This impact may
seem huge; however, it can be compensated by simply decreasing the concentration of corresponding
template. Also, if the labeling or not is determined before starting to assemble a circuit, the involved
impact will just be smothered, for that the concerned module will be used as it is. However, one
may be careful when changing a labeled module for an unlabeled one (and conversely) in an already

assembled circuit: in this case, an adjustment of its concentration may be needed.
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Figure 2.9: Labeled VS unlabeled inhibition module. (A) We compare the production of inhibitor by a
“simple” inhibition module versus a labeled one. (B) Inhibition modules (60 nM) are put in presence of
20 nM of input. In the absence of exonuclease, there is a first step of production with a rapid increase
of fluorescence corresponding to formation of stable duplex “inhibition module : inhibitor” followed
by a second step (slow increase of fluorescence) where the polymerase works in strand-displacement:
using EvaGreen, we can observe the accumulation of single stranded inhibitor in solution.

2.7.3 Indirect monitoring using N-quenching
2.7.3.1 Reporting module: design & test

Having observed that the presence of a 3’ end fluorophore impacted the activity of the template on
which it is attached, we searched for a more indirect way to use N-quenching. That is, deporting the
fluorophore on a separate species that would not interfere with the primary function of the monitored
input strand. We thought that this would be an elegant method to monitor the components of the
reaction circuit without a priori affecting its kinetics. This “reporting module” could be connected to
any input molecule of the circuit, and report about it in a sequence-specific manner (Figure 2.10).
Experimentally, the reporting module needs to meet several requirements: one has to find a com-
promise between the intensity of the fluorescent signal and time-responsiveness (Figure 2.11): at the
working temperature, if reporting strand rep is too short (i.e. not stable on R), no significant fluores-
cent signal will be induced, whereas if rep is too stable on R, time-responsiveness will be lost (rep will

stay hybridized long after the target molecule will have vanished). Also, one has to consider the load
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Figure 2.10: (Up) The reporting module receives target input o and produces rep. (Bottom) rep
hybridizes to template R that is labeled with a 3’ fluorophore. This results in a change of fluorescence
intensity, reflecting the presence of a. By changing only the template atorep (to a template Xtorep),
it is possible to connect the reporting module to another target input (X).

effect [71] on the reported system (see Section 4.7.2 for more details): in the example of Figure 2.10,
template atorep will sequester some o, that consequently cannot play its role in the monitored reaction
circuit. Thus, the concentration of atorep should be kept low in order to not impact significantly the
functioning of the reaction circuit under scrutiny. The presence of the reporting module represents

more DNA substrates for the enzymes to work on, which could lead to their saturation more easily.
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Figure 2.11: Fluorescence change (quenching) of the TAMRA label of template R (60 nM) upon
injection of complementary strand rep (100 nM), for temperatures ranging from 38 °C to 46 °C. At
high temperature, the injection of rep does not induce a big fluorescence change. At low temperature,
the fluorescence takes a long time to get back to its initial level. Sequence of R is as follows: 5’-
A*GH*T*T*CTAGTGTGTC-3-FAM. Duplex rep:R has a predicted (Dinamelt) Ty, of 44.2 °C in the
conditions of this experiment.
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Figure 2.12: Reporting module plugged to the C11bt oligator. (A) Circuit of the oligator (in black)
and plugged reporting module (in orange). (B) Fluorescence time plots of EvaGreen intercalating dye
for a ramp Btorep (0 to 30 nM) and (C) corresponding time plots of Tamra. Curves are offsetted for
visibility. The experiment was run at 38.5 °C, with concentrations of templates as follows: atoa = 30
nM, atoB = 5 nM, Btoia = 35 nM and R = 30 nM. Sequence of R is 5-C*A*A*GTCACATGG-3-
TAMRA. Duplex 1:R has a predicted (Dinamelt) Ty, of 40.3 °C.

2.7.3.2 Reporting module: use with an oligator

Following the results of Figure 2.11, we designed a new reporting module targeted at the working
temperature of the Cl1lbt oligator (38.5 °C). By plugging it to the oligator (Figure 2.12-left), we
succeeded in monitoring the oscillating reaction (Figure 2.12-right). Even though the reporting module
worked, it only produced a low fluorescent signal. Interestingly, increasing the concentration of $torep
seemed to stabilize the oscillations: this may be explained by the fact that Btorep slows down (i.e.
delays further) the negative feedback loop, which is known to increase the robustness of the oscillations
[123] - at the cost of the speed.

Note that the reporting module induces a delay between the monitored fluorescent signal and the
actual concentration of target molecule, which potentially makes the analysis more complex. Also, the
reporting module appeared to actually - indirectly - have an impact on the kinetics of the reaction
circuit under scrutiny - here, seemingly increasing the robustness of the oscillations. We consequently
turned toward the simple labeling of the templates with a single fluorophore, allowing a direct monitor-
ing of the target input. Doing so has an impact on the hybridization and kinetics of the corresponding
template: however, this impact is still low enough to not disrupt the functioning of the reaction circuits,
given some adjustments of the template concentrations. We took this as part of the DNA-toolbox, in
which we have many other handles to counterbalance the effect of a single fluorescent modification: for
instance, one can decrease the concentration of labeled template if this one seems to be more “active”

than the one without fluorescent modification.
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2.7.4 Tracking inhibitors with N-quenching
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Figure 2.13: (Left) When hybridizing to its template, the input induces a larger fluorescence change
than the inhibitor. For this reason, inhibitor strand cannot be directly observed. (Right) A potential
solution would be to use a “reporter” of the inhibitor. The reporter is a short DNA strand with a 3’-
end fluorophore, that dynamically hybridizes to the inhibitor, inducing a shift of fluorescence intensity.
The reporter is designed with in mind to not disturb the circuit functioning: it is shorter than the
inhibitor and possibly has mismatches, in order to lower its melting temperature.

In the context of the DNA-toolbox, N-quenching can be efficiently used to monitor the hybridiza-
tion of input oligonucleotides. However, inhibitors cannot be directly monitored: in fact, inhibitors
hybridize in the middle of autocatalytic (or activation) templates, usually leaving the template with
a 4-bases dangling 3’ end. One might want to label the autocatalytic module in order to monitor its
input, but this reveals another problem: the inhibitor hybridizes close enough to the 3’-end fluorophore
to induce a fluorescence change (see Figure 2.3), cross-talking with the fluorescence change induced by
the template’s input (Figure 2.13-left).

In order to specifically monitor the inhibitors, we designed a simple reporter that takes the form of
a short strand with a 3’ fluorophore (Figure 2.13-right). This reporter is shorter than the inhibitor: in
this configuration, the inhibitor has a higher affinity for its target template than for the reporter. This
is important to not distract too much the inhibitor from its role in the circuit. Using this method,
we could successfully observe the oscillations of inhibitor strand in the C11bt oligator (Figure 2.14).
However, the presence of the reporter had an impact on the functioning of the oligator, slowing down
its oscillations. Still, this technique stands as our only method to directly monitor the inhibitor, for
which the reporting module presented in the previous section could not be used - because the inhibitor

doesn’t have the nickase recognition site, thus cannot trigger the production of another strand.
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Figure 2.14: Monitoring C11bt oligator with the reporter of inhibitor. (Left) Circuit of the oligator.
Btoia is labeled with Alexa Fluor 594, thus reporting the presence of B. io can hybridize to the
reporter, which is labeled with FAM. (Middle) Looking at the Alexa channel: the presence of increasing
concentration of reporter seems to slow down the oligator (period = 113 min with reporter, 122 with 5
nM and 148 with 10 nM of reporter). (Right) Looking at the FAM channel: the reporter successfully
reports on the presence of inhibitor ia. The experiment was run without EvaGreen, at 37.5 °C, and with
atoo = 30 nM, atof = 3 nM and Btoia = 30 nM. Duplex io:reporter has a predicted Ty, of 39.3 °C, to be
compared with 46.7 °C for atoo-ia. The sequence of reporter is as follows: 5-C*T*C*AGCTTAGAC-
3’-FAM.
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Figure 2.15: Calibration curves of N-quenching for 20 nM of Btoia labeled with Alexa 594.

2.7.5 Quantification with N-quenching: calibration curves

When monitoring a reaction circuit with N-quenching, it is easy to get quantitative information about
the ratio of hybridized templates if we assume a linear relationship with the quenching effect. Get-
ting further quantitative information, that is, about the actual total concentration of target input in
solution, requires to calibrate N-quenching for the reaction conditions (temperature, buffer and concen-
tration of labeled template). Figure 2.15 shows such calibration curves for template Btoia at different
temperatures. At low temperatures, the fluorescence intensity shift quickly saturates, preventing the

quantification of high concentrations of target input. Working at higher temperature allows to mea-
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sure concentrations of more than 10 times the concentration of template Btoia, at the cost of a loss of

sensitivity.

2.7.6 Fluorophores tested with N-quenching

As noted in Section 2.5.3, while some fluorophores worked well with N-quenching, some others did
not show any change in fluorescence intensity upon hybridization. Table 2.1 recapitulates the tested

fluorophores. It is possible to find fluorophores working at any desired emission.

‘ Fluorophore ‘ N-quenching ‘ Excitation/Emission (nm) ‘
FAM good 194/520
JOE good 520/548
DY-523XL good 523 /668
DY-530 good 539/561
TAMRA good 546/576
ROX intermediate 574/602
Alexa Fluor 594 good 590/617
TEX 615 bad 596/613
Atto 633 bad 629/657
DY-631 intermediate 637,658
TYE 665 bad 645,665
DY-636 good 647/671
Cyb bad 649/670
DY-681 good 691/708

Table 2.1: N-quenching performance of a few fluorophores. Fluorophores indicated as “good” showed
a shift of fluorescence intensity upon hybridization of more than 25 %. The ones indicated as “inter-
mediate” were below 25 %. Fluorophores that showed none or barely no change in fluorescence upon
hybridization are indicated as “bad”.



Chapter 3

In vitro switchable memories

In the cell, memory is kept by various mechanisms, with bistability potentially being one of the most
robust of them [124, 125, 126]. Bistability and oscillations are also believed to be the two major
building blocks of the complex networks that carry cellular information processing [127]. In a more
general vision, bistability seems to be at the basis of the dynamic behaviors of many non-linear chemical
systems, including oscillators [128]. With N-quenching and the three modules of the DNA-toolbox
(Figure 1.8) in hands, we tackled this family of memory functions. In the work below, we focused on
switchable bistable memory reaction circuits in the context of the DNA-toolbox, and constructed three
successive circuits of increasing complexity. In this way, we explored the implementation of relatively
large scale dynamic circuits, culminating with a 8-modules circuit encoding for a 1-bit counter. This
work was published as: Adrien Padirac, Teruo Fujii, and Yannick Rondelez. Bottom-up construction

of in vitro switchable memories in Proceedings of the National Academy of Sciences.

3.1 Abstract

Reaction networks displaying bistability provide a chemical mechanism for long-term memory storage
in cells, as exemplified by many epigenetic switches. These biological systems are not only bistable,
but also switchable, in the sense that they can be flipped from one state to the other by application
of specific molecular stimuli. We have reproduced such functions through the rational assembly of
dynamic reaction networks based on basic DNA biochemistry. Rather than rewiring genetic systems

as synthetic biology does in vivo, our strategy consists in building simplified dynamical analogs in
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vitro, in an artificial, well controlled milieu. We report successively a bistable system, a two-input
switchable memory element, and a single-input push-push memory circuit. These results suggest that
it is possible to build complex time-responsive molecular circuits, by following a modular approach to
the design of dynamic in vitro behaviors. Our approach thus provides an unmatched opportunity to

study topology/function relationships within dynamic reaction networks.

3.2 Introduction

Cellular information processing relies on dynamic networks of biochemical reactions [45]. For example,
genes and their products regulate each other in intricate assemblies that embrace numbers of compo-
nents and interactions. The function of these assemblies, i.e. the computation that they perform at
the molecular level, is encoded both in the structure and in the physical characteristics of the web of
chemical interactions that links their components. These in vivo networks are often difficult to identify
in their entirety. Indeed, a complete description requires (i) a detailed analysis of the macroscopic
dynamic behavior, (7i) a molecular understanding of the structure of the underlying biological network
sustaining the function and (%ii) a chemical (thermodynamic and kinetic) knowledge of the reactions
at hand. For technical reasons, this information can be very hard to obtain, even in the simplest
biological cases [129, 130, 47, 48].

Rather than attempting a systematic analysis of natural reaction networks, synthetic biology har-
nesses cells as a receptacle ~the hardware— to implement artificially designed networks [52, 53|. These
networks are typically engineered through the recycling of original biological parts, their modification
and their reassembly in non-natural architectures, which endow cells with additional functions [49, 50].
This strategy aims at understanding the cell regulatory processes through a bottom-up approach, which
is expected to reveal the underlying design rules [51]. In this way, small scale circuits encoding elemen-
tary functions such as cascades [54], counters [131], bistability [53, 56, 55, 57] or oscillations [52, 55]
have successfully been engineered.

The richness of the cell’s inner biochemistry provides a platform that theoretically allows the
engineering of an infinity of increasingly complex synthetic networks [132]. It also poses formidable
challenges to a rational designer. In practice, only small synthetic networks (compared to their natural
models) have been reported [133]. One reason is that synthetic biologists face a shortage of known
interoperable units [133, 134]. Also, harnessing the cell’s machinery is a complex task: nonlinear

effects [51, 59, 58] and unintended interactions between the synthetic circuit and the host housekeeping
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functions [60] are frequent and difficult to pinpoint. Moreover, the lack of quantitative knowledge of
in vivo processes strongly constrains the predictive power of the in silico models used in the design
process [132, 134].

Engineering analogs of gene networks out of the cell, in purposely created and better controlled
in vitro environments, provides an attractive alternative [61, 62, 66, 38]. Going cell-free offers a
better control of the system parameters, minimizes unintended couplings and allows easier quantitative
analysis [67]. Like in vivo gene networks, in vitro analogs are constructed from elementary units,
but this time, one is freed from the constraints of the cellular machinery: various, possibly simpler
chemistries can be used; toxicity and host interference disappear and stochastic effects can be handled.
Still, in analogy with synthetic biology, it is possible to build basic functions like oscillators [62, 63],
bistable systems [61, 70] or logic gates [40, 27] through a rational bottom-up strategy. The expectation
is that it will be possible to assemble these elementary modules in a wealth of large-scale circuits
[31, 135], potentially with life-like behaviors [136].

This paper focuses on in vitro reaction circuits encoding memory functions. In the context of
biological circuits, memory refers to the ability to integrate a transient molecular stimulus into a
sustained molecular response [137]. In most cases, this information is digitized into a small number of
alternative states, which correspond to the multiple steady states of a dynamic chemical system. In the
cell, various mechanisms exist to keep memory of an event. Slowly changing protein levels can result in
memory-like behaviors transmitted over a few cell generations [138]. Phage-like genetic recombination
can be used to reversibly switch one bit of information on the DNA of engineered cells [139], making a
passive data storage that can be passed down through generations. Epigenetic switches use bistability
to carry a robust, heritable memory [124, 125, 126]. Other bistable switches naturally occur in gene
networks, and play important roles in fundamental cell functions [130, 47], cell cycle [129, 140], cell
commitment [48, 141] and signal transduction pathways [142].

Such biological memories based on multistability, also require the interfacing with upstream and
downstream molecular processes. This includes in particular the ability, given the correct stimuli,
to toggle reversibly and sensitively between the reciprocally exclusive stable states [47, 48]. From a
chemical point of view, the memory function therefore incorporates a form of antagonism. On the one
hand, robust information storage imposes stability against molecular perturbations or noise but, on the
other hand, the function also requires a sensitive mechanism to integrate environmental information

and — if appropriate — update its state. Synthetic bistable switches constructed so far in vivo have
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not yet solved this dilemma: the host cells are typically forced on one state by exposition to strong
inducer drugs for the whole switching time [53, 56, 143]. Alternatively, non-molecular stimuli, such
as temperature or light, are used. For example, Lou et al. [57] have recently reported a synthetic
switchable “push-push” bistable circuit in which UV stimulation was used to switch the system back
and forth between its two stable states. However, such systems that use non-molecular inputs cannot be
cascaded, i.e. integrated in larger circuits. Additionally in this case, extreme photo-toxicity negatively
impacts the host cells.

Because the alternative states of a bistable system are all equally stable over time, thermodynamics
imposes that multistability is fundamentally an energy consuming, out-of-equilibrium process [144]:
switching to the new state requires the complete disappearance or degradation of the constituents
of the previous state. This poses a severe constraint for the design of in vitro analogs of biological
memory circuits. Nevertheless, a couple of batch bistable systems [61, 70] have been reported, thanks
to the use of an enzymatic sink to maintain the dynamic of the system. However, no attempt was
made to switch these basic bistable networks after they first reached one of their steady states.

Herein, we use enzyme-catalyzed, DNA-based reactions [62] to rationally construct various in vitro
memory circuits. We present a DNA-toolbox composed of 3 modules encoding elementary reactions:
activation, autocatalysis and inhibition. These modules can be arbitrarily connected in circuits encod-
ing desired behaviors (SI Appendix, Section 3.7.1). We use these modules to sequentially construct
three dynamic reaction circuits implementing memory functions of increasing complexity.

We start with a foundational bistable switch circuit, which always reaches one out of only two
possible steady states, depending on the initial conditions. This bistable switch is very robust to
perturbation, and making it switchable requires a specific strategy. We use the modularity of the
reactions to upgrade the bistable circuit to a two-input in vitro switchable memory circuit. This
system comprises 6 modules, and is able to flip between two stable states upon administration of a
small amount of the correct, exogenous input. Next, we construct and experimentally characterize a
push-push memory circuit that accepts a single external input: depending on its present state, the same
input flips it in one direction or the other. This push-push memory circuit culminates at 8 modules,
showing the ability of the DNA-toolbox to serve as a tool to rationally construct scaled-up in vitro
reaction circuits. All the experimental observations are rationalized by a quantitative mathematical

analysis.
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3.3 DMaterials and methods

3.3.1 Oligonucleotides

DNA oligonucleotides were purchased from either Integrated DNA Technologies (IDT, Coralville, TA,
USA) or biomers.net (Ulm, Germany) with high performance liquid chromatography purification.
All templates have three phosphorothioate backbone modifications at their 5’ end to protect them
from degradation by the exonuclease. Templates atoi and (toia are modified at their 3’ end with
respectively FAM and TAMRA NHS ester modification. All the other templates are phosphorylated
at their 3’ end to prevent any polymerization. Template sequences and concentrations are provided in

SI Appendix, Section 3.7.2.3.

3.3.2 Reaction assembly

Reactions were assembled in a buffer containing 10 mM KCI, 10 mM (NHy4)2SOy4, 50 mM NaCl, 2
mM MgSOy, 45 mM Tris—HCl, 5 mM MgCly, 6 mM DTT, 2 pM Netropsin (Sigma Aldrich), 100
ng/ml bovine serum albumin (New England Biolabs), 0.1 % Synperonic F108 (Sigma-Aldrich) and
dNTPs (200 pM each). Exonuclease ttRecJ was a kind gift from R. Masui and used at a concentration
of 50 nM throughout this study. Unless otherwise specified, Bst DNA polymerase, large fragment
(New England Biolabs) was used at a concentration of 25.6 units/ml. For the Nt.BstNBI nicking
endonuclease (New England Biolabs), we noticed a large fluctuation in the activity from batch to
batch, and consequently used the enzyme at a concentration ranging from 32 units/ml to 400 units/ml.
Experimental adjustment of Nt.BstNBI concentration was done by comparing the activity of a new
batch to the activity of the previous batch, by using the assay presented in SI Appendix, Figure 3.11.

Reactions were run at 42 °C (except otherwise specified) in a Bio-Rad iQ5 or CFX96 real-time
thermocycler, in a 20 pL volume. Experiments for which the bistable circuit was flipped from one
state to the other required administration of an external input (y or 8), that was diluted in TE buffer

and injected in a volume of 0.6 pL while the run was paused for a minimal period of time.

3.3.3 Fluorescence curve acquisition and normalization

Fluorescence cross-talk between FAM and TAMRA was removed by the Bio-Rad built-in thermocycler
software. For the experiments requiring an injection of external input, instantaneous signal artifacts at

the time of injection (e.g. due to a slight displacement of the tube or the production of bubbles during
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mixing) were corrected to keep the curve continuity. “Charge levels” were normalized from fluorescence
data: to the high plateau (ON state of the autocatalytic module; if unavailable, a reference tube with
the same reacting mix set in the ON state was used) and low plateau (OFF state of the autocatalytic
module; if unavailable, the reaction was ran until depletion of dNTPs, thus revealing the OFF state

of the autocatalytic module).

3.3.4 Simulations

The simple model of the bistable reaction circuit was analytically analyzed using Mathematica (SI
Appendix, Section 3.7.3.1). Detailed models of the bistable circuit, switchable memory and the push-
push memory were done with a set of measured and predicted (DINAMelt) parameters, refined by
fitting on the experimental curves of the switching memory, using Mathematica (SI Appendix, Section

3.7.3.4). The set of refined parameters was used for all other model predictions.

3.4 Results

3.4.1 DNA-toolbox: three basic modules

Our constructions are based on a stripped-down in vitro genetic machinery based on three enzy-
matic reactions [62] (Figure 3.1-A): short DNA signal molecules hybridize with stable DNA template
molecules in a set of basic reactions that structures the topology of the reaction circuits. Templates
are 22 or 26 bases single-stranded deoxy-oligonucleotides composed of a 3’ input site and a 5’ output
site. Signal molecules come in two types: 11-bases long inputs activate templates; on the contrary,
15-bases long inhibitors block them. Reactions take place at a temperature (42 °C) where both inputs
and inhibitors are dynamically hybridizing and separating. Note that the short length of the inputs
(11 bases) limits the number of available sequences, but the construction of relatively large circuits is
still possible (SI Appendix, Section 3.7.2.4).

Templates encode basic reactions following the pattern input -> input + output. When an input
correctly hybridizes on the input site of a template, it is elongated by a DNA polymerase, leading to
the double-stranded form of the template. Next, a nicking endonuclease nicks the new strand, so that
input and output are released from the template. When free in solution, these short oligonucleotides
can be degraded by ttReclJ, a single-strand-specific 5->3 exonuclease [145, 146]. Templates are

protected from degradation by a few phosphorothioate backbone modifications located at their 5" end
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(SI, Section 3.7.2.2). If not degraded, the input can start another round of reaction, while the output
can, for instance, play the role of input for a separate reaction encoded by another template. Templates
are thus fully composable, and can be classified into the following three modules, depending on their

input and output:
e Activation module if input # output (o0 -> o + f3).
e Autocatalytic module if input = output (a-> a + a).
e Inhibition module if output = inhibitor (a -> o + inh).

Inhibitors are longer than inputs, hence more stable when fully hybridized. A given inhibitor targets
a template and strongly binds to it, overlapping on the input and output sites of the template. An
inhibitor noted ia will target the autocatalytic module atoa and an inhibitor noted iof will target
the activation module atof. Inhibitors do not have the recognition site for the nicking enzyme, hence
cannot be cut (SI, Section 3.7.2.1 and 3.7.2.3). They also possess two mismatched bases in 3’, which
prevents the polymerase from extending them. Therefore, they are able to block the production of
output by their target modules.

To observe the dynamics of these reactions, we use N-quenching [147], a versatile fluorescent tech-
nique for the monitoring of oligonucleotide hybridization: to follow a given input, the input site of the
corresponding template is labeled in its 3’ end with a single fluorophore. Hybridization of the corre-
sponding input produces a change in the fluorescence level, whereas hybridization of the templates’
output does not (Figure 3.1-B). Therefore, templates themselves serve as specific reporters of the pres-
ence of their inputs. This versatile technique eliminates the need for additional probes to monitor the
system —which could in turn affect the function of the network through the load effect [71].

Using this toolbox, it is possible to build time-responsive DNA reaction circuits of various topolo-
gies, and follow in real time the behavior of some specific sequences within these dynamic systems.

We demonstrate next the design and assembly of a bistable switch function.

3.4.2 Bistable switch: designing the reaction circuit

Bistability can be obtained from a variety of elementary motifs [148, 149], all including at least one
positive feedback loop, but only a couple of basic designs do not require cooperative binding [150]
(and SI Appendix, Section 3.7.3.2). We chose here a symmetrical design [53] where two autocatalytic

modules negatively regulate one another: when one autocatalyst is active, it dynamically represses the
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Figure 3.1: The DNA-toolbox uses DNA templates to shape the reaction network performed by a set
of three enzymes. (A) Templates (bottom strands) have an input site (3’) and an output site (5’) and
receive signal molecules (upper strands). When an input (o) hybridizes to a template, it is elongated
by a DNA polymerase (pol.). Inputs bear the recognition site (in grey) of a nicking enzyme (nick.)
that cuts the elongated upper strand between input and output. Input o and output x then dissociate
and are free to start another reaction, or be degraded by a single-strand specific exonuclease (exo.).
Following this scheme, three types of modules can be obtained depending on the output sites of the
template. (B) Nucleobase quenching on the dye-labeled templates allows sequence-specific monitoring
of the reactions.

activity of the other (Figure 3.2-A). Given this topology, we decided for two signal strands (« and ), and
designed two templates (respectively atoa and 3tof3) responsible for their autocatalytic production. In
between atoa and Btof are two inhibition modules that encode the cross-inhibition function: inhibition
module atoif takes o as input and produces i3. It therefore inhibits the production of B when a is
present; inhibition module Btoia does the opposite job. By combining the 4 templates atoo, Btof3, atoif
and Btoia in appropriate ratios and conditions, we expect a system featuring bistability, i.e. where
either o or 3, but not both, can exist at the steady state.

We started with the building of a simple model to first check the consistency of the design with a
bistable function, when implemented within the toolbox. In this coarse-grained model, four equations
express the life cycle (production and degradation) of the two inputs and two inhibitors (o, {3, ia and
iB, see SI Appendix, Section 3.7.3.1 for details about the model construction). In order to easily find
out the control parameters of this bistable circuit design, we put the model in a non-dimensional form
(Figure 3.2-B) where productions of inputs and inhibitors are described by Michaelis-Menten equations

with maximum rates (ty, tg, tis, tig) controlled by the concentration of the template encoding the
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corresponding reaction. Sequestering of templates by the inhibitors tends to decrease the production
rate following a competitive mechanism (enzyme saturation, which would lead to cross coupling terms,
is not considered in this simple model). Parameters \ define the relative strength of an inhibitor
against the input it is competing with. Degradation is represented by a first order term, with the same
degradation rate for all four species.

When looking for the stable equilibria in the {t,, tg} plane, the model suggests that the emergence
of bistability is favored by high A, and Ag (i.e. inhibitors stronger than inputs) (Figure 3.2-C). Ex-
perimentally, A, and Ag can be adjusted by increasing the binding constants of io and i (for example,
making these inhibitors longer). In the case of a non-ideal system (e.g. non symmetrical A, and Ag),
the bistability domain in the {t,, tg} plane shrinks (Figure 3.2-D): to be bistable, the circuit needs to
be adjusted by, for instance, changing the concentration of atoa and BtoB. Figures 3.2-E & F show the
basins of attraction of the two states A and B for an ideal and a non-ideal bistable circuit: for each
combination of initial {a&, 3}, the bistable circuit tends to one of the two states {a, B} = {0, 1} or {1,
0}. One notes that even in the cases where the system is bistable, the basins of attraction of the two

states can be very asymmetric.

3.4.3 Experimental building of the bistable circuit

Given these theoretical considerations, we selected the sequences of o and B so that their predicted
binding constants were close to each other at the working temperature. We then designed inhibitors
so that their predicted binding constants were approximately two orders of magnitude higher than the
ones of o and 3, i.e. high enough to produce a large bistable state, but small enough to maintain a
dynamic binding equilibrium with their target templates (this insures the responsiveness of the circuit).
Templates atoif and Btoio are labeled at their 3’ end with two different fluorophores (respectively Fam
and Tamra), which allows specific and simultaneous monitoring of both o and § (Figure 3.3-A). More
details about the design rules are presented in SI Appendix, Section 3.7.2.1.

To assemble the experiment, we combined the four templates and the three enzymes in a consistent
buffer containing dNTPs, and incubated isothermally in a closed tube. We first checked for the presence
of two stable states, which should be selected depending on the initial conditions. Indeed we found
that, if the system is initiated with o only, it evolved to a stable state characterized by a strong shift in
Fam fluorescence, but no perturbation in Tamra fluorescence (called state A, see Figure 3.3-B). Initial

conditions containing only  produced the opposite fluorescent pattern (called state B). This suggests
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Figure 3.2: Bistable circuit design. (A) A circuit encoding bistability. (B) Non-dimensionalized
equations of the simplified model. t, are the scaled template concentrations and A, the ratio of
activator over inhibitor binding constant. Periods indicate multiplications. (C) Phase diagram of the
bistable circuit in the {t,, tg} plane. Yellow: bistable domain for {Ay, Ag} = {20, 20}. Gray: bistable
domain for {As, Ag} = {100, 100}; (D) the same with yellow: bistable domain for {hs, Ag} = {100,
50}; and gray: bistable domain for {A,, Ag} = {100, 100}. (E) Plot of the calculated trajectories of
the bistable circuit for different initial {&, B} (small black dots). The bistable circuit is evolving to a
stable state A (blue dot) or B (red dot). {hy, Ag} = {100, 100} and {t,, tg}={20,20}, corresponding
to the small circle in the gray area of C. (F) The same for {A,, Ag} = {100,50} and {t,, tg} = {10,
10} (small circle in the yellow area of D).

that the system possesses only two stable states. Note that working in a closed configuration imposes
a limited lifetime for the system: once all the ANTPs are consumed, it will simply die out, toward its
unique thermodynamic equilibrium.

To quantitatively assess the bistable behavior of the circuit (i.e. the convergence toward one of
these states at the exclusion of any other trajectory), we initiated the reactions with various mixtures
of o and 3: we observed that, after some transients, the system always stabilized on either stable state
A or stable state B (Figure 3.3-C). These experiments also led to a matrix representing the basin of
attraction of each stable state, which were initially quite asymmetric (Figure 3.3-D). Even if templates
were present in the same concentration and sequences had similar thermodynamic constants (but are
still different: dissociation constant of o is more than twice that of B as seen on SI Appendix, Table
S3), side A tended to win as soon as o was initially present in significant quantities, irrespective of the
initial concentration of 3. However, as suggested by the simple model, we could adjust this by tuning
the concentrations of templates atoa and Btop (Figure 3.3-D). Figure 3.3-E shows the trajectories of

an adjusted system for different initial input combinations. While the behavior is still not ideal, both
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states possess a reasonable basin of attraction.
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Figure 3.3: Experimental building of the bistable circuit. (A) Topology and templates of the bistable
circuit. Templates atoif and Btoia are labeled with Fam and Tamra, respectively, allowing multiplex
monitoring of the hybridization status of these two templates. (B) Time plots of the “Charge level”
of the bistable switch taking either state B (left) or A (right). “Charge level” is the normalized
fluorescence at 0 in the absence of the corresponding template’s input, and 1 at the steady state of
input. (C) Time plots of the Charge level of the adjusted bistable switch for two different initial
[o] and [B] combinations. (D) The bistable circuit picks its state (A or B) according to the initial
combination of o and 3 concentrations. With 20 nM of each template, the basin of attraction of state
B (grey domain) is small compared to that of state A. Decreasing the concentration of atoa to 7.5 nM
results in an expansion of the basin of attraction of state B (yellow domain). Colored stars and dots
are experimental points for, respectively, the bistable with 20 nM of each template and the adjusted
bistable with 7.5 nM of atoo for 20 nM of $top. Domain boundaries are drawn to facilitate the plot
reading. (E) Experimental trajectories of the adjusted bistable for different combinations of initial o
and 3. For each trajectory, the X axis corresponds to the charge level of template atoif, the Y axis to
the charge level of template Btoio. After some transients, the bistable stabilizes in either state A (blue
dot) or B (red dot).

To assess unambiguously and quantitatively the identity of the two states, aliquots were withdrawn
from the solution after the system, initiated with {o, p} = {10 nM, 0.1 nM} or {0.1 nM, 10 nM},
reached one or the other stable state. We analyzed the o and B content of these aliquots and found
a concentration of 55 nM of o for state A and 40 nM of B for state B (SI Appendix, Section 3.7.4).
This similitude between the steady levels of o and 8 further validates that both sides of the bistable
circuit are well balanced, thanks to the tuning of the concentrations of atoo and Btof. At the same
time, we measured about 1000 times less of the output of the loosing state. The simple model predicts

that the losing side should evolve asymptotically toward 0, but leak reactions not considered therein
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probably maintain a small basal level. Combining these results with the fluorescence measurement, we
conclude that after having taken a stable state depending on the initial o/f ratio, the bistable system
continuously and unambiguously delivers information about its current status.

The simple model predicts that the bistable circuit is robust to perturbations in concentration of
o and B as long as they do not exceed the concentration of input currently at the steady-state (SI
Appendix, Section 3.7.3.3). Experimentally, we found that the bistable circuit is much more robust
than this prediction: for example, when in the stable state A, an injection of a concentration of 8
(100 nM) twice as large as the steady concentration of o is not enough to flip the bistable circuit to
the opposite state (Figure 3.4-A). This discrepancy could be attributed to the fact that the simple
model rests on immediate equilibria for all the hybridization reactions. Since the inhibitor strands
are stable enough to have slow dissociation constants, this assumption is probably not realistic. We
therefore built a detailed mathematical model that takes into account the full set of reactions taking
place in the system (ST Appendix, Section 3.7.3.4). Indeed, this new model predicts a higher resilience
of the bistable circuit (Figure 3.4-B): when the perturbation is introduced as a single Gaussian spike,
a ~20-fold concentration of the opposite input is predicted to be necessary to switch the system to its
opposite state (SI Appendix, Section 3.7.3.5). Since this did not appear as a very practical solution to

flip the system back and forth, we turned toward an alternative switching strategy.
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Figure 3.4: Perturbation of the bistable at the steady state. The red dot (charge level {atoif, Btoia} =
{0, 1}) corresponds to stable state B. The blue dot (charge level {atoif, Btoia} = {1, 0}) corresponds
to stable state A. (A) Experimental and (B) calculated (using the detailed model) trajectories of the
bistable perturbed by 100 nM of the opposite input.

3.4.4 Two-input switchable memory

To obtain an updatable memory circuit, we decorated the bistable circuit with two activation modules

that connect this bistable core to two different and specific external signals. Activation modules ytoa



CHAPTER 3. IN VITRO SWITCHABLE MEMORIES 66

and 0tof take respectively y and 6 as inputs to produce a long-lasting pulse of o or 3, which should
stimulate the bistable core to flip between states (SI Appendix, Section 3.7.3.6).

Experimentally, the width of the pulse of o or § produced by an activation module can be adjusted
by changing the concentration of the corresponding template (Figure 3.5). These activation modules
therefore provide a handle to push the bistable core toward one state or the other. Correct tuning of
the concentration of the activation modules is important: if the concentration is too low, the stimulus
will fail to push the bistable core beyond the separatrix, to the basin of attraction of the opposite state
(Figure 6B). Conversely, if it is too high, the system will loose in responsiveness (the activation module
will stay active for too long). For a concentration of 5 nM of both activation modules, we found that
injection of a small amount (30 nM, i.e. even less than o and f3 at the steady state) of y or § is enough

to flip the memory between its two states.
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Figure 3.5: Production of B by activation module 8¢0f. (A) Circuit and templates of the system. (B)
Experimental time plot of TAMRA fluorescence (baseline removed) produced by the hybridization of
B on Btoio. Grey curves: injection of 30 to 150 nM of B. Yellow to red: injection of 30 nM of 6 in the
presence of 2.5, 5, 7.5 or 10 nM of 8¢0f.

The complete switchable memory circuit contains 6 templates (Figure 3.6-A), has two stable states
characterized by the exclusive presence of a or 3, and can be controlled by the two external inputs y
and 8. Figure 3.6-C displays the fluorescence curves of the memory initiated in state A, then switched
back and forth once (see SI Appendix, Section 3.7.6 about failed attempts at further switching). When
flipping between states, one observes a characteristic biphasic evolution of the charge levels of atoif3
and Btoio: injection of the external input (e.g. §) provides the bistable core with a long-lasting pulse
of the currently OFF internal input (e.g. (). This pulse charges the inhibition module (e.g. Btoia,
increase in the red curve) and initiates the inhibition of the ON state. o decreases (slow evolution
of the blue curve toward 0), in turn releasing the inhibition of the OFF state. When the external
stimulation comes to its end (reversal in the evolution of the red curve), the system has already

reached the basin of attraction of B and [ ultimately eliminates a (second increase of the red curve
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and final decrease in the blue curve): the memory has flipped between states. These curves were used
to optimize the parameters of the detailed mathematical model (i.e. all other predictions use this same
set of parameters (SI Appendix, Section 3.7.3.4)). They are also plotted as calculated (Figure 3.6-D)
and experimental (Figure 3.6-E) trajectories in two dimensions, showing the good agreement between
the model and the experiments. The trajectories (from A to B and from B to A) appear to be crossing
only because they are a two-dimension projection of a higher dimensional system [151] (see Figure
3.20).

The bistable core takes around 200 minutes to flip between states. This duration is comparable
with the period of the oscillator previously reported [62]. Also, switching requires a concentration of
external input (30 nM) that is of the same scale as the produced o or f3 at the steady state (750 nM).
This suggests that the switchable memory circuit could be connected with other circuits made with

the DNA-toolbox, in the quest for more complex reaction networks.
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Figure 3.6: Switchable memory circuit. (A) Circuit and templates of the bistable switchable memory.
(B) Trajectories of two attempts to flip the bistable memory from A to B, with dtop = 2.5 nM (black,
failure) and 8tof = 5 nM (grey, success). (C) Experimental (thick line) and fitted model (thin line)
time plot of the charge levels of atois and Btoia. The memory circuit is started in state A, flipped from
A to B, then from B to A. (D) Predicted and (E) experimental trajectories of the memory switching
reversibly from A to B (grey) and B to A (black).
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3.4.5 Push-push memory

The push-push memory is another type of updatable memory element, in which a bistable system is
switched back and forth by a unique stimulus (hence the name push-push, in reference to a push-button
mechanical switch). A chemical implementation of this function can be obtained by further enriching
the previous memory circuit (Figure 3.7-A): the two activation modules (8too and 8%0of3) now respond to
the same external input 8. To carry out the push-push functionality, two additional inhibition modules
(atoida and BtoidP) feed the current state of the bistable core back to the activation modules: when
the bistable is in state A, they ensure that the corresponding activation module (3toa) is inhibited,
and vice versa. In the presence of the four templates dtoa, 6tof3, atoida and Btoid(, injection of & will
only trigger the production of the input of the OFF state of the bistable core, whereas the input of
the currently ON state will not be produced. This strategy was theoretically validated by a model (SI
Appendix, Section 3.7.3.7).

The detailed model suggested that the full circuit would work with the same bistable core and
same concentration of activation modules as the memory circuit, in the presence of a few nanomolars
of atoida and BtoidB (Figure 3.7-B). Before assembling the full circuit, we experimentally checked the
sub-parts encoding the push-push functionality. Figure 3.8 shows that indeed, a concentration of $t0id(

as low as 1 nM is efficiently regulating the pulse of 3 produced by 8tof.
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Figure 3.7: (A) Circuit of the push-push memory: a single external input & controls the bistable core.
(B) Calculated 3D trajectories in the space {Charge level of atoif, Charge level of Btoia, Normalized
total concentration of 8} for the push-push memory switching from A to B (blue) and B to A (red).
Normalized values of 3 (injected as a gaussian spike) from 0 to 1 are associated to a color gradient
from blue/red to green. (C) Experimental trajectories of the push-push memory circuit showing two
independent experiments: one where the system is initially set on the state A, then flipped to B upon
injection of 30 nM of §, and another where the same system is set in state B, then flipped to A upon
injection of the same input. The charge level of Btoia higher than 1 indicates that the amount of {3
transiently produced by activation module 8¢0of during switching exceeds the concentration of B at the
stable state B.
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Figure 3.8: Push-push negative feedback. (A) Circuit and templates. Upon injection of §, production
of B is activated. Then, 8 hybridizes to Btoio (resulting in an increase of TAMRA fluorescence) and to
Btoidf that, in turn, produces the inhibitor of 8tof, stopping the production of B. (B) Experimental
time plot of the normalized TAMRA fluorescence (1 at the highest and 0 at the lowest) for different
concentrations (0, 1, 2 and 4 nM) of inhibition module Bt0id.

When experimentally assembling the 8 templates of the push-push memory circuit, we had to
adjust the concentrations of 8top and 3t0idp to strengthen the response of the B side to the exogenous
input 3. Note that in the bistable core, state B is less attractive than state A (Figure 3.3-C), which
may explain why switching toward B requires a stronger amplification of the external stimulus 8. We
therefore kept the concentrations of activation module 8toa and inhibition module atoida proposed
by the model (respectively 5 nM and 4 nM), and adjusted the concentration of 6tof to 10 nM. This
explains the large amount of § produced upon injection of & (exceeding the concentration of B at the
steady state). After fine-tuning of the concentration of Bt0id3 (we settled on a concentration of 1 nM,
see SI Appendix, Section 3.7.5), the push-push circuit could be flipped from state A to B —and from
state B to A— by injection of 30 nM of its unique external input, & (Figure 3.7-C). The corresponding

fluorescence time plots are shown on Figure 3.19.

3.5 Discussion

Bistability is a fundamental feature of dynamic systems. Bistable switches have been identified or
postulated in a number of important biological circuits [129, 130, 47, 48, 124, 125, 126, 140, 141, 142].
More generally, bistability seems to be at the basis of the dynamic behaviors of many non-linear
artificial chemical systems, such as oscillators [128, 152].

Molecular bistability can theoretically be obtained from a great variety of reaction network topolo-
gies [148, 149, 153|, and the mechanistic requirements for this function have been explored in detail

[150, 154, 155]. The presence of a positive feedback loop is a necessary but not sufficient signature
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[129, 47, 53, 150]: an isolated single autocatalysis provides bistability only if sufficient non-linearities
are included in the loop. In vivo, mechanisms such as ultrasensitivity or cooperative binding —proteins
that acquire new regulatory functions through the formation of multimers— typically provide these
sources of nonlinearity.

Bistable systems without cooperative nonlinearity can be obtained at the cost of a slightly increased
topological complexity of the network [150]. The in vitro toolbox that we use here does not provide
a mechanism to introduce cooperative effects; however, it allows easy assembly of relatively large
networks. Hence we decided for a robust and symmetrical design that contains two autocatalytic loops
responsible for the self-amplification of two cross-repressing species (another design compatible with
the chemistry at hand is discussed in SI Appendix, Section 3.7.3.2). The advantages of the present
design are twofold: first, both stable states correspond to a high concentration of one out of two species
(and not to the presence or absence of a single species), making the reading and interfacing easier;
second, the symmetry facilitates the identification of the control parameters for the network behavior.
In particular, even for not symmetrical sequences, one can theoretically tune the concentrations of
templates to obtain and balance the bistable domain. In practice, this proved to be a useful feature
for the construction of the more complex target behaviors.

The requirement to switch from one state to the other poses another design challenge. In the ideal
case of a system that adapts immediately to a perturbation, as in the simple model presented in Figure
3.2, flipping from A to B is obtained as soon as the concentration of § is pushed above that of a. This
reactivity should not be expected in systems constructed out of complex biochemical transformations,
which is typical of biological systems. Slow loops then increase the hysteresis found in the bistable
behavior [156]. However, while cellular bistable switches are self-contained and can be exposed to input
stimuli over long periods of time [53], it is not the case of our in vitro batch design: by construction,
inputs o and 3 are degradable species, and an injection of o or  will only produce a spike of limited
length (Figure 3.5). Therefore, we had to look for an alternative switching strategy: we introduced
an additional dimension in the sequence space to provide a switching pathway with a much lowered
concentration threshold (see Figure 3.5). The complete system provides a stable memory, able to
resist very strong transient fluctuations of its chemical signature, but which also specifically responds
to short and dilute spikes of external inputs. Steady state concentrations of outputs o and $ (750 nM)
are of the same scale as the external input required to flip the memory (730 nM), which suggests that

the memory circuit is itself modular: it could be used as such in a plug&play manner for the building
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of more complex reaction circuits.

The step-by-step assembly of large-scale systems —like the push-push memory circuit presented
here— rests heavily on the modularity of the molecular toolbox that we use. By modularity, we refer
here to the fact that a priori, any activating or inhibiting relation between two signal molecules (input
or inhibitor) can be implemented: one only needs to design the corresponding templates. However,
in practice this modularity may be limited by a number of design issues: load effect [71] arises when
a downstream module sequesters the product of an upstream module; enzyme saturation can lead to
unintended coupling between unconnected modules because of the competition for enzymatic resources
[59]; and spurious interactions between non complementary sequences may also lead to some extent
of cross-talk [157]. These effects become more prevalent when the size of the system increases [31].
However, their consequences can be circumvented through the emphasis on the robustness of the
design, which in turn is identified using toy mathematical models (SI Appendix, Section 3.7.3.1).
Then, a complete set of reactions (ST Appendix, Section 3.7.3.4) can be combined to provide a better,
quantitative understanding of the consequences of non-modular interactions, which generally lie beyond
our intuition. In the end, building and understanding the dynamics of these complex networks strongly
rests on the good agreement between the experimental result and the mathematical approach. While
this process can be time consuming, one may envision that, in the future, design rules similar to those
of engineering disciplines will emerge to directly mitigate or incorporate these complex effects. It is
also interesting to note that such design rules may have a direct impact on our understanding of in vivo
regulatory processes: for example, in vitro models suggest that competition for enzymatic resources
may be an important contribution to the dynamics of cellular circuits [51, 59].

In this paper, reaction circuits were assembled in a closed environment. This stands in contrast
to most chemical or biological bistable networks reported so far, which perform in open systems
[53, 56, 55, 57, 152]. This closeness imposes specific challenges, for example the presence of precisely
controlled internal source and sink energetic pathways. It also implies that each experiment has a
limited lifetime, and that true steady states cannot be obtained —because various reaction parameters
are modified over time: for instance, ANTP concentration decreases, and enzymes can loose activity.
Worse, even though the templates are protected from the exonuclease, they get slowly degraded (SI
Appendix, Section 3.7.2.2). These factors may pile up to modify the circuit behavior and explain the
loss of function that we have observed after long experimental times (SI Appendix, Section 3.7.6).

Still, we were able to obtain satisfying pseudo-steady states and to perform at least one complete cycle
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of the two-input memory circuit through its alternative states. For the push-push memory circuit, the
longer time required for switching may explain that repetitive operations were not successful. Note
that an eventual breakdown is unavoidable considering our closed experimental set-up. We anticipate
that if the reactions were performed in an open system (e.g. in a reactor with a constant flow of fresh

precursors), they could be run for an infinite amount of time and switched continuously.

3.6 Conclusion

Biological behaviors are built from and controlled by assemblies of biochemical reactions connected
in complex networks. Despite the enormous molecular complexity of living systems, we may expect
that a correct characterization of the individual components will lead to a rational understanding of
the biological organization and dynamics. A critical test for this approach is the man-made rational
design of molecular systems reproducing non-trivial biological behaviors. The in vivo version of this
idea, synthetic biology, is based on the assumption that biological systems are built from modular,
interchangeable sub-elements: cells provide a platform in which exogenous genetic programs can be
run. Successes along this systematic line are interpreted as a proof of a correct understanding of
the molecular basis of complex, life-like behaviors. However, many studies in this direction have
resulted in a significant deviation from this idealized view of a cell as a universal platform. In many
cases, interference with the housekeeping functions cannot be neglected; modularity is not provided
for free but must be carefully enforced. Our results here suggest that the in vitro approach, which
reproduces some of the essential features of biological networks (including universality), but avoids
some of their limitations, mitigate these concerns and hence may provide a faster learning curve
regarding the potential of reaction networks. Here, the 8 “genes” push-push memory circuit already
compares favorably with the largest realizations of in vivo synthetic biology. Moreover, because it
is fully modular, it could theoretically be connected to other circuits. For instance, two push-push
circuits in series would give a 2-bit binary counter, and one push-push downstream of an oscillator

would perform frequency division, oscillating at half the driving frequency.
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3.7 Supplementary Information

3.7.1 Workflow of network assembly with the DNA-toolbox

Figure 3.9 shows how to implement a target behavior with the DNA-toolbox.
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Figure 3.9: Implementation of a target behavior with the DNA-toolbox. A target behavior can cor-
respond to one out of a number of network topologies. These topologies can in turn be translated
into an assembly of modules compatible with the toolbox. A simple model of the corresponding cir-
cuit allows one to check the consistency of the chosen design with the target behavior, and find out
the key parameters or conditions that the circuit must meet in order to perform as expected. The
following step consists in the design of the templates that encode the activation, autocatalysis and
inhibition modules of the circuit, and the experimental implementation. The experiment should be in
good agreement with the simple (or more detailed) model, which can in turn be used to adjust the
experimental parameters of the circuit.

3.7.2 Experimental building of the bistable circuit
3.7.2.1 Design rules

To build the bistable, we started with the autocatalytic template included in a recently reported
oscillator (template BtoP) [62]. We then designed another sequence (o) with several constraints: the
sequences must be orthogonal (this also goes for their respective inhibitors), in order to avoid reaction
crosstalk. Also, sequences should not exhibit a nicking recognition site at an unwanted location. As
suggested by the simple model, we designed inhibitors so that their dissociation constant was about

two orders of magnitude higher than that of input strands (Table 3.3). Inhibitors are 15 bases long: 13
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bases are matched with the target template, and the last two 3’ bases are mismatched, preventing the
polymerase from extending the duplex. Inhibitors should not display the nicking enzyme recognition
site: to meet this requirement, 7 of the 13 matched bases are on the template input (3’) side and 6 on
its output (5’) side: two partial but no complete recognition sites are then included in these strands
(See Table 3.2).

Because of the symmetric topology of the bistable circuit, both autocatalytic modules should be of
equivalent “strength”. Thus, we designed o and 3 so that the predicted' melting temperatures (Ty,)
on their templates were as close as possible: even though the T, alone is not enough to determine the
relative “strength” of o and [3, it is an accessible parameter to balance the sequences before assembling
the circuit. Enzymes have a different affinity for each sequence, and this parameter is not predictable
(but has recently attracted interest in the context of isothermal DNA amplification and template
dependence [158]), nor controllable for a given sequence. A robust network design should then be
as little sensitive as possible to such unpredictable parameters in delivering the target function, and
also provide some adjustable control parameters that may be used to mitigate these effects, once the
sequences have been decided. Here we have shown that it is possible — in a certain extent — to tune the
concentrations of some templates to experimentally “balance” a non-perfect system in order to obtain
a robust bistable circuit.

Monitoring of o and § is done by using N-quenching [147]: a single fluorophore is attached at
the 3’ end of templates atoi} and Btoio, where its fluorescence gets modified by the presence of the
template’s input (i.e. single-strand vs double-strand state). On the contrary, the binding of the
output doesn’t impact the fluorescence of the template 3’ fluorophore [147]. The fluorophores were not
attached to templates atoa or BtoB for the following reason: these two autocatalytic modules are the
target of inhibitors io and i3, which hybridize 4 bases away from the template 3’ fluorophore. In this
configuration, they might induce a slight fluorescence change when hybridizing [147]. To avoid this

unwanted effect, we attached the fluorophores on inhibition modules atoi and Btoia.

3.7.2.2 Protection from ttRecJ

In order to protect template from degradation by 5’->3" exonuclease ttRecJ, templates have several
phosphorothioate backbone modifications (PT) at their 5’ end. Note that the RecJ exonuclease used

here is not the same as the commercially available enzyme from Fscherichia coli used in Montagne et

1Using DINAMelt (http://mfold.rna.albany.edu/?q=DINAMelt)
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Figure 3.10: Degradation of template Btof (400 nM) by ttRecJ in the same buffer, ttRecJ concen-
tration (50 nM) and temperature (42 °C) as for the bistable switch, memory and push-push memory
experiments. Template Btop has 0, 1, 2 or 3 consecutive phosphorothioate backbone modifications at
its 5’ end.

al. [62]. Here we used thermophilic analog ttRecJ from T. thermophilus [145, 146]. This thermophilic
enzyme is more stable than its mesophilic counter part. Therefore it does not require the addition of
stabilizing additives in the buffer and extends the range of available working temperatures.

However the activities of the two enzymes are slightly different. Figure 3.10 shows the degradation
of 400 nM of template 3top in presence of the same concentration of ttRecJ as used in the switch
experiments reported here. Even with 2 PTs, 3tof is rapidly degraded, which may prematurely disrupt
the functioning of a circuit containing it (this stands in contrast with the mesophilic RecJ, for which
two phophorothioates were found to provide a good protection [62]). Three terminal consecutive PTs
appear to be necessary to obtain a correct protection, but produce a problematic side-effect: the
nicking enzyme cutting speed is divided by roughly a factor of 4 in the presence of the third PT
(Figure 3.11-B).

We hypothesized that this was the consequence of a form of competitive inhibition, where the
nicking enzyme could bind —unproductively— the recognition sequence on the output side of the tem-
plate (even if for this pseudo-site, no DNA extends beyond the nicking position). Following this line
of thought, we searched for a way to decrease the affinity of the nicking enzyme for the output site.
We found that replacing the thymine of the recognition sequence by an uracil (GACUC instead of
GACTC) could indeed address the reduced cutting speed issue. In this case, a correct nicking rate
was recovered (Figure 3.11-C). In fact, we even observed an increase in the rate of the nicking process,

compared to template Btof3 with 2 PT and no dU.
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Figure 3.11: Assay for nicking enzyme activity measurement depending on various template modifica-
tions. (A) Assay schematic: in the presence of templates in duplex form, the nicking enzyme (nick.)
cuts the upper strand between input and output. The two resulting short strands can dissociate from
the template and are degraded by an exonuclease (exo.) to avoid the accumulation of products. In the
presence of Evagreen (double-strand specific intercalating dye) this reaction results in a global decrease
of fluorescence, as template duplexes are converted to single-stranded form. The nicking event is the
rate-limiting step. Stars represent phosphorothioate backbone modifications (PT), located at the 5'-
end of the template. (B) and (C): Normalized fluorescence records for various templates modifications.
The arrow indicates the time for injection of nicking enzyme i.e. the start of the reaction. (B) The
presence of 3 PTs slows down the reaction, even if they are very far from the actual nicking site. (C)
With a U in the nicking enzyme output recognition site (i.e. the one that has no function), 2 PTs
(blue) or 3 PTs (green) do not slow down the enzyme activity. U-containing templates are even faster
than the template with 2 PT and unmodified output recognition site (black).

Also, when a U was placed in the input (3’) site of the template, the nicking enzyme was mostly
unable to cut the duplex anymore (Figure 3.11-C): this confirms that in these conditions, a modified
recognition site is poorly processed by the nicking enzyme. Altogether, these observations strongly
support the previous hypothesis about competitive inhibition. For a more complete analysis of the
effect of dT->dU modifications on various endonuclease activities, see the work of Mazurek and Sowers
[159].

Note that we are discussing about dT->dU modifications, and not the dynamic incorporation of
dUTP instead of dTTP, as in other PCR-related strategies [160]. The presence of these modifications
on the templates will not affect the other toolbox-related processes because i) T->U has only a small
effect on duplex stability, and ii) many DNA polymerases -except archaeal [161]- simply ignore the
difference between dT and dU on the template and reliably incorporate a dATP at this position. We
thus adopted this strategy: all activation and autocatalytic templates have three PTs at their 5-end,

and a U in their output recognition site.
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3.7.2.3 DNA sequences

Experimental concentration in

Template Sequence (5’->3") adjusted reaction circuit (nM)
Bistable | Memory I Push-Push
atoa C*C*A*AGACUCAG-CCAAGACTCAG 75
BtoB A*A*C*AGACUCGA-AACAGACTCGA
atoif3 T*T*A*CTCGAAACAGAC-CCAAGACTCAG
Btoia T*T*A*CTCAGCCAAGAC-AACAGACTCGA
ytoa C*C*A*AGACUCAG-GCATGACTCAT
Stof A*A*C*AGACUCGA-CACTGACTCCT

Stoa C*C*A*AGACUCAG-CACTGACTCCT
atoida T*T*A*CTCAGCACTGAC-CCAAGACTCAG
Btoidp A*A*A*CTCGACACTGAC-AACAGACTCGA

Table 3.1: Templates and concentrations used in this study. Stars stand for phosphorothioate backbone
modifications. Templates are separated in two parts, corresponding to input and output binding
sequences, respectively. Nicking enzyme recognition sites are in bold. Uracilated pseudo-sites are in

gray.

input / inhibitor Sequence (5'->3")

a CTGAGTCTTGG

B TCGAGTCTGTT

y ATGAGTCATGC

) AGGAGTCAGTG

it GTCTTGG-CTGAGTAA
i GTCTGTT-TCGAGTAA
ida GTCAGTG-CTGAGTAA
i5p GTCAGTG-TCGAGTTT

Table 3.2: Input and inhibitors used in this study. Inhibitors are overlapping on both input and output
site of their target template. Nicking enzyme recognition sites are in bold, and partial recognition sites
(on inhibitors) in gray.

DNA templates used in this study, and their concentrations, are shown in Table 3.1. Input and

inhibitors (i.e. the species that are dynamically produced and degraded) are shown in Table 3.2.

3.7.2.4 Sequence space limitation

With the DNA-toolbox, 11-bases long inputs and 15-bases long inhibitors can be arbitrarily wired in
reaction networks following any desired network topology. The shortness of these oligonucleotides is
limiting the available sequences: on the 11 bases of an input, 5 are required for the nicking enzyme
recognition site (in bold on Table S2), leaving 6 bases to choose among 4 nucleotides. That is 46 =

4096 combinations. With a conservative estimate of 2-5 % of them viable (to exclude sequences with
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secondary structures, G repeats, cross-talks or other issues (e.g. parasitic nicking site)), this leaves
about 80-200 sequences. This last number should be compared with the 3 basic sequences needed to
build the push-push memory circuit, giving an idea of the maximal circuit complexity that one could
construct with the DNA-toolbox (in homogeneous, well mixed conditions).

In order to overcome this limitation, that is, to increase the number of viable input species, one
might consider working with longer oligonucleotides (and therefore at higher temperature to maintain
the dynamic exchanges). Also, it should be possible to work with another nicking enzyme having
a shorter recognition site: this would further increase the available bases for designing inputs with

orthogonal sequences.

3.7.3 Model
3.7.3.1 Simple Model

Assuming a Michaelis-Menten mechanism for the DNA amplification step of an activation template T
= xtoy :
m+T<k—xT—>:1:+y+T

—1

we obtain:

@_ kQTxK _k,1+k2
dt  Ky+z' " k1

where T and x are the total concentrations of the corresponding species. Note that this is not
formaly valid: the second (ks) reaction involves two complex enzymatic reactions besides mutiple de-
hybridization, and thus barely corresponds to the classic Michaelis-Menten assumptions. However, for
modelling purposes with minimal mathematical complexity, we can still expect the Michaelis-Menten
expression to correctly describe the saturable production of y as a function of x. From the arguments
above, we would also expect ko << k.1, and Ky becomes roughly equal to the dissociation constant of
x on the template T. Moreover, assuming that the inhibiting strand iy, acts as a competitive inhibitor,

and noting Ky, the dissociation constant of iy, and ky the ko of activator x we obtain:

dy kT

At K,(14 & + 32%)
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For the bistable system as shown in Figure 3.3-A, and assuming the same first order degradation

2

rate D for all species?, we can then generalize the previous equation (with obvious notations) to write

the complete system as:

do ko Ty . D

— = - — .

dt Ko(1+ 2=+ )

B ks Ts. Y
= 3 5 .

dt KB(1+K7,3+KZ;)

dia kzanaﬁ

— = ——— —Du

dt B “

Ks(1+ )

diﬁ kiB~TiB~a .

L e )}

dt Ko(l+2) "

We non-dimensionnalize by setting 7 = t.D, & = a/K,, B = B/Kg, ia = ia/Ka, ip =i5/Ks and
ta = k‘a.Ta/Ka.D, tg = kﬁ.TB/Kg.D, tia = szTwz/KO‘D, tig = kiﬁ.Tiﬁ/KB.D, Ao = KQ/KZQ and
Mg = Kg/K;s.
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It can be checked that the fixed point {a@, B} = {0, 0} is unstable as soon as one of the autocatalytic
templates reach a threshold concentration (t,, >1 or tg >1). The two fixed points that can give rise to
bistable behavior are then {&, B} = {to—1, 0} and {0, tg—1}. They obviously exist only for t, and tg
superior to unity. Moreover, for the first point, the eigenvalues of the associated Jacobian matrix are

{1, =1, (1—ts) /tae, —14ta.tg/(ta+hgtig.(ta—1))} so this point is stable for t, > Ag.tig/(1—tg+Ag.tig).

Similarly, the second point is stable for tg > hq.tiq/(—te+14 Ag.tis). In the case of a perfectly equili-

2This is, of course, not realistic, as inhibitors form more stable duplexes than activators, and are “protected” from
the exonuclease when in duplex form. Also, note that the exonuclease has different Michaelis constants for inhibitors
and activators (SI Appendix, Section 3.7.3.4). However, in the non-dimensional form of the equations, introducing a
different D would come down to scaling t;, and tjz and the respective inhibitors concentrations. Therefore it would not
change the global dynamic behavior.
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brated switch to, = tg and Ay.ti, = Ag.tig, they may coexist for Ay.ti, = Ag.tig > 1. Then, the overlapping
areas of stability (i.e. the bistable range) will increase with increasing hq.tio = Ag.tijg. Finally, a fourth
root in the positive quadrant, corresponding to the coexistence of the two dynamic species, can be
stable when the two previous inequalities are simultaneously violated (and thus produces a monostable
system).

Therefore, the insights brought by this simple model are as follow (see also Figure 3.2):

e As soon as their templates reach a threshold concentration, both autocatalytic loops produce a

non-trivial steady state in o or f3.

e Bistability can occur with asymptotic elimination of one species, but a minimum strength of
the inhibitory link is necessary, and the concentrations of the autocatalytic templates must both
be within a finite range (below which no species is produced and above which the system is

monostable with a single species or two coexistent species).

e The bistable area, which can be interpreted as a quantification of the robustness of the function,

increases with increasing inhibiting strength.

e This can be obtained both by increasing the binding constant of the inhibitor or the concentration
of the template that produces it. Note however that both cases could result in a breakdown of
the assumption used in the model (i.e. inhibitors would not dynamically hybridize anymore or
the enzymes would become limiting and the production rate of  would not linearly follow the

template concentration).

e The most robust behavior is given by the symmetric (ideal) system, as defined above. However,
chemical dissymmetry (for example k, # kg) can be compensated by adjusting the concentration

of the template responsible for the production of each species.

3.7.3.2 Minimal bistable circuit design: single autoloop

In a system lacking cooperative nonlinearities, bistability can still emerge in the presence of at least
one autocatalytic module [150, 153]. By using the simple model, we wanted to check if such compact
circuit design (one autocatalytic module instead of two) would be deemed feasible in the context of
the DNA-toolbox, and if so, how robust would it be compared to the design with two autocatalytic

modules.
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Figure 3.12: (A) Single-autocatalytic module circuit encoding bistability. (B) Non-dimensionalized
equations of the simplified model. ty are the scaled concentrations of template producing x and A the
ratio of activator over inhibitor binding constant. Periods indicate multiplications. (C) Phase diagram
of the bistable circuit in the plane {to, tg}, with {tis, ting} = {0.3, 0.3} and 7 = 1. Yellow: bistable
domain for {hy, Ag} = {20, 20}. Gray: bistable domain for {iA,, Ag} = {100, 100}. (D) Idem with
yellow: bistable domain for {Ay, Az} = {50, 100}; and gray: bistable domain for {}s, Ag} = {100, 100}.

Experimentally, it should be possible to build a bistable circuit with a single autocatalytic module
(Figure 3.12-A), provided that the concentration of one input species (1)) is kept constant (this could be
obtained by simply adding phosphorothioate backbone modifications at the 5-end of ), thus protecting
it from degradation by the exonuclease). In the network of Figure 3.12-A, constant input n activates
the production of 8, which in turn triggers the production of io, inhibitor of atoa. On the other side,
atoa autocatalytically produces o, which triggers the production of inhibitor inf3. The latter is targeting
template ntof, thus inhibiting the production of B.

We constructed a simple model of this circuit (Figure 3.12-B) and analyzed it the same way as the
model of the bistable circuit with two autocatalytic modules (i.e. with the same values of tix, Ax and
the same ranges of {tq, tg}). The phase diagrams of this bistable circuit in the plane {t,, tg} (Figure
3.12-C and D) suggest that in the context of the DNA-toolbox, and using similar design rules, this
single-autocatalytic module design is less robust than the design containing two autocatalytic modules

(analyzed in Figure 3.2). Moreover, it does not deliver a symmetric output to signal its current state.
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3.7.3.3 Simple robustness
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Figure 3.13: Assessing the response of the bistable switch: successive Gaussian spikes of increasing
amount of ~a are added to the system in the B state. § (red line) responds by a decrease as & (blue
dashed line) is injected. Eventually, injected & transiently exceeds the amount of B at the steady state:

the bistable flips from B to A. The parameters are t, = tg = 20, ti, = tig = 0.3, Ay, = Ag = 100.

Using the simple nondimensionalized model, we assessed the response of the bistable switch to
perturbation in its input concentrations. In this simplified, “instantaneous” model (i.e. that strictly
relies on the instantaneous concentrations of dynamic species and does not incorporate hybridization

/ dehybridization dynamics), the bistable flips between states as soon as the injected OFF state input

exceeds the ON state input (Figure 3.13).

3.7.3.4 Detailed model construction
Whereas the simple model gives a good insight about the validity of a given circuit design and its
steady states, it fails to predict realistically the experimental circuit dynamics. Thus we built a more
detailed mathematical model that takes in account all the hybridization and enzymatic reactions that
happen in a toolbox-based DNA reaction circuit (as an example, see the detailed set of reactions for

a circuit constituted of one autocatalytic module on Figure 3.14), with the following assumptions:
e Association rate of k, = 0.06 nM.min"! was taken, as proposed by Zhang and Winfree [19] for
short oligonucleotides.

e Also, inhibitors take advantage of a 7 bases (if hybridizing to template-output duplex) or 6

bases (if hybridizing to template-input duplex) toehold: at 25 °C, this should give them a full
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hybridization speed [19]. Our working temperature is however higher, and should decrease the
efficiency of these toeholds, but, since we are about 1 or 2 °C higher than the T}, of inputs, and
inhibitors bind about 100x tighter than inputs, we still make the assumption that inhibitors can
hybridize to templates occupied by either input or output with hybridization rate k,, (i.e. as
if hybridizing to an unoccupied template). Then, the rate of the reverse reactions (“input (or
output) displacing inhibitor”) can be calculated from the equilibrium constant of the reaction,
i.e. the difference in affinity between activators and inhibitors, which we approximated for every

sequence at toe = 1072

e Bst DNA polymerase and ttRecJ are processive enzymes, so we assume that there is no accu-

mulation of partially polymerized or partially degraded inputs or inhibitors.

e Enzymes rates and Michaelis constants were kept to the same value for all DNA substrates.
When fitting experimental curves, we adjusted (by hand) the specific dissociation rate of each

species to compensate for the substrate dependency of enzymatic rates and affinity.

From a first set of measured or predicted parameters, we used the experimental curves of Figure
3.6-E to optimize the enzymatic and thermodynamic parameters (Table 3.3). This set of adjusted
parameters was then used for all the simulations presented in this work, including the push-push
memory circuit. In this last case, for the two additional inhibitors (ida and id3), we directly used
dissociation constants calculated with DINAMelt3.

In the context of the DNA-toolbox, it is possible to obtain a very good computational estimate of
the dissociation constants of the different species: inhibitors i and i} were chosen for their predicted
dissociation constants (4.8 nM™! for io and 1.1 nM™! for i) that were in the desired range (i.e. about
two order of magnitude higher than a and ). These parameters can also be easily measured with a
DNA melting experiment, which gave the values used in the detailed model (4.8 nM™ for ix and 1.4
nM iB). Experimental and predicted values are very close, which is a great advantage compared to
the system previously reported by Montagne et al., where the presence of trehalose (used to stabilize
the mesophilic exonuclease RecJs) and EvaGreen (intercalating dye) impacted on the melting behavior
of DNA duplexes and were hindering the direct estimation of the thermodynamic values using standard
algorithms [62].

Enzymatic parameters were measured using the assays previously described in Montagne et al. (23).

For ttRecJ, we found similar enzymatic rates for o, 8, i and i3 (300 £ 8 nM/min) and roughly similar

3Using DINAMelt (http://mfold.rna.albany.edu/?q=DINAMelt)
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Figure 3.14: Schematic of the full set of reactions relative to a reaction circuit where input o only
interacts with template atoa, and the corresponding set of ordinary differential equations. atoa is noted
A for simplicity of notation. Red arrows indicate enzymatic reactions. Periods indicate multiplications.
Dissociation rates (in min™) were calculated as kq = k,/Kq

Michaelis constant for inhibitors iat and i (150 £ 10 nM). However, we found Michaelis constant for
input o and B to be higher (440 £+ 100 nM), suggesting a higher affinity of ttRecJ for longer substrates
(inhibitors). This was also the case for RecJs used in Montagne et al. [62]. We thus assigned two
different parameters for inputs and inhibitors. For Nt.BstNBI, we found Michaelis constants of 30 +
10 nM for o and 3. We however kept one single value for all input species, which would be compensated

by adjusting each input dissociation rate during the fitting process.

3.7.3.5 Perturbation of the bistable and switching threshold

As shown in Figure 3.13, the simple model fails to describe the actual resilience of the bistable to

perturbation in concentration of its inputs (o and ). We thus used the detailed model of the bistable,
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Starting Fitted —— f.rom
starting
values values
values
Association rate
(nM-Lmin-1) ka 0.06 0.06 0
Kq 0.014 0.013 -8%
K? 0.006 0.0045 -25%
K3 4.8 5.3 +10%
iB
Dissociation constants K:i 1.4 1.3 -8%

(nM-1) K} 0.007 0.016 +128%

K3 0.02 0.038 +90%
i 48 48 0
K,* 35 3.5 0
Enzvmatic Bst DNA kpol 1200* 2100 m
zy - *

maximum rates polymerase Kpotsp 40 420
(nM.min1) Nt.BstNBI Konick 58 ~ 720 80

ttReC]f krec 300 300 0
Bst DNA K, 44* 80 *
Michaeli polymerase Kmsp 3.5% 55 ¥
ichae [1rsl l\c/lt_:;nstants Nt.BStNBI Ko i = :
ttRec] Km,input 440 440 0
' Kninn 150 150 0

Table 3.3: Set of parameters of the detailed model. Values in bold were experimentally measured.
Dissociation constants were otherwise predicted using Dinamelt. *Enzymatic parameters for Bst DNA
polymerase were measured in different conditions (at 38.5 °C instead of 42 °C and in a different buffer
[62]), making irrelevant the calculation of a drift from the starting values. We noticed one order of
magnitude fluctuations in the batch-to-batch activity of the commercial nicking enzyme Nt.BstNBI
sold by New England Biolabs. Consequently, we needed to adjust the concentration of this enzyme in
the interval from 32 to 400 units/mL, in order to get consistent experimental results, using the assay
of Figure 3.11 for each new batch. After this experimental adjustment of the concentration of nicking
enzyme, we kept a single value of ky;c for the simulations.

let it settle on its steady state for 100 minutes, and then added pulses of a or 3 (as Gaussian spikes). In
Figure 3.15, we plot the state (A or B) of the bistable 500 minutes after the injection, as a function of
the normalized concentration of injected input, for example o/Bss (ratio of injected o on concentration
of B at the steady state) or B/ass (ratio of injected B on concentration of a at the steady state). Both
sides appear to behave relatively symmetrically, and require an injection of opposite input of more

than 20-fold the concentration of input at the steady-state, in order to flip between states.
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Figure 3.15: Numerical simulation of the switching of the bistable with the detailed model. The
system, initially in state A (blue dot) or B (red dot) is perturbed by a Gaussian spike of input of the
opposite species, from 0 to 30-fold the current steady concentration. The plot gives the state observed
500 minutes after the injection.

3.7.3.6 Activation module

An activation module is a template that amplifies a short spike of its input into a long-lasting pulse of
its output. As an example, activation module 6tof is activated by 6, but also acts as a “refuge” for o:
in hybridized (and elongated) state, d is protected from ttRecJ that specifically targets single-stranded
substrates. © is thus able to stay in solution for longer than without “refuge” templates, and thus
activate the production of a long-lasting pulse of 3. Figure 3.16 shows the predicted time plot of o
and [ concentrations produced by 5 nM of the corresponding activation module, compared to a direct

injection of o and .

3.7.3.7 Push-push strategy

In the push-push memory circuit, the current state of the bistable core is fed back to the two activation
modules. This allows the system to decide which internal specie (o or ) to produce upon reading of
the single external input 8, depending on its current state. We checked the validity of this strategy
with the detailed mathematical model. In the absence of autocatalytic modules atoa and Btof (Figure
3.17-A), we impose a fixed concentration (40 nM) of non-degradable internal input o or 3, and set a
spike of 30 nM of external input 5. Figure 3.17-B shows that the system responds with the production

of a large pulse of the species that is initially absent (i.e. {8 if the system is in A state, and conversely).
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Figure 3.16: Predicted time plots of the concentration of a (left) and p (right) produced by the
activation module ytoa or 8tof (5 nM) upon injection of 30 nM of the corresponding input y or d.
These curves (plain lines) are compared to direct spike of 30 nM of o or § (dashed lines). These
predictions were generated with the detailed model.

Still, the model predicts that the charge level of Btoio (for p imposed) and atoif (for o imposed) is
transiently slightly exceeding 1, which indicates a small leak production of the current internal species.
Note that no switching is expected here since the state is externally imposed at all times (and no

autocatalytic module is present).

3.7.4 Reamplification

a B
Bistable state A B A B
Sample dilution 1000 100 100 1000
—— 55 0.82 0.68 40

Concentration (pM)
Concentration in
aliquots (nM)

55%2 0.082+0.008 | 0.068+0.004 40+7

Table 3.4: Measured concentrations of o and 3 at the steady state of the bistable in state A and B.

Here, we used a previously reported method [62] to experimentally measure the concentrations of o
and  when the bistable switch is asymptotically converging toward one or the other of its two dynamic
stable states.

The system was initiated with {o, B} = {10 nM, 0.1 nM} or {0.1 nM, 10 nM}, and allowed 150
minutes to reach one of its steady states, respectively A or B (as judged by the fluorescence signals).
We then withdrew aliquots from the solutions and immediately quenched them by 10x dilution in 95
°C mQ water followed by a 5 minutes incubation at the same temperature. Dilution of these samples

were then amplified by isothermal amplification at 50 °C in presence of template atoa (20 nM) or Btop
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Figure 3.17: Structure and function of the injection layer for the push-push memory system. (A)
Inhibition modules atoida and 3t0idf produce respectively ido and i63, depending on the presence of
either a or 3. Inhibitors ido and i8@ inhibit the activation modules 8toa and 8tof. In the resulting
circuit, in the presence of o, 6toa is inhibited, and injection of the external input 8§ will only activate
dt0B, hence produce . Conversely, in presence of B, only dtoo will be sensible to external input 5. (B)
Theoretical time traces of the charge level of the templates Btoia and atoi either when the constant
presence of o is imposed and a short pulse of § is applied (left), or when the constant presence of B is
imposed and the same short pulse of 8 is applied (right).

(30 nM) with Bst DNA polymerase (8 units/ml) and Nt.BstNBI nicking endonuclease (100 units/ml).
The reaction was performed in a thermocycler set at a constant temperature (50 °C) and monitored
with 1x EvaGreen intercalating dye as described. Using the built-in software, concentrations of o and
B were determined from the shape of the amplification curves by comparison with calibration curves

built from UV-calibrated concentrations of pure o or 3. Results are displayed in Table S4.

3.7.5 Push-push memory circuit
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Figure 3.18: Experimental trajectories (A) and time plots (B) of the push-push memory circuit with
Otoo = OtoP = 5 nM and atoida = Btoidf = 4 nM. Upon addition of 30nM of 8, the circuit switched
from B to A, but failed to switch from A to B.
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Table 3.5: Experimental result of the push-push memory circuit (with dtop = 10 nM, dtoo. = 5 nM

Switching
from
[Btoidf] (nM) A->B B->A
0.6 v
0.8 v
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and atoida = 4 nM) flipping between states for different concentrations of inhibition module $£0idp.
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Figure 3.19: Experimental time plots (same data as Figure 3.7) of the push-push memory circuit with
Otoo = 5 nM, 8top = 10 nM, atoido = 4 nM, and Btoidf = 1 nM. Upon addition of 30nM of 8, the
circuit switched from A to B (left), and from B to A (right).

In the assembly of the push-push memory circuit, we kept the templates of the bistable core at the
same concentrations as for the memory circuit and the bistable circuit, and adjusted the concentration
of the 4 templates that encode the push-push function. The detailed model suggested that the full
circuit would work with concentrations of activation modules 8toa and 8tof at 5 nM and inhibition
modules atoida and Btoid3 at 4 nM. In these conditions, upon addition of 30 nM of 8, the experimental
push-push circuit successfully switched from B to A, but failed to switch from A to B (Figure 3.18).
This result pointed out that a stronger amplification of input  was required to push the circuit (initially
in state A) to the basin of attraction of state B. We consequently adjusted the concentrations of dtof3
(to 10 nM) and Btoidf to obtain a working point where the push-push memory circuit could switch
in both directions. Table 3.5 displays the experimental results of the fine-tuning of the concentration
of BtoidP, showing that the strength of the negative feedback (performed by $t0idf) must be carefully
adjusted in order to reach a reversible working point. Experimental trajectories of the push-push

memory circuit (Figure 3.7) are shown as time plots on Figure 3.19.
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Figure 3.20: Predicted time plots of the proportion of inhibited atoo and Btoff during a switching of
the push-push from B to A (left) and A to B (right). The green line shows where the trajectories
apparently cross on Figure 3.7: one observes that they in fact correspond to two different proportions
of inhibited atoo and Btop.

The discrepancy between the predicted concentrations (8tof = 5 nM, Bt0id = 4 nM) and the ones
that gave good experimental results (8t = 10 nM, Bt0id3 = 1 nM) can be explained by the method
we used to adjust the model parameters. As detailed in SI Appendix, Section 3.7.3.4, we took the same
enzymes parameters for all substrates, then compensated the substrate-dependent enzymatic rates and
Michaelis constants by adjusting the specific dissociation rate of each input and inhibitor.

This method worked well in the case of the two-input memory circuit, where each input activates
only one activation module. In the push-push memory circuit, however, 8 activates both 8toa and
0top, forming two substrates for which polymerase and nickase are likely to display different rates and
affinities. These won’t be possible to equilibrate as we adjust a single parameter for 5. In reality, 6 might
also have two different binding constants for dtoa and 8toP: ideally, one would have to independently
measure the hybridization / dissociation kinetics of all duplexes, and enzymatic rates and Michaelis
constants for all substrates. In the present study, we showed that we could obtain a relatively good

agreement between the detailed model and the experiments without going into such details.

3.7.6 Long-term experiments

One Figure 3.6 of the main text, we showed that the two-input memory circuit could be switched from
one state to the other, then back to the initial state. However, further switching was not successful.
Similarly, re-activating the push-push system after a first switch did not result in a complete switching.
These observations should probably be attributed to the very long time that is necessary to perform
such experiments: in the case of the two-input memory circuit, each switching event takes about 200

minutes (Figure 3.6) and in the case of the push-push network, up to 600 minutes (Figure 3.19-left).
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Figure 3.21: Checking the viability of the circuit over time. (A) Autocatalytic module atoo (20 nM) is
given dNTPs (20 ntM) and input o (1 nM) at the times marked by an arrow: first at t = 140min, then
at t = 1220 min. After having consumed all ANTPs, it stops producing o: fluorescence level gets back
to the baseline level. Reaction is monitored with EvaGreen intercalating dye that reports on the total
amount of double-stranded DNA in solution. (B) Autocatalytic module atoo (5 nM) is inhibited by
io produced by Btoia (20nM) upon injection of B (80 nM). Reaction is monitored with the FAM label
of atoif (20 nM): fluorescence increases as atoo is inhibited. Following a first inhibition (blue curve) a
second is triggered 500 minutes later (red curve).

Over this extended time, dNTPs will unavoidably deplete, enzymes loose activity and template strands
decrease in concentration. Our best hypothesis to explain these experimental observations is that one
of these changes, or possibly a combination of some of them, will ruin the delicate balancing of the
various reactions, which is necessary for the correct functioning of the circuit*: one may imagine that
a decreased, say, nicking activity may favor one side of the switch over the other, and this would drive
the system away from its bistable area. Moreover, because the bistable core is continuously active
over the course of the reactions (continuously producing —and degrading— new oligonucleotides), it
is possible that side reactions, even with low probability or very slow rates, may ultimately produce
deleterious effect on the circuit.

This hypothesis is supported by experiments showing that the activity of various subparts of the
networks do change over time, and not necessarily in a proportional or predictable manner. Two such
simple experiments are presented on Figure 3.21. On the experiment of Figure 3.21-A, autocatalytic
module atoa is activated once upon administration of a small quantity of ANTPs, and is then left in
the presence of the three enzymes, but no dNTPs, for a thousand minutes. When activated again with

the same amount of ANTPs, atoa does not amplify as sharply and takes more time to consume all the

4With this hypothesis, the fact that the Oligator of Montagne et al. could still oscillate after 4000 minutes could be
attributed to a higher robustness of the network design, which does not rest upon the delicate balance of two symmetrical
nodes. It is also probable that the complete switching between two autocatalytic modules that happens in the bistable
circuit (i.e. extinction of one and establishment of a steady state of the other) puts more strain on the system than a
complete cycle of the Oligator (where the autocatalytic module never gets to 0 nor to its steady state concentration, but
oscillate around a value somewhere in between). The fact that the operation of the two-input memory circuit requires
repetitive additions of small volumes of input (hence changes in concentration of the constituents of the system) may
also have an impact on the long-term functioning of the system.
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dNTPs. The experiment of Figure 3.21-B shows two successive inhibitions of atoo: here also, atoa is
more strongly inhibited during the second inhibition. On the one hand, this suggests a loss of activity
of atoa, but on the other hand, this shows that Btoia is still handling well its function. These two
experiments suggest that it may indeed be some variation in the relative “strength” of the subparts
that leads to the loss of function of the global system.

Below, we tentatively discuss one of the many mechanisms that may lead to such evolution over
time and possibly hinder the long-term performance of the circuit.

One issue may lay in the slow degradation of the templates by the exonuclease (Figure 3.10).
In Section 3.7.5 of the SI, we have seen that the push-push memory circuit was very sensible to a
variation in template concentration: the circuit worked for 1 nM of 320i5p3, but its ability to switch in
both directions was lost when this value was increased or decreased by 20%. As a circuit is running,
the exonuclease may slowly degrade all the templates, potentially disrupting the ratios of templates
concentrations in the circuit; it turns out that we have not found a perfect protection against ttReclJ.
Besides, the actual behavior of ttRecJ with respect to phosphorothioate (PT) linkages (used to protect
the 5’ end of all templates) is not known.

PT linkages are inherently chiral: Yang et al. [162] reported that Exonuclease III stops on R
isomers, but digests S ones. If ttRecJ was to behave the same, we would have, roughly, 50% of intact
templates, 25% of templates with 1 base missing, 12,5% of templates with 2 bases missing, and 12,5% of
templates entirely digested. In the case where PT linkages would just slow down ttRecJ, all templates
would be degraded little by little throughout the reaction. Given the results of Figure S2, we might
be facing both behaviors at the same time: degradation curves for 2 PT and 3 PT display an initial
quick decrease, then a slower linear slope.

In any case, templates are likely to loose activity because of (i) decrease of their concentration,
(ii) loss of one or two bases in 5’, which would results in the production of truncated output (with
one or two bases missing in 3’), less stable on their target template (i.e. weaker activators). Then, an
explanation for the results shown on Figure 3.21-B (i.e. inhibition module Btoix still properly handling
its function) would be that inhibition modules spend most of their time in duplex with the inhibitor
that they produce (io has a predicted Ty, of 51.3 °C on Btoia): in this duplex form, they are protected
from the single-stranded specific exonuclease and consequently degrade more slowly.

Note however that the mechanism discussed above would not explain the difference in durability of

two similar templates like atoo and Btof, but more a departure from the general balance of the system.



Chapter 4

Toward memory circuits

In this chapter, we present the progression that led to a better understanding and harnessing of the
tools forming the DNA-toolbox, and ultimately to the work presented in the previous chapter. This
progression was littered with challenges that ranged from hunting for the good exonuclease to finding
a good strategy to assemble circuits displaying bistability. Amongst others, we sought for different
designs of bistable circuit, as well as a good way to reversibly update their state, but also worked on
the roots of the DNA-toolbox, defining the design rules for autocatalytic and inhibiting sequences, and

tried to stabilize on the long-term these reactions occuring in a closed system.

4.1 Enzymes activity

Enzymes are able to catalyze a variety of reactions within a DNA strand or between two separate
DNA strands. The reactions of the DNA-toolbox are catalyzed by three enzymes: a polymerase (Bst
DNA Polymerase, Large Fragment), a nicking endonuclease (Nt.BstNBI) and an exonuclease (ReclJy,
which we eventually replaced by ttRecJ). With the exception of ttRec], all enzymes are commercial
ones, and we noticed a large difference in activity from batch to batch (we experienced up to a 10x
difference for Nt.BstNBI and a 100x difference for RecJs). Our systems are very sensible to the activity
of enzymes, and the readjustment of enzymes conditions demanded numerous experiments. More than
just a variation in their activity, batches sometimes presented some not characterized parasitic activity
that hindered the global functioning of our systems. Figure 4.1 shows two example experiments: a

simple comparison between two batches of Nt.BstNBI for a simple amplification reaction, and a ramp
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Figure 4.1: Left: Simple amplification of T11 (5-TCGAGTCTGTT-3’) in presence of 100 nM of its
associated autocatalytic template. The two curves correspond to the same reaction mix to which the
same concentration of Nt.BstNBI from an “old” (red) or a “new” batch was added. Fluorescence data of
EvaGreen is divided by that of ROX reference dye, removing machine-related variation of fluorescence
intensity. Amplification performs at a different rate, and the reactions reach a different steady state,
which suggests a difference in the activity between these two batches. Right: Ramp of Bst DNA
Polymerase on the oscillating system further presented in chapter 6. Curves were offseted for visibility.
A variation of 10 % of polymerase concentration dramatically modifies the kinetics of the system.

of concentration of polymerase for oscillations.

We had to change from one batch of enzyme to an other a large number of times, and number
of experiments were done to find the “good” enzymes conditions for a given system. Moreover, the
experiments presented in this chapter were performed over a long period of time, with many different
batches of enzymes displaying changing activities. In consequence, the concentrations of enzymes for

each experiment do not seem to be a relevant information, and will be omitted in this chapter.

4.2 Bistable Switch: a design out-of-the-toolbox

In this design, two autocatalytic modules swA and swB are repressing each other without intermediary
sequences (Figure 4.2-A). This bistable switch relies on some form of bifunctionality: the same strand
is able to activate its own production and repress the production of an other strand. Such function is
not part of the standard DNA-toolbox, and consequently we have to rely on some DNA-related trick.

The functioning of this circuit is clarified on Figure 4.2-B: swA autocatalytically produces strand
a, that binds on the input site of swB, thus inhibiting the production of strand b. The same goes for
swB, which, when active, inhibits the production of strand a. More precisely, on the one hand, strand
a binds with a low affinity on the input site of swA (the 5’ end of strand a is mismatched on the input

site of swA, see Figure 4.2-C). On the other hand, strand b (produced by active swB) binds with a
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Figure 4.2: A bistable switch out-of-the-toolbox. (A) Topology of the circuit: two templates (swA
and swB) are autocatalytically producing signal molecules (respectively a and b) that directly re-
press the activity of the opposite template. (B) Schematic of the reactions for swA (up) and swB
(down). For swA, strand a can bind on the input site with a mismatched 5" end. Through the
work of a polymerase and a nickase, it allows the production of another strand a. Strand a can
also bind on the input site of template swB with a mismatched 3’ end, preventing the polymerase
to elongate this substrate. Template swB follows a symmetric scheme. These reactions should en-
code for “if a then not b” and “if b then not a”. (C) Stability of the duplexes calculated (Dinamelt)
for swA (5- *G*T*GACTCTGCC- ' GTGACTCTGGG-3), swB (5-A*T*G*T*GACTCTGGG-
ATGTGACTCTGCC-3"), a (5-GGCAGAGTCAC -3’) and b (5-CCCAGAGTCACAT-3’). Strand
b is more stable than strand a on the input site of swA, in order to inhibit the production of a. (D)
Calculated time plots of the bistable switch started with {[a], [b]}={1nM, 2nM} (left) and {4nM,
InM} (right). After some transient, the system finds a steady state of production of either a or b (but
not both). These time plots were calculated for a concentration of swA and swB of 20 nM, at 40 °C.

higher affinity than strand @ on the input site of swA (Figure 4.2-C). Having its 3’ end mismatched
on swA, strand b is preventing the polymerase from producing strand a from template swA. In this
scheme, we expect strands a and b to be mutually exclusive: at the steady state, either a or b should
be produced, but not both.

A simple model (that did not take the saturation of enzymes into account) with the calculated
(Dinamelt) dissociation constant of a and b on swA and swB predicted that the system would exhibit
a bistable behavior (Figure 4.2-D), provided realistic enzymatic reaction rate, on however a narrow
window of carefully chosen concentrations of templates. Experimentally, we could confirm that b
was inhibiting the activity of swA and a was inhibiting the activity of swB (in the concentrations of
templates and temperature suggested by the model). Assembling the two templates did not, however,

produce the expected bistable behavior. Several hypothesis can be done about this failure:

e the model required precisely balanced concentrations of swA and swB to work, which can be

hard to obtain experimentally, considering an eventual asymmetry of the dissociation rates and
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enzymatic rates and affinities.

e both templates had 4 phosphorothioate backbone modifications in their 5’ end, and no U in the
output nickase recognition site. We observed later that 3 phosphorothioates were already enough
to dramatically decrease the nicking reaction speed (as discussed in Section 3.7.2.2). Four can

just be worse.

e the autocatalytically produced strands (a and b) are very stable on their output site because
they are matched on both sides (Figure 4.2-C). Thus, at the working temperature, we expect Bst
DNA Polymerase to only work in strand displacement (it has to displace the hybridized output

strand to polymerase a new output strand), making the autocatalytic production reaction slower.

e the relative strength of inhibitor vs activator might not be high enough (only about 5 °C of T,

difference). Yet, we know that in the case of the oligator, a difference of about 10 °C is required.

It should be possible to address these points, and (maybe) make this bistable circuit work properly.
However, if ever working, it might still be hard to interface this system that uses some particularities
of the oligonucleotides (i.e. the bifunctionality) that are not part of the toolbox and might not be

cascadable or generalizable.

4.3 Bistable circuits with the DN A-toolbox

To construct a bistable with the DNA-toolbox, we selected a symmetric repressor-repressor design,
where two autocatalytic modules repress the activity of each other through two inhibitor modules
(Figure 3.2). We first designed a bistable switch circuit based on the autocatalytic templates of the
oligator designed to work at lower temperature (c11bt, also used in Figure 2.5: 5’-C*T*TAGACTCAG-
CTTAGACTCAG-3’), and another autocatalytic template, c11’ (5-A*C*TTGACTCTC-ACTTGACTCTC-
3.

4.3.1 Working with mesophilic RecJ¢

We started to work using the same enzymes (i.e. Bst DNA Polymerase Large Fragment, Nt.BstNBI
nicking endonuclease and RecJy exonuclease) and buffer as for the original oligator [62]. We designed
the two inhibition modules that make the link between c11bt and c¢11’, and tried to monitor the

reaction with a TAMRA fluorophore located on the autocatalytic templates, either c11bt or cl11’ -
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Figure 4.3: Comparison of RecJ¢ and cd-ttRecJ. Degradation of two non-protected substrates with
RecJ (dashed, blue curves) and ed-ttRecJ (red, solid curves). Whereas RecJs shows a typical Michaelis-
Menten kinetic, cd-ttRecJ seems to have a first order kinetic in these conditions. This reaction was
performed at 38 °C with 500 nM of substrate, with a concentration of cd-ttRecJ of about 50 nM.

we realized later that this was causing the weak signal intensity obtained: the input-induced signal
is crosstalked with the inhibitor-induced signal hybridizing a few bases away from the fluorophore
(see Figure 2.3 in Section 2.4.2). Initially, we thought that the presence of trehalose (used to stabilize
ReclJ; at temperature higher than 37 °C) was to blame. This wasn’t absolutely wrong: the fluorescence
signal of both EvaGreen intercalating dye and attached fluorophore is notably decreased in presence of
trehalose. We soon gave up working with mesophilic RecJs, which was not stable enough (even in the
presence of trehalose) to allow the exploration of higher temperatures, where we could expect faster

reactions kinetics.

4.3.2 Trials with thermophilic cd-ttRecJ, purified in-house

With the purpose of increasing the temperature of the reactions (thus probably gaining in speed), get
rid of trehalose (used to stabilize the expensive RecJ¢, but that had also an impact on hybridization
kinetics [62], decreased the fluorescent signal intensity and was hard to manipulate because of its vis-
cosity), we looked for an alternative thermophilic exonuclease. Reported by Yamagata et al. [163],
protein ttRecJ is cloned from the thermophilic bacterium Thermus thermophilus HB8; cd-ttRecJ cor-
responds to the core domain of ttRecJ and has a 5->>3’ exonuclease activity. Reportedly, exonuclease
cd-ttRecJ is stable up to 60°C, and shows an increase in activity up to 50°C [163]. With the help of
Dr. Tabata (from Noji Lab., in University of Tokyo), we expressed, extracted and purified cd-ttRecl,
a thermophilic exonuclease which plasmid was obtained from Dr. Yamagata [163]. The protocol can
be found in Appendix Ezpression, extraction and purification of cd-ttRec .

We checked the activity of cd-ttRecJ, which appeared to have a higher K, than ReclJ¢ (Figure
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Figure 4.4: Bistable c11bt-c11’ (Left) Amplification by cl1bt and ¢11’ in the absence (dashed) and
presence (plain) of inhibitor strand (present in the same concentration as the autocatalytic module). In
presence of inhibitor, the amplification start is delayed. (Right) Complete bistable system. Template
cll’ is labeled in 3" with TAMRA, which fluorescence is quenched in presence of c11’ input. The
system started with a small amount of input of either c11bt or c¢11’. Accordingly, the system takes the
cllbt state (high fluorescence) or c¢11’ (low fluorescence). However, after some time (around 70min),
the system started on cl1bt state self-switches toward c11’ state (blue curve). These reactions were
performed at 38°C, with concentration of 20nM for autocatalytic modules and 60nM for inhibitor
modules.

4.3), as expected from the deletion of the nucleic acid binding domain [145]. We then restarted our
experiments on the bistable circuit, this time with cd-ttRecJ. Still using c11bt and c11’, we observed
that ¢11” was much “stronger” (i.e. harder to inhibit) than c11bt (Figure 4.4-Left). In the context of
the bistable circuit, the system started on cl1bt side would spontaneously switch to c¢11’ side after
some time, which confirmed that c¢11bt had difficulties to efficiently inhibit c¢11’ (Figure 4.4-Right).
Another problem arose at this point: as it can be seen on Figure 4.4-Left, the steady-states are not
flat. We tentatively attributed their negative slope to a partial degradation by cd-ttRecJ. This was
later confirmed (see Figure 4.10): whereas two phosphorothioates provided a good protection against
RecJ [62], they were not enough to protect the templates against cd-ttRecJ. One could argue that, in
the conditions of experiment of Figure 4.4-Left, templates produce a steady-state of output and are
thus most of the time double-stranded (i.e. not targeted by cd-ttRecJ). However, due the working
temperature being near the duplexes Ty, (or even higher in the case of ¢11bt), these duplexes are not
stable, and probable targets for cd-ttRecJ. We thus went back to the commercial, mesophilic RecJ; for

some time.

4.3.3 Design and evaluation of autocatalytic modules

Having realized that autocatalytic modules (for instance c11bt and c11’) could present high variations

in amplification efficiency depending on their sequence, we worked at finding theoretical or empirical
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rules to design new - potentially better balanced - sequences, and finding a way to evaluate their

performance.

By comparing the melting temperature (T,,) of input sequences

Figure 4.5-Up displays the input sequences and experimental time plots of their amplification performed
by their respective autocatalytic modules, without exonuclease. In this assay, all sequences do not
appear to amplify identically: ¢S11 seems slower (compared to cZ11 that has a close Ty,), cK11
diverges (unknown reason). Only looking at the stability of an input on its autocatalytic template is

not a good way to evaluate its amplification performance.

Turnover experiment

In order to easily evaluate the efficiency of a given autocatalytic module, we introduced the “turnover”
experiment. The idea is to put the autocatalytic module (with polymerase, nickase and exonuclease)
in presence of a given amount of ANTPs, and look at the time it needs to consume them all. As the
autocatalytic module runs out of ANTPs, it cannot sustain the steady state production of input /output:
fluorescence of EvaGreen returns to the baseline level as input/output degraded by the exonuclease
are not replaced by freshly produced ones. Then, using the same enzymatic and buffer conditions
(containing the same concentration of dNTPs) for various autocatalytic modules, we could directly
compare their turnover. Experiments of turnovers for ¢T11, cP11 and ¢Z11 are shown on Figure 4.5-
Bottom: not only it reveals different behaviors (¢T11 steady-state is never really reached - this will be
discussed later on, in Section 4.6.3), but also allows to calculate the production rate of each templates
in the experiment conditions. For instance, in the case of Z11, the limiting ANTP is G (Figure 4.5-
Left): 5 dGTPs are used for each produced Z11. Thus, with 25 pM of dGTPs initially present, cZ11
can catalyze the production of 5 pM of Z11, that are mostly produced during the steady-state (plateau
of the fluorescence curve). The steady-state is kept for about 55 min in the case of 30 nM ¢Z11, which
leads to a production rate of roughly 90 nM/min. If the first order degradation rate (kig;) of the
exonuclease is known for this sequence, it is possible to directly extract the concentration of Z11 at

the steady state.

Designing a library of autocatalytic modules using rational ‘“design rules”

We then designed new autocatalytic modules following a few rules, for a sequence 211 of 11 bases:
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Figure 4.5: (Left) Amplified sequences and calculated Ty,. (Right) Fluorescence curves of amplification
(self-start, i.e. without primer) at 38.5 °C, in the absence of exonuclease. Templates are present in
concentration of 60 nM. (Bottom) Turnovers for ¢T11, cP11 and ¢Z11 at 38.5 °C with 25 pM of dNTPs,
and three different concentrations of autocatalytic modules.

Q11 has to include the nicking enzyme recognition site.

Amplified sequence Q11 should not end with a G in 3’, which would make an unwanted nickase
recognition site appearing on the inhibition module Qtoinh? in the case of a 8-6 inhibitor (i.e.
an inhibitor forming 8 base-pairs on the input site and 6 base-pairs on the output site of the

target autocatalytic module).

Amplified sequence Q11 should not end with GA, which would make an unwanted nickase recog-
nition site appearing on the inhibition module Q¢oinh? in the case of a 7-6 inhibitor (that is,

those that we adopted for the final version of the bistable circuit).

. Q11 (as well as the corresponding autocatalytic module) should not present any secondary struc-

tures (that could lead to self-triggering in the case of a self-fold with a matched 3’, or other

uncontrolled behaviors) or interactions between two Q11 (to avoid primer dimer).

. The melting temperature of Q11 should be not too high nor too low (i.e. should not be composed

of too many C and G or A and T).

. For the following sequences, we also avoided double C or double G, in order to limit the sequences

domain to search.
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Scrutinized sequences are shown on Figure 4.6 and 4.7.

Evaluating the new sequences

Evaluation of the new sequences was done by comparison with a previously designed (and efficiently
amplifying) autocatalytic module: ¢X11. We first performed a simple amplification (Figure 4.8-Left).
As all sequences seemed to amplify well, we checked their turnover (as defined previously) in presence
of 40 utM dNTPs (Figure 4.8-Right). The application of the few design rules presented before proved
to be successful: all autocatalytic modules amplified correctly (Figure 4.8-Left), contrarily to some of
the ones used in Figure 4.5-Right. These rules were however not sufficient to insure the efficiency of
all sequences: the turnover experiment (Figure 4.8-Right) helps finding out which sequences should be
discarded. To compare the autocatalytic modules, we can calculate their normalized plateau time with
regard to cX11: § = % with N the number of limiting ANTP per polymerized oligonucleotide
and T the plateau time. This gives Scwi1 = 0.73 , Scg11 = 0.86, Scr11 = 0.87, Sexi1 = 1, Seni1 =
1.21, Scp11 = 2.66. In the present case, one might want to avoid working with ¢D11 (which is slow)
or cR11 (which shows a tilted plateau).

Sequence dependence of DNA exponential amplification (EXPAR [105]) is still not well understood,
but has been the subject of a recent study [158], in which the Qian et al. characterized the performance
of about 400 templates. They notably observed that GA or AG dimers-rich sequences were poorly
performing. Interestingly, one of our “strongest” autocatalytic template (¢cP11, see Figure 4.5) has very
few AG dimer (i.e. a lot in the amplified sequence, as displayed in Figure 4.5). For future design of

autocatalytic templates, one may consider including the rules proposed by Qian et al. [158].

4.3.4 Design rules for inhibitors

Inhibitor strands are referred to as inhQ211-ab where “€2” is the autocatalytic module targeted, “a”
is the number of bases that will bind on the input site of the target template, and “b” the number
of bases that will bind on the output site. For instance, inhT11-76 targets ¢T11 and binds with 7
bases on its input site and 6 bases on its output site. Inhibitors should be more stable than inputs
in order to block autocatalytic modules. Montagne et al. [62] proposed that the Ty, of an inhibitor
should be about 10 °C higher than that of the target input, which was the case for the oligator. In
the case of a bistable circuit, the importance of the inhibitor binding strength can be deduced from

the analysis of a simple model of the circuit (as described in Section 3.7.3.1). Roughly speaking, the
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Figure 4.6: Designing autocatalysts (first part). Sequences were chosen following the previously defined
rules (xxxxx indicates the nickase recognition site, GACTC). All sequences were scanned to discard the
ones presenting too stable (or “dangerous”, such as a hairpin with a matched 3’) secondary structures
(checked with Nupack). Among the remaining sequences, a few were chosen, after making sure that
the Ty, of the amplified sequence was between 37 and 39 °C (calculated with DinaMelt).
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Figure 4.7: Designing autocatalysts (second part).
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Figure 4.8: Evaluation of new autocatalytic modules (20 nM, 43°C). (Left) Amplification (self-start).
All sequences seem to perform amplification efficiently. (Right) Turnovers in presence of 40 pM dNTPs.
Limiting ANTP for each template (and number per polymerized oligo): ¢cD11: G(5), cE11: G(4), cN11:
A(4), cR11: G(4), cW11: A and G (4), cX11: A (4). Despite consuming more of the same dNTP per
polymerized oligo, template ¢cD11 is by far the slowest. Template cR11 presents a tilted plateau: it is

never really flat.

stronger the inhibitors are, the larger will the bistability domain be. However, too strong inhibitors
are likely to impact the dynamic of the circuit: we are looking for an efficient dynamic inhibition to
insure a good responsiveness of the circuit. They would also result in a break-down of the hypothesis
of fast equilibrium used to build the simple model (see Section 3.7.3.1).

In the context of the DNA-toolbox, inhibitors must also meet two sequence requirements:

1. They must possess two 3’ mismatched bases to prevent the polymerase from extending them as

they are hybridized on their target template.

2. They should not present the nickase recognition site, which might lead to disastrous experiments
(Figure 4.9): as a consequence, inhibitors cannot cover more than 8 bases on the input site of

the target template, and 6 bases on the output site.

In an attempt to make stronger inhibitors that would not have the nickase binding site, we tried to
include a mismatch on the output-binding section of the inhibitor: this would allow us to have inhibitors
covering more that 6 bases on the output site of the target template, presenting a mismatch in the
nickase recognition site, which we hypothesized to be enough to distract the nickase from binding to the
mismatched substrate. In practice, the designed inhibitors were targeting cP11, which later appeared

to be a “too strong” autocatalytic module: these mismatch-bearing inhibitors did not work against it.

4.3.5 Trials with unbalanced autocatalytic modules

We tried to build bistable circuits with the autocatalytic modules of Figure 4.5-Bottom: ¢T11, cP11 and

¢Z11. All three circuits (T-P, T-Z and P-Z) resulted in systems that would eventually set in one single
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Figure 4.9: Forbidden inhibitors. (Left) Sequence of P11 and three associated inhibitors: inhP11-67
and inhP11-77 have the nickase recognition site (in bold). (Right) Turnover of cP11 (15 nM) alone or in
presence of 30 nM of inhP11-67 or inhP11-77 protected against degradation by ttRecJ. The experiment
is run at 42 °C with 50 pM dNTPs. In presence of inhibitors that have the nickase recognition site,
the reaction produces an unexplained fluorescence trajectory.
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Figure 4.10: Degradation of template cl11bt (400nM, 43°C) with 1, 2, 3 and 4 phosphorothioates
(pt). Fluorescence intensity of EvaGreen was divided by that of ROX (1x) reference dye, then divided
by the fluorescence of the corresponding template in absence of exonuclease. Still, fluorescence level
are not perfectly quantitatively comparable, as 0 does not correspond to OnM of template remaining.
(Left) Degraded by ttRecJ (15% of 1/160). Templates with one and two phosphorothioates are quickly
degraded. (Right) Degraded by cd-ttRecJ (10%), which behaves quite differently. Interestingly (and
unexpectedly), 2pt provide a better protection than 3pt. Also, 2pt and 4pt curves have similar profiles.

state, suggesting a lack of balance between the autocatalytic modules. These failures were also probably
due to other problems unrecognized at that time. We were still working with the commercial RecJs,
usually at temperature as low as 38.5 °C, using EvaGreen that was stabilizing duplexes, and trehalose
that was probably slowing down the hybridization kinetics [62]. It is possible that these conditions
were increasing the already important gap between the sequences amplification performances. We
realized later that cP11 as well as c¢Z11 were virtually unstoppable in the concentrations then used

(>20 nM), even at higher temperatures.
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‘ ‘ original new
exonuclease RecJ¢ ttRecJ
temperature up to 40 °C up to 50 °C

stabilizing agents triton X-100 (0.1 %), trehalose synperonic (0.1 %),
(400mM), BSA (0.1 mg/ml) BSA (0.1 mg/ml)
product inhibition by
strong less

the nicking enzyme

N-quenching (sequence-specific),

monitoring EvaGreen (non-specific) EvaGreen (non-specific)
. . 5’: 2 phosphorothioates, 5’: 3 phosphorothioates,
femplate modifications 3’: phosphate 3’: fluorophore or phosphate
inhibitors 8-6 7-6

Table 4.1: Status of the DNA-toolbox. The use of thermophilic ttRecJ allows to increase the temper-
ature, and get rid of trehalose. Product inhibition: the use of a dU in the output site of the nickase
recognition site decreases the affinity of the nickase for this site (where it would bind without having
anything to cut, thus hindering the melting of the output). Monitoring: N-quenching allows to moni-
tor the reactions in a sequence-specific manner, which was not possible with EvaGreen. Inhibitor: we
adopted inhibitor 7-6 (with 7 bases hybridizing to the input site, and 6 bases hybridizing to the output
site of the target template) instead of 8-6. While still efficiently inhibiting, shorter inhibitors (i.e. less
stable), allow a faster recovery of the target template from inhibition.

4.3.6 Working with a new thermophilic exonuclease: full-length ttRecJ

The purified full-length ttRecJ was a kind gift from Dr. Masui (Osaka university), and worked like a
charm. Exonuclease ttRecJ proved to be extremely stable, and seemed perfectly usable for our DNA
reaction circuits. It however brought a disturbing surprise: the two 5’ phosphorothioate backbone
modifications that provided a good protection against RecJs were not enough against ttRecJ (Figure
4.10-Left). Luckily, 3 or 4 phosphorothioates seemed better, as opposed to cd-ttRecJ for which 3 were
worse than 2 (Figure 4.10-Right, still unexplained).

We consequently ordered autocatalytic templates with 3 phosphorothioates instead of 2, but soon
found out that these were performing poorly compared to the ones with only 2 phosphorothioates.
These results and the solution to this issue are presented in Section 3.7.2.2. Once this problem was
solved, we adopted ttRecJ and redesigned our reaction circuits in order to work with this enzyme,
potentially at a higher temperature. At this point, the DNA-toolbox had evolved quite a bit (Table

4.1): we kept this status for the rest of this study.

4.3.7 On balancing the bistable circuit

Even carefully designed autocatalytic modules with very close T, are far from being perfectly balanced:

some show a better amplification performance than others. The present symmetric design of bistable
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circuit however requires well balanced nodes: as seen in Figure 4.4-Right, two autocatalytic modules
of very different strength will result in a monostable rather than bistable system. Consequently, we
set out on searching for a way to quantify and compensate these differences, in the context of the
chemistry at hand (including buffer, temperature and enzyme conditions).

A first idea - given a working temperature and enzymes concentrations - was to use the turnover
experiment (see Figure 4.8), on the two autocatalytic modules, or on the two “semi-switches” (autocat-
alytic module + inhibition module), for ramps of concentration of autocatalytic module or inhibition
module. We would then select the concentrations for which the two sides were consuming dNTPs at
the same rate. The problem with this strategy is that it would not take in account a factor that is
critical for a proper balancing: the strength of inhibitors on their target autocatalytic module (i.e.
the inhibition strength). Still, such experiments revealed the “charge” or “load” effect (as shown by
Franco et al. [71] for a genelet-based circuit that has to “load” a downstream process): the greater the
concentration of inhibition module was, the slower the system was to consume dNTPs (i.e. the weaker
was the autocatalytic module that had to charge the following inhibition module, see also Section
4.7.2).

Another idea was to inhibit the semi-switches by using phosphorothoiated inputs (thus protected
from the exonuclease) to charge the inhibiting inhibition module, that would consequently produce a
steady amount of inhibitor (Figure 4.11-A and B). This would have been an elegant method to evaluate
the strength of the fully-charged inhibition module, and select its concentration so that the targeted
autocatalytic module would be (just) inhibited. It actually did not work: phosphorothioated inputs
were not able to activate the production of inhibitors efficiently (Figure 4.11-C). This may be due to
the phosphorothioate backbone modifications, which, as discussed in Section 3.7.2.2, are hampering
the work of the nickase: if the nickase is slowed down, the production of inhibitor is also slowed down,
which will result in a weaker inhibition of the target template. We tried to use phosphorothioated
inputs with longer 5’ end, in order to move the phosphorothioates away from the nickase recognition
site: this only had a (too) small positive impact. Consequently, this method was not deemed viable to

balance the bistable circuit.

4.3.7.1 First: charge and inhibit to balance

The next strategy was motivated by the idea of taking in account both the load on the autocatalytic

modules and the relative strength of inhibitors, while trying to have a system as sensitive as possible
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Figure 4.11: Inhibition using protected input. (A) Circuit and templates. [atoa] = 10 nM, [atoif] =
[Btoia] = 30 nM. 250 nM of either “regular” § or protected {3 is injected to inhibit autocatalytic module
atoo. The corresponding reaction (at 42 °C) is monitored with TAMRA (B) (high fluorescence corre-
sponds to high concentration of ) and FAM (C) (low fluorescence corresponds to high concentration
of o). Injection of regular B (blue curves) results in a spike in (B) - because injected B is progressively
degraded by the exonuclease - and a transient inhibition of atoa in (C). Injection of protected 8 (red
curves) results in an increased fluorescence followed by a plateau in (B) - because protected {3 is not
degraded by the exonuclease - and a very slow and continuous inhibition of atoa in (C).

(which would be easier to flip from one side to the other). This balancing algorithm was as follows,

for a bistable switch A-B, constituted of autocatalytic modules atoo and Btop:

1.

Choose one or more concentrations of inhibition module: [atoif] (10 to 30 nM).

Run a first “charge” experiment (ramp of autocatalytic module atoo up to the concentration of
atoif), in order to determine the concentration of atoo required to correctly charge atoif. This

determines couples of concentrations of the semi-switch A: [atoo] and [atoif].

Run an inhibition experiment: create a ramp of the opposite inhibition module Btoix to find out
the required concentration of Btoia to completely inhibit the semi-switch A (atoa + atoifl) upon

transient input of B. This determines [Btoia].
Run a second charge experiment for semi-switch B, to determine [$tof] required to charge [Btoia].

Run a second inhibition experiment to determine if the selected [atoif] (at step 1) is sufficient to

inhibit semi-switch B (Btop + Btoia).

If it is not, start over from step 1 with another concentration of [atoif] (lower for a weaker

inhibition and higher for a stronger inhibition).

This method somewhat worked, but required several experiments to complete, and did not warrant

100% success from the first round. Here is a refined version of this method, that should work in a

single round (see the example of Figure 4.12):
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1. For 10 nM and 20 nM concentrations of inhibition module, run the “charge” experiment, with a

ramp of autocatalytic module atoo or Btof (Figure 4.12-A).

2. Pick one or more couple of [atoo] and [Btof] that take about the same time to charge their

inhibition module.

3. For these concentrations of atoa and Btof3, do an inhibition experiment with a ramp of inhibition

module (Figure 4.12-B).

4. Pick concentrations of inhibition module atoi and Btoia that inhibit the opposite autocatalytic

module for about the same laps of time.
5. Assemble the bistable circuit.

This refined method worked well, yielding a balanced bistable circuit in two experiments. A remaining
problem was that the first charge experiment was done with a fixed concentration (10 or 20 nM) of
inhibition module: we have seen that after balancing, it is likely that the chosen concentration of
inhibition module will be different. If, for instance, an autocatalytic module has less inhibition module
to charge, it will become “stronger” (see Section 4.7.2), i.e. harder to inhibit, which would then require

an increased concentration of the opposite inhibition module, further de-balancing the system.

4.3.7.2 Second: inhibit to balance

We then searched for an even simpler way to balance the circuit: a single experiment that would point
out the concentrations of the four templates at once. With the insights from previous experiments,
we were aware of the load problem: basically, if an autocatalytic module has too much downstream
templates to charge, it gets weaker. Having too much to load will also negatively affect its resilience
against inhibition. The idea for this new balancing strategy was that if we were fixing the two con-
centrations of inhibition modules, the only fact of changing the autocatalytic modules concentrations
would be enough to balance both sides, while taking in account the load effect. All this, of course, for

sequences balanced as much as possible at the design level:

1. Set the same concentrations for the two inhibition modules [atoiB] and [3toia] (20 nM should be

enough)

2. Run in parallel these two symmetrical experiments, with [atoif] = [Btoia] = 20 nM: (i) ramp of

[atoa] from 5 to 20 nM (no Btof) with a starting [« = 1 nM, (ii) ramp of [Btof] from 5 to 20 nM
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Figure 4.12: Balancing a bistable circuit. Here, we use a different B: 5-CAGAGTCCAAG-3’ which
produces a negative fluorescence change as it hybridizes on the dy636-modified Btoia. (A) Charge
of inhibition modules (20 nM) otoif (up) or Btoia (down) by respectively atoo or BtoB (ramp of
concentration from 2 to 16 nM). In this system, 12 nM of atoo seems to charge atoi in the same
amount of time as 6 nM of BtoB charges Btoio. (B) Inhibition of atoa (12 nM, up) or Btof (6 nM,
down) by a ramp of concentration (from 8 to 20 nM) of the opposite inhibition module (respectively
Btoia and atoif). Here, 10 nM of Btoio inhibits atoa for the same time as 20 nM of atoif inhibits Btof.
The concentrations to assemble this bistable circuit should then be [atoo] = 12 nM, [Btop] = 6 nM,
[atoif] = 20 nM and [Btoie] =10 nM. Reaction were performed at 43 °C, and started with 1 nM of
input (either o or p)
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(no atoa) with a starting [3] = 1 nM. The samples with concentrations of autocatalytic module
that are too low won’t reach the steady state before a long time (or might just fail to charge
their inhibition module): they should be discarded. When the steady state of production of o
or {3 is reached, inject 30 nM of the opposite input (respectively $ or o), that will activate the
inhibition of the active autocatalytic module. This experiment will lead to fluorescence curves
similar to the ones of Figure 4.12-B: this time, low concentrations of autocatalytic module are
more strongly inhibited by the same concentration of inhibition module. Remains to choose the
concentrations of autocatalytic module atoa and Btof that are inhibited for a moderate (and
similar) amount of time (i.e. that almost get fully inhibited, but manage to restart and find back

their steady state after that).
3. Then, the four concentrations are determined, and the full circuit is ready to be assembled.

This simplified balancing method proved to work nicely: by considering the system at a higher level
(i.e. by considering the bistable circuit as made of two “semi-switches” with an inhibitory link, rather
than made of four modules with complex interactions), we could abstract the parameters that are hard
to balance (in this case, the load problem, see Section 4.7.2), and easily - in a single step - fix the
concentrations of all modules. Note that in the case of sequences known to be unbalanced, starting
with asymmetric concentrations of inhibition module (i.e. lowering the one that is targeting a weaker

autocatalytic module) can prove to be fruitful.

4.4 On switching the bistable: switchable memory circuit

With a bistable circuit constructed and well balanced, the next step would be to give it the ability to
be updated. We explored different methods to flip the bistable between states, eventually adopting a

DNA-toolbox made solution.

4.4.1 Direct injection of inputs

As described in Sections 3.4.3 and 3.7.3.5, the bistable circuit is robust to perturbation in its input
concentration. It should however be possible to force it in one state or the other by successive injections
of a or B, given that both sides of the bistable circuit (shown again on Figure 4.13-A) are well balanced.
Managing to flip the bistable circuit with this brute-force method would also be a proof that it is

possible to update the memory held by the circuit. In the experiment of Figure 4.13-B and C, three



CHAPTER 4. TOWARD MEMORY CIRCUITS 112

A i B Inject B C Injectx

[ — bl ddd

0(:>o(tocl(;toB L ]\‘ A L
T—ioH—J 05 I\J wa- 0.5{;\ ]

Btoia

Btoia

™ 0

Charge level
o

atoi

oxtoot: e

utoiB:faa s -OIj-A/ - 0‘:’_ /‘Vﬂy «

Btop: = T

BtOiO(' - 0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
y B i Time (min) Time (min)

Figure 4.13: Switching the bistable circuit. (A) Bistable circuit and templates. (B) Switching from A
to B and (C) from B to A. This experiment was run at 42 °C, with [atoa] = 10 nM, [Btof] = 20 nM,
[atoif] = [Btoia] =20 nM. The system was administered three shots of 80 nM of o or B before it would
eventually switch between states.

successive injections of, respectively, B (to switch from A to B) or o (to switch from B to A) were
required to force the flipping of the bistable circuit. For the bistable circuit in state A: the first
injection of B primes the inhibition of atoo, the second injection continues to inhibit atoo, and the
third injection allows 3tof to restart, and maintain the inhibited state of atoa: the bistable circuit has
switched from {A, B} = {ON, OFF} to {OFF, ON}.

This was however far from being practical, and for sure incompatible with the idea of building
larger reaction circuits in which the bistable would be a sub-unit. As a matter of fact, the required
concentration of input is far larger than what the bistable circuit itself is capable to deliver: the
homogeneity between input and output concentrations is lost, and so is the modularity of the bistable

circuit.

4.4.2 “Super-inputs”

Consequently, we set on finding a method to switch the bistable memory with a “single shot” of dilute
DNA input. We would need to give a chance to the inhibited autocatalytic modules to get rid of the
inhibitor blocking them, so that they would start again. To this end, we introduced super inputs, which
are super-strong versions of the inputs of the bistable circuits: o and B. Super inputs are two bases
longer than inputs. With these two additional 5’ C or G, they bind about as strongly as inhibitors
on the input site of the autocatalytic module, which itself has two additional 3’ bases to receive them
(Figure 4.14-B). Moreover, these additional two bases make them having a 6-bases long toehold to

efficiently displace the hybridized inhibitors (Figure 4.14-C).
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Figure 4.14: Super input principle. (A) Bistable circuit. When, for instance, on state B,  is auto-
catalytically produced and activates the production of io, that in turn inhibits atoa. (B) Super input
enabled atoa has two additional G in 3’. These allow the strong binding of super a, that has a T\,
close to that of inhibitor ia. (C) With its two additional 5’ bases, super o benefits from a toehold [19]
of 6 bases to displace inhibitor i and subsequently re-activates autocatalytic module atoo.

We first checked that the two additional 3’ bases of the autocatalytic modules were not hindering
the circuit functioning, as these two dangling bases may have, for instance, a stabilizing effect on
the hybridizing “normal” input [164]. Super input-enabled autocatalytic modules amplified as their
“normal” counterparts. However, when playing the role of input for the inhibition modules, super input
appeared to activate the production of inhibitor with a rough 20% speed loss compared to simple inputs
(Figure 4.15-A). Note that we encountered the same - but stronger - issue as we tried to use protected-
elongated inputs (Figure 4.11). We will see that in the case of super inputs, this speed loss eventually
appeared to not hinder the functioning of the circuit.

We also checked if super inputs were inducing a fluorescence intensity shift equivalent to input
hybridizing on inhibition modules. Surprisingly, they produced a small intensity shift in the opposite
direction of normal inputs (Figure 4.15-B): we would not be able to monitor the presence of super
input. This small intensity shift can be attributed to the two dangling bases (two C or two G) that
modify the direct vicinity of the fluorophore, thus falling out of the N-quenching rules (there is no
report concerning the case where the dangling end is on the opposite strand of the fluorophore). Also,
whereas we did not observe difference in T, of o against super a on atoif, there was roughly 5°C
degrees of difference between  and super g on Btoio (Figure 4.15-B).

We then tried to use super input-enabled atoo and tof in the full circuit. Figure 4.16 shows that
the bistable circuit is working pretty well, despite the additional 2 bases on the autocatalytic module:
when given a combination of initial concentrations of o and {3, it chooses - after some transient - one
stable state or the other.

As we gave a shot of super input to the bistable circuit at the stable state, the system seemed
to respond nicely: the super input was, as expected, readily activating the inhibition of the then-

ON state, while also reactivating the then-OFF autocatalytic module (Figure 4.17). The bistable
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Figure 4.15: Super input and inhibition modules. In these two experiments, we compare the produc-
tion of inhibitor by “normal” input and “super” input, in absence of exonuclease. (A) Production of
inhibitor by inhibition module atoif (left) and Btoia (right). The reaction is monitored with EvaGreen
intercalating dye. Inhibition modules (60 nM) are put in presence of 100 nM of input or super input.
In the absence of exonuclease, there is a first step of production with a rapid increase of fluorescence
corresponding to formation of stable duplex “inhibition module : inhibitor” followed by a second step
(slow increase of fluorescence) where the polymerase works in strand-displacement: we can observe the
accumulation of single stranded inhibitor in solution. (B) Melting the duplex (50 nM) “a : atoif” (left)
or “B : Btoio” (right) reveals the fluorescence change upon separation of the duplex (hence opposite to
the fluorescence change upon hybridization). Curves show the fluorescence change per degree for the
attached fluorophore of the corresponding inhibition module. The highest (or lowest) value roughly
(but not exactly) corresponds to the Ty, of the duplex.
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Figure 4.16: Matrix of initial concentrations of o and 3 on the super input-enabled bistable circuit.
The experiment is only observed through the Tamra channel: high steady-state corresponds to tof3
ON (and atoot OFF) and baseline level corresponds to 3to3 OFF (and atoa ON). As in Figure , it shows
the basins of attraction of both states. Concentrations of templates are as follows [atoa] = [Btof] = 10
nM, [atoif] = [Btoia] =20 nM
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Figure 4.17: Flipping the switch with super input. (A) Bistable circuit and templates: otoo has
two G (and Btof, two C) in 3’ to receive its super input. Fluorescence of TAMRA (B) and tye 665
(C), respectively monitoring B (high fluorescence corresponds to high [B]) and o (low fluorescence
corresponds to high [a]). The same reaction mix is initiated with either a (red curve) or 3 (blue curve).
At t = 150 min, an injection of 30 nM of either super o or  triggers the switching process. The system
initially in state B (blue curve) flips to the A state: fluorescence of TAMRA decreases (inhibition of
Btop), that of tye 665 also decreases (reactivation of atoa). However, the system initially in state A
(red curve) doesn’t flip to state B, but seems to end up in an alternate state where both atoa and Btop

are partially active. At t = 300 min, an injection of super 3 confirms that the system is not responsive
anymore.

circuit seemed to have flipped from one side to the other. When trying to switch backwards, however,
the bistable circuit did not behave as expected, and ended up in an intermediate state with both
states half active -which is of course forbidden by the bistable topology of the circuit. In other word,
once flipped using super inputs, the bistable circuit was somewhat stuck in a “super activated” state.
We tentatively attributed that to the slow melting of super inputs, which, once hybridized to the
autocatalytic modules, might not move much: the system is not responsive anymore. This system
might benefit from running at a higher temperature (it was only tried at 39 °C), where super input
should still be stable enough to do there job, while being unstable enough to eventually melt and be

digested by the exonuclease.

4.4.3 “Input-makers”

Our next attempt, and also the most successful, came straight out of the DNA-toolbox. It consisted
in using an activation module (say, xtoy), that would amplify an exogenous spike of its input (x) into
a long lasting pulse of its output (y). The latter would simply be connected to the bistable circuit (y
= o or f3), stimulating the OFF side of the bistable to make it switch ON. More details are given in
Section 3.4.4. By connecting two activation modules to the two nodes of the bistable circuit, it became

a two-input switchable memory circuit, able to be switched from one state to the other, and directly
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connectable to other circuits made with the DNA-toolbox.

4.5 Modeling of the circuit

Mathematical modeling of the bistable circuit is explained in details in Section 3.7.3, for both “simple”
and “detailed” models. Construction of the detailed “realistic” model requires various parameters that
can be classified in two categories: oligonucleotides hybridization parameters and enzymes parameters.

In this section are presented the techniques used to determine these parameters.

4.5.1 DNA melting experiment

Each input and inhibitor has a different dissociation constant: as mentioned in Section 3.7.3.4, it
is possible, in the context of the DNA-toolbox, to obtain a very good computational estimate (for
instance using DINAMelt, knowing the concentrations of DNA strands and cations Mg?" and Na') of
the dissociation constant of each species. Nonetheless, chances are that the real value departs from the
computed one. Luckily, dissociation constants are easy to measure by doing a DNA melting experiment.
This experiment consists in putting two complementary strands in stoichiometric concentrations (in
the case of two separate strands, the melting temperature depends on the concentration of species) in
the desired buffer (in our case, the reaction buffer without dANTPs), anneal them, then “melt” them
by slowly increasing the temperature while measuring the absorbance at 260 nm: denaturation of a
duplex is accompanied by an increase of absorbance of about 15 to 20% (hyperchromism). We want to
be slow enough to leave time to the sample to reach the thermodynamic equilibrium between duplex
/ simplex, but avoid staying too long at high temperature (evaporation + DNA depurination).

As an example, we will take the melting temperature of the inhibitor of ¢11bt (inhbt3) on c11bt,
with and without EvaGreen intercalating dye. Curves were acquired with a V600bio spectrophotometer
(Jasco), with 1 pM of each oligonucleotide, in the reaction mix without dNTPs nor enzymes (total
volume: 700 pL), a stirrer (600 rpm), temperature sensor in the cell, which was closed with Parafilm

to avoid evaporation:
1. Denature: sample is brought to 50 °C.
2. Anneal: from 50 °C to 20 °C (slope: 2 °C / min). Low temperature: watch out for condensation!

3. Melt: from 20 °C to 80 °C (slope 0.6 °C / min). High temperature: watch out for evaporation!
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4. Plot raw curves (temperature in K). Extract upper (simplex) and lower (duplex) linear baselines
(Figure 4.18-A).

baseline(simplex)—absorbance
baseline(simplex)—baseline(duplex)

5. Plot the fraction of hybridized oligonucleotides: 6 = as a function

of the temperature in Kelvin (Figure 4.18-B).

6. Select 0.03 < 6 < 0.97 and calculate the constant of affinity K, = [concentratioS(Mol)].(1—9)2'

7. Plot In(K,) as a function of Figure 4.18-C).

.
Temperature(K) (

8. Then we have the Gibbs Free Energy AG = —R.T.In(K,) = AH — T.AS which lead to the
following linear fit: slope = —AH/R and Yintercept = AS/R with R = 1.985 cal/K/mol.

In the present case, we find with EvaGreen AH = -101 kcal/mol and AS = -284 cal/K/mol. Without
EvaGreen, AH = -119 kcal/mol and AS = -342 cal/K/mol.

Additional points of interest:

e Association rates: they are roughly constant for all oligonucleotides (inputs and inhibitors) used
in the context of the DNA-toolbox [62]. As detailed in Section ??, we used a single association

rate k, — 0.06 nM~!.min ' for mathematical modeling of reaction circuits.

e Derivative: the maximal value of the first derivative (is close to but) usually doesn’t correspond
to the Ty, of the duplex, except for intramolecular denaturation (i.e. internal structure / self-
folding / hairpin). The Ty, can however be accurately calculated from the extracted AH and AS

i i . oY) — AH S
with the following formula: 7, (°C) = AETRI(olig]) 273.15. Which, in the present case, leads

to a T, of 46.5 °C with EvaGreen, and 45.0 °C without: this confirms that EvaGreen stabilizes

the duplexes.

e Stability: the most stable structure at a given temperature is not the one that has the highest

T.., but the one that has the lowest AG at that temperature.

4.5.2 Enzymes kinetic parameters

In the context of the DNA-toolbox, enzyme kinetics can be satisfyingly described by the Michaelis-
Menten model. It is an approximation of the multi-step reaction that happens between an enzyme and
its substrate: for instance, an exonuclease first binds to its substrate, then cleaves nucleotides one by

one (for the construction of the simple model in Section 3.7.3.1, we further simplified the amplification
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Figure 4.18: Melt curve analysis of c¢11bt and its inhibitor. (A) Raw melt curve with and without
EvaGreen. (B) Fraction of hybridized duplex as a function of the temperature. (C) The linear fit of
these two lines contains AH and AS of the reaction.

mechanism - catalyzed by the polymerase and the nickase - in a single Michaelis-Menten equation).
Enzymes can have different rate and Michaelis-Menten constant for each substrate. These can be
experimentally measured by setting up a specific assay for each enzyme. By fitting the integrated form
of Michaelis-Menten equation to the experimental curves, one can extract ken, (Michaelis rate) and
K., (Michaelis constant) for a given substrate, in a given buffer, at a given temperature, given that the
measured enzymatic reaction is actually the rate-limiting reaction. In the case of first-order kinetics,

an exponential fit will give the kist = Ken,/Kmof the enzyme in given conditions.

4.5.2.1 Exonuclease parameters

The kinetic parameters of ttRecJ are the easiest to measure. One has to put the target signal species
(input or inhibitor) in presence of EvaGreen and a low concentration of ttRecJ, and monitor the de-
creasing fluorescence of EvaGreen that is due to the hydrolysis of target single-stranded species (Figure

4.19). Then plot the Time ¢ (min) as a function of the Fluorescence z, and fit the integrated Michaelis-

z

Menten equation: — (T

v — Joligo] + K,.In (W)) with r corresponding to the fluorescence units

per mole of oligonucleotide, and [oligo] the initial amount of oligonucleotide in mole.

4.5.2.2 Nickase parameters

The kinetic parameters of Nt.BstNBI can be measured for each template (activation, autocatalytic
and inhibition modules) using the following assay. The principle is to have a given amount of double-
stranded uncut substrate for the nickase, that will be cut and will consequently melt away. The two
separated signal strands will then be degraded by the exonuclease (and the template stays intact, see

Figure 4.20-A). The sine qua non is that the reaction is set up so that the cutting step is the rate-
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Figure 4.19: Digestion of (A) 2 pM of input t11 (blue) or v11 (red) and (B) 500 nM of inhT11-76
(blue) or inhV11-76 (red), at 42 °C, with 1x EvaGreen and 0.4 % of ttRecJ/160. Baseline removed.

limiting step. This requires: a high concentration of exonuclease (so that as soon as they are cut and
melt, signal strands are degraded) and a low concentration of nickase (so that it does not cut faster
than the rate of the other reactions -melting and degradation). Figure 4.20-B shows curves for three
different concentrations of Nt.BstNBI. In order to make sure that we are looking at what we want, an
idea is to check the linear portion of the different curves: if the cutting reaction is the rate-limiting
one, then the slope should be double for a double concentration of nickase. This is what we can observe
in the inset of Figure 4.20-B for the red (0.05 % of Nt.BstNBI) and the green (0.025 % of Nt.BstNBI)
curves. These two can thus be used to fit the integrated Michaelis-Menten equation (as presented in
the previous section). This is not the case for the blue (0.1 % of Nt.BstNBI), which slope is not twice
that of the red curve: the cutting step might be too fast compared to the dissociation-degradation step

(or substrate inhibition may occur and slow down the nicking enzyme).

4.6 Stability on the long-term

Because we are working in a closed system, each experiment has a limited lifetime (typically driven by
the initial amount of ANTPs). Also, various reaction parameters are modified over time: enzymes can
loose activity, templates can be degraded and so on. These issues are discussed in Section 3.7.6; here
we present a few additional results to flesh out the discussion about the stability on the long-term of

circuits made with the DNA-toolbox in a closed setup.
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Figure 4.20: Measuring Nt.BstNBI parameters for ¢T11. (A) Schematic of the reaction: the template
and its complementary strand are initially hybridized. The nickase cuts the complementary strand
in its middle, and since the two products are shorter, they melt and are then digested by ttRecJ,
resulting in a decrease of fluorescence of EvaGreen. The presence of a U in the output site of the
template prevents the nickase to stick to it, which would hinder the melting of the output strand. (B)
Experiment for ¢T11 (100 nM) with its complementary (110 nM) at 42 °C. Exonuclease is in excess
(4 % of ttRecJ/160), and Nt.BstNBI is present in low concentration (0.1 % (blue), 0.05 % (red) and
0.025 % (green)). The linear portion of the curves is also displayed in inset, with the corresponding
linear fit: slope of (0.05 %) is twice that of (0.025 %). However, the slope of (0.1 %) is lower than
twice that if (0.05 %), meaning that the cutting reaction is not the speed limiting one anymore: this
curve cannot be used to extract the kinetic parameters of Nt.BstNBI.

4.6.1 Buffer additives

Reaction buffer contains several additives, such as BSA (Bovine Serum Albumin) used to stabilize
enzymes and their interactions with surfaces (we will see later on that the increase of the surface /
volume ratio requires an increased concentration of BSA), Synperonic F108 (a surfactant) and DTT
(Dithiothreitol), which is a reducing agent used to stabilize enzymes activity. As an example to
illustrate the need for these additives, Figure 4.21 shows a repetitive turnover reaction (such as the
one shown in Section 3.7.6) with and without DTT. Indeed, DTT is necessary for the reaction circuit

to still be viable after some time.

4.6.2 Template degradation by ttRecJ.

As detailed in Section 3.7.2.2, two phosphorothioate modifications were not enough to efficiently pro-
tect the templates against hydrolysis by ttRecJ. We found that putting three phosphorothioates was
providing a good protection: here we investigate this a little further. In the experiment of Figure 4.22,
autocatalytic module atou is inhibited by Btoio after having been “aged” (i.e. left free in solution with

enzymes but without dNTPs) for 0, 2 or 4 hours. This experiment allows us to simulate the effect
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Figure 4.21: Repetitive turnovers of ¢T11 (20 nM) with 20 pM dNTPs at 42 °C. (Left) Low concentra-
tion of DTT (1 mM): production of T11 by ¢T11 reaches the steady state, and requires more time to
consume the second shot of ANTPs (injected at 750 min). (Right) Intermediate concentration of DTT
(6 mM): ¢T11 produces T11 faster, an doesn’t have the time to reach the steady state. The second
shot of ANTPs (injected at about 1200 min) is consumed in about the same laps of time as the first
one.

on long-term experiments of the slow degradation of the template by ttRecJ. It turns out that the
activity of atooa does not significantly decrease upon 4 hours of aging. Note that even for the earliest
inhibition, atoa does not recover from its inhibition as sharply as in Figure 4.12-B: this may mean
that in the present conditions, the “viable” amount of autocatalytic module is not the parameter that
limits the rate of amplification: one may want to perform this experiment again in different enzymes

conditions.

4.6.3 Flattening the steady state

All autocatalytic modules behave differently, for that enzymes have a different affinity for each se-
quence. Such phenomenon is usually hard to explain intuitively: still, we investigated this issue a little
further, for autocatalytic modules that we knew were free of defaults such as secondary structures
or unwanted nickase recognition site. When analyzing a turnover experiment (with a low amount of
dNTPs), some templates reach a nice (i.e. flat) steady state (for instance cP11 and ¢Z11 on Figure
4.5) whereas others (such as ¢T11 on Figure 4.5) show a not-flat steady state. It turns out that the
amplified sequences that have such problem are the ones for which dTTP is the limiting ANTP (i.e.
the one present in the biggest number in the sequence): for instance, ¢T11 (5 T) or ¢V11 (4 T). On
the contrary, amplified sequences having a low number of T (for instance ¢X11 (1 T), cP11 (2 T) and
cZ11 (2 T)) exhibit a nice steady state. Autocatalytic modules ¢V11 and ¢X11 are compared in Figure

4.23-Left. We found that adding dTTPs to the reaction mix is improving the flatness of the steady
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Figure 4.22: Inhibition of atoa (cV11, 10 nM) by Btoia (20 nM) after aging atoa for 0 (blue), 2 (red) or
4 hours (green). As ANTPs are injected, atoa starts amplifying (decrease of FAM fluorescence) reaches
the steady state. After one hour, an injection of § (30 nM) activates the production of io, that inhibits
atoo. This experiment was run at 43 °C.

state of templates such as ¢T11 of ¢V11 (Figure 4.23-Right). This may be due to a lower affinity of
the polymerase for dTTPs than for other ANTPs (we however did not find any literature about such

a phenomenon concerning Bst Large Fragment).

4.7 Others

4.7.1 Tristable circuit and three-switch oscillator

Bistability is a frequently observed phenomenon in chemical and biological systems. Tristability,
however, has only rarely been reported [152, 165, 166]. Yet, following a topological approach similar to
that followed for the bistable circuit described above, a tristable system seems easy to build with the
DNA toolbox: it consists of three autocatalytic modules representing the three states, each of them
inhibiting the two others through two inhibition modules (Figure 4.24-A). We built this 9-modules
circuit, attaching three different fluorophores to observe the three inputs of the circuit: o (FAM)
for state A, B (dy636) for state B and y (JOE) for state C. The main challenge when assembling
this system was that each autocatalytic module had to be strong enough to inhibit two autocatalytic
modules, yet had to be weak enough to be easy to inhibit. This, added to the fact that the three
autocatalytic modules were of different strength, made such system tricky to balance. Experimental

fluorescence time plots of Figure 4.24-A show the system properly taking each of its three stable states.
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Figure 4.23: ITmproving the flatness of the steady state. (Left) Turnover of ¢X11 (up) and ¢V11 (down)
with a ramp of initial concentration of dNTPs (from 10 to 100uM). Whereas ¢X11 reaches a nicely
flat steady state, cV11 does not, especially for the low concentrations of ANTPs. (Right) Turnover of
cV11 for 40 pM of dNTPs. Adding dTTPs to the reaction mix improves the flatness of the steady
state. Experiments were run at 43 °C with 20 nM of autocatalytic module.
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States A and B had, however, very small basins of attraction: as soon as y was initially present in a
concentration of even a tenth of that of that of o or 3, the system inevitably settled in state C.

By using only half of the inhibition modules on a clockwise pattern (atoo inhibits Btof that inhibits
ytoy that inhibits atoa) or a counterclockwise one (atoa inhibits ytoy that inhibits Bto that inhibits
atoa), one should obtain an oscillator in which autocatalytic modules get activated one after the
other (Figure 4.24-B). A mathematical model of the circuit for perfectly equilibrated sequences indeed
predicted a robust oscillating behavior. After some tedious balancing of the three sides, we managed
to experimentally obtain a single cycle of oscillations (Figure 4.24-C). Autocatalytic module ytoy
appeared, once again, to be stronger than the two others: the system eventually settled in a state

where ytoy only was active and leaving not chance to atoo and Btof to restart.

4.7.2 Charge / Load

When working in the “right” conditions (i.e. for which the enzymes are not limiting the reaction speed),
the rate of amplification by an autocatalytic module is initially correlated to its own concentration
and the concentration of amplified input, as shown on Figure 4.25-A and B. Furthermore, when an
autocatalytic module has to provide input to a downstream module, it undergoes the “load” effect.
This is characterized by a weakened amplification of the module undergoing the load (Figure 4.25-C).
This can be intuitively explained by the fact that the module “to load” is sequestering outputs from
the “loading” module, and in the case of an autocatalytic module, outputs are also inputs: having a
lower concentration of input, the autocatalytic module is slowed down.

Such effect has to be considered during the assembly of circuits in which autocatalytic modules have
to charge one or more modules: this can be done by establishing an appropriate balancing strategy,
such as the one we have described for the bistable circuit in Section 4.3.7. This can however be
trickier for larger reaction circuits such as the the tristable circuit or the push-push memory circuit,
in which each autocatalytic module has to load two inhibition modules (for the push-push memory
circuit, one module inhibiting the opposite autocatalytic module, and another one feed-backing the
current state of the bistable core to the push-push function). In this latter case, the assembly of
the full circuit benefited from a robustly balanced bistable core. A strategy against the load effect
would be to introduce intermediate activation (amplification) modules (as “insulator” [71]). However,
increasing the total concentration of templates may also result in a problem by transferring the load

on the enzymes (i.e. moving the system in the saturated regime of the enzymes).
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Figure 4.24: Tristability and three-switch oscillator. (A) Tristable circuit. Templates atoify and atoiy
are labeled with FAM to monitor o (negative fluorescence intensity shift upon charge); ptoio and Btoiy
are labeled with dy636 to monitor 3 (negative fluorescence intensity shift upon charge); ytoia and ytoif
are labeled with JOE to monitor y (positive fluorescence intensity shift). The system initiated with
1 nM of either o, B or y stabilizes in each corresponding state A, B or C, characterized by a shift of
fluorescence intensity of, respectively, FAM, dy636 or JOE, as one can observe in the fluorescence time
plots of each dye. Concentrations are: [atoo] = [3tof] = 15 nM, [ytoy] = 10 nM, all inhibition modules
at 20 nM. (B) Three-switch oscillators oscillating counterclockwise (left) and clockwise (right). (C)
Left: model (concentration of free a (blue), B (red) or y (green)) for perfectly equilibrated sequences
all present in a 20 nM concentration. Right: experimental fluorescence (normalized, and reversed for
FAM and JOE whose fluorescence change upon hybridization is negative) time plot for a system with
[atoo] = 20 nM, [Btof] = 5 nM, [ytoy] = 5 nM, [atoif] = 10 nM, [Btoiy] = 7.5 nM and [ytoio] = 5 nM.
This latter concentration explain the poor signal induced by y. The reaction was initiated with [y] =
5nM and [« = [B] = 1 nM. Colored arrows indicate the successive spikes of input species: first comes
a spike of y, then B, then o, after which y reactivates and the system stalls forever. Sequences are as
follows: oz CTGAGTCTTGG, B: CAGAGTCCAAG, y: AGGAGTCACAC.
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Figure 4.25: The load effect. (A) Circuits used for (B) experiments: (Up) Charge of Btoio by Btof for
a ramp of [Btop]. (Down) Charge of atoif by atoo for a ramp of [atoa]. The higher the concentration
of autocatalytic module is, the faster the associated inhibition module is charged (and the fluorescence
reaches the steady state). For both sides, 5 nM of autocatalytic module is not enough to charge the
inhibition module, in these (enzymatic and temperature) conditions. Also, atoa and Btof do not take
the same time to charge their respective inhibition modules (atoif and Btoia). This can be interpreted
as an indicator of the respective strength of the autocatalytic modules: one would want to work with
autocatalytic modules that amplify at the same rate. (C) atoo (15 nM) charges atoif} present in 20
(blue), 25 (red) and 30 (green) nM. As the amount of inhibition module to load increases, the time
needed to reach the steady state also increases.

4.7.3 Parasite

Monday, October 17th, 2011, experiments stopped working. This had happened before and was usually
due to a change of batch of enzyme (batch to batch variation of enzymes activity are further discussed
in Sections 3.3.2 and 3.7.3.4). This time, however, experiments were not simply “not working”, and
adjustments of enzyme concentration had no positive effect. There was more to it: the bistable circuit
was showing some never-seen, and hopefully never-to-be-seen-again dynamics (Figure 4.26). Bistable
circuits (¢V11-¢X11 as well as ¢T11-cV11) were oscillating, swinging, dying, showing everything but
bistability, all by themselves.

Putting a small concentration of EvaGreen intercalating dye in the reaction mix allows us to
monitor the accumulation of species otherwise not seen with the dyes attached to atoif and Btoio.
EvaGreen signal impressively increased at the time where the fluorescence of the attached dyes started
showing weird fluctuations. This revealed that an unknown species was taking over and at the same
time disrupting the functioning of the system. This unknown, parasitic species was maybe related to
sequences present in the system [167]. If, for instance, the parasite sequence was including a few bases
that would match the fluorophore’s nearby bases, this would explain the weird fluorescence fluctuations
showed in Figure 4.26. The parasite might also have had a totally unrelated sequence [106], however

sequestering (and saturating) the enzymes, leading to the disruption of the functioning of the system.
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Figure 4.26: Swinging Curves. These are a selection of “crazy” bistable circuits obtained during a few
months, seen through FAM, TAMRA of dy636 channels, depending on the bistable system (cV11-c¢X11
or ¢T11-¢V11).

This parasite first appeared in a separate system (using a different nicking endonuclease, see chapter
6, but soon contaminated all our reactions, as such “monster” is known to have the ability to [168].
In order to get rid of the parasite (or at least delay its emergence) we cleaned all our pipettes and
thermocyclers, threw away tubes, buffers, enzymes, and found that using Netropsin, an oligopeptide
binding to AT-rich double-stranded sequences [169], was effectively delaying the emergence of the
parasite in each reaction. From this time, Netropsin (2 pM) was added to the reaction buffer. We have
never sequenced the parasite, nor done any gel analysis (by fear of further spreading the parasite), and
maintain the habit to discard, without opening, any tube in which it is suspected to have appeared.
It would however be interesting to try and understand the features that make it appear and duplicate

that efficiently in our systems.



Chapter 5

Compartmentalization of the reactions

Compartmentalization in micro-reactors can be interesting for many applications. It can allow high-
throughput analysis of a given system in various conditions. If small enough, micro-reactors can be used
to study the statistical variations in molecule numbers between each units, as well as the dependency
of the reaction on its volume. Micro-reactors could then be connected together, allowing one to control
the diffusion - that is, the communication - between each computing unit.

By using microfluidic technologies, it is relatively easy to construct two-dimensional arrays of
micro-chambers. Remaining challenges are (7) to find a way to fill and close them properly (i) to get
the reactions to work inside. These challenges do not have obvious solutions, as we will see in this
chapter. We will find more success with the use of micro-emulsions, that can be cleanly generated by
using microfluidic tools. This will allow us to set up a single-module reaction circuit in mono-disperse

micro-droplets, opening good perspectives for the study of our reaction circuits in tiny compartments.

5.1 Microfabrication

Using soft lithography to build a simple microfluidic device first consists in making the mould master

of the device:

e One has first to draw the design of the microfluidic device, using a vector drawing software (such

as Adobe Illustrator) or dedicated software (such as AutoCAD).

e The drawing is then patterned in positive photoresist (e-beam etching) spincoated on a chrome-

coated glass. After development of the photoresist, the exposed chrome is etched away (with a

129
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chrome etchant solution): this transfers the drawing of the device to the chrome coating. The

remaining photoresist is removed with acetone, thus revealing our chrome mask.

e The regular method then consists in using a silicon wafer as a substrate for the device mould
master. The silicon wafer can first be cleaned using a piranha solution (mixture of hydrogen
peroxide and sulfuric acid). This however makes the surface of the wafer hydrophilic, which is
not wanted for the following spincoating of photoresist. The hydrophobicity of the wafer can be
recovered by immersing it in BHF (Buffered Hydrofluoric Acid) for a few minutes. In the case

of a freshly produced wafer, this cleaning process is not required.

e Next, negative photoresist is spincoated on the wafer. The thickness of the film of photoresist
will roughly be the thickness of the microfluidic channels. Relationship between film thickness

and spincoating speed is given by the photoresist maker (for a new photoresist).

e Then, Soft Bake (SB) is carried out: temperature and time depend on the thickness, for a given

photoresist.

e The mould is then photo-exposed in the near UV, for a time that depends on the thickness and

lamp power.

e Next comes the Post Exposure Bake (PEB), for a time that depends on the thickness of pho-
toresist. This step is extremely important, since it controls the diffusion of the photo-activated
compounds that will trigger the reticulation of the resist. If the PEB is too short, there will
be a loss in sensitivity of the photoresist (not enough vertical diffusion of the photo-activated
compounds), whereas if it is too long, there will be a loss in resolution (too much lateral diffusion

of these same compounds).

e The negative photoresist is then developed: the UV-exposed areas, being reticulated, remain on

the silicon substrate. We have our mould master.

e This mould can be Hard Baked (HB, done at higher temperature than SB and PEB) in order to

remove eventual cracks present on the surface of the photoresist.

e Treating the mould master with a Teflon coating (CHF3) by RIE (Reactive Ion Etching) will

insure the resilience of the master mould to repetitive uses.
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Figure 5.1: Compartmentalization. (A) Pushing technique: a drop of the liquid to enclose is deposited
on a glass slide, then covered by the PDMS micro-chambers array, and closed by mechanical pushing.
(B) Self-closing technique: liquid is injected in the inlet of a normally closed array of chambers. As
the liquid makes its way to the outlet, it opens the chamber and fills them. When the liquid pressure
is removed, the device recovers its normally closed state.

If carefully used, a mould master can be reused many times to make reproducible PDMS (Polydimethyl-
siloxane) devices. PDMS is a polymer chain that can be cross-linked by using different curing agents.

It is a cheap, and easy to use material to make microfluidic devices, by following these steps:

e First, mix PDMS and precursor, usually in 10:1 proportion (more precursor is likely to produce

a harder PDMS). Once the mix degassed, it is poured on the master mould and degassed again.

e PDMS is typically cured at 75 °C for 90 minutes - which drives the cross-linking reaction of the
PDMS - it can be cured longer to obtain a harder PDMS.

e Moulded PDMS devices are then peeled of the master mould, and device inlet and outlet can be

punched inside it for subsequent tubing.

e The device can then be directly pasted on a glass slide, or treated with plasma Os that forms

silanol groups at its surface, allowing covalent bonding to a glass slide or PDMS surface.

This simple moulding recipe can then be repeated again and again, with the ability to make a dozen

of small devices at each round.

5.2 Self-closing chambers

We were looking for a way to easily encapsulate large arrays of tiny volumes of liquid, in the purpose

to be able to perform highly parallel biochemical reactions. We wanted our device to be as simple as
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possible - that is, to avoid multilayer devices with complicated valve structures - because each device
would only be used once (to avoid contamination between separate experiments). A common way to
enclose liquid in arrays of micro-chambers [170] is to pattern them in PDMS, and press the patterned
PDMS array on a glass slide where the liquid to enclose is deposited (Figure 5.1-A). This would require
a device to keep the array pressed on the array of chambers.

We thought about a technique that wouldn’t need any additional tool: self-closing chambers (Figure
5.1-B). The idea was to set up normally closed chambers, that would get opened by the fluid injected
at the inlet of the device. As the liquid injection would stop, the chambers would find back their

normally closed state, compartmentalizing the liquid in small separated volumes.

5.2.1 First design

The first design is shown in Figure 5.2-A. We started with an array of about 20000 relatively big
chambers (40 pm diameter), patterned in between two inlets (for potential mixing of two reagents)
and one outlet. The PDMS layer was covalently bonded to the glass slide, but the chambers array,
so that the liquid could flow from the inlet to the outlet. This was done by protecting the chambers
array from Oy plasma with a thin plastic layer, removed before pasting to the glass slide. Using this
device was very simple: the liquid was injected in the device with a plastic syringe; when removing
the syringe, the chambers would close (Figure 5.1-B and 5.2-B).

This first design was not able to fill out all the chambers: once the injected liquid would have made
its way from one inlet to one outlet, the chambers located on the path followed by the liquid would be
filled. Then, the other inlets and outlets would stay closed. We tried replacing the inlets split in 5 by
a single large inlet, thinking that the whole array would then be filled at once. This however didn’t

work much better.

5.2.2 Comb design

The best working design (and the progression toward it) is shown on Figure 5.3, for 10 pM diameter
chambers. The main idea was to reduce the number of chambers to fill between the inlet and outlet
(in order to make sure they would be filled), while keeping a large number of chambers on the device.
In the present “comb” channels structure, only 15 to 20 chambers are separating the combs inlet and
outlet. The devices shown on Figure 5.3 are still able to hold about 15000 chambers. The main

improvement through the successive designs was the increased channels width, which would allow an
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Figure 5.2: First self-closing design. (A) Device layout, 3D view and zoom on the chamber array. The

latter is protected from Oy plasma so that the liquid can make its way from the inlet to the outlet.
(B) As the liquid flows from the inlet to the outlet, it fills the chambers.
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Figure 5.3: Comb design. (1) Initial design, with 15 chambers between the channels that are 70 pm
wide. (2) Increased channel width (100 pm). (3) Increased channel width (150 pm) and number of
chambers (20 between the channels). (4) XL channels (400 pm), 15 chambers between them and less
outlets. (5) Best design: 200 pm wide channels, 15 chambers between them, less outlets than inlets.

easier filling and escape (to the inlets) of the liquid to enclose. For the two following designs, there
are less outlets than inlets: this leaves no “dead zone” where the liquid injected would not flow (in the
previous designs, the liquid was not able to flow at upper and lower extremities of the array, because
bordered by the PDMS rather than an outlet). The chambers array of these devices is about 4 mm
wide: this is small enough to allow the fabrication of 4 to 8 device per master mould. This device
worked well, allowing the efficient filling and closing of large array of tiny volumes of liquid (Figure

5.4).

5.2.3 Are the chambers closed?

In order to address this important point, we performed a photo-bleaching experiment for each filled

device. This test consists in including a fluorescent dye - for instance fluorescein - to the liquid to
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Figure 5.5: Bleaching test with 20 pm chambers. Fluorescein (10 pM) in water is introduced in a
self-closing device. After photo-bleaching of the chambers in the middle (using a pinhole, and setting
a high UV intensity), the fluorescence recovery is recorded through time. Here, chambers are well
sealed: bleached ones do not recover any fluorescence during the 2-hours long time-lapse recording.

enclose; once the chambers seem closed, photo-bleaching one or more chambers - by exposing them to
a strong light - then checking if, through time, the bleached chambers recover or not their fluorescence.
If they do, this means that they are not properly sealed: there is diffusion of fluorescent dye from the

nearby chambers. If they stay dark, this proves that they are well sealed (Figure 5.5).

5.2.4 Improving the sealing of the chambers

Here are a few ideas we tried to improve the sealing of the chambers:

e Making a thicker PDMS layer -> this somewhat worked. While a layer too thin was not allowing
a good self-closing, a too thick one was rendering the device hard to fill. The best compromise

was a thickness of about 4 mm.
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Figure 5.6: Plasma sealing. The PDMS surface containing microchambers is activated with plasma
O5. The liquid to seal is then poured on the surface, and covered with an activated glass slide, that
should covalently bind to the PDMS array, thus closing the chambers.

e Increasing the stiffness of the closing layer: this could be done by covalently binding a glass slide
on top of the PDMS layer -> this worked for thin PDMS layer, (of about 2 mm). The filling was

however quite harder.

e Once the self-closing chambers are filled, applying a constant and negative pressure on the inlet
and outlet: the channels will thus behave like suckers, sealing the chambers more efficiently ->

this worked. However, the encapsulated liquid dried up more quickly.

e Making smaller arrays of chambers -> this also proved useful, however reducing the number of

experiments possible to perform in parallel.

Another idea to close the chambers is presented in Figure 5.6. It consisted in taking a simple layer of
PDMS with patterned array of chambers, treating it with Oy plasma, which would make the surface
(and chambers) hydrophilic. A drop of liquid to enclose would then easily get inside the chambers, and
would be covered by a glass slide also treated with Oy plasma. We would then expect the glass slide
to covalently bind to the PDMS, efficiently closing the chambers. This technique worked well with
simple solution of fluorescein in water, given that the overload of liquid could flow out of the array
of chambers, before getting trapped by the covalent binding between the glass slide and the PDMS
layer. For that, one would have to start press the device from the middle of the array to the outer
sides. This technique however failed at enclosing samples “richer” (e.g. that contain proteins) than

just a fluorescent dye in water.
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Figure 5.7: Various fluorescence pictures of the PDMS layer after the experiment (after having flushed
away all the liquid)

5.3 The impossible compromises

5.3.1 PDMS and EvaGreen

As we started experiments with our reaction mix, we observed odd adsorption phenomena. EvaGreen
appeared to be sticking to PDMS (Figure 5.7) which was one major problem: at that time, we were
only using EvaGreen to monitor our reactions. We tried various surface treatments, coatings and
surfactants: treating the PDMS with O plasma was what appeared to work best. Which was a
problem, since the fabrication of the self-closing device required the chamber array to be protected
from Os plasma.

Adsorption of EvaGreen on the PDMS surface was one of the reasons that motivated the investi-
gation of a different monitoring method: N-quenching. Another solution would have been to change

the PDMS for another material, or come up with a device fully made of glass.

5.3.2 Coating and Sealing

As the surface to volume ratio increases, one gets subject to various problems at the interface between
the liquid and the PDMS. We are working with chambers of sub-nanoliter volume, and want to enclose
in it a buffer that contains DNA and enzymes, which can both have a tendency to adsorb on the
surfaces. BSA (Bovine Serum Albumin) is commonly included in biological buffers to avoid DNA
and enzymes non-specific adsorption [171, 172, 173] by competitively sticking to the surface. MPC
(2-methacryloyloxyethyl phosphorylcholine) coating can also be used to prevent protein molecules
adsorption on the surfaces [174, 175, 176]. As well, other surfactants can also be included in the
reacting mix [177, 178].

While all these surfactants may be necessary for the reaction to perform in small volumes (in
PDMS), they appeared to hinder the sealing of the chambers. We tried combinations of MPC-coated

or raw surface with BSA, or BSA added to our reaction mix, and performed the photo-bleaching test
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to check if the chambers were properly sealed. We found that sealing was possible with BSA alone
(up to 0.5 mg/ml) or our reaction mix alone, but adding BSA to the reaction mix resulted in a failed

sealing. As well, MPC coating was negatively affecting the sealing of the chambers.

5.4 Droplet microfluidics

Another way to encapsulate reactions is to use water-in-oil micro-emulsion. Microfluidics is good at
producing microdroplets of desired size, in which it is possible to encapsulate things going from simple
DNA amplification mixture [179] to single cells [180]. Microdroplets have also been used to compart-
mentalize the Belousov-Zhabotinsky oscillator and study the coupling (by an inhibitory intermediate
of the reaction diffusing in oil) between oscillating droplets in 1D [181] and 2D [182]. Microfluidic
droplets technology are readily used in our laboratory, we had the chance to design and try one of
our simplest reaction circuits and monitor on-chip its functioning in agarose microdroplets by using
N-quenching.

Mono-disperse microdroplets can be generated by using a flow-focusing microchannel network
through which the aqueous phase is segmented by the oil phase. We used an innovative “push-pull”
technique to produce microdroplets: it consists in pushing the oil phase onl