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Abstract

In this thesis, a nonlinear model of the vestibular system is proposed, with
special reference to humans and other locomoting animals. The vestibular
system is essential for stable locomotion since it provides idiothetic measure-
ments of spatial orientation that are needed for postural control. The model
was constructed from general considerations regarding the Newton-Euler dy-
namics governing the three-dimensional movements of bodies constrained to
oscillate in non-inertial frames, such as the otoliths, which were modeled as
spherical damped pendula. Two configurations were considered. The medial
model considered only one inner ear located in the center of a head. The
lateral model considered two inner ears located laterally with respect to the
center of rotation of the head. The differences between these two models were
analyzed and the importance of having two vestibular organs discussed. To
this end, a nonlinear algebraic observability test was used to verify whether
the reconstruction of the head orientation with respect to the gravitational
vertical was possible from otoliths measurements only. It could be shown that
in order for the head vertical orientation to be observable, the head had to
be stabilized during locomotion. Moreover, it was shown that the gravito-
inertial ambiguity inherent to inertial idiothetic sensing could be resolved if
the head was horizontally stabilized. These results were applied to solve the
head vertical orientation estimation problem in the linearized case (Luenberger
observer, Kalman filter) as well as in the nonlinear case (Extended Kalman
filter, Newton method based observation). These observers were designed and
tested in simulations. The simulations indicated that the estimation errors
were smaller and the observers converged faster when head was stabilized dur-
ing locomotion, leading to a nonlinear, combined observation-control system
that could be stabilized with respect to the gravitational vertical based on no
other information than the prior knowledge of the Newton-Euler dynamics.
The results were further tested with a specifically designed experimental setup
that comprised an actuated gimbal mechanism to represent the head-neck ar-
ticulation and a liquid-based inclinometer that represented the otoliths organs.
The findings derived from this research would be helpful for analyzing spatial
perception in humans and animals, and for improving the perceptual capabil-
ities of robotic systems, such as humanoid robots, rough terrain vehicles, or
free-moving drones.

Keywords: vestibular system, head-neck system, nonlinear system, ob-
servation, estimation, verticality, spatial perception, locomotion, humanoid
robot.
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Résumé

Dans cette thèse, nous proposons un modèle non-linéaire du système vestibu-
laire, en particulier chez l’humain et autres animaux mobiles. Le système
vestibulaire est essentiel pour une locomotion stable dans la mesure où il four-
nit des mesures idiothétiques d’orientation spatiale nécessaires à la stabilité
posturale. Le développement du modèle est basé sur les principes généraux de
la dynamique de Newton-Euler, régissant le mouvement des corps contraints
à osciller en trois dimensions dans un référentiel non-Galiléen. Les otolithes
du système vestibulaire constituent un exemple d’un tel système et ont été
modèlisés comme des pendules sphériques amortis. Deux types de modèles
ont été proposés. Le modèle medial est constitué d’une seule oreille interne se
trouvant au centre de la tête. Le modèle latéral est constitué de deux oreilles
internes situées latéralement par rapport au centre de la tête. Les différences
entre ces deux modèles sont analysées et l’hypothèse de l’utilité de posséder
deux d’organes vestibulaires est discutée. Un test algébrique d’observabilité
des modèles non-linéaires a permis de montrer que la tête doit être stabilisée
pendant la locomotion pour que l’orientation de la tête soit une quantité ob-
servable. Nous montrons que le problème de l’ambigüıté gravito-inertielle peut
être résolu si la tête est stabilisée horizontalement. Ces résultats ont été ap-
pliqués pour estimer la verticalité gravitationnelle lors de la locomotion dans
le cas linéarisé et dans le cas non-linéaire. Ces observateurs ont été conçus
et testés avec des simulations numériques. Les résultats des simulations ont
montré que quand la tête est stabilisée les erreurs d’estimation sont significa-
tivement plus faibles et que les observateurs convergent plus rapidement et de
façon plus robuste. Cela conduit à un système non-linéaire où observation et
la commande sont combinés, qui peut être stabilisé par rapport à la verticale
gravitationnelle sans aucune information autre que la connaissance de la dy-
namique de Newton-Euler. Les résultats sont ensuite testés avec un système
expérimental spécialement conçu pour représenter le système tête-cou et les
organes vestibulaires. Un inclinomètre utilisant un liquide a été mis en œuvre
pour représenter la fonction des otolithes. Les résultats présentés dans cette
thèse sont utiles à l’analyse de la perception spatiale chez les humains et autres
animaux mobiles et pour l’amélioration des capacités sensorielles des systèmes
robotiques tels que robots humanöıdes, véhicules tout terrain, ou drones.

Mots clé: système vestibulaire, système tête-cou, système non-linéaire,
observation, estimation, verticalité, perception spatiale, locomotion, robot hu-
manöıde.
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École Doctorale, Sciences Mécaniques, Acoustique, Electronique et Robotique
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Chapter 1

Introduction

Contents

1.1 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2 Summary of contributions . . . . . . . . . . . . . . 9

1.3 Thesis overview . . . . . . . . . . . . . . . . . . . . 10

1.4 The sense of motion in humans and animals . . . 11

1.4.1 Vestibular system . . . . . . . . . . . . . . . . . . . . 11

1.4.2 Roles of vestibular system . . . . . . . . . . . . . . . 14

1.4.3 Mathematical models of vestibular system . . . . . . 15

1.4.4 Head stabilization . . . . . . . . . . . . . . . . . . . 19

1.5 Perception of self-motion in robots . . . . . . . . . 21

1.5.1 Inertial sensors . . . . . . . . . . . . . . . . . . . . . 21

1.5.2 Verticality estimation methods . . . . . . . . . . . . 23

1.5.3 Application in humanoid robots . . . . . . . . . . . . 26

1.5.4 Role of head stabilization . . . . . . . . . . . . . . . 30

1.1 Scope

This thesis develops and investigates a general model of the vestibular otolith
organ, a core component of a complete vestibular system, and the potential
application of this model to robotics. In the biological world, vestibular or-
gans are, in great part, responsible for spatial perception. In many animals,
sensory outputs from the vestibular system play a dominant role in posture
control during locomotion because they provide central neural system (cns)
with important information about the motion and orientation of the self. In
engineering systems such as mobile robots, drones, humanoid robots, robot
fishes, robot submersibles, as well as any other free moving vehicles such as
aeroplanes, submarines, rovers, torpedoes, rockets, and so-on, inertial sensors
play the role of the vestibular system. Inertial measurements can provide ac-
celeration, velocity and displacement estimates which can be used as feedback
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information for control systems. Control objectives can be, for instance, bal-
ancing during locomotion for humanoid robots or localization and mapping
for mobile robots. Many other functions can be achieved from inertial sensing
such as resisting perturbations, tracking desired trajectories, or anticipating
the occurrence of dangerous configurations. Previous contributions from neu-
roscience and recent developments in control engineering were the motivation
behind the present research, at the intersection of biological and engineering
sciences. The objectives of this work are:

• to develop a mathematical model of the vestibular system which is based
on the fundamental principles of mechanics;

• to analyze the proposed model with the methods used in control theory
and robotics;

• to apply the result of this analysis to clarify hypotheses regarding the
role of head stabilization, a behavior observed in numerous species;

• to perform computational experiments to investigate the putative role of
head stabilization;

• to design and implement a hardware model of a head that is stabilized
solely from inertial, that is, idiothetic measurements, and experiment
with this model.

1.2 Summary of contributions

• We developed a pendulum-based nonlinear model of otoliths. Two mod-
els were proposed: the medial model and the lateral model. Medial
model considers a spherical pendulum located in the center of the head.
Lateral model consists of two pendula located aside from the center of
the head.

• Nonlinear observability study of the medial and the lateral models was
carried out. We checked whether the head’s angular orientation with
respect to the gravitational verticality was observable depending on the
head stabilization control. Observability study showed that spatial ori-
entation of the head was observable only when the head was stabilized
for the medial model. Interestingly, the head’s spatial orientation was
observable independently from the stabilization control for the lateral
model. This may suggest an explanation for having two sets of vestibu-
lar organs in order to provide the neural system with an estimate of the
spatial orientation of the head.

• Several observation methods for estimating spatial orientation of the
head with respect to verticality were designed. A Newton method based
observer and Extended Kalman Filter were used in the nonlinear case.
A Kalman filter and a Luenberger observer were used in the linearized
case. Computational experiments showed that estimation errors were
smaller and the observers were more robust to model uncertainties when
the head was stabilized.

9



• Relation between head stabilization and linearization was discussed. We
showed that the head up-right stabilization and model linearization around
this equilibrium enables the application of the separation principle of con-
trol theory. It was shown with numerical tests that independently de-
signed stable linear head controller and linear verticality observer were
able to function properly for controlling and estimating the spatial ori-
entation of the head which is a nonlinear system.

• Up-right stabilization of the head during locomotion facilitates estima-
tion of the verticality by providing the observer a way to distinguish
between otoliths response to tilt and translational motions. Assumption
of having the head stabilized in up-right orientation empowers with an
option to consider otoliths measurements as translational accelerations.

1.3 Thesis overview

In the present introductory chapter, we first describe briefly the vestibu-
lar system in humans, its anatomy, physiology and its role in vision, postural
balance, and locomotion. Special attention is given to recent mathematical
models and their experimental evaluations to investigate hypothesis about the
basic operational principles of the vestibular system. We then look into some
engineering issues, particularly for robotic systems. We provide a short survey
on inertial sensing applications in machines, hardware and software methods
used to improve the quality of inertial measurements. The application of iner-
tial measurement units (imus) to humanoid robots is studied more particularly.
We also illuminate the potential advantages of locating the robotic vestibular
system such as imu in stabilized robot heads in a way that is observed in living
creatures.

In chapter 2, we present the model of the vestibular system which was
derived with the help of the fundamental Newton-Euler dynamics. Two basic
models are presented. A model for a centric vestibular system (medial model)
and a model for a vestibular system having two symmetrically located organs
(lateral model). For both models the nonlinear and the linearized, three-
dimensional and planar equations are given. Head stabilization control is also
described. The model correctness is verified via computational experiments.

In chapter 3, the observability analysis of the head orientation in space
is presented taking advantage of a nonlinear algebraic test. It could be shown
that head self-stabilization renders the orientation of the gravitational vertical
with respect to the head observable. The problem of ambiguity in gravitoin-
ertial measurements performed by vestibular organs is also addressed. It is
suggested that stabilization of the head in an upright position with respect to
gravitational field may also help to resolve the gravitoinertial ambiguity.

In chapter 4, the Kalman filter and a nonlinear Newton-method-based
observer are designed to perform the estimation of the head vertical orienta-
tion. Special attention is given to head stabilization control seen as a way to
linearize the overall vestibular-orientation control system. Such stabilization
implies the applicability of the separation principle in observer and controller
design. The performance of linear and nonlinear observers for horizontally sta-
bilized and non-stabilized head motions is tested and compared by computer
simulations.
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In chapter 5, a robotic hardware model of the vestibular system and
head is presented. Experimental evaluations of linear and non-linear observers
are described. The results show that the stabilization of the robotic head
facilitated the observation process. The linearized model of the system could be
used and more accurate estimates were obtained when the head was stabilized
in horizontal orientation.

In the conclusion, the results of this thesis are summarized. Its implica-
tions in biology and robotics are discussed.

1.4 The sense of motion in humans and ani-

mals

Humans and animals have complex multi sensory system which provides their
central nervous systems (cns) with information about the external world and
about their own state. For us, like for other living creatures, it is important
to estimate the spatial orientation and localization of our body with respect
to the objects of the external world. Most of our sensory systems contribute
to this task, including, vision, audition, touch, proprioception, olfaction, and
vestibular inputs. Changes in the visual flow on the retina indicate changes in
relationship between the body and the environment, unless these changes can
be entirely attributed to changes in the environment. Similarly changes in the
acoustic pressure impinging on the eardrums can be attributed to movement
of the self as well as to changes in the acoustic environment. Tactile and pro-
prioceptive inputs result from change of our body position and configuration
during mechanical interaction with the environment. Independent sensory in-
formation of one modality is rarely sufficient for proper motion perception.
For instance, a change of visual flow can be caused by the movements of the
eyes, the movement of a sound source can be confounded with head rotations,
and so on. Generally speaking, this problem is solved through multi sensory
integration [56, 98]. The central nervous system is highly adept at processing
multisensory information to provide the brain with a proper sensation of mo-
tion. Interestingly, visual, auditory, tactile, proprioceptive or olfactory sensory
inputs can be easily put out of action or uninformative under a great many
types of circumstances that are easy to imagine, but the vestibular inputs are
always available, even in the absence of gravity! In the latter case, the vestibu-
lar organs still respond to linear accelerations and angular velocities. That is
why it comes naturally that vestibular system plays a key role in perceiving
self motion. It is quite a curious thing that so little attention has been paid
to inertial sensing in robotics when, in fact, it takes so little resources to take
advantage of it compared to all other sensing modalities. In the next subsec-
tions, we describe the principles that govern the function of vestibular organs
and their roles for posture control.

1.4.1 Vestibular system

The vestibular system detects motion of the head in space, and, in turn, gen-
erates reflexes that are crucial for our daily activities, such as stabilizing the
visual axis (gaze) and maintaining head and body posture. In addition, the
vestibular system provides us with a subjective sense of movement and orien-
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Figure 1.1: The vestibular organs located in each inner ear. The main
organs are three almost orthogonal semicircular canals (superior, poste-
rior and lateral) and two otolith organs (utricle and sccaulus). Semicir-
cular calanals are sensitive to the angular velocity of the head. Otolith
organs are sensitive to the linear gravitoinertial acceleration. The draw-
ing is adapted from [25].

tation in space. The vestibular sensory organs are located in close proximity to
the cochlea. The vestibular system comprises two types of organs: two otolith
organs and three semicircular canals. Two otolith organs (the saccule and
utricle) sense linear acceleration which includes gravitational and translational
components. Semicircular canals sense angular velocities in three planes. The
generated receptor signals are conveyed by the vestibular nerve fibers to the
neural structures that are responsible for eye movements, posture and balance
control. As a result, the vestibular organs participate to our sixth sense - the
sense of motion that allows us to perceive and control bodily movements [16].
Vestibular processing is highly multimodal, for instance, visual/vestibular and
proprioceptive/vestibular sensory inputs are dominant for gaze and postural
control, but at the same time vestibular system itself plays an important role
in our everyday activities and contributes to various range of functions [5, 45].

Otolith organs

The otolith organ comprises the utricle and the saccule. The utricle and the
saccule are sensitive to linear acceleration. They respond to both head’s linear
motion and static tilt in vertical plane. The utricle and the saccule are arranged
to respond to motion in all three dimensions. When the head is upright,
the saccule is vertical and it responds to linear accelerations in the sagittal
plane, specifically up and down movements. The utricle is horizontally oriented
and responds to accelerations in the interaural transverse (horizontal) plane
(anterio-posterior and medio-lateral accelerations) [93]. Both, the utricle and
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Otoconia (calcium carbonate crystals)

head's translation
Figure 1.2: Vestibular hair cells in otolith organs. Head is not accel-
erated (A). Head is accelerated to the right (B). Adapted from [32]

the saccule, contain sheets of hair cells a sensory epithelium (macula). An
otolithic membrane (otoconia) composed of calcium carbonate crystals sits
atop of hair cells. Fig. 1.2 shows simplified view of otolithic hair cells during
still (A) and accelerated motions (B). In response to linear acceleration, the
crystals are deflected due to their inertia. Linear acceleration of the head causes
otoconia’s accelerated motion which in turn causes shear forces acting on the
hair cells. Complex molecular level mechano-electro-chemical mechanism of
interaction between hair cells results in generation of electrical signals which
are sent to neural structures for further processing [32].

Semicircular canals

Each inner ear has three semicircular canals approximately arrayed at right
angles to each other. Semicircular canals are sensitive to angular accelerations
[167]. Each canal is comprised of a circular path of fluid continuity, interrupted
at the ampulla by a water tight, elastic membrane called the cupula [5]. Fig. 1.3
shows a schematic view of one semicircular canal. Each canal is filled with a
fluid called endolymph. When the head rotates in the plane of a semicircular
canal, inertial forces causes the endolymph in the canal to lag behind the
motion of the head [32]. Motion of the endolymph causes pressure applied
to the membrane of the cupula and its deflection causes the shearing stress
in the hair cells [32]. Then, the corresponding electrical signals are generated
and transmitted through neurons in a way similar to the way it is done in the
otoliths. Although, the semicircular canals respond to angular acceleration, the
neural output from the sensory cells represents the velocity of rotation. This
suggests that the operation of mathematical integration of the input signal
occurs owing to the mechanics of the canals, mainly the significant viscous
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Figure 1.3: Semicircular canal. When head is rotated counter clock-
wise, the endolymoph flow will rotate clockwise and apply pressure on
the ampulla. Adapted from [93]

properties of the fluid due to the small size of the canal [46, 102]. Having
measurements of three angular velocities cns can create a three-dimensional
representation of the head’s angular velocity vector.

1.4.2 Roles of vestibular system

Humans rely on the multiplicity of sensory inputs and sophisticated anticipa-
tory mechanisms to solve the control problems subserving standing, walking,
running, jumping, dancing, and so on. Vestibular inputs play a central role in
all these tasks, which are achieved through a combination of postural move-
ments and forces and torques exerted against the environment. We briefly
describe some of the roles of vestibular system, which have or may have an
important potential application in robotic systems.

Vision. In humans, the head-located vestibular system is known to partic-
ipate in a number of functions that include gaze stabilization through the
vestibulo-ocular reflex [18, 17, 134, 51]. The vestibulo-ocular reflex stabilizes
the gaze to ensure clear and stabilized vision. It is a reflex of eye-movement
that stabilizes the image projected on the retina during head movements. The
eye movements are produced in the direction opposite to head movements.
The reflex has both rotational and translational aspects which are driven by
semicircular canals and otoliths inputs, respectively.

Self-motion perception. The vestibular system is a key sensory organ for
the perception of body motion [19]. Human are always aware of body move-
ments even if other senses such as vision, audition are absent. The vestibular
system also provides us with the ability to distinguish between self-generated
motion and external ones. It has been shown that vestibular only information
is sufficient for us to reconstruct our body’s location and time history of its
displacements when our body is moved passively [104, 105].
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Balance. The vestibular system plays a dominant role in the coordination
of postural reflexes, such as vestibulo-collic reflex. Vestibulo-collic reflex is
responsible for maintaining head and body posture. This reflex stabilizes the
head with respect to inertial space. It produces commands that move the head
in the direction opposite to the direction of the actual velocity of the head
[58, 10]. Another important role of the vestibular system is the vestibulo-
spinal reflex which coordinates head and neck movement with respect to the
trunk of the body. The goal of the reflex is to maintain the head in an upright
position [3]. Together, the vestibulo-collic and the vestibulo-spinal reflexes are
responsible for self-balancing control [205, 206, 174, 2, 131].

Perception of verticality. All of us are subjected to permanent gravita-
tional forces. The vestibular system is the principal sensory system which is
able to estimate these forces. When our body is still, otoliths respond to the
gravitational acceleration vector only, and its components provide us with a
sense of absolute verticality [20, 210]. Knowledge of gravitational vertical-
ity is essential for balancing and posture control as well, since it enables the
disambiguition of ‘up’ and ‘down’ for spatial orientation [34].

Frame of reference. Vestibular systems, like embodied inertial sensors, pro-
vides the cns with a head-centered frame of reference. It may be suggested
that low-level balance and posture control is realized in this frame of reference.
Spatial transformations from head-fixed and world inertial frame can be per-
formed based on vestibular system measurements. Therefore, this embodied
frame of reference is directly related to the world inertial frame, and enables
the neural system to perform stable posture control independently from other
sensory inputs, such as tactile or proprioception information stimulated by
ground inclination. In this way, ground-independent posture and balance con-
trol can be implemented.

1.4.3 Mathematical models of vestibular system

There has been a lot of research work about the quantification of the vestibu-
lar system dynamic behavior and the creation of the sensory models of spatial
orientation perception. In this thesis we refer only to a selected set of research
publications which describe the basic dynamic behavior of the vestibular sen-
sors. For more detailed reviews on vestibular organs mathematical modeling an
interested reader can further refer to various survey papers and reports, such
as [133, 213, 100, 5, 85, 44]. In this subsection we first look into the dynamics
of the otoliths and semicircular channels, and then, we briefly describe most
frequently used models of vestibular signal processing. Our primary interest
in the dynamic model of the vestibular organs is its mechanical component,
which defines the relation between motion of the head’s and sensory organs
response.

Dynamics of otoliths. The displacement of the large saccular otolith of the
medium-sized wading birds (ruff) was measured in [49]. The results suggested
that the mechanics of the otolith could be described by a critically damped
second-order system with a resonant frequency of 50 Hz.
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In [63, 64, 65], series of experimental studies of the otolith organs of the
squirrel monkey were presented. It was concluded that the mechanical response
of the otolith to tilt and translational acceleration can be modeled in terms of
linear transfer function with characteristic time Tm:

Woto(s) =
1

1 + Tms
, (1.1)

where s is the Laplace variable. The input for this transfer function is accel-
eration of the head which includes translation of the head and gravitational
acceleration. The output of the transfer function characterizes the deflection
or displacement of the sensory organ (otoconia) with respect to its neutral
position. The value of characteristic time, Tm, was estimated based on the
experimental measurements. It was found to be in the range of 9 to 67 ms, de-
pending on the experimental conditions. Nonlinear distortion of the measure-
ments was reported, as well, but it did not exceed 10-20%. The latter model
suggested that the response of the otolith organs is more heavily damped than
was reported in [49].

In some other reports, in addition to second order dynamics of otolith
receptors, the mechanical threshold (approx. 0.005 G) and dynamics lead
terms was added to represent some neural processing [132, 213].

Dynamics of semicircular canals. Significantly more research was done
on the dynamics modeling for the semicircular canals. Most of research use
the dynamics of the system deduced from hydrodynamic principles and suggest
the torsion-pendulum model [189, 188]. In [189], the equation that defines the
angular deviation of the endolymph in the canal was:

Θξ̈ +Πξ̇ +∆ξ = 0, (1.2)

where ξ is the deviation of the endolymph, Θ is moment of inertia of the
endolymph, Π is moment of friction at unit angular velocity, ∆ - directional
momentum at unit angle caused by the cupula. Based on experimental observa-
tions and system identification procedures it was concluded that the dynamics
can be described by the differential equation

ξ̈ + 10ξ̇ + ξ = 0. (1.3)

More advanced experimental studies with human subjects supported the torsion-
pendulum representation of the canal dynamics [101, 91, 149]. In [188], it was
suggested to model semicircular canals with heavily-damped second-order sys-
tem which behaved as an angular-velocity meter.

In [73], the frequency-response analysis of central vestibular unit activity to
rotational stimulation of the semicircular canals in cats was carried out. It was
found that the relation between neural response of the canals and mechanical
stimulation was dominated by a single time constant of about 4 seconds. Two
response regions were defined, above and below a stimulus frequency of about
0.4 Hz. Above this frequency, the canals response corresponded to the angu-
lar velocity of the stimulus, and below that frequency, measurements tended
towards the angular acceleration of the stimulus.

More rigorous experimental study with monkeys proposed a more compli-
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cated dynamics model of the canals [62]. The latter model considered the
difference for low and high frequencies rotation. At low frequencies the phase
lag was smaller than predicted by the torsion-pendulum model, which was a
consequence of sensory adaptation. There was a gain enhancement at high
frequencies which was modeled by additional high-frequency component. The
nonlinear distortion was reported to be relatively low, averaging about 13%.

Sensory data integration and processing. Sensory outputs from otoliths
and semicircular canals are processed in neural systems at different levels.
Some information is processed in low level neural networks, while some are
projected to cns where integration with other sensory modalities takes place.
In this part of the chapter we give a brief review of some existing theories on
how the vestibular information is processed at the neural level. Most of these
models are based on system theory approaches, which are more relevant for our
robotics-oriented study. Research on modeling the vestibular signal processing
aimed at developing theories of human spatial orientation perception, and was
applied mainly to aerospace physiological studies.

L. R. Young and his group proposed an optimal estimator model in [22].
He introduced the concept of internal model which comprised the dynamic
model information about the sensory organs and head-neck system. Internal
model was considered to be known to the cns. L. R. Young used the concept
of optimal estimator (Kalman filter) to model the human’s orientation estima-
tion based on the outputs from visual, vestibular, proprioceptive and tactile
sensory systems. Assumptions about sensor dynamics and noise statistics of
the internal model were used to correct the estimated states which represented
spatial orientation. Estimated states, called perceptions in [22], contained
angular orientation of the head, its angular velocity, inertial translation and
inertial velocity. Some nonlinear elements were added to the model in order to
reproduce the delay of the onset of visually induced motion. In a recent paper
by L. R. Young and colleagues [214], an overview of their optimal filter based
approaches for spatial orientation estimation in humans is given.

D. M. Merfeld and colleagues developed an observer-based model for spatial
orientation estimation based only on vestibular sensory inputs. Their approach
was based on the concept of an internal model, as well, but special attention
was given to the neural processing of gravito-inertial cues [139]. In [215, 141]
experiments were performed to analyze the vestibulo-ocular response during
tilt and rotation of the head and of the body. The presented experimental
findings were consistent with the hypothesis that the nervous system resolves
the ambiguous measurements of gravitoinertial forces into neural estimates of
gravity and linear acceleration. In [140], a human model for this vestibular
signals processing was presented. The graphical representation of the model is
shown in Fig. 1.4. Originally, the model was developped as a result of exper-
imental studies with monkeys [137, 136]. The model consists of semicircular
canals and graviceptors (otoliths), their internal models, and four feedback cor-
rection channels for the state estimation. A linear system was used to model
the semicircular canals’ dynamics, and a simple unity gain (identity matrix)
was used to model the otoliths. The state of the model includes three vectors
in R

3: angular velocity of the head, ω, the translational acceleration of the
head, a, and the gravitational acceleration vector g. The angular velocity
of the head, ω, and its translational acceleration define the trajectory of the
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head in the space. The angular velocity is measured by the semicircular canals
which generate the output signal αscc. The gravitational acceleration vector,
g, is expressed in the head-fixed frame of reference, and, therefore, contains
information on the head’s angular orientation with respect to gravitational
vertical. The otoliths respond to the vector sum of vectors: f = g − a, where
f is defined as the gravitoinertial force. As a result, the output of the otoliths,
αoto, provides the neural system with information related to the head’s static
tilt and its linear translation. The actual head’s translational acceleration,
a, and its angular orientation with respect to the gravitational acceleration,
g, are unknown to the neural system. Merfeld et al. proposed the model
in which four types of errors between the measurements and their estimates
(observations). It was suggested that the neural system is able to perform
the operation of gravitational vector transformation (rotation) from the world
frame to the head’s frame,

ĝ =

∫

−ω̂ × ĝ dt, (1.4)

where ĝ is an estimate of gravitational acceleration vector expressed in head’s
frame and ω̂ is an estimate of angular velocity of the head. This nonlinear
integration equation is used by neural system to estimate the relative orienta-
tion of gravity with the help of rotational cues. The types of error calculations
and feedback channels define the inputs to the internal model. They are used
to convert the feedback errors into estimates of motion and orientation. The
angular velocity feedback parameters, kω, converts the difference between es-
timated and actual output of semicircular canals to a neural representation
of angular velocity. The translational acceleration feedback gain, ka, converts
the acceleration error to a neural representation of translational acceleration.
The other two feedback errors were used to feed back the cross product error
and were chosen by trial and error to yield responses that matched the exper-
imental data [136]. This structure makes it difficult to interpret this model in
accordance with physical and mechanical principles.

More recently, J. Laurens and J. Droulez constructed a Bayesian process-
ing model of self-motion perception in [121]. It was proposed that the brain
processes these signals in a statically optimal fashion, reproducing the rules of
Bayesian inference. It was also proposed that this Bayesian based processing
uses the statistics of natural head movements. The outputs of semicircular
canals and head’s angular velocity were assumed to be subjected to Gaussian
noise. Using particle filtering, the three-dimensional model of vestibular signal
processing was developed based on optimal estimation. The model was suc-
cessfully tested by computational experiments. It was proved to be efficient in
modeling the vestibulo-ocular reflex.

Among the vestibular information processing models mentioned above, the
concepts of internal model and estimator or observer are crucial. The models
which use the Kalman filter, linear observer and particle filtering to model
vestibular system were reviewed briefly. Relatively complete reviews of existing
vestibular information processing models can be found in [129, 173].

In robotic systems, the concept of observer has been known for decades,
since the early works of E. Kalman in linear filtering [111] and D. Luenberger
in state estimation for linear systems [128]. In the present work we develop
an observer based model of vestibular information processing in which we pay
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Figure 1.4: A diagram view of vestibular information processing pro-
posed by Merfeld et al. The system is based on the concept of internal
model and realized as observer with four feedback channels for estima-
tion correction. Diagram is adapted from [140]

specific attention to the head’s stabilization control based on the estimated
spatial orientation.

1.4.4 Head stabilization

Various human motion experimental studies showed that humans stabilize their
heads while performing different locomoting, balancing or other postural tasks.
It has been proposed by T. Pozzo and A. Berthoz that humans stabilize their
heads in rotation for different locomotor tasks, such as free walking, walking
in place, running in place and hopping [158]. In experiments with ten healthy
subjects it was shown that humans stabilized their heads and that the maxi-
mum angular amplitude of Frankfort’s plane (plane of horizontal semicircular
canals) did not exceed 20 degrees. This stabilization probably uses cooperation
between both the measurement of head rotations by the semi-circular canals
and the measure of translations by the utriculus and sacculus (otolith organs).
The plane of stabilization is determined by the task; it can vary and may be
controlled by the gaze. Further experiments showed that total darkness did
not significantly influence the stabilization of the head, which demonstrated
the importance of this behavior in the coordination of the multiple degrees of
freedom of the body during gait. Fig. 1.5 shows body links orientation mea-
sured during experimental studies [158]. It can be clearly seen that during
locomotion the head was stabilized. Similar results were obtained in [182].

Later in [159], it was shown that head stabilization occurred also in the
frontal plane during the maintenance of monopodal and bipodal equilibrium on
unstable rocking platforms. The head remained stable relatively to the vertical,
despite large translations in the frontal plane. Head angular stabilization close
to vertical orientation was essential for effective postural control during those
complex equilibrium tasks.

Some recent behavioral studies by A. Berthoz and colleagues showed that
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10 frames
Figure 1.5: Head stabilization during locomotion. Experimental stud-
ies have shown that human and some other animals stabilized their heads
during locomotion. The drawings are adapted from [158, 113, 147].

head’s orientation anticipates during locomotion relatively to the walking di-
rection [84, 160, 96]. This may suggest that the head’s orientation and gaze
stabilization is important for motion planning during locomotion, and both
visual and vestibular cues are processed by the cns favorably if the head is
stabilized and oriented towards the walking direction. Additional studies sug-
gested that the motion of the head, together with gaze control, is closely related
to optimal postural control during locomotion [72].

In [114], a control mechanism model for head stabilization was described.
Angular velocities of the head and trunk in space were recorded in seated sub-
jects during external perturbations of the trunk. The passive mechanics of the
head was changed by adding additional masses in different experimental trials.
It was shown that head’s stabilization in horizontal plane in yaw orientation
did not differ much with respect to changed inertia of the head. For pitch
motions, the response of the head-neck stabilization controller was changed
when an additional mass was added to the head. However, in all the cases,
subjects were stabilizing their heads while their trunk was perturbed.

In [28], balancing on a moving platform with subjects with and without bi-
lateral vestibular loss was studied. Results showed that subjects with vestibu-
lar loss were unable to perform this task properly, and that their trunk and
head were not stabilized in space, while healthy subjects were stabilizing their
heads regardless to the motion of the platform.

Similarly to humans, head stabilization was observed for many other an-
imals. For instance, head stabilization behavior was reported for cats [77].
Similar head stabilization behavior was found in monkeys during locomotion
[209]. The head was stabilized and absolute values of pitch and roll head
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movements did not exceed 7 degrees. Similar result were obtained for running
monkeys [53]. For horses, a weaker head stabilization effect was reported [54].

Head stabilization was observed for birds, as well. In [86], head stabiliza-
tion behavior in chickens during jumping and walking on surfaces of different
slopes was reported. Results suggested that the head was stabilized during
locomotion but the angle of stabilization increased with increasing downwards
slope of the walking surface and decreased with increasing upwards slope. Head
stabilization was reported for other birds such as herons, as well [113]. In most
of the cases different types of herons stabilized their heads’ spatial orientation
and location while their body was disturbed by harmonic oscillations.

Head bobbing during locomotion is a very well known behavior for birds like
pigeons, egrets, whooping cranes [70, 48, 43, 71, 185]. Head-bobbing behavior
results in stabilization of the head to the surroundings for a part of each
locomotion cycle. This bobbing is coupled with the locomotion and is mainly
under visual control [70, 147]. In addition, the skeletal geometry of these types
of animals can contribute to explain head stabilization and bobbing behavior
during locomotion [193]. Some specific skeleton structures for facilitating head
stabilization during locomotion were reported in [23].

In the studies just mentioned it was shown that orientation of the head is
naturally stabilized during locomotion and balancing. These studies empha-
sized the importance of head stabilization as a part of the general postural
control. In some cases head stabilization may be related to the task performed
by a subject. Very often, head stabilization behavior is the result of vestibular-
ocular interactions as well [92]. However, in all of these cases vestibular infor-
mation is important for the head-neck control system, and sometimes it is the
only source of information available [26].

One of the key roles of head stabilization is related to the establishment of
a stable reference frame in which spatial perception and postural control are
realized. Stable frames of reference based on vestibular information provide
the brain with a mobile reference frame, which, in cooperation with vision and
gaze allows a ‘top-down’ control of locomotion.

1.5 Perception of self-motion in robots

1.5.1 Inertial sensors

In robotic systems, inertial sensors play a role similar to that of the vestibular
system in humans and animals. In this subsection we give a short introduction
to inertial sensors and their applications in robotic systems. Inertial sensors
are electromechanical transducers which measure mechanical translation and
rotation of their bodies. Recent technological developments provided robotics
with various types of inertial sensors [12, 203]. The most common types of
inertial sensors are accelerometers, gyrometers and inclinometers. Very often
they are combined together in what is an called inertial measurement unit
(imu).

Accelerometer

An accelerometer responds to inertial forces and gravitational forces. A sche-
matic drawing of a simple accelerometer is shown in Fig. 1.6. A lumped mass,
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Figure 1.6: Schematic view of a simple accelerometer. Sensor is accel-
erated to the left (A). Sensor is accelerated to the left and tilted (B).

m, is constrained to undergo linear translation inside the frame of the sensor.
The proving mass is connected to the frame by a spring of a known stiffness, k.
In Fig. 1.6A, accelerometer is orthogonal to the gravitational acceleration vec-
tor, g. When a force, F , is applied to the frame of the sensor, the body moves,
and its deflection, x is measured. Knowing the displacement x acceleration of
the sensor’s frame, a, can be calculated:

a = −
kx

m
. (1.5)

Another force which is not discussed here but exists in real systems is damping
which prevents infinite oscillations of the moving body.

When the accelerometer is tilted at some angle, α, as presented in Fig. 1.6B,
the body’s displacement will be the result of the gravitational force mg, which
is the weight of the moving body. Acceleration of the sensor frame will be
calculated as follows:

a =
1

m
(−mg sinα− kx). (1.6)

In this case accelerometer responds to gravitoinertial acceleration which is
a sum of linear and gravitational acceleration. In the situations when the
accelerometer is still (no external force is applied) the measurement of ac-
celerometer will provide the information about its frame tilt with respect to
gravitational acceleration vector. In this case accelerometer can be used as
tiltmeter.

Modern accelerometers are usually implemented in micro-electro-mechanical
systems (MEMS) and can have sensitivity in one, two or three axis. Some
examples of different technologies used in accelerometer design can be found
in [119, 4, 150, 29, 162].

Gyrometer

The gyrometer is a sensor for measuring angular velocity. Modern gyrometers
are implemented as MEMS [87, 146]. A common MEMS based gyrometer
measures angular velocity by means of Coriolis acceleration [76]. Fig. 1.7
shows a simplified schematic view of a gyrometer. A resonant mass, which
is driven in and out, is attached on a rotating disc. When the mass moves
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Figure 1.7: Schematic view of a simple gyrometer. A body suspended
on a rotating disk is oscillated in radial direction. The tangential Coriolis
force will change its direction and amplitude with respect to the angular
velocity of the disc. Drawing is adapted from [76]

toward the outer edge of the rotating disk, it is accelerated to the right and
exerts on the frame a reaction force to the left. Direction of the reaction force
changes to the opposite one when the mass moves towards the center of the
disc. The radial motion of the mass is known since it is defined by the sensors
controller during the design process. The angular velocity of the rotating
disc can be calculated if the tangential displacement of the resonant mass is
measured. Usually, capacitive sensing is used to measure this displacement.
Accelerometers and gyrometers are often packaged together in one integrated
device.

Inclinometer

The inclinometer is a sensor used to measure the absolute angular orientation
of a body with respect to gravitational acceleration. A very simple type of
inclinometer is shown in Fig. 1.8. It includes a frame and a pendulum with
concentrated mass, m, and length, l. When the frame of the sensor is tilted
(Fig. 1.8A), the pendulum tends to keep its verticality, and in steady state
is aligned with the gravitational acceleration vector. The measurement is an
angle, α, between the pendulum and the frame of the sensor. This angle is usu-
ally measured by non-contact magnetic, optical or electromechanical means.
Pendula in inclinometers are damped in order to achieve steady measurements.

Fig. 1.8B shows the case when the frame of the inclinometer is tilted and
accelerated at the same time. In this case, pendulum will be inclined to an
angle, β, which is a result of linear and gravitational forces. The measurement
from the inclinometer is no longer tilt-related, and the sensor behaves in a
same way as the tilted accelerometer in the Fig. 1.6B. Some inclinometers
design examples can be found in [142, 130, 124, 212].

1.5.2 Verticality estimation methods

In this subsection we look into some basic methods of verticality estimation
methods used in robotic systems. Here we limit our review only to approaches
which use inertial measurements. Theoretically, a simple time integration of
the gyrometers output will provide us with angular orientation of its body in
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Figure 1.8: Schematic view of a simple inclinometer.

space. However, the initial conditions have to be known, which is not the case
for most real life applications. Another problem with rate sensors is bias, which
changes with time, temperature and other conditions. An accelerometer can be
used as a tilt sensor to measure the vertical orientation of the robot in the cases
when linear acceleration of the robot is negligible. But most of robotic systems,
such as humanoid robots are continuously moving with varying velocities and
are subject to unpredictable mechanical impacts. Generally speaking, inertial
sensors are noisy because they pick-up vibrations that become added to the
low frequency components of interest of the acceleration and velocity signals.
Gyroscopic measurements also suffer from bias and are highly sensitive to
dynamic errors. To combat these problems, different approaches to the design
state observers and sensor fusion methods have been proposed to improve
inertial measurements [13].

In [4], a nonlinear regression model to improve the accuracy of a low-g
MEMS accelerometer was proposed. It was assumed that the accelerometer
was not translated and its measurements provided the tilt information only.
Similarly, in [163] the accelerometer was used as a tilt sensor. Accurate tilt
sensing was achieved with a linear kinematic model which included a scale
factor, bias and misalignment. It was assumed that the body did not per-
form any translational motion which makes this approach limited to rotations
only. Gyrometer’s measurements were used together with acceleration mea-
surements in [89]. A Kalman filter for sensors alignment and calibration errors
compensation was designed and implemented. Similarly to previous cases only
rotations were considered.

The vertical orientation of a flying robot (autonomous helicopter) was es-
timated in [9]. The measurement system included an inclinometer and a rate
gyro. The data coming from the sensors was fused through a complemen-
tary filter, which compensated the slow dynamics of the inclinometer. It was
assumed that the robot did not perform fast accelerated motions.

A sensor fusion approach for verticality estimation in mobile robots which
are translated and rotated simultaneously was proposed in [187]. The odome-
try was used to resolve the ambiguity of translational and gravitational com-
ponents in measurements. Angular measurements from the robots wheels,
joints and knowledge of its kinematics were used to provide the estimator with
additional information about the robot’s orientation.

In [165, 166], drift-free attitude estimation for accelerated rigid bodies was
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described. The attitude estimation problem for an accelerated rigid body
using gyros and accelerometers was solved with a switching algorithm which
included Kalman filters. Switching was performed based on the values of
estimated linear acceleration of the body. The main idea of the algorithm was
to consider the translational accelerations as disturbances that were partially
measured through the accelerometer. When the acceleration of the body was
high, the accelerometer measurements were considered completely unreliable to
provide verticality measurements and switching algorithm forced the estimator
to rely on the rate gyros by setting the accelerometer noise covariance matrix
to infinity.

An additional inclination sensor was used in [122]. A state estimation tech-
nique was developed for sensing inclination angles using a low-bandwidth tilt
sensor along with an inaccurate rate gyro and a low-cost accelerometer. The
model of rate gyro included an inherent bias along with sensor noise. The
tilt sensor was modeled as a pendulum and was characterized by its own slow
dynamics. These sensor dynamics was combined with the gyrometer model to
achieve high-bandwidth measurements using an optimal linear state estimator.
Acceleration of the system in inertial frame was measured by additional ac-
celerometer and was considered as a known input for the estimator. However,
in many robotic systems knowledge of the acceleration vector expressed in
world inertial frame is unavailable or requires additional global measurements.

In [57] acceleration of a unmanned aerial vehicle expressed in world frame
is estimated by an airflow sensor. This estimation together with the raw mea-
surement from accelerometer is used to calculate the gravitational component
of acceleration. But the accuracy of this method is probably not suitable for
different types of robotic systems.

A multiple accelerometer based sensory system is used for attitude estima-
tion in [184]. A set of accelerometers was attached to different locations of a
rigid body and an optimal linear estimation algorithm was developed for de-
termining pitch and roll angles of the body rotating about a fixed pivot. The
estimated tilt angles values were filtered based on additional angular velocity
measurements. It was however assumed that the body was supported by a
fixed pivot, and therefore, limited to rotations only.

As shown above, the attitude estimation problem for robotic systems is a
difficult one and its solution requires complicate, sometimes nonlinear, tech-
niques [42]. One of the key problems of verticality estimation based on inertial
sensors is the ambiguity in acceleration and inclinometer measurements. Spe-
cial methods are required to separate the gravitational component of accelera-
tion from translational component. In many cases extra sensors may facilitate
the solution. For example, global positioning system (GPS) was used in [75];
magnetic field sensors were utilized in [143, 68], additional bearing information
was required in [11]; landmark measurements were used in [190], Earth hori-
zon sensor was utilized in [83], active vision system was employed in [24]. Like
robotic systems, living creatures solve the problem of estimation gravitational
verticality using limited set of sensors.

In this thesis we will study the problem of verticality estimation from the
robotic and biological points of view, and, as a result, propose a model of
human and animal sense of verticality.
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1.5.3 Application in humanoid robots

In robotic systems, inertial sensors provide control systems with important
information about the actual robot’s state such as its acceleration, velocity
and orientation. This information is important for maintaining stable motion
while performing a target task. Accelerometers are often utilized as tilt sensors
and gyroscopes are used to measure the change in the robot’s orientation. Here,
we provide a short survey on application of inertial sensors in humanoid robots.

Balancing and walking. Ordinary humanoid robot locomotion strategies
are based on zero moment point (ZMP) control originally proposed by M.
Vukobratovic [196, 195]. In this case, knowledge about the robot kinematic
configuration and mass distribution is sufficient for stable locomotion. Modern
humanoid robotics requires robots to move faster and perform more compli-
cated tasks. This may require additional sensory information, such as inertial
measurements, which can be helpful for balance control of a humanoid body.

For example, in [181] the AAU-BOT1 humanoid robot has an imu placed in
the trunk which was used for balance control during locomotion. The orienta-
tion of the robot was measured by accelerometers and gyroscopes. Foot-ground
force reactions measured by force sensors were considered to be the dominant
information for walking controller.

The tilt and angular velocity measurements of the humanoid’s torso was
used for balance and walking control in [115]. Tilt was measured by accelerom-
eters attached to the torso of the robot. Direct measurements were used by
the torso roll and pitch controllers as well as the predicted motion controller
to avoid tilt-over situations.

An inertial measurement unit was used for humanoid balance control in
[39, 94]. Three axis accelerometer and gyro were attached close to the center
of mass in the trunk of the robot. Angular velocity information was used for the
center of mass measurement and calculation of the desired ground interaction
force direction in order to maintain a stable posture.

The balance control of humanoid robot was described in [33]. The robot’s
body was equipped with an imu for measuring trunk’s angular velocity and
orientation in space. This information was used for the robot’s actual posture
calculation together with the measurements from joint sensors.

Biologically inspired postural and reaching control for humanoid robot was
presented in [183]. A humanoid robot was equipped with an accelerometer and
a gyrometer in the head. Normal and tangential contact forces between the
robot and the platform were measured by force sensors. Unlike described in
most of the humanoid research literature, in [183], the platform’s (ground’s)
non zero inclination was considered to be unknown. Unknown ground tilt and
disturbance forces were estimated based on measurements from accelerometer
and gyrometer. Estimation was implemented by Kalman filtering. It was
claimed that inertial sensors and their signals processing could be called as
artificial vestibular system of the humanoid robot [183].

Gaze and head stabilization. In many recently developed humanoid robots,
the vestibular ocular reflex is realized for gaze stabilization. Common human-
like robots heads are equipped with two video cameras. Stereo information
from these cameras is used for robot’s localization and visual perception of
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the environment. For instance, it may be very important for planning grasp-
ing tasks. This visual flow should be stabilized by implementation a gaze
stabilization behavior like it is done in biological systems. In addition, this
gaze stabilization behavior made a humanoid robot more natural and realistic,
which is important in human-robot interaction scenarios.

One of the first humanoid ocular-motor control system was described in
[175, 176]. A biomimetic gaze stabilization based on measurement from three
gyros in the head of the robot was implemented. A feedback-error learning
algorithm with neural networks was applied to achieve human like vestibulo-
ocular and optokinetic reflexes.

In [153], the humanoid robot’s head was equipped with an imu and video
cameras. Measurements from the imu and analysis of visual flow from cameras
were used for achieving efficient visual stabilization. Inertial sensors provided
short latency measurement of rotation and translation of the robot’s head.
Visual flow information provided a delayed estimate of the motion across the
image plane. A self-tuning neural network was used to learn to integrate visual
and inertial information and to generate proper oculomotor control signals.

Similar research was published recently. In [39], three axis gyrometer and
accelerometer in the head of the humanoid were used for controlling the gaze
and implementing visual attention system. In [127], biomimetic eye-neck co-
ordination control was proposed and used for visual target tracking. Proprio-
ceptive feedback from neck joints and vestibular signals from inertial sensors
in the head were processed together. The control system was tested with an
iCub humanoid robot.

Vision-only gaze stabilization was presented in [74]. Adaptive frequency
oscillators were used to learn the frequency, phase and amplitude of the optical
flow from the robot’s cameras during locomotion. The developed vision based
control was used for gaze stabilization during periodic locomotion and for
visual object tracking.

Location of inertial sensors in humanoid robots. In living creatures
the vestibular system is located in the head, which is explained by their evo-
lutionary development and the specific roles of vestibular organs. In robotic
systems, a common design wisdom is that the inertial sensors are located close
to the center of mass of a humanoid robot. A majority of humanoid robots
have their imu located in the main body. Locating an imu close to the center
of mass provides information about motion of the center of mass, of rotations
about it, and allows the application of simple models (inverted pendulum)
for locomotion and balancing control tasks. In the Table 1.1 we summarized
our survey results on location of inertial sensors in humanoid robots used in
research.

As we can see from the table, a majority of the robots have their imu, or, we
may call it, artificial vestibular system, in the main body: hip, torso, trunk or
pelvis. Only some robots have their imu located in the head. Fig. 1.9, shows
some of these robot’s with their locations of inertial sensors. In robots like
Cog, [27], and iCub, [186, 154], the imu is located in their heads. However, the
original design of these robots did not include locomotion functionalities, since
they were mainly used for interaction and computational neuroscience studies.
ARMAR-III robot, [7], has its inertial sensors in the head, but the lower body
of the robot is based on a wheeled platform, which makes it very different from
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Table 1.1: Location of inertial sensors in humanoid robots

Robot’s name IMU location Publication

reference

Year of

publication

Cog head [27] 1999
ASIMO upper body [169, 99] 1999
ATLAS (DASL-1) pelvis [107] 2002
H7 upper body [109] 2004
KHR-3 HUBO torso [156] 2005
FHR-1 FIBO hip [207] 2006
KHR-2 torso [115] 2006
CB head & torso [39, 94] 2007
iCub head [186, 154] 2007, 2012
MAHRU-R pelvis [33] 2008
ARMAR-III head [7] 2008
Lola upper body [30, 126] 2009
NAO torso [82] 2009
AAU-BOT1 trunk [181] 2009
Sarcos Primus hip [178] 2010
KOBIAN head [118] 2012
WABIAN head [59] 2012

legged biological systems. To our knowledge very few physical humanoid robots
use inertial sensors in the head for posture control during locomotion and
balancing. CB humanoid, [39, 94], uses two imus: one in the head and another
one in the torso. Information from both of them is used to coordinate eyes,
head and torso movements [180]. In [118] and [59], robotic heads were equipped
with imus which were used for head stabilization during locomotion. In [118],
direct measurements of the head’s angular orientation were fed back to linear
control of the head. However, the performance of this head stabilization system
was quite low, because there were no filtering or estimation methods used for
sensory data processing. In [59], a feedback learning algorithm was employed
to stabilize the head orientation independently from the trunk motion. A
neural network was used to learn the unknown head dynamics.

In the humanoid robotics research discussed above, some of the authors
mentioned that inertial sensors can be considered as artificial vestibular sys-
tems. However, it is only in some cases that inertial sensors may be viewed
as artificial vestibular systems. In this subsection we review some of the liter-
ature on biologically-inspired design of inertial sensors and some attempts on
artificial vestibular system development.

In [191], one of the first attempts to design artificial vestibular system was
presented. It was suggested to integrate bi-axial accelerometer and uni-axial
gyrometer in a single inertial sensing unit. Later, in [152] a three axial arti-
ficial vestibular system was described. It included a sensing unit with three
orthogonal planes. Each plane was equipped with a MEMS-based accelerom-
eter and gyrometer. The design approaches described in [191] and [152] are
similar to the one used in classical sensor engineering, when a set of individual
inertial sensors are integrated together in a single imu. An attempt to realize a
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Figure 1.9: Location of inertial sensors in humanoid robots: most of
the robots have their imu located in the main body. All figures are
adapted from the relevant research publications.
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biomimetic angular rate sensor was presented in [41]. A biomechanical model
of the semicircular canals of the human vestibular system was proposed and
a first prototype was realized. However, no further experimental results were
presented. A more general view of an artificial vestibular system as a part
of sensory system of artificial robotic rat is given in [144, 31]. The artificial
vestibular system of a rat, which is realized with inertial sensors, was used in
robot navigation.

In applied bioengineering and rehabilitation research the artificial vestibu-
lar system may be employed as prostheses. This is a relatively new field of
rehabilitation engineering research which aims at substituting vestibular in-
formation from injured or malfunctioning inner ear organs. Electric signals
generated with the help of artificial inertial sensors are used to stimulate the
neural system [197, 97]. A gyroscope which measures angular velocity of a hu-
man subject was used to replace malfunctioning vestibular system in [50, 138].
The measurements were transmitted to vestibular nerves through implanted
electrodes. Initial neural signal decoding and learning was done for proper
translation of angular velocity information. This and other research efforts
showed that this type of sensory substitution in animals and humans is feasi-
ble [40, 123].

1.5.4 Role of head stabilization

Spatial head stabilization in biological systems was discussed at the beginning
of this chapter. It was seen that head stabilization is important for vision and
it enables the establishement of a stable frame of reference within the body. A
stabilized robotic head would presumably benefit from the same advantages as
those of natural heads and these observations led us to believe that humanoid
robots should also adopt a similar strategy. In this section we describe the
advantages of locating an imu in a the head of a humanoid robot rather than
in any other parts of its anatomy.

Among numerous other potential advantages, it is supposed that a robot
head that is horizontally stabilized during locomotion facilitates the estima-
tion of the gravitational vertical. Knowledge of the direction of the gravity
vector, that is of the gravitational vertical, is essential to achieve stance and
locomotion since the gravitational vertical may be poorly estimated from vi-
sual cues or from the relationship of the robot to the ground. We suggest that
a stabilized robotic head may improve the quality of inertial measurements of
the sensors located in this head. First of all, we suppose that a head stabilized
independently from the motion of the trunk will be less affected by external
forces and disturbances which may occur during locomotion. Second, if a head
is stabilized in the upright vertical position, then at least one of the axes of in-
ertial sensors will be aligned with gravitational acceleration. This means that a
simpler estimation method can be used to process the measurements from iner-
tial sensors, such as accelerometer. In some situations it may be assumed that
an accelerometer located in the upright stabilized head will measure indepen-
dently gravitational and translational components of acceleration. However,
to stabilize a robotic head with respect to gravitational verticality requires
knowledge of this verticality, and in our case the only available information
related to gravitational verticality can be obtained from inertial sensors, in
particular from an accelerometer. This means that the control loop has to be
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closed by the feedback of the measured or estimated vertical orientation of the
head, leading to an observer based closed loop control system. The task of
observer is to estimate the vertical orientation of the head based on inertial
sensor measurements without the explicit knowledge of translational acceler-
ation of the head. Hence, our head observation-stabilization system can be
considered to be self-sufficient, or, in other words, ideothetic.

Idiothetic sensing, or sensing entirely based on states measured with ref-
erence to one’s own body, is of course not special to robots. In aerospace
engineering, flying and rocketing vehicles also use imus. Long ago, it was no-
ticed that rocket guidance was greatly simplified if the inertial sensors were
placed on stabilized platforms [55, 116]. In such systems, the application of
fundamental mechanical principles and stabilizing control provided engineers
with the possibility to establish a gravity referenced Earth’s inertial frame
without the need of other external references. Ideothetic inertial sensing can
be useful to any type of mobile robotic systems [13].

In this thesis, we address the problem of gravitational vertical estimation
with consideration of the nonlinear dynamics of inertial sensors, and we show
that the horizontal stabilization of a sensing platform yields a dramatic im-
provement in the estimation of the gravitational vertical in the face of strong
perturbations, compared to when the same sensors are rigidly attached to an
arbitrary body of a humanoid robot kinematic tree.

Top-down control in locomotion Recent research literature on locomo-
tion proposed the concept of top-down control organization. It was suggested
the posture control during locomotion is governed in the head’s frame of ref-
erence. As the head is stabilized, a stable frame of reference is achieved.
Inertial measurements from vestibular system are expressed in this frame of
reference and are used for gaze control. Gaze direction anticipates on head
orientation which in turn anticipates on the body segments during locomotion
[108, 120, 15].

Following this concept, a humanoid robot can be controlled in its stabi-
lized head’s frame of reference as it was done in [177]. A humanoid robot was
teleoperated and its desired walking direction and posture were given to the
controller in head’s frame. This example of humanoid control with top-down
organization is different from classical humanoid locomotion control when pos-
ture configuration is defined in the world (ground) reference frame. In most
of humanoid walking applications, the ground is assumed to be flat and rigid,
and its inclination has to be known. However, the concept of top-down con-
trol organization suggests that the only information which is required is joint
(proprioceptive) information of the robot’s body with respect to a stabilized
head’s frame of reference.

We believe that this study on modeling verticality estimation presented in
the next chapters may clarify some aspects of vestibular system functioning,
and results of this study may be helpful to improve future human like robotic
systems.
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Chapter 2

Model
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In this chapter we introduce a general model for a vestibular system.
Since our primary interest is verticality estimation, we model the function of
the otoliths. We apply the robotic based dynamics representation for otoliths
modeling and present two models: the medial model and the lateral model.
The medial model considers a vestibular system located in the center of the
head, while the lateral model includes two sets of vestibular organs located
aside from the center of the head.

2.1 Models of otoliths

In this section we present mathematical models of the otoliths as principal
organs of the vestibular system, which are responsible for verticality mea-
surement. We consider the three-dimensional case when human head can be
rotated and translated, as shown in Fig. 2.1. Three planes are defined in
Fig. 2.1. The sagittal plane is a vertical plane which divides the head into
right and left halves. The coronal plane is a vertical plane which is orthogo-
nal to the sagittal plane. The horizontal plane is orthogonal to the first two
vertical planes. We take into account several assumptions. First of all, we con-
sider that the head-neck kinematics can be described with a simple spherical
joint. We also assume that the intersection point of the head’s three planes
coincides with the center of rotation of the head. We assume that the vestibu-
lar organs of both inner ears lie in the intersection line of the horizontal and
coronal planes. Three head rotations are considered: the sagittal tilt in the
sagittal plane, the coronal tilt in the coronal plane, and the yaw rotation in the
horizontal plane (Fig. 2.1B). The head can be accelerated in three directions:
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Figure 2.1: Human head and its body fixed frame. A: Three orthogonal
planes are defined - sagittal, coronal and horizontal. B: Head can be
rotated and translated in three orthogonal directions.

the anterior-posterior direction, the medio-lateral direction and the vertical
direction.

In the foregoing discussion, vector and tensor quantities that are sensitive
to the frame in which they are expressed receive a left superscript to indicate
it. Therefore, a rotation transformation written as

B
R

A
∈ SO(3) is a rotation

matrix that transforms, by left multiplication, vectors expressed in frame A

into vectors expressed in some frame B. Alternatively, it expresses the orien-
tation of A with respect to B. If B is a frame moving with respect to A and Aq

is a position vector expressed in frame A, then dBq/dt = dAq/dt+ B

B
ω

A
× Aq,

where B

B
ω

A
is the angular velocity of frame A relatively to B, expressed in

frame B. Given an angular velocity vector B

B
ω

A
, the symbol B

B
ω̃

A
is used to

denote the corresponding skew-symmetric matrix, facilitating differentiation.
The key element of the models proposed in the following sections is three

dimensional spherical pendulum. Newton-Euler based formulation of the pen-
dulum dynamics is used. Detailed mathematical analysis of three dimensional
pendulum dynamics and related control problems can be found in recently
published works by N. H. McClamroch and his colleagues [36, 38, 35, 170].

2.1.1 Medial model

We first present a model for verticality estimation based on one spherical pen-
dulum. Fig. 2.2 shows schematic view of the model with one pendulum at-
tached to the center of the head through a spherical joint. We model human’s
head as a symmetric rigid body which may freely rotate around its center
of mass in three-dimensional space. To formulate the model we define the
following coordinate frames: (i) frame I is the inertial frame with unit vec-
tors,

{
Ii, Ij, Ik

}
; (ii) frame H is the body-fixed head frame with unit vectors,

{
Hi, Hj, Hk

}
and with origin at the center of mass of the head; (iii) frame

S is the body-fixed pendulum (sensor) coordinate frame with unit vectors,
{
Si, Sj, Sk

}
such that its Sk axis is aligned with the arm of the pendulum and

such that the pivot coincides with the center of the head. The orientation of
the head’s frame, H, with respect to inertial world frame, I, is described by
a rotation matrix

I
R

H
∈ SO(3). The center of mass of the head is located
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Figure 2.2: Schematic view of the medial model. The medial model
comprises a rigid body (head) and a damped spherical pendulum at-
tached to the center of rotation of the body.

at the center of rotation of the head. The head-neck joint is modeled as a
spherical joint. The principal moment of inertia of the head expressed in the
body-fixed frame H is defined as HJH. The head’s angular momentum and its
derivative are:

hH = HJH
H

I
ω

H
, (2.1)

ḣH =
d

dt

(
HJH

H

I
ω

H

)
= HJH

H

I
ω̇

H
+ H

I
ω

H
× HJH

H

I
ω

H
, (2.2)

where H

I
ω

H
is the angular velocity of the head’s frame H around the inertial

world frame I expressed in H. Then, the dynamics of the head which is driven
by torque, Hτ , is

HJH
H

I
ω̇

H
= −H

I
ω

H
× HJH

H

I
ω

H
+ Hτ . (2.3)

Here, the torque, Hτ , represent the efforts of the neck muscles for orienting
the head with respect to the torso. The kinematics of the head rotations is
described by

I
Ṙ

H
=

I
R

H

H

I
ω̃

H
, (2.4)

where H

I
ω̃

H
is a skew-symmetric matrix of the angular velocity H

I
ω

H
.

Next, we model the vestibular system. Consider a damped spherical pen-
dulum attached to the center of the head as shown in Fig. 2.2. The dynamics
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and kinematics of this pendulum is described by the following equations:

SJS
S

I
ω̇

S
=− S

I
ω

S
× SJS

S

I
ω

S
︸ ︷︷ ︸

gyroscopic

+m Sl×
S
R

I

Ig
︸ ︷︷ ︸

gravity

− β(S
I
ω

S
−

S
R

I I
R

H

H

I
ω

H
)

︸ ︷︷ ︸

damping

−m Ll×
S
R

I I
R

H

Ha
︸ ︷︷ ︸

acceleration

, (2.5)

I
Ṙ

S
=

I
R

S

S

I
ω̃

S
, (2.6)

where SJS is the pendulum’s principal inertia tensor; S
I
ω

S
is the angular velocity

of the pendulum-fixed frame with respect to the world frame; Sl =
(
0 0 l

)⊤

is the vector from the pivot of the pendulum to the center of its mass;
S
R

I
=

I
R

S

⊤
and

I
R

S
∈ SO(3) is rotation matrix which defines the orientation of

the pendulum (sensor) frame, S, with respect to the world frame, I; and Ha

the linear acceleration of the head’s center of mass expressed in the head’s
frame. In addition to the gyroscopic term as in the head dynamics, here we
have a gravitational component with the gravitational acceleration vector Ig =
(
0 0 −9.81

)⊤
, a damping term β and a linear acceleration component. The

head’s motion influences the pendulum’s motion through damping coupling
(head rotation) and through acceleration component (head translation). As
a result the pendulum moves in a non inertial frame. When the head is in
steady state, in the presence of the Earth’s gravity field the pendulum will tilt
towards the gravitational vertical. For further analysis of the model we employ
the following assumptions. The influence of the pendulum on the motion of
the head is disregarded, as the mass of the pendulum is considered negligibly
small, however, the viscous torque resulting from the difference of the angular
velocities of the head and pendulum must be accounted for. The gyroscopic
term for the head dynamics is assumed to be negligibly small, as well. As a
result, we obtain the following system of coupled equations,

SJS
S

I
ω̇

S
=m Sl×

S
R

I

Ig − β(S
I
ω

S
−

S
R

I I
R

H

H

I
ω

H
)−m Ll×

S
R

I I
R

H

Ha,
HJH

H

I
ω̇

H
=Hτ ,

I
Ṙ

S
=

I
R

S

S

I
ω̃

S
,

I
Ṙ

H
=

I
R

H

H

I
ω̃

H
.

(2.7)
In the vestibular system, the otolith organs measure inclination of the head

with respect to the gravitational vertical in the sagittal and the coronal planes.
In our model the measurements will correspond to the angles between unit
vector Sk (projected to the sagittal and the coronal planes of frame H) and
unit vector Hk. These projections can be expressed through the elements
of rotations and therefore we can easily express the inclination angles of the
pendulum in the sagittal and the coronal planes,

tanφx =

[

H
R

S

]

{3,2}

[
H
R

S
]{3,3}

, (2.8)

tanφy =

[

H
R

S

]

{3,1}

[
H
R

S
]{3,3}

, (2.9)

where
H
R

S
=

I
R

H

⊤
I
R

S
; notation [M]{n,m} is used to define the element of

35



the matrix M in the n-th row and m-th column. Angles φx, φy are the angles
between the projections of Sk in the sagittal and coronal head planes and Hk,
respectively. We consider equations (2.8)-(2.9) as outputs for the system (2.7)
which correspond to the otolith measurements in the human vestibular system.
Outputs of the system are driven by head rotations (torque Hτ ) and head’s
translations (linear acceleration Ha).

To generalize these expressions, we define the state, x1 =
(
S

I
ω

S
, H
I
ω

H
,
I
R

S
,
I
R

H

)⊤
,

made of the elements of the vectors where the matrices are arranged in a single
vector. The system is then conveniently expressed in the form,

ẋ1 = f1(x1,u) (2.10)

where u =
(
Hτ , Ha

)⊤
is an input due to the movement of the robot combined

with the torque applied to the head. The output for the system is defined by
(2.8)-(2.9).

Planar case

Sometimes, it is practical to only consider the planar case of a model. In this
subsection we define the model which is applicable for motions in the sagittal
or the coronal planes. The equations of motion (2.7) can be modified for the
planar case if the head and pendulum’s rotation are restricted to one plane.
Then, the rotation matrix of the head is of the form

I
R

H
=





1 0 0
0 rh[2,2] rh[2,3]
0 rh[3,2] rh[3,3]





where rh[·,·] is an element of the rotation matrix. Noting that rh[2,2] = rh[3,3]
and rh[2,3] = −rh[3,2] and applying the same modifications to

I
R

S
in (2.7) we

obtain the following equations of motion in plane expressed in scalar form,

Jω̇s,x = mlgrs[3,2] − β(ωs,x − ωh,x)

+ml((rs[3,3]rh[3,3] + rs[3,2]rh[3,2])ay + (rs[3,2]rh[3,3] − rs[3,3]rh[3,2])az),

ṙs[3,2] = rs[3,3]ωs,x,

ṙs[3,3] = −rs[3,2]ωs,x,

Jhω̇h,x = τx,

ṙh[3,2] = rh[3,3]ωh,x,

ṙh[3,3] = −rh[3,2]ωh,x,

with ωs,x and ωh,x angular velocities of the pendulum and the head in the
sagittal plane, rs[·,·] - elements of thependulum’s rotation matrix. Equations of
motion for the coronal plane can be derived in the same way.

2.1.2 Lateral model

The normal vestibular system comprises two inner ears located laterally from
the center of the head. In this subsection we extend our previous model by con-
sidering the dynamics of two spherical damped pendulums. We consider that
pendulum’s dynamic parameters are identical to the model with one pendu-
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Figure 2.3: Schematic view of the lateral model. The lateral model
comprises a rigid body (head) and two damped spherical pendulums
attached aside from the center of rotation of the body.

lum. Schematic view of the model is shown in Fig. 2.3. The head’s body-fixed
frame, H, is attached to the center of the head. Two spherical damped pendula
are attached laterally with respect to the center of the head. The orientation
of the left and right pendulums is described by body-fixed frames L and R,
respectively. In our model, the left and the right pendula have identical pa-
rameters: concentrated mass m, length l, damping β. Dynamics of the head
is described by the same equation as for the medial model (2.3). Dynamics of
the left pendulum can be expressed by

LJL
L

I
ω̇

L
=− L

I
ω

L
× LJL

L

I
ω

L
︸ ︷︷ ︸

gyroscopic

+m Ll×
L
R

I

Ig
︸ ︷︷ ︸

gravity

− β(L
I
ω

L
−

L
R

I I
R

H

H

I
ω

H
)

︸ ︷︷ ︸

damping

−m Ll×
L
R

I I
R

H

Ha
︸ ︷︷ ︸

acceleration

+m Ll×
L
R

I I
R

H

[
H

I
ω̇

H
× Hr + H

I
ω

H
× (H

I
ω

H
× Hr)

]

︸ ︷︷ ︸

Euler and centrifugal accelerations

,

(2.11)

where LJL is the pendulum’s principal inertia tensor, L

I
ω

L
is angular velocity

of the pendulum-fixed frame with respect to the world frame; Ll =
(
0 0 l

)⊤

is the vector from the pivot of the pendulum to the center of its mass;
L
R

I
=

I
R

L

⊤
; and

I
R

L
is a rotation matrix which defines orientation of the pendulum

frame, L, with respect to the world frame, I; Hr =
(
0 0 r

)⊤
is a vector

expressed in frame H with r the distance from the center of the head to the
pivot of the pendulum. Compare to (2.6) in (2.11) two new acceleration terms
appeared which are Euler and centrifugal accelerations. In this model, the
head’s motion effects the pendulum’s motion through damping components
(head’s rotation) and through the acceleration component (head’s rotation
and translation). The dynamics of the right pendulum will be expressed in an
analog way with the exception of the Euler and centrifugal terms that should
be taken with the negative sign (vector Hr has an opposite direction).

After the model verification and analysis we neglected some of the dynamics
of the model. We consider the influence of gyroscopic and Euler terms to be
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negligibly small. After arranging head’s and pendula dynamic and kinematic
equations we obtain the following system of coupled equations,

LJL
L

I
ω̇

L
=m Ll×

L
R

I

Ig − β(L
I
ω

L
−

L
R

I I
R

H

H

I
ω

H
)

−m Ll×
L
R

I I
R

H

Ha−m Ll×
L
R

I I
R

H
(H
I
ω

H
× (H

I
ω

H
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RJR
R

I
ω̇

R
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R
R

I
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I
ω

R
−

R
R

I I
R

H

H

I
ω

H
)
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R
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I I
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H
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H
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HJH
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I
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H
=Hτ ,

I
Ṙ

L
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I
R

L

L
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,

I
Ṙ

R
=

I
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ω̃
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I
Ṙ

H
=

I
R

H

H

I
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H
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(2.12)
It is important to note here that the centrifugal acceleration terms have dif-
ferent signs for the left and right pendulums. The system (2.12) describes
the overall dynamic behavior of the head and pendulums seen as a model of
vestibular organs. We define the output equations for the system (2.12) using
the same principles as for the system (2.7). The angles between the pendula
body-fixed frames (L and R) and the head body-fixed frame (H) define the
orientation of the head with respect to the verticality in steady-state (in the
absence of angular and linear accelerations). The otolith organs of each inner
ear report the head tilt in the sagittal and the coronal planes. Orientation
of the pendula and of the head are described with the help of rotation matri-
ces. The following equations can be used to calculate the angles between the
pendulum and the head frames in the sagittal and the coronal planes:

tanφL
x =

[

H
R

L

]

{3,2}

[
H
R

L
]{3,3}

(2.13)

tanφL
y =

[

H
R

L

]

{3,1}

[
H
R

L
]{3,3}

(2.14)

tanφR
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H
R

R

]

{3,2}

[
H
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R
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(2.15)

tanφR
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R
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(2.16)

where
H
R

L
=

I
R

H

⊤
I
R

L
and

H
R

R
=

I
R

H

⊤
I
R

R
; angles φL

x , φ
L
y are the angles

between the projections of the projections of Lk in the sagittal and coronal
head planes and Hk, respectively. Similarly, the angles φR

x , φ
R
y are the angles

between the projections of projections of Rk in the sagittal and coronal head
planes and Hk, respectively.

To generalize system (2.12) we define the state

x2 =
(
L

I
ω

L
, R
I
ω

R
, H
I
ω

H
,
I
R

L
,
I
R

R
,
I
R

H

)⊤
, (2.17)

made of the elements of the vectors where the matrices are arranged in a single
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vector. Then, the system is expressed in the form,

ẋ2 = f2(x2,u) (2.18)

where u =
(
Hτ , Ha

)⊤
is an input due to the movement of the robot com-

bined with the torque applied to the head. Output or measurement for the
system is defined by (2.13)-(2.16). Both for models with one pendulum and
two pendulums control torque Hτ which corresponds to the torque produced
by neck muscles with respect to the trunk is considered as control input which
orients the head with respect to trunk. Acceleration, Ha, presented here as
control input, from control theory point of view can be seen as a disturbance
which effects the motion of the pendulums during accelerated translations.
This acceleration cannot be measured by vestibular system separately from
gravitational term. It will be shown later, how head stabilization can provide
a simple way to use otolith measurements for calculation of Ha, which can be
plugged into the system models (2.7) and (2.12) as a known input.

Planar case

We consider motion of the head in sagittal and coronal planes as we did it for
medial model. In case of lateral model dynamics of the system in sagittal and
coronal planes will be different. Dynamics in sagittal plane is the same as for
the medial model. For the coronal plane dynamics will be expressed as:

Jω̇l,y = mlgrl[3,1] − β(ωl,y − ωh,y)

−ml((rl[1,1]rh[1,1] + rl[3,1]rh[3,1])(ax + rω2
h,y)

+ (rl[1,1]rh[1,3] − rl[3,1]rh[3,3])az),

ṙl[3,2] = rl[3,3]ωl,y,

ṙl[3,3] = −rl[3,2]ωl,y,

Jω̇r,y = mlgrr[3,1] − β(ωr,y − ωh,y) (2.19)

−ml((rr[1,1]rh[1,1] + rr[3,1]rh[3,1])(ax − rω2
h,y)

+ (rr[1,1]rh[1,3] − rr[3,1]rh[3,3])az),

ṙr[3,2] = rr[3,3]ωr,y,

ṙr[3,3] = −rr[3,2]ωr,y,

Jhω̇h,y = τy,

ṙh[3,2] = rh[3,3]ωh,y,

ṙh[3,3] = −rh[3,2]ωh,y,

with rl[·,·] and rr[·,·] elements of rotation matrices for the left and right pen-
dulums, respectively. Note the difference for the left and right pendulums’
dynamics in the sign of centrifugal acceleration rω2

h,y.

2.1.3 Head stabilization control

Humans and animals stabilize their heads during locomotion as it was discussed
in the Chapter 1. In this subsection we present several types of possible feed-
back stabilization control commands, which may be realized by neck muscles.
For global head stabilization we use the control law presented in [37]. The
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controller is given by

Hτ = KpΩ−Kd
H

I
ω

H
≡ Hτ (x), (2.20)

where Kp, Kd ∈ R3×3 are positive definite matrices; x denotes the state of
the system. The mapping Ω is defined as follows:

Ω ≡

3∑

i=1

ei × (I
I
R

H
ei) (2.21)

with
(
e1 e2 e3

)
the identity matrix. This control aims to stabilize the head

orientation horizontally (to identity) from any initial orientation.

2.2 Model verification

We performed numerical tests to verify the model behavior and to evaluate the
differences between the medial and the lateral models. The model’s parame-
ters were selected such that they represented the critically damped dynamic
behavior of otoliths with natural frequency of about 300 Hz [78]; the head’s
moment of inertia was about 0.0174 kg·m2 and was taken as an average from
human biomechanical studies presented in [211]. In all tests, the head was
stabilized to an up-right position from initial non-zero angular orientation.
Fig. 2.4 presents the simulation results for the medial and the lateral models
when the head was tilted independently in sagittal, coronal and horizontal
planes. The left panels (A, B and C) contain the results for the lateral model.
The right panels (D, E and F) present the results for the medial model. For
each model three independent rotations of the head were simulated: sagittal
tilt, lateral tilt and horizontal (yaw) rotation. In each case angular orientation
of the head and the pendulums and their angular velocities were recorded. In
the case of the medial model, the difference between the angular orientations
of the left and right pendulums was computed. The pendula angular orien-
tations with respect to the head body-fixed frame were computed based on
output equations (2.8)-(2.9) (for the medial model) and (2.13)-(2.16) (for the
lateral model). The head’s angular orientation with respect to the vertical
was computed based on the head’s rotation matrix. In these model verifica-
tion tests the controller (2.20) stabilized the head based on the actual head’s
angular orientation.

Both pendulums in the medial model behaved identically in the case of
tilting in the sagittal plane Fig. 2.4A. In the case of lateral tilt, the pendulum’s
inclination in the coronal plane differed when the angular velocity of the head
was non-zero Fig. 2.4B. There was a difference in inclinations of the left and
right pendulums in the sagittal and coronal planes when the head rotated in
the horizontal plane Fig. 2.4C. In general, the behavior of the medial model
was almost identical to that of the left and right pendula of the medial model
Fig. 2.4D-F.

Fig. 2.5 shows the results for the model verification test when the head was
tilted and linearly accelerated at the same time. The head linear acceleration
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Figure 2.4: Numerical results for model verification during indepen-
dent rotations of the head for lateral and medial models.

in horizontal plane was calculated as a function of time:

ax = sin(πt), (2.22)

ay = cos(πt). (2.23)

The head was stabilized to the up-right position from non-zero initial condi-
tions by simultaneous rotation in sagittal and coronal planes. In this test, the
behavior of the left and right pendulum differed more than in the previous test
due to the more complicated motion of the head. The behavior of the medial
model did not differ much from the lateral model.
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Figure 2.5: Numerical results for model verification during simulta-
neous rotations and accelerated translations of the head for lateral and
medial models.

The numerical model verification tests showed that the models’ behavior
was reasonable and adequate. In the case of the lateral model, it was shown
that the output measurements differ for the left and right pendula. However,
these differences are negligibly small if compared to the magnitudes of the
pendula motion.
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Observability and ambiguity in

otolith measurements
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In this chapter the observability of the vestibular system model is studied.
Observability is analyzed for the cases when the head is stabilized and when it is
not stabilized, and when linear translation of the head is known and unknown.
The ambiguity in otolith measurements is then studied, and contributions of
head stabilization in resolving the ambiguity are discussed. Finally, the role
of head stabilization and application of the separation principle for observer-
based control systems are presented.

3.1 Nonlinear observability

3.1.1 Definitions

Observability. Observability is one of the fundamental properties of sys-
tems used in control theory. It was initially introduced by R. Kalman in the
early 1960s [110]. Generally speaking, observability is a measure of how well
internal states of a system can be inferred from the knowledge of its inputs
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and outputs. R. Kalman developed an observability theory for linear station-
ary systems [110, 112]. Observability of nonlinear systems was studied later
by Y. M. Kostyukovskii in 1968 [117], E. W. Griffith et al. in 1971 [90], Y.
Inouye in 1977 [103], R. Hermann and A. Krener in 1977 [95], and many other
researchers. More recently, M. Fliess has showed that the concept of identifi-
ability is strongly connected with the notion of observability [52, 67].

Identifiability. The definition of identifiability, in some sense, is similar to
the definition of observability, but identification of system parameters is con-
sidered instead of the estimation of unknown internal state variables. The
system model is called identifiable if it is theoretically possible to learn the
true values of the model’s underlying parameters after obtaining an infinite
number of observations [14, 157, 198]. The notion of identifiability is impor-
tant for system identification and mathematical modeling problems. In [88],
a method for linear dynamic system identifiability analysis was presented. E.
Walter et al. proposed a group of methods to analyze global identifiability of
nonlinear systems in [199, 164, 200] based on symbolic representations from
computer algebra. Identifiability analysis of nonlinear systems was successfully
applied to different types of biological systems [192, 8, 6].

Mathematical formulation. Next, we give a brief definition of nonlinear
observability and identifiability for a general algebraic nonlinear system of the
following kind,

Ẋ = F (X,P, U), (3.1)

Ṗ = 0, (3.2)

Y = G(X,P, U), (3.3)

with state variables vector X = (x1, . . . , xn), constant parameters variables
vector P = (p1, . . . , pl), input variables vector U = (u1, . . . , ur), and output
vector Y . System dynamics F and output mapping G can be represented
by a vector of rational functions and denoted as (f1, . . . , fn) and (g1, . . . , gn),
respectively. Following the notation in [52, 171], we consider the differential
field

K := k〈U〉(X,P ) (3.4)

equipped with the following formal Lie derivation:

L :=
∂

∂t
+

n∑

i=1

fi
∂

∂xi

+
∑

j∈N∪{0}

∑

u∈U

uj+1 ∂

∂u(j)
(3.5)

A composition of this derivation is denoted as:

Lj := L · . . . · L
︸ ︷︷ ︸

j-times

. (3.6)
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Figure 3.1: Schematic diagram of the observability test inputs and
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Repeated Lie derivation of the output vector Y with recursive state variables
substitutions gives us:

Y (j) := L(j)G(X,P, U). (3.7)

The following is a definition of a locally algebraically observable system.
Definition. An element z in K is locally algebraically observable with re-

spect to inputs U and outputs Y if it is algebraic over k〈U, Y 〉. The system
is therefore locally observable if the field extension k〈U, Y 〉 → K is purely
algebraic [52].

Intuitively, a particular state x of the system is observable if this state can
be expressed as an algebraic function of the components of U and Y , and a
finite number of their derivatives (Y (a) and U (b), where a and b are bounded
natural numbers).

3.1.2 Nonlinear algebraic method for observability test

To perform nonlinear observability analysis of the models, we apply an observ-
ability test algorithm described in [171, 172] by A. Sedoglavic. The algorithm
is implemented in Maple. It has been successfully applied to identifiability in
biochemistry and other research fields [69, 106, 125]. The algorithm is based
on computational analysis of the algebraic structural connections between the
system’s inputs and outputs, their derivatives and state variables. The system
is said to be observable if its state can be expressed as an algebraic func-
tion of the input and output variables and a finite number of their derivatives
[52]. This algorithm can also verify the identifiability of the model parameters.
However, for the case of our vestibular system model, we assumed that cen-
tral nervous system has an adequate knowledge of the model parameters, and
we can therefore define the parameters of the model to be known with given
numerical values.

Observability was analyzed for the cases when the head was rotating only,
and when it was rotating and translating simultaneously. In the case of pure
rotational motion, the system dynamics was derived with acceleration vector
Ha = 0. For rotational and translational motion, elements of the acceleration
vector were defined as symbolic parameters in the observability test. The linear
acceleration of the head, Ha, was defined as an unknown parameter because
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the vestibular system does not provide sufficient information to distinguish
between the gravitational and translational components during accelerated
motion of a body. A simplified schematic diagram of the observability test
input and output configuration is shown in figure 3.1.

For each of the motion cases, four types of head control were considered.
In the first case, the head was not controlled: torque τh = 0. In our model,
this means that the neck did not apply any torque on the head. The input set
for the observability test was defined to be an empty set. In the later results
analysis, we will refer to this case as zero control.

In the second case, an unknown torque was applied to the head which we
considered to be the state-independent torque. This torque was considered
to be unknown for the neural-motor control system which may be the case
when the body is disturbed by external forces. To emulate this situation in the
nonlinear observability test, we defined the torque’s components as parameters,
instead of defining them as input variables. The input set was empty. Then,
we checked that based on the observability test results, the control torque, τh,
defined as a parameter remains unidentifiable which means it remains unknown
to the system. We will refer to these cases as unknown control in the analysis
of the results.

For the case when the head’s torque was known, but the head was not
stabilized, the components of τh were defined symbolically as input variables.
In the later results analysis, we will refer to this case as non stabilized control.

Lastly, we considered the stabilized head. The symbolic definition of torque,
τh, was replaced by the head stabilization control. It was a state dependent
control which stabilized the head in a vertical orientation. The head could be
stabilized to any other orientation. The key point was to provide state depen-
dent control which modified the internal structure of the overall system. To
emulate this case in the observability test, the dynamics of the system were
defined with the head control equations, and the input set was empty. This
case is called stabilized control in the next sections.

3.1.3 Observability test of the medial model

We analyzed the observability of the models with the help of the nonlinear
observability test algorithm. For the model with one ear (2.12) angular orien-
tation of the head with respect to vertical in the sagittal and coronal planes
may be calculated from head’s rotation matrix,

I
R

H
, as follows,

tanΘx =

[

I
R

H

]

{3,2}

[
I
R

H
]{3,3}

, (3.8)

tanΘy =

[

I
R

H

]

{3,1}

[
I
R

H
]{3,3}

. (3.9)

Therefore, it is sufficient to know the last row of the head’s rotation matrix,

I
R

H
, for computing the vertical angular orientation of the head. Our interest

in the observability analysis is to test whether the corresponding elements of
the rotation matrix,

I
R

H
, are observable or not.

First, nonlinear observability of the medial model (2.10) was studied. The
results are presented in Table 3.1. The first column defines whether the head
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was rotating only or rotating and translating at the same time. The type of
control of the head is given in the second column. Last two columns report
the results of the observability test. The observability of the head’s vertical
orientation is given in the third column. The identifiability of the head’s linear
acceleration vector is presented in the last column.

Table 3.1: Nonlinear algebraic observability results for the medial
model. Linear acceleration of the head is unknown.

Motion Head control Head orientation

is observable

Acceleration

is identifiable

Rot. zero control No –
Rot. unknown control No –
Rot. not stabilized No –
Rot. stabilized Yes –

Rot.+Trans. zero control No No
Rot.+Trans. unknown control No No
Rot.+Trans. not stabilized No Yes
Rot.+Trans. stabilized Yes Yes

In the case of rotational motion only, the head’s vertical orientation was
observable only when the head was stabilized. For all other cases, the algebraic
observability test showed that the head orientation was not observable. This
means that based on the available measurements and known control inputs
it is not possible to reconstruct the head’s orientation with respect to the
gravitational vertical. The key point is that the head’s orientation becomes
observable only when the head is stabilized. It is important to have a stabilized
head for proper observation of the gravitational verticality. The head’s linear
acceleration vector was identifiable in the last two cases, when the head control
was known to the system.

3.1.4 Observability test of the lateral model

The same observability test and with the same control and movement condi-
tions was applied to the lateral model of the vestibular system (2.18). The
results are presented in Table 3.2.

The results for the lateral model are significantly different from the results
for the medial model. The head’s orientation was observable in all of the cases,
independently of the type of head stabilization control and type of motion. The
linear acceleration of the head was identifiable in all of the cases, as well. The
reason for this is the complex dynamics of the model, which consider extra force
terms, such as centrifugal acceleration. It means that having two separate sets
of vestibular organs located away from the center of rotation makes the head
vertical orientation observable no matter whether the head is stabilized or not.

During normal locomotion, our head’s motions are mainly restricted to the
sagittal plane and the head’s rotation is stabilized in this plane. In this case,
dynamic behavior of the left and right pendula in the lateral model will be
identical, and therefore, the system’s equations of motion will be the same as
for the medial model. It is easy to verify this by projecting the two pendulums
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Table 3.2: Nonlinear algebraic observability results for the lateral
model

Motion Head control Head orientation

is observable

Acceleration

is identifiable

Rot. zero control Yes –
Rot. unknown control Yes –
Rot. not stabilized Yes –
Rot. stabilized Yes –

Rot.+Trans. zero control Yes Yes
Rot.+Trans. unknown control Yes Yes
Rot.+Trans. not stabilized Yes Yes
Rot.+Trans. stabilized Yes Yes

in the lateral model to the sagittal plane while restricting the head’s motion
to the sagittal plane.

During normal locomotion, the response of vestibular system can therefore
be described by the medial model. In this case, head stabilization is required
for proper verticality estimation. Theoretical results presented in this and
previous subsections are supported by the experimental results on head stabi-
lization and may serve as one of the explanations of head stabilization behavior
in humans and some animals [158, 182, 159, 113, 54].

3.2 Role of head up-right stabilization in re-

solving tilt-acceleration ambiguity

3.2.1 Ambiguity in otolith measurements

In this section we discuss the importance of head stabilization for resolving the
ambiguity of acceleration and tilt measurements in otoliths. More specifically,
we attempt to explain why the head’s up-right stabilization behavior facilitates
the processing of vestibular information. We suggest that when the head is
stabilized in an up-right orientation with respect to the gravitational vertical,
the ambiguity in otolith measurements can be resolved.

In the vestibular system, otoliths respond to the vector sum of gravitational
and translational accelerations, which means that otoliths can react in the same
way when tilted only or when accelerated only. This is one of the causes for the
ambiguity in tilt-acceleration measurements. Our proposed pendulum-based
models have the same physical behavior. In both models (2.7) and (2.12), Ha

is the acceleration of the head which is measured by otoliths and expressed in
the head’s frame H. This acceleration is caused by the changes in translational
motion of the head. However, in a vestibular system it is impossible for otoliths
to measure independently the translational and gravitational accelerations, and
additional neural processing of sensory information is required. The situation
is different when the head is stabilized in the up-right orientation. Next, we
show how ambiguity in acceleration measurements can be easily resolved for
the case of a horizontally stabilized head.
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3.2.2 Head stabilization in up-right position

First, we consider planar motion of the head. During normal locomotion our
head is accelerated and tilted in the sagittal plane. Fig. 3.2A shows the case
when the head is stabilized in an up-right position and accelerated forward.
In this case, the linear acceleration, ax, causes the pendulum to tilt back to
an angle φx. The system is governed by the following equations of motion in
steady state:

mlax cosφy = mgl sinφy, (3.10)

with m and l mass and length of the pendulum, respectively. When the head
is stabilized in an up-right position, the pendulum responds to linear acceler-
ations only, and therefore in this case the pendulum can be seen as accelerom-
eter. The acceleration can be expressed as follows:

ax =g tanφy. (3.11)

For small angles, the acceleration will be linearly related to the tilt:

ax ≈ gφy. (3.12)

As a result, having the head horizontally stabilized provides the vestibular
system with a direct way to know the linear acceleration of the head during
locomotion without the necessity of additional computations.

Similarly for the head’s motions in the coronal plane (Fig. 3.2B), the linear
acceleration of the head, ay, can be measured directly by otoliths when the
head is stabilized in an up-right position,

ay =g tanφx. (3.13)

A more general case of the head being accelerated in all three directions is
shown in Fig. 3.2C and 3.2D. The head is stabilized in an up-right position
and accelerated forward with acceleration ax, laterally with acceleration ay and
vertically with acceleration az. The accelerations ax and ay in steady state can
be expressed as follows:

ax = (g − az) tanφy, (3.14)

ay = (g − az) tanφx. (3.15)

One can easily see that there is no solution for extracting acceleration com-
ponents from the pendulum’s inclination when the head is translated in two
and/or three directions at the same time. It is only possible to know the
orientation of the acceleration vector, without knowing its length. This can
be explained by the limitations of the selected pendulum-based model of the
vestibular system. To avoid this limitation we need to assume that the mea-
surement of the vertical acceleration, az, is known.

In the vestibular system, vertical accelerations are measured by the sac-
cule. Horizontal accelerations are measured by the utricle. Therefore, we may
consider our pendulum-based model as a model of the utricle, while additional
information about the vertical component of acceleration, az, is available via
saccule measurements. Then, assuming that az is measured independently,

49



g

A. B.

C. D.

E. F.

Θy

Θx

φy φx

g

g g

gg

φy

φx

ax

ax

ax

ay

ay

ay

az

az
az

az

φy

φx
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the sagittal and coronal components acceleration, ax and ay, can be directly
calculated based on the pendulum’s tilt as given by equation (3.15).

3.2.3 Non-stabilized head

Next, we consider the case when the head is tilted in the sagittal and/or the
coronal planes, while being accelerated during locomotion. In Fig. 3.2E the
head is tilted in the sagittal plane to the angle Θy and accelerated forward and
up. Then, the pendulum’s inclination in steady state is

az sinφy + ax cosφy = g sin(φy +Θy). (3.16)

In the case of small pendulum inclinations we have the following equation for
calculating the linear acceleration:

ax = g sin(φy +Θy)− azφy. (3.17)

A similar expression can be obtained for the coronal plane (Fig. 3.2F):

ay = g sin(φx +Θx)− azφx. (3.18)

To calculate the accelerations, ax and ay, in addition to the pendulum’s in-
clination, it is necessary to know the head’s actual angular orientation with
respect to the gravitational vertical which is represented by the angles Θx and
Θy. Here, like in the previous case, we assume that the vertical component of
acceleration, az, is measured by the saccule. Actual angular orientation of the
head can be known to the neural system based on different sensory inputs, such
as visual and proprioceptive inputs, however, the present study is restricted
to the vestibular sensory system, and therefore we consider vestibular sensory
information as a primary source of head spatial orientation. Neural processing
of vestibular measurements may compute the estimate of the head’s actual
angular orientation based on the measurements from otoliths and semicircular
canals, but this estimate may be erroneous and inaccurate. It is a well-known
fact that in some situations humans cannot correctly perceive verticality. Most
of the time, it is due to the ambiguous measurements of the otoliths when our
head is continuously accelerated. For example, an airplane pilot experiences
the illusion that the nose of the aircraft is pitching up when the plane suddenly
accelerates forward [79, 80]. The pilot’s response to this illusion would be to
push the yoke or the control stick forward to pitch the nose of the aircraft
down. Similarly to accelerated motion, a sudden deceleration causes an erro-
neous perception of the verticality. The pilot may in contrast experience the
illusion that the nose of the aircraft is pitching down. The pilot’s response to
this illusion would be to pitch the nose of the aircraft up. Incorrect estima-
tion of the head’s orientation with respect to the gravitational field directly
influences the acceleration estimate based on equations (3.17) and (3.18). In
these situations, the otoliths cannot be considered to behave like accelerome-
ters, since their response is a result of both linear accelerated motion and the
static tilt of the head. Tilt with respect to the gravitational verticality of the
head influences the ability of vestibular system to correctly perceive its spatial
orientation and distinguish between linear motion and tilt.

Here, we have used head’s motion in the sagittal and coronal planes with
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the medial model of the vestibular system for simplicity of explanation. But
all the derivations presented above can be directly applied for the head’s three-
dimensional motion. Additionally, the use of the medial model here does not
restrict us from applying the same considerations on head stabilization with
the lateral model of the vestibular system.

As a result, we can suggest that the head’s up-right stabilization helps
the neural system to correctly perceive the gravitational vertical. When the
head is stabilized in an up-right position, the otoliths may be considered as
accelerometers. Upright orientation of the head when the head’s body frame
is aligned with gravitational verticality is a natural pose for most standing
animals. This suggests that up-right stabilization of the head during locomo-
tion provides the vestibular system with a simple way to measure translational
acceleration independently from the gravitational component.

As it was shown and discussed in previous research and in this manuscript,
humans stabilize their heads during locomotion. We suppose that this natural
stabilization behavior is taken into account by the central neural system and
it assumes that in normal conditions head is up-right and its frame is aligned
with gravity. This means that, in normal conditions, the human neural system
may automatically consider otolith responses as accelerations while assuming
that the head is up-right. The cases when the head is not stabilized lead to
ambiguities in measurements.

In real life, these ambiguities together with conflicting sensory inputs from
other modalities may provoke motion sickness [208, 168, 151]. That is why
in an airplane pilot’s safety instructions it is recommended to fix the head
orientation in an up-right position in the situation when the pilot is experienc-
ing vestibular illusions and/or motion sickness. Various experimental studies
for flight ergonomics and sea navigation conditions have shown that motion
sickness can be reduced if the head is stabilized [201, 204, 21].

3.3 Discussion

In this chapter, two questions related to the role of head stabilization behavior
were considered. First, the nonlinear observability of two vestibular system
models was analyzed. With the help of an algebraic observability test, we
checked if the head angular orientation was observable based on otolith mea-
surements depending on the type of head stabilization control. It was shown
that head stabilization makes the head’s spatial orientation observable in the
sagittal plane. The head angular orientation with respect to the gravitational
verticality was observable only when the head was stabilized by feedback con-
trol. Observability was analyzed for the medial and lateral models. It was
discovered that having two sets of vestibular organs located laterally with re-
spect to the center of rotation had a significant advantage compared to having
only one. In the general case for the lateral model, the head’s vertical ori-
entation was observable independently from the head’s stabilization control.
However, head stabilization control becomes important when motion in the
sagittal plane is considered. The lateral model is equivalent to medial model
when projected onto the sagittal plane in which normal human locomotion is
performed. As a result, the human head should be stabilized in order to enable
observation of the head’s spatial orientation.
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The role of head stabilization in resolving the ambiguity of otolith mea-
surements was discussed in the second part of this chapter. It was shown that
when the head is stabilized in an up-right position, otoliths play the role of
accelerometers which measure linear translation of the head. In cases when the
head is tilted, the otoliths’ measurements are influenced by linear acceleration
of the head and the inclination with respect to gravitational vertical. This
makes the measurement ambiguous and it is not evident for the neural system
how to resolve the ambiguity. These dynamics are the source of somatogravic
illusions and motion sickness. Upright head stabilization is a simple and effi-
cient method to resolve the gravitoinertial ambiguity and may explain natural
head stabilization behavior during locomotion.
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Chapter 4

Verticality estimation
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4.1 Observation problem

In this chapter we study the problem of verticality estimation with the help of
an observer. The observer can be viewed as an internal model of the vestibular
organ which is used by the human neural system to estimate the head’s spatial
orientation. The simplified diagram of the observation problem is presented in
Fig. 4.1. The spatial orientation of the head is controlled by the neck-muscles
controller. The head’s motion influences the vestibular organs and its output
is used by the internal model observer, together with the control input from
the controller, to estimate the actual orientation of the head. This estimated
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spatial orientation is compared with the reference orientation in the controller
which generates the corresponding control input. This observer-based feedback
control representation is well-known for robotic systems and may be considered
to be a relevant model for our biological system. In the next sections we present
several observation techniques, their evaluation and discuss the results.

head +
vestibular

system

head
control

observer
(internal
model)

reference

estimation
output

input

Figure 4.1: Schematic diagram of the observation problem.

4.2 Extended Kalman filter

4.2.1 Filter design

The Kalman filter is a common way to estimate the unknown state of a linear
system based on the knowledge of the system model, control inputs and noisy
measurements. The extended Kalman filter is a version of the original Kalman
filter which is applicable for nonlinear systems, where system linearization is
performed at every estimation step. Consider a nonlinear stochastic difference
system as follows,

xk+1 = f(xk,uk,wk),

y = h(xk,νk),

with state vector of the system x; control input vector u; output measurements
vector y; random variables wk and νk representing process and measurement
noise, respectively. The function f relates the state at step (k−1) to the state
at time step k. The output function, h, relates the state xk to the measurement
yk. The system process and measurements are subject to noise. A Kalman
filter for this system is expressed by

x̂k+1 = f(x̂k,uk, 0) +Kk(yk − h(x̂k, 0)),

where x̂ is the estimation of the state vector; Kk is the matrix of the Kalman
gains. For the discretized system, the Kalman gains are calculated at every
iteration and the linearization of the system is required. Linearizing around
an estimate gives,

xk ≈ x̃k + A(xk−1 − x̂k−1) +Wwk−1,

yk ≈ ỹk +H(xk−1 − x̂k−1) + V νk.
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where xk are the actual state, x̃k is its estimate, yk is the measurement, ỹk is
an output, x̂k is the a-posteriori state estimate. The Jacobian matrices are,

Ak =
∂f

∂x
(x̂k−1,uk−1,0),

Wk =
∂f

∂w
(x̂k−1,uk−1,0),

Hk =
∂h

∂x
(x̃k,0),

Vk =
∂h

∂ν
(x̃k,0).

Computing the covariance matrix P−
k+1 is required at every step for obtain-

ing the Kalman gain matrix Kk,

P−
k = AkPk−1A

T
k +WkQk−1W

T
k ,

Kk = P−
k HT

k (HkP
−
k HT

k + VkRkV
T
k )−1.

Then, the correction of the state estimation gives:

x̂k = f(x̂k,uk, 0) +Kk(yk − h(x̂−
k , 0)).

Finally, an update of the covariance matrix for the next iteration is required,

Pk = (I −KkHk)P
−
k .

For the case of the medial model, the state space vector is expressed by x1 =
(
S

I
ω

S
, H
I
ω

H
,
I
R

S
,
I
R

H

)⊤
and the control input as u =

(
Hτ , Ha

)⊤
. Then, the

extended Kalman Filter can be easily designed for the medial model (2.10)
with the output equations (2.8) and (2.9).

4.2.2 Simulation results

A computational experiment was performed to test the designed extended
Kalman filter. The medial model was used in the following simulations. The
model parameters were given reasonable values, m = 50 g, l = 0.06 m, J =
m diag[l2, l2, 1

20
l2], HJH = diag[0.125 0.125 0.125] kg·m2, β = 0.001 N·m·s. The

controller was tuned for a critically damped response, with kp = 32 N·m/rad
and Kd = 5 N·m·s/rad. The sampling period was 1 ms. The estimation was
updated every 20 ms. The initial conditions for the extended Kalman filter
differed from that of the system by 0.1 radian. The standard deviation of the
process noise, wk, was set to ±0.001 and that of the measurement noise, vk,
to ±0.02. Moreover, to test the robustness, the model parameters known to
the Kalman filter were assumed to differ substantially from the true values,
m̃ = 60 g, l̃ = 0.04 m, J̃ = diag[0.15 0.15 0.15], β̃ = 0.0005 N·ms.

The computational experiment involved two scenarios. In the first sce-
nario the head underwent an oscillatory movement which resulted in a three-
dimensional trajectory. The time history of the head’s linear acceleration and
its trajectory is shown in the first row of Fig. 4.2. For clarity, the results are
presented in Fig. 4.2 with the noise removed, but noise was present during
the simulations. We simulated a sudden impact at time 5 s which led to a
30 m/s2 acceleration spike after which the robot was stopped. Two condi-
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Figure 4.2: Simulation results for verticality estimation with extended
Kalman filter during locomotion with sudden impact. The top panel
shows the head linear acceleration time history and its trajectory. The
middle panel: results for the case of non stabilized head. Bottom panel:
results for the stabilized head. Angles θx and θy denote the head spatial
orientation in sagittal and coronal planes with respect to the gravita-
tional vertical.

tions were considered for each scenario. In the first condition, the head was
rigidly attached to the trunk, which means that the head was not stabilized
with respect to the gravitational verticality and directly followed the motions
of the trunk. In the second condition, the head was stabilized in the up-right
position using the head stabilization control outlined earlier in Chapter 2. The
head stabilization controller used the estimated head’s angular orientation and
velocity.

Simulation results for the second scenario are presented in Fig. 4.3. In this
scenario, the robot jumped in the x-direction. The acceleration history and the
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Figure 4.3: Simulation results for verticality estimation with extended
Kalman filter during jumping. Top panel shows the head’s linear accel-
eration time history and its trajectory. Middle panel: results for the case
of non stabilized head. Bottom panel: results for the stabilized head.
The angles θx and θy denote the head spatial orientation in sagittal and
coronal planes with respect to the gravitational vetical.

trajectory are shown in the first row of the Fig. 4.3. At ‘lift off’ the robot was
accelerated in the upward z-direction and at ‘landing’ the robot experienced
an impact from the ground, after which the robot was stopped. The results
are presented in Fig. 4.3 with the noise removed, but noise was present during
the simulations.

In both simulation scenarios the verticality estimation errors were signif-
icantly smaller for the case of the stabilized head. Locating the vestibular
system in the stabilized head has a number of combined advantages, includ-
ing providing a flexible platform that assists seeking and tracking targets with
vision and audition. Here, we showed that locating the vestibular system in
the head enabled inertial stabilization with the consequence of a reduction
of the number states to be estimated, while providing a quasi-inertial refer-
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ence frame that can facilitate control. We also found that stabilization was
especially helpful in the face of uncertainty in the system model [61].

4.3 Newton method based observer

4.3.1 Observer design

In this section we describe the design of an observer which considers the non-
linear dynamics of the vestibular system model. First we recall the principle
of nonlinear observers based on the Newton’s method which rely on the nu-
merical solution of the discretized system equations, in a dead-beat fashion,
from the knowledge of past inputs and outputs [145]. These observers apply to
large classes of smooth nonlinear systems such as our robotic head-vestibular
system. A nonlinear system is sampled with period T to give,

xk+1 = FT (xk,uk), (4.1)

yk = h(xk,uk), (4.2)

where the state vector x ∈ Rn, input vector u ∈ Rm, and output (measure-
ments) vector y ∈ Rp. For the following derivations, it is convenient to define
F u
T , F (x,u) and hu(x) , h(x,u). Next, we define a set of N consecutive

measurements and controls, and denote them as

Y k ,
(
yk−N+1 yk−N+2 · · · yk

)⊤
,

Uk ,
(
uk−N+1 uk−N+2 · · · uk

)⊤
.

with a fixed time window N .

Then, we define a matrix ofN consecutive computed system measurements,

HT (xk−N+1,Uk) ,








h(xk−N+1)
h ◦ F

uk−N+1

T (xk−N+1)
...

h ◦ F
uk−1

T ◦ · · · ◦ F
uk−N+1

T (xk−N+1)








where ◦ defines composition. Matrix HT , is termed the ‘observability map-
ping’. System (4.2) is said to be N -observable (N ≥ 1) at point xk [148, 1], if
there exists an N -tuple of controls, Uk, such that the set of equations

Y k = HT (x,Uk),

has a unique solution for x. In the observability matrix, N previous system’s
outputs are computed based on the knowledge of the state xk−N+1, the sys-
tem dynamics F u

T and history of control inputs Uk. In the ideal case, matrix
HT is equal to the the history of measurements Y k. In the case of the state
observation problem, the state vector xk is unknown while the history of mea-
surements and control inputs are known. Then, the observer problem consists
of solving N nonlinear equations,

Y k −HT (xk−N+1,Uk) = 0, (4.3)
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something that can be done numerically using Newton’s iterative method. The
Newton’s algorithm for solving (4.3) is expressed by

ξi+1
k = ξik +

[
∂HT

∂ξ
(ξik,Uk)

]−1

(Y k −HT (ξ
i
k,Uk)), (4.4)

for i = 0, . . . , d − 1 with d selected to give a desired accuracy. Then, going
back in time, the estimated state, x̂k, can be reconstructed recursively,

x̂k = F
uk−1

T ◦ · · · ◦ F
uk−N+1

T (ξdk). (4.5)

We applied the Newton-method based observer to the medial model of the
vestibular system and tested it in computational experiment. In the observer
implementation, to program iteration (4.5), it was first necessary to obtain
a closed-form expression for the observability mapping, and then to compute
its inverse Jacobian matrix for the Newton iterations. However, obtaining
a closed-form solution is problematic. Instead, we used a finite difference
approximation of the Jacobian matrix by recalculating HT at each period.
The time window for the history of otolith outputs, control torque and the
head’s linear acceleration was taken to be the same as the number of state
variables, N = 24. Thus, the observability matrix was square. At time k,
the histories of tilt measurements y1,k and control inputs uk = (ak, τ k)

T are
kept in a queue for the last 24 iterations. After d Newton iterations (4.4), the
estimate for xk−N+1 is projected forward in time by N − 1 steps to obtain the
estimate of the current state x̂k based on (4.5).

4.3.2 Simulation results

We proceeded with simulations in order to evaluate the performance of our
gravitational verticality observer. The simulation and model parameters were
similar to those used in the tests with the extended Kalman filter. The sam-
pling period was 1 ms. The head orientation was controlled by a well-tuned
PD control. The Newton iterations were executed every 25 ms with d = 5.

The simulation involved the trunk and the head of the robot moving
through a dynamic planar trajectory,





x(t)
z(t)
Θ(t)



 =





0.25 sin(0.5πt)
0.25 sin(πt)

0.25π sin(2πt)





where x(t) and z(t) are the positions of the head in the coronal plane, Θ(t)
is the angular orientation of the body in the coronal plane with respect to
the gravitational vertical, and t is time. The trajectory formed the Lissajous
figure represented in Fig. 4.4. The history of the acceleration components are
presented in the bottom panel of the figure.

Two situations were considered. In the first case, the head of the robot
was fixed to the trunk and followed its motion. In the second case, the head
upright stabilization control was applied.

The tests were performed under two conditions. In the first condition, an
accurate model of the system dynamics was assumed. In the second condition,
the systems parameters given to the observer differed by 10% from the actual
value. In addition, noise was added to the output, simulating quantization of
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Figure 4.4: Test trajectory used for comparison. In the left panel, the
platform oscillates. In the right panel the platform is stabilized despite
the movements of the body.
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Figure 4.5: Simulation with exact model when the platform (head) is
not stabilized.

the sensor signal.

Figure 4.5 shows the simulation results for the fixed-platform system. It
can be seen how the platform movements influenced the orientation of the
inclinometer, causing the measurement to lag in phase. The observer, however,
managed to estimate of the orientation of the platform reasonably well, that
is with an error smaller than 3◦.

Figure 4.6 shows the results when the inclinometer was on a horizontally
stabilized platform for the same trajectory. The platform orientation was
almost zero, but the inclinometer oscillated with a magnitude of about 4◦

due to the residual acceleration. The estimation error with respect to the
gravitational vertical was down to less that 0.1◦.

Simulations were then performed when the model parameters given to the
observer were over estimated by 10%. In addition, white Gaussian noise was
added to the tilt measurement which corresponded to a quantization error
amplitude of a 16-bit analog-to-digital converter.

The results can be seen in Fig. 4.7 and in Fig. 4.8 for the fixed and actuated
systems, respectively. The estimation error reached about 6◦ for the fixed
platform system, but when the horizontally stabilized platform was used, the
estimation error never exceeded 0.5◦.

An important feature that our system configuration shares with natural
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Figure 4.6: Simulation with exact model information and stabilized
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Figure 4.7: Simulation with approximate model and noisy sensors
when the platform (head) is not stabilized.
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vestibular system is to be attached to an actuated, orientable platform able
to stabilize the inertial measurement system in the horizontal plane, indepen-
dently from the movements of the body to which it may be attached. Slav-
ing this platform to the output of the verticality observer could reduce the
observer error by more than one order of magnitude under highly dynamic
forcing trajectories. This observer may be compared in functionality to the
neural machinery associated with natural vestibular systems.

When the “head” of the robot was horizontally stabilized, its angular ve-
locity was zero, H

I
ω

H
= 0, and the rotation matrix,

I
R

H
, that relates the

measurements to the true vertical was close to identity, simplifying the dy-
namics of the system. In addition, it was shown that head stabilization was
useful even if an exact model of the system was not known. It was also found
that gains in accuracy were obtained by the same order as when the knowledge
of an exact model was assumed.

Further simulations showed that in the case of a stabilized head system,
the reference given by the Newton’s method based observer gave an absolute
error smaller than 3◦ when the dynamic parameter uncertainties reached up to
50%. Conversely, the observer diverged when the head was not stabilized if the
dynamic uncertainties exceeded 15%. This means that the head stabilization
strategy considerably enlarges the convergence area of the observer and makes
it more robust to model uncertainties [60].

4.4 Head stabilization and the separation prin-

ciple

4.4.1 Linearization and the separation principle

In this section we show how the separation principle for the observer and
the controller design can be applied when the head is stabilized in an up-
right position with respect to the gravitational vertical. The application of
the separation principle to nonlinear systems is currently an active theoretical
research topic and the results are rare and apply to only certain restricted
classes of systems [81, 155, 66]. In our case, the separation principle may be
considered valid if we carry out the controller and the observer designs for a
system linearized around an equilibrium. The price to pay is the possibly small
region of controller and estimator convergence.

We may consider that the internal models of the head-neck system and
the vestibular organs during normal locomotion can be significantly simplified
if the head is stabilized in an up-right orientation. The dynamics linearized
around the stabilized head’s orientation can be taken into account by the
neural system. Then, the local separation principle holds when stabilizing the
nonlinear model of the vestibular system by a linear observer and a linear
controller designed for the linearized system. Next we will show that it is
sufficient to use a simple linear observer and linear controller, which can be
designed separately, for verticality estimation.
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4.4.2 Linear observer and controller

Linearized PD-regulator. A local linear feedback controller (PD-regulator)
can be used to stabilize the head horizontally from any initial conditions in the
neighborhood of the up-right orientation. The head’s tilt angles in sagittal and
coronal planes and head’s angular velocity are the inputs for the controller:

Hτ x =kp

(

φx,d − arctan

[

I
R

H

]

{3,2}

[
I
R

H
]{3,3}

)

− kd
H

I
ω

Hx, , (4.6)

Hτ y =kp

(

φy,d − arctan

[

I
R

H

]

{3,1}

[
I
R

H
]{3,3}

)

− kd
H

I
ω

Hy. (4.7)

where kp, kd are the control gains; φx,d and φy,d are desired sagittal and coronal
tilts of the head with respect to the inertial frame.

When the head is close to being horizontal,
I
R

H
≈ I3, and we can linearize

(4.6) and (4.7) around the horizontal orientation of the head and obtain the
following control laws:

Hτ x =kp,x(φx,d −
[

I
R

H

]

{3,2}
)− kd,x

H

I
ω

Hx, (4.8)

Hτ y =kp,y(φy,d −
[

I
R

H

]

{3,1}
)− kd,y

H

I
ω

Hy. (4.9)

These linearized control equations stabilize the head to desired angular orien-
tations in the neighborhood of the up-right orientation.

Luenberger observer. In this subsection we design a conventional linear
observer [128] for the verticality estimation. For a nonlinear system expressed
in the form

ẋ = f(x,u),y = h(x)

a Luenberger linear observer will be expressed as follows:

˙̂x = Ax̂+Bu+ L(y − Cx̂), (4.10)

with ˙̂x - the estimated state, L the observer’s matrix gain and constant ma-
trices

A =
∂f

∂x

∣
∣
∣
∣ x = x0

Ha = 0

,

A =
∂f

∂x

∣
∣
∣
∣ x = x0

Ha = 0

,

B =
∂f

∂u

∣
∣
∣
∣ x = x0

Ha = 0

,

C =
∂h

∂x

∣
∣
∣
∣ x = x0

Ha = 0
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where the state x0 defines the stationary head stabilized in up-right position.
For the case of the medial model this state is x0 = ((0, 0, 0), I, (0, 0, 0), I)⊤.

A linear observer was applied to the systems (2.10) and (2.18) and their
respected outputs after linearization around the up-right orientation of the
non-translated head and pendulums aligned with the gravity vector.

Kalman filter. To evaluate the Luenberger observer’s performance when
measurements contain noise and there are uncertainties in model information,
we compared it to a Kalman filter which is another widely used linear observer
[111]. We used classical Kalman filter design equations described in detail in
[202].

4.4.3 Simulation results

To test the designed linear observers and controller as well as applicability of
the separation principle, simulation of a robotic platform with a liquid-based
inclinometer was performed. The model was composed of a tilting platform
with a sensor installed on it, as shown in Fig. 5.4 in Chapter 2 of this thesis.
We took the parameters as specified by the model of the inclinometer used
later in experiments (Model 900, Applied Geomechanics). For a critically-
damped sensor with a natural frequency of 10 Hz, we get the following relations
between the model parameter values: β/(msl

2
s) = 125.6 N·s/kg·m2 and g/ls =

3943.8 1/s2 with g = 9.81 m/s2. The platform’s inertia was taken to be Jh =
0.0001 kg·m2. For simplicity, we present results for only one tilt of the platform
(sagittal tilt). In the simulation scenario, the platform was accelerated in the
plane with time-dependent linear acceleration Ha = [0, 3 sin(10t), 0]⊤. A
PD-regulator with control gains kp = 1 N/m/rad and kd = 0.1 N·s/m/rad
was used. The platform initial orientation was set to 0.4 radian. Numerical
integration of the system equations was performed with a 1 ms time-step.

In Fig. 4.9, two cases of simulation of stabilization control for the nonlinear
model are shown: the sensor-based output feedback control and the state-based
feedback control. In the first case, direct measurements from the inclinometer
and its numerical derivative were fed back to the PD regulator. Two reference
tilt angles were given to the controller of the platform’s orientation. The
value of 1 radian was to simulate the case when the platform was controlled
at an angle and the value of 0 radian for the horizontal stabilization. The
inclinometer measurements were greatly disturbed by periodic translational
disturbance motions of the head. The controller was not able to stabilize the
platform’s orientation. The platform’s orientation was not stable both for the
case when the head was not horizontal and for the case when the controller
tried to maintain horizontal orientation.

In Fig. 4.9, the panels on the right show the results for the same control
task but with the actual platform orientation and angular velocity fed back
to the controller. The controller was able to stabilize the platform for both
the non-horizontal and horizontal orientations. This means that for efficient
stabilization it is necessary to know the actual platform’s state, direct tilt
measurements are not sufficient.

Next, we checked whether the Luenberger observer or the Kalman filter
could lead to platform stabilization and how the orientation influenced the
estimation error. The simulation results are shown in Fig. 4.10 when the
linearized model of the system and the linearized PD-controller (4.8)-(4.9)
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Figure 4.9: Simulation results: head is unstable when direct sensor
based control is used (the worst case); head is easily stabilized when
state feedback control is used (ideal case).

were used. The platform was linearly accelerated and controlled with a PD-
regulator to maintain orientation of 1 radian in the first case; and in the second
case, the platform was horizontally stabilized to an orientation of 0 radian.
The estimated platform’s tilt and angular velocity were fed back to the PD-
regulator. The left panels of Fig. 4.10 show the results when the head was not
horizontal.

As shown by the angle plots, the actual tilt was more than 1 radian which
meant that the PD-regulator was receiving underestimated values of the state.
This happened because of the approximation introduced by the linearization
of the model around the horizontal orientation for the observer design. The
observers were indeed not expected to provide reliable state estimation for
significant angular motions. The state was correctly estimated when the PD-
regulator maintained a horizontal platform, see the right panels of Fig. 4.10.
For the Luenberger observer, the maximum estimation error was about 0.5 ra-
dian when the platform was not horizontal and less than 0.05 radian when the
platform was horizontally stabilized.

Similar estimation errors were obtained with the Kalman filter. The esti-
mation was significantly better for the case of the stabilized head (platform).
As expected, the Kalman filter showed better performance when noise was in-
troduced to the process update and measurements, and when the filter was run
with uncertainty in the model’s parameters values up to 10%. The controller’s
performance during platform stabilization was also better when the Kalman
filter was used.

In Fig. 4.10, the platform oscillated in the neighborhood of desired tilt
when the controller used the estimates from the Luenberger observer, with
magnitude ≈ 0.15 radian for non horizontal platform and ≈ 0.03 radian for
horizontal platform. There were no oscillations when Kalman filter’s estimates
were used.

The result hinges on the validity of the separation principle as the controller
and observer were designed independently. The latter was valid because the
nonlinear system is first linearized and the linearization is minimal, i.e. is both
controllable and observable. The separation principle obviously holds for the
linearized system, so the linear closed-loop, observer-based control system nat-
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Figure 4.10: Simulation results for Luenberger observer and Kalman
filter for the cases of not horizontal and horizontal head stabilization.
Linearized model is used

urally possesses some robustness stability margin. As the linear controller and
observer were next applied to the nonlinear system, they yielded a closed loop
system whose approximation was the closed loop linearized system. Stabi-
lization of the nonlinear closed-loop system then followed, by robustness, the
linear approximation. The above observations are at the root of our working
hypothesis that seems to hold true in our simulations and experiments, and
indeed in the animal world.

4.5 Observation with consideration of ambi-

guity

4.5.1 Resolving ambiguity during up-right head stabi-

lization

As it was discussed in chapter 3 of the thesis, one of the key problems to
be solved by the neural system is the gravito-inertial ambiguity problem in
the measurements of otolith organs. In the observer models and simulation
scenarios presented above, linear acceleration of the head was considered to
be a known input. However, information about linear acceleration of the head
cannot be available to the neural system since it is not measured directly
by any independent sensory organ. In this section we will consider that the
linear acceleration was unknown and had to be estimated based on the otolith
measurements.

A control diagram, shown in Fig. 4.11, represents the model of the head.
The otolithic organs and their internal model are realized as a linear observer.
This diagram represents a general structure of the observer-based head sta-
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bilization tested in previous sections. In our vestibular system models (2.10)
and (2.18), two inputs were considered: the head’s torque control and the lin-
ear acceleration of the head. The displacement of otoliths with respect to the
gravitational vertical was measured and the head orientation with respect to
the gravitational verticality was estimated and used for the head’s stabiliza-
tion control. In further discussion, for simplicity and clarity of explanation,
we consider the head rotational and translational motions in the sagittal plane
only.

The control diagram in Fig. 4.11 represents the case when linear acceler-
ation of the head was considered to be known for the internal model. Then,
the observer could reconstruct the unmeasured vertical head orientation based
on the known inputs and available measurements from the otoliths. The es-
timated head’s vertical orientation was used by the controller to stabilize the
head. But this ‘ideal’ case with known linear acceleration input does not rep-
resent well the real physical system, because in the vestibular system, like
in any other inertial sensors, there is no possibility to obtain a direct linear
acceleration measurement.

φxhead otolith

ay, az

τx

head otolith

L

Θx

Θ̂x

stabilization
control

+

+

+

-

-

-

internal model

Figure 4.11: Control diagram representing the head-neck-otoliths sys-
tem and the internal model for verticality estimation for the case when
linear acceleration of the head is available to the internal model.

Diagram in Fig. 4.12 represents a more realistic case. In this system, the
linear acceleration of the head is not known to the internal model. Instead, it is
reconstructed based on the measured angular displacement of otolithic organs
and estimated head tilt with respect to the gravitational vertical. The fidelity
of the acceleration reconstruction depends on the quality of the estimation for
the head’s tilt. We consider this control diagram to be more realistic, since
it is based on the fundamental principle that otoliths respond to the sum of
gravitational and translational accelerations. Actual geometric configuration
of the head and the otoliths can be used to resolve the gravitoinertial ambiguity.

In the simulation section below, it will be shown how the head stabilization
around the up-right position is important for proper verticality estimation.
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Figure 4.12: Control diagram representing the head-neck-otoliths sys-
tem and the internal model for verticality estimation for the case when
linear acceleration of the head is not available for the internal model.
Instead, it is estimated based on the otoliths measurements and assump-
tion of the head up-right stabilization.

4.5.2 Simulation results

The simulation results for the system configurations presented in Fig. 4.11 and
Fig. 4.12 are presented in this section. We simulated head stabilization and ver-
ticality estimation during normal locomotion in the sagittal plane. The model’s
parameters were selected such that they represented the critically damped dy-
namic behavior of otoliths with natural frequency of about 300 Hz [78]; the
head’s moment of inertia was about 0.0174 kg·m2 and was taken as an average
from human biomechanical studies presented in [211]. The simplest-possible
linear Luenberger observer was used in the following tests, which required lin-
earization of the system. The only inputs left, after the medial model lineariza-
tion around vertical in the sagittal plane are the control torque, τx, and the
anterior-posterior acceleration, Hay. This linearized system model was used to
design the observer and was considered to be the internal model. However, full
nonlinear models of the head and the vestibular system (medial model) were
used to simulate the real physical process with a full set of control inputs. The
initial head tilt was about 5 degrees. In this and subsequent simulations, the
head was accelerated in the sagittal plane. The acceleration plots, which were
driven by locomotion, are shown in Fig. 4.13. These acceleration patterns were
taken from the experimental study on human walking presented in [135].

In Fig. 4.14 the simulation results for head tilt control in the sagittal plane
are shown. The head’s actual tilt was considered to be unknown. The head’s
tilting controller received only the estimated angular orientation of the head.
The initial condition for the estimation was set to zero for all simulations.
Estimation was done based on the known system inputs (head torque and
linear acceleration) and otolith measurements. As we can see in Fig. 4.14, the
observer converges quickly, independently of the final orientation of the head.
In this simulation, linear acceleration was considered to be known. However
this information is not normally available, since there is no acceleration sensor
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Figure 4.13: Human’s head linear acceleration in sagittal plane during
locomotion.

that can measure pure translational acceleration.

0

20

0

5

0 1

1
0

actual
measured
estimated

head's angular orientation, deg

estimation error, deg

linear acceleration, m/s 2

time, s

Figure 4.14: Simulation results for the head vertical orientation es-
timation and control to different desired angular orientations with as-
sumption of known linear acceleration. The observer converges in all
cases.

In the next simulation, we considered that the head actual translational
acceleration was not known by any means. Therefore, we attempted to use the
otolith measurements as a source of information about the head’s translations.
In Fig. 4.15, the head was tilted to a different non-zero initial tilts in the
sagittal plane. The controller’s task was to stabilize the head to an up-right
orientation based on the head’s sagittal tilt estimation and the estimated linear
translation of the head.

In the left panel of the Fig. 4.15, the initial tilt of the head was about
12 degrees. The controller managed to stabilize the head horizontally even if
the linear acceleration of the head was not measured independently from the
gravitational acceleration. The third plot on the left panel of Fig. 4.15 shows
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that the estimate of linear acceleration converges to the actual acceleration of
the head.

In the central panel of Fig. 4.15, the same simulation scenario was per-
formed for a bigger initial tilt of the head, approx. 25 degrees. In this case, the
observer failed to estimate the actual head tilt, and the controller was unable
to stabilize the head. Estimation of linear acceleration was wrong and the
system generally became unstable.

The right plane of Fig. 4.15 shows the summary of this simulation scenario
for different initial orientations of the head. It is easy to see that proper
functioning of the observer and the head’s controller is possible only for small
initial tilts of the head. In other words, it is important for the head to be close
to the up-right orientation to provide the internal model with correct angular
orientation estimates and to enable proper stabilization control.
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Figure 4.15: Simulation results for the head vertical orientation esti-
mation and the head horizontal stabilization from different initial con-
ditions with estimated linear acceleration.

In Fig. 4.16, the head was initially tilted to a small angle. The head’s
controller was supposed to orient the head to a desired tilt based on the head’s
vertical orientation estimate and estimated linear acceleration. As we can
see on the left panel of the figure, when the controller stabilized the head
to an orientation close to horizontal, both the head’s tilt estimate and linear
acceleration estimate converged to actual values.

However, The situation was different when the controller was meant to
stabilize the head in a non-horizontal orientation, see for instance the central
panel of Fig. 4.16. The controller tried to orient the head to a tilt of about
6 degrees. In this case, the observer failed to provide proper estimates, and
the controller diverged. The summary for different desired tilts is shown in
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Figure 4.16: Simulation results for the head vertical orientation esti-
mation and control to different desired angular orientations with linear
estimated acceleration.

the right panel of Fig. 4.16. In this simulation scenario, the observer and
controller worked properly only when the head was stabilized close to the up-
right orientation.

4.6 Summary of results

The verticality estimation simulation results presented in this chapter have
shown the importance of head stabilization in the up-right position. Here we
summarize the benefits that arise from the head stabilization to improve the
quality of verticality estimation.

1. Smaller estimation error due to a stationary head. Verticality estimation
error was smaller for the stabilized head. Head stabilization slows the overall
dynamics of the system, and therefore the system becomes smoother and easier
to model within the observer. As a result, the estimation error is generally
significantly smaller for a stabilized head.

2. Robustness to internal model uncertainties. Estimators showed bet-
ter performance for the case of a stabilized head when uncertainty to model
parameters was introduced. This happened due to slowed dynamics of the sys-
tem when the head was stabilized. When the head’s velocity was close to zero,
uncertainty in the damping and inertia parameters did not greatly influence
the quality of the verticality estimation.

3. Simpler system dynamics due to a smaller range of motion. When the
head was stabilized around the up-right equilibrium, the model dynamics were
quasi-linear. Therefore, a linear controller and linear observer could be used for
the estimation-control problem. Following the separation principle, we showed
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that independently-designed stable linear controllers and observers were able
to properly estimate and stabilize the system, which essentially has nonlinear
dynamics. Stability of the overall system was achieved through the up-right
stabilization of the head, which enabled the use of a linearized model of the
head and the vestibular system.

4. Ambiguity in otolith measurements is resolved. The up-right stabi-
lization of the head provided the observer with a simple way to resolve the
tilt/translation ambiguity in otolith measurements. If the neural system as-
sumes that the head is always aligned with gravity, the otolith measurements
will provide information on the linear acceleration of the head without the
influence of the gravitational field. In this case, otoliths acted as pure ac-
celerometers, and their measurements were used to estimate the immeasurable
linear acceleration of the head.

In this thesis, and specifically in this chapter, the vestibular system was
considered to be the principal source of information from which verticality
could be estimated, while in real biological systems multi modal sources of
information are available. In addition to the vestibular cues, other sensory
inputs such as retinal-image motion, tactile, proprioception, and motor ef-
ference signals provide valuable motion cues which contribute to verticality
estimation [44]. Multimodal sensory integration becomes important in these
situations [179, 194, 161]. However, the role of the vestibular system in verti-
cality estimation remains dominant, since the vestibular sensory organs, unlike
other senses, are governed by the fundamental principles of mechanics, and as
a result, vestibular organs provides the central neural system with a global
invariant reference, which is gravity.
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Chapter 5

Experimental validation
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5.1 Experimental setup

5.1.1 General description

Verticality estimation and head stabilization control were tested with a spe-
cially arranged experimental setup. A schematic diagram is presented in
Fig. 5.1. The key element of the system is an actuated gimbal-like platform
which is driven by two electric motors. The motors control vertical angular
orientation of the platform around two horizontal orthogonal axes. Orientation
of the platform was measured by a dual-axis liquid based inclinometer which
was attached to the center of the platform. The inclinometer’s sensing axes
were aligned with the platform’s spinning axis. As a result, the platform’s
tilt measurements were decoupled from each other. In addition, a tri-axial
accelerometer was attached to the center of the platform, with its sensing
axis aligned with the platform’s spinning axis. The accelerometer was used to
measure the platform’s linear acceleration in the body fixed frame. Tilt and
acceleration measurements were used by the state observer and the tilting con-
troller which were programmed and implemented in the embedded computer.
The state observer included the system’s dynamic model and provided the
controller with the estimated angular orientation of the platform with respect
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to the gravitational vertical, and, as a result, the controller generated the cor-
responding stabilization signals. These signals were amplified by the electric
power drivers which controlled the motors. The goal of the overall system is
to maintain the horizontal orientation of the platform independently from the
body’s linear and translational motion. To do this, the observer has to take
into account the gravito-inertial ambiguity in the outputs of the inclinometer
and the accelerometer and properly distinguish between tilt and translation.

observer

controller

amplifiers

DC motors

BeagleBone

tilt

acceleration
pitch

roll

Figure 5.1: Schematic diagram of the experimental setup.

5.1.2 Mechanical design

In this subsection, we describe the mechanical design of the actuated platform.
A photo of assembled actuated platform is shown in Fig. 5.2. Dual axis in-
clinometer was attached on top of the platform. A liquid based inclinometer
Model T900 (from Applied Geomechanics) was selected to provide the system
with two decoupled orientation measurements based on the degree of immer-
sion of four electrodes in a liquid contained in a vial. This type of inclinometer
has several advantages. First of all it has almost linear output characteristic.
Second, it has natural physical damping, and that is why the output signal
is less noisy. Finally, the sensor mechanical configuration and built-in elec-
tronics provides us with decoupled pitch and tilt measurements whose output
values do not depend on yaw motion of the sensor. A MEMS-based tri-axis
accelerometer (ST Microelectronics, Model LIS344ALH) was attached to the
lower surface of the platform for measuring linear acceleration. Location of the
sensors was crucial in the design process and we tried to align each inclinometer
and accelerometer sensing axis with the spinning axis of the platform.

The platform had two rotational degrees of freedom. Each degree of free-
dom was actuated with the cable driven transmission. Schematic view of this
type of transmission is shown in Fig. 5.3. A driving pinion was rotated by an
electric motor in clockwise direction. This pinion was wrapped-around with
flexible cable, whose two ends were connected to the platform’s left and right
sides as shown in the figure. A rigid arc was added to the platform, so that its
center coincided with the center of rotation of the platform. The cable fit to
the arc’s circular surface and the pinion whose surface was threaded in order to
have neat rotation of the cable-wrapped pinion. As a result of clockwise rota-
tion of the pinion, the platform was tilted counterclockwise. The advantages of
using this type of transmission are the following: low friction, no noise, simple
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Figure 5.2: Inertial platform stabilization system. 1: gimbal’s plat-
form; 2: rotational joint (frontal tilt); 3: mems accelerometer; 4: DC
motor for frontal tilt; 5: DC motor and cable driven transmission for
lateral tilt; 6: liquid based inclinometer; 7: rotational joint (lateral tilt);
8: cable driven transmission for frontal tilt; 9: base link.

implementation, backlash-free motion. The cable-drive transmission was used
to control both degrees of freedom of the platform.

In Fig. 5.2, the inclinometer (6) and accelerometer (3) are attached to the
platform (1) which is actuated by the motor (5) around the joint (7) through
the cable driven mechanism. The motor (5) body frame is rotated together
with the corresponding mechanical links around the joint (2). This rotation is
performed by the motor (4) through the cable-drive. The body frame of the
motor 4 is attached to the body of the robot or any other mechanism through
the link (9). As a result, the platform formed the distal link of a gimbal mech-
anism rotating around a fixed center of rotation where the inclinometer was
located. This two degrees-of-freedom actuated gimbal mechanism represents
the head-neck system with the liquid based inclinometer used as a robotic
model for the otoliths.

5.1.3 Inclinometer model

The inclinometer is an advantageous sensor for measuring the angular orien-
tation of the platform with respect to gravitational verticality. We selected
a liquid-based inclinometer [47] as a tilt sensor, because it has several impor-
tant benefits when compared to the accelerometers that are often used as tilt
sensors (Fig. 5.4A). Most importantly, inclinometers provide quasi-linear tilt
measurements, while accelerometers necessarily provide measurements that are
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Figure 5.3: Schematic view of the cable driven transmission which was
used to actuate each degree of freedom of the platform.

nonlinearly related to the gravitational vertical. The sensing element is a glass
vial partially filled with a conductive liquid. In Fig. 5.4B, a simplified three-
dimensional view of sensing element is shown. When the sensor is level, the
four internal electrodes are immersed in the liquid at equal depths. When the
sensor tilts, the depth of immersion of the electrodes changes, altering the elec-
trical resistance between matched pairs of electrodes. In Fig. 5.4C, a planar
view of the inclinometer is shown. The figure shows the inclinometer being
accelerated to the right, or/and under the influence of an angular movement.
A damped pendulum, Fig. 5.4D, can be used as a simplified mechanical model
of the sensor.

Another disadvantage of tilt sensors based on accelerometers is their high
sensitivity to vibrations, so that they can be used as tilt sensors in the low fre-
quencies only. Finally, due to their mechanical structure liquid-based dual-axis
inclinometers provides tilt measurements independent, around two orthogonal
axes that can be directly mapped to rotation matrix defining the orientation
of the inclinometer with respect to the gravity vector.

We would like to suggest that these three characteristics are in fact shared
with natural vestibular systems, which are also linearized, naturally low-passed,
and decoupled [73]. In this sense, the liquid-based inclinometer possesses in-
triguing biomimetic characteristics.

The dynamics of this type of inclinometer in planar case can be expressed
as:

φ̇ = ω (5.1)

ω̇ = −
g

l
sinφ−

b

ml2
(ω − Ω) +

1

l
ax cosφ+

1

l
ay sinφ (5.2)

with φ angular orientation of the pendulum with respect to gravitational ver-
tical; ω the angular velocity; g the gravitational acceleration; l the length of
pendulum; m the concentrated mass of pendulum; Ω the angular velocity of
the sensors frame; ax and ay the linear accelerations in horizontal and vertical
directions of the pendulum’s pivot expressed in the world frame, respectively.
The measurement of the sensor is expressed directly as

y = φ. (5.3)
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Figure 5.4: Liquid based inclinometer and its model. A. Dual axis
inclinometer (Model A900 from Applied Geomechanics). B. Sensing
elements are four electrodes and electrically conductive liquid. C. Side
view of the liquid half-filled vial. D. Damped pendulum as a model. Its
measurements are affected by the ‘fictitious forces’, if the sensor frame
is not inertial.
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The sensor dynamics is governed by the gravitational field and damping forces
only if the sensor’s body is not rotated and not translated. The rotation of the
sensor frame influences the measurement through viscous torques via damping
component. Linear acceleration of the sensor frame influences the measure-
ment through forces applied to the pivot of the pendulum and the strength of
this influence depends on current pendulum orientation. This dynamics ex-
panded to the three dimensional case will be used in the following section to
model the otoliths behavior.

5.1.4 System integration and control

Fig. 5.5 presents the overall functional scheme of the experimental setup. The
control software which implemented the observer and controller was developed
in C-language and compiled under Linux-based computer system. The exe-
cutable file was then copied to the embedded computer (BeagleBone board)
running under real time OS Linux Xenomai. Digital-to-Analogue Convert-
ers (dac) were used to provide the motor amplifiers with the reference control
inputs. Both rotational degrees-of-freedom were actuated by dc-motors: Faul-
haber Model 024 SR motor (5) for joint (7) and brushless Maxon Model EC-
powermax 22 mm motor (4) for joint (2) (See Fig. 5.2 for references). Maxon
DC and Maxon 4-Q-EC amplifier DEC 70/10 motor amplifiers were used to
provide sufficient driving power for the motors, respectively. The motors acted
on the platform and its motion was measured by the inclinometer and the ac-
celerometer. Analog outputs of the sensors were sent back to the embedded
system after analog-to-digital conversion (adc). Additionally, two analog po-
tentiometers (US Digital Model MA3) were attached to the gimbal joints for
joint angle monitoring. However, they were not used in the observation and
control system design.

The controller and observer algorithms and read/write functions were called
in the loop running on a BeagleBone embedded system with a sampling period
of 3 ms.

Some additional technical information on mechanical design, system inte-
gration and control algorithm implementation is presented in the Appendix.

5.2 Experimental results

We experimentally tested two cases: sensor feedback based stabilization and
observer based stabilization. The task of the controller was to stabilize the
platform horizontally in spite of any random motions of the mechanism base
link. The gimbal platform during the experiment is shown in Fig. 5.6. External
forces were manually applied to the base link.

Potentiometers in the rotational joints of the platform measured the an-
gular orientation of the platform with respect to the base link and were used
for the results verification. These potentiometers acted as joint encoders, and
their measurements provided us with the angular orientation of the base link
with respect to the gravitational vertical if the platform was stabilized horizon-
tally. Hence, the encoder measurements represented the robot’s trunk angular
movements.

As it was discussed in section 4.4, the separation principle can be used if
the system can be linearized around the horizontal orientation. This means
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Figure 5.5: Functional diagram of experimental setup.

Figure 5.6: Platform stabilization experiment. The base link of the
gimbal mechanism was moved manually. The taks of the controller was
to stabilize the platform horizontally.
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that our nonlinear system can be stabilized by a linear controller and a linear
observer which are designed to be stable. The Luenberger observer and PD-
controller described in the section 4.2.2 were used in experimental validation.
Reference inputs to the motor amplifiers and accelerometer measurements were
used as known inputs for the observer. Implementation of linear observer as-
sumes the system model to be known. Therefore, system identification was
done. Each of the two degrees of freedom was modeled as first order mass-
damper system with an integrator. Pitch and roll rotations were identified
independently by providing a set of periodic motor inputs based on step re-
sponse signals. Angular orientation of the platform was measured as an output
with the help of corresponding encoder (potentiometer). The dynamic model
parameters were identified with the help of Matlab Identification Toolbox.
For the pitch rotation the parameter values are: moment of inertia J1 = 0.008
kg·m2, damping b1 = 1.35 N·m·s. For the roll rotation the parameters are: mo-
ment of inertia J2 = 0.0006 kg·m2, damping b2 = 0.137 N·m·s. Second order
system was used to model the inclinometer dynamics. The following model
parameters were obtained after identification: moment of inertia Js = 0.0015
kg·m2, damping bs = 0.3776 N·m·s, stiffness ks = 5.629 N·m.

We first tested the performance of the head horizontal stabilization when
direct tilt measurements were used to control the head with the PD-regulator.
The inclinometer measurements of pitch and roll angles of the platform were fed
back to PD-controller. Numerical derivatives of the pitch and roll angles were
used for computing the derivative component of the control input. Fig. 5.7
presents the results for pitch and roll control of the platform for this case.
First row of the figure contains time history of inclinometer measurements
for pitch and roll angles with respect to gravitational vertical and encoder
measurements of the platform angular orientation with respect to the base
link. Inclinometer measurements lagged behind the encoder measurements
since the liquid in the capsule had slower dynamic response compared to the
dynamics of the PD-regulator. Very quickly the motion of the platform became
unstable and the platform’s pitch angle was reaching the workspace limits (the
encoder measurements were saturated). The last row of the Fig. 5.7 shows
the control input plots generated from pitch and roll PD-controllers and were
transmitted to motor amplifiers. Magnitudes of pitch and roll control inputs
were increasing with the time because of unstable behaviour of the platform
which was caused by the slow dynamics of the sensor.

In the second test the observer based stabilization was done. Fig. 5.8,
presents the experimental results for the case when the estimated angular
orientation of the platform was used to stabilize it. The first row shows the
time history of the inclinometer and encoders’ measurements, as well as the
estimation of the platform’s pitch and roll angles. The second row shows the
control input generated by the PD-regulators. In this case, when the estimated
angular orientation of the platform was used the system was stable. The
platform’s motion was oscillating around the horizontal orientation with the
magnitudes significantly smaller than the magnitudes of the base motion with
respect to the platform. The base link was moved with the magnitudes of 40-
50◦ with respect to the platform’s orientation. Liquid inside the inclinometer
followed the motion of the base link and the platform and the tilt measurements
from the inclinometer reached up to 20◦.

Additionally we tested the platform stabilization when it was linearly ac-
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Figure 5.7: Experimental results. The head stabilization was done
based on direct roll and pitch measurements from the inclinometer. The
system was unstable.
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Figure 5.8: Experimental results. The head stabilization was done
based on the estimated head’s orientation. The system was stable.
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celerated with an acceleration up to 2 m/s2 while the controller tried to main-
tain the platform horizontally. Results are shown in Fig. 5.9. First, sensor
based stabilization was tested when the inclinometer’s outputs were fed back
to the PD-regulator. The system quickly became unstable due to disturbed
inclinometer measurements (Fig. 5.9, left panel). The head oscillated with
the magnitude of approximately 0.5 rad. The accelerometer attached to the
platform was strongly influenced by its movements and was not providing ac-
curate information about linear translation, as shown in the bottom-left panel
of Fig. 5.9.

In the second case, we tested the head stabilization when the controller
was provided with the estimated platform orientation and angular velocity.
The results are presented in the rightmost panels of Fig. 5.9. Similarly to the
previous experiment, the head was linearly accelerated while the PD-regulator
forced the platform to remain horizontal. The platform oscillated with a mag-
nitude smaller than 0.1 rad which was significantly smaller compared to the
first experiment. The accelerometer measurements were less influenced by the
head’s actual tilt when head was close to be horizontal orientation, and that is
why proper information about the head’s linear motion was accessible to the
observer. As a result the head remained almost horizontal even though the
inclinometer measurements were greatly disturbed by translational motion.

actual measured

head angles [rad]:

linear acelleration [m/s ]:2

0
0.5

0 5time [s]

0
2

50 time [s]

sensor based control state based control

Figure 5.9: Experimental results. The platform was horizontally sta-
bilized while head was translated. Left panels: Control based on direct
inclinometer measurements. Right panel: control based on state esti-
mation.

5.3 Discussion

We performed simulations and experiments to study and analyze the stabiliza-
tion of platforms with a view to provide gravitational verticality estimation
based on pure inertial measurements from a non-inertial frame. Such systems
are highly nonlinear. When an inertial platform is maintained horizontally by
observation and feedback, the measurements respond to translational move-
ments only and angular components are rejected. It is therefore straightfor-
ward to estimate its linear acceleration by solving the dynamics equations of
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the sensing device. When the platform is not horizontal it is impossible to
distinguish between gravitational and body acceleration without additional
sensory information such as tilt, angular velocity, etc. The result hinges on
the validity of the separation principle as the controller and observer are de-
signed independently. The latter is valid because the nonlinear system is first
linearized and the linearization is minimal, i.e. is both controllable and ob-
servable. The separation principle obviously holds for the linearized system so
the linear closed-loop, observer-based control system naturally possesses some
robustness stability margin (just by being exponentially stable). As the linear
controller and observer are next applied to the nonlinear system they yield a
closed loop whose approximation is the closed loop linearized system. Stabi-
lization of the nonlinear closed loop system then follows by robustness of the
linear approximation. The above observations are at the root of our working
hypothesis that seems to hold true in our simulations and experiments, and
indeed in the animal world.

We set out to design a gravitational verticality estimation system that
shares some features with the natural vestibular systems. Chiefly among them
is the use of a (liquid) pendulum-type inclinometer that may be compared, in
function, to the otolith organs of the natural vestibular systems in the sense
that its measurements are naturally low passed. Like all gravitational and iner-
tial sensors, an inclinometer is unable to make a distinction between the four
terms of the gravito-inertial forces that can deviate it from its equilibrium.
Using an imu to provide additional acceleration and angular rate measure-
ments, we showed that the gravitational component could be extracted almost
exactly under highly dynamic trajectories, up to the accuracy of a nonlinear
observer (using Newton iterations to solve the full system dynamics), even
with uncertainty in the model parameters and noise in the measurements.

We would like to argue that head stabilization would be of benefit to any
robot operating in a non-inertial frame and that such feature should be repli-
cated in their designs.
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Chapter 6

Conclusion

A dynamic nonlinear model of verticality estimation in biological systems was
developed and analyzed in this thesis. Control theory methods were used to
analyze the role of head stabilization for the verticality estimation process.
Results have shown that head stabilization is required for accurate estimation
of the spatial orientation of the head with respect to gravitational verticality.
Linear and nonlinear observers were designed to estimate the spatial orienta-
tion of the head. Numerical tests of gravitational verticality estimation showed
that the observers had better performance in terms of accuracy and robust-
ness when the head was stabilized. Computational experiments showed that
the estimation errors were smaller and the observers were more robust to the
internal model uncertainties when the head was stabilized. The difference in
the observability properties of the medial and the lateral models of the vestibu-
lar system showed the importance of having two sets of vestibular organs, since
the spatial orientation of the head was always observable for the lateral model.

It was also shown that the head up-right stabilization and model lineariza-
tion around this equilibrium enables application of separation principle which
yields independent observer and controller design. Independently designed
stable linear head controller and linear verticality observer were able to func-
tion properly for controlling and estimating the spatial orientation of the head
based on the outputs from the vestibular system.

Having a head stabilized in up-right orientation during locomotion fa-
cilitates estimation of the verticality by providing the observer with a way
to distinguish between otoliths response to tilt and translational motions.
In this situation, linear acceleration of the head can be directly expressed
based on the otoliths outputs, and then, used by the neural system to solve
the tilt/translation ambiguity. Computer simulations of verticality estima-
tion and head stabilization process showed that it is possible to resolve the
tilt/translation ambiguity when the head is stabilized in the up-right orienta-
tion.

Although the theoretical findings presented in this work are based on mod-
ern control theory, the outcome from the observability study and numerical
tests can potentially serve as an explanation of the head stabilization phe-
nomenon which was reported in various biological studies.

In terms of application to robotics, the results presented in this thesis sug-
gest locating inertial sensors on horizontally stabilized platforms. Certainly,
many machines and engineering systems already do this. Since the invention
of the marine compass, stabilized inertial platforms have been widely used in
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aerospace and marine navigation systems in order to provide approximations
of inertial frames unaffected by the ship’s movements. Long ago, it was noticed
that guidance was greatly simplified if the inertial sensors where placed on sta-
bilized platforms. In such systems, the application of fundamental mechanical
principles and stabilizing control provided engineers with possibilities to estab-
lish the gravity referenced Earth’s inertial frame without the need of other ex-
ternal references. Similarly, in humanoid robots and other free moving robots,
locating the IMU on a stabilized platform would afford key advantages that
are well worth the extra complexity, for purposes of postural stabilization and
motion planning, without any need for ground or environmental references.

The platform stabilization control problem can be simplified to the linear
case with a view to improve verticality estimation quality. Such estimation
has many applications in the control of humanoids, rovers and drones. Tests
with simple linear observers showed that estimation error was significantly
smaller when the head was horizontally stabilized without any external refer-
ence. Observation algorithms such as the Kalman filter greatly improved the
performance of the head stabilization control, even in the presence of strongly
accelerated linear motions. These observations runs counter to the common
practice in humanoid robot control to assume that the ground can serve as a
reference for gravitational verticality. From this point of view, robot postural
control from a stabilized head frame provides opportunities for implementation
human-like locomotion not accessible with the current practice of humanoid
motion control.

In real biological and robotic systems, sources of information other than in-
ertial measurements may be available (vision, joint kinematics, Earth magnetic
field, etc.), which means that these sensory inputs may help to improve the ac-
curacy and convergence rate of the estimation. Inertial information, however,
is the only fundamentally absolute measure of the gravitational verticality,
which is essential for a variety of tasks. We believe that inertially stabilized
platforms could provide the possibility for development of ground-independent
locomotion strategies in humanoids and other vehicles. Such robots and vehi-
cles would be free of the assumption of interacting with firm, flat and horizontal
grounds. Posture control can then be realized in top-to-down manner, from a
stabilized platform down to the robot’s appendages and actuators.
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Appendix

Appendix contains some technical materials which describe the experimen-
tal setup. Mechanical design of the setup was done in Solidworks. Most of
mechanical parts are manufactured from plastic with the help of CNC milling
machine. Electrical part of the setup is based on the BeagleBone emebedded
computer. Additional voltage custom designed interfacing board was used for
leveling the voltage level from then analog sensor outputs to analog inputs of
the BeagleBone computer.
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