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moteur à combustion interne

Fayez Shakil AHMED





Thèse de Doctorat

é c o l e  d o c t o r a l e s c i e n c e s  p o u r  l ’ i n g é n i e u r  e t  m i c r o t e c h n i q u e s

U N I V E R S I T É  D E  T E C H N O L O G I E  B E L F O R T - M O N T B É L I A R D
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Pr. Eric BIDEAUX Rapporteur Université INSA de Lyon
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Introduction

The global competition in today’s automobile market is a major challenge faced by the

automobile industry. It is also associated with environmental and social issues such as

sustainable development and anti-pollution campaigns. For example, in Europe, all vehi-

cles equipped with a diesel engine will be required to substantially reduce their emissions

of nitrogen oxides as soon as the Euro VI standard enters into force (see Figure 0.1). For

example, emissions from cars and other transport vehicles will be capped at an additional

reduction of more than 50% compared to the current Euro V standard [1]. Combined

emissions of particulate matter and nitrogen oxides (NOx) from diesel vehicles will also be

reduced.

In order to meet these challenges and to offer products nearer to the clients’ requirements,

the industry needs to double its effort in research, development and innovation. Invest-

ments are required in high performance development tools that would reduce the time

to market and the number of prototypes, and optimize their technical solutions. This

also offers an opportunity for introducing new high performance products that are in con-

junction with the social and environmental battle against air pollution caused by vehicle

emissions. In order to avail this opportunity, the two key players of the automobile indus-

try, namely the automobile manufacturers and Original Equipment Manufacturers (OEM

or parts manufacturers), need to work in tandem. Their relationship is characterized by

three major parameters:

• Structure: Both manufacturers are of different sizes and have different internal

cultures, but they are confronted with similar competitive challenges.
1
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• Competition: OEMs need to search ways for escaping the restrictive frame of

unified parts, and to identify problems yet undiscovered, permitting them to extend

their margins of competence.

• Regulations: The increasingly strict regulations on pollution have made the work-

ing modes more complex.

Figure 0.1. Evolution of European Emission standards

At present, automobile manufacturers develop the specification of individual parts sepa-

rately for each OEM, while ignoring the mutual interaction between the parts. It is clear

that this approach is not consistent with the actual challenges. Improvements in complex

systems need to be introduced at the conception and design level with mutual interac-

tions taken into account. For improving engine performance in terms of consumption and

emission, a better understanding of the engine air-path is required, which demands in-

depth knowledge related to the different physical phenomena related to it, as well as the

interaction between its subsystems. Ambitious research is required around the internal

combustion engine, concentrated towards the combustion process as well as the air-path

dynamics. This is not possible without the mutualization of industrial competence, re-

search and development skills manufacturers and experts. Fortunately, the OEMs are

convinced that joint-research efforts in their domains related to engine air-path is the ab-

solute need of the day. In this spirit, the project ”Simulation de la boucle d’air” (SIMBA)
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was conceived with the collaboration of industrial and academic partners, with the objec-

tives of

• obtaining precise dynamic models of different parts of the engine air-path

• in-depth research of the mutual interaction between these parts and subsystems,

including their effect on the global performance of the air-path

• developing a ”predictive simulation tool” to improve product development in its

conceptual phase, thereby reducing delays and techno-economical compromises

This thesis follows two major axes of research in the context of SIMBA. The first axis is

oriented towards the problems related to the modeling of the global air-path system. This

includes interlinkage of the subsystems of the air-path into a complete system, as well as

consolidation of the efforts of different partners of the project into the above mentioned

simulation tool. The second axis of research is focused on the modeling and control of

mechatronic actuators. These actuators are basically motorized control valves used for

regulating the air-mass flow in different sections of the air-path. In this chapter, we will

explore the air-path and its subsections, and identify the problems that are addressed in

the rest of this report.

0.1 Diesel Engine Air-path

The diesel engine, developed by Rudolf Diesel (March 18, 1858 − September 29, 1913), is

a Compression Ignition (CI) internal combustion engine. In this engine, fuel is injected

directly into the cylinder and ignited by the heat generated through the compression of

the working fluid (air). The output torque is controlled by varying the quantity of injected

fuel, thereby varying the air-fuel ratio. This principle contrasts with Spark-Ignition (SI)

engines, in which an electric spark ignites a premixed air-fuel mixture of a fixed ratio.

Diesel or CI engines generate ignition temperature by compressing air at much high com-

pression ratios as compared to SI engines. The high cylinder temperature and pressure

required for ignition in CI engines result in improved fuel efficiency, higher than any other

internal or external combustion engine [2].

In diesel engines, air is compressed in the cylinder and fuel is injected at the exact mo-

ment at which ignition is required. This is done to avoid self-ignition of the fuel at lower
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Figure 0.2. Engine air-path

pressures. The engine air-path maintains sufficient pressure in the intake manifold of the

engine to ensure that the air mass-flow into the cylinder meets the combustion require-

ment [3]. It indirectly controls the cylinder temperature as well, in order to reduce NOx

formation. In this way the air-path is responsible for the management of the inlet and

exhaust air quality and quantity for efficient combustion and pollution reduction [4, 5].

Let us now see how this management is achieved in modern diesel engine air-paths.

0.1.1 Pressure Boosting (Turbocharging)

The engine power or torque of a CI engine depends upon the the amount of fuel that can

be burned efficiently inside it, i.e. the amount of air present in the cylinder. The power

output can therefore be increased by forcing more air into the cylinder, achieving high

Air to Fuel ratio (AFR) [6]. The air mass-flow is increased by increasing the pressure
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in the intake manifold, which is why this process is called pressure boosting. This can

also be interpreted as reduction in Brake Specific Fuel Consumption (BSFC), which is an

immediate measure of increase in the engine’s efficiency [2].

Mechanically driven air compressors, connected directly to the engine crankshaft, were

initially introduced for this purpose. These superchargers had the major advantage of quick

response to speed changes [7]. However, the power to drive the compressor was a parasitic

load on the engine output. They also had higher cost, greater weight, more chances of

mechanical failure and higher noise levels. The drawbacks of superchargers were overcome

by exhaust gas turbochargers. Turbochargers use a turbine to run the compressor. The

turbine itself is run by the exhaust gas, utilizing energy that would otherwise have been

wasted. The compressor, running through the turbine forces air into the intake manifold,

providing the pressure boost. Turbochargers are now a common feature in diesel engine

automobiles [3]. The advantages of turbocharged engines are [7, 8, 9]:

• Due to the lower volumetric displacement required, the power-to-weight ratio of the

engine is higher than naturally aspirated engines.

• The fuel consumption of a turbo engine is lower, as some of the normally wasted

exhaust energy contributes to the engine’s efficiency.

• The turbo engine’s installation space requirement is smaller due to its smaller size.

• The high-altitude performance of a turbocharged engine is significantly better due

to better performance of the turbine at low atmospheric pressures.

0.1.2 Exhaust Gas Recirculation

As discussed before, diesel engines are more fuel-efficient due to high compression and lean

burning. However, they cannot use the pollutant reduction systems that are successful in

gasoline engines [9]. While the air-fuel ration inside the cylinder of diesel engines can be

as high as ten times the stoichiometric ratio, the fuel mixture is heterogeneous because

combustion starts as soon as the fuel injection begins. The prevailing flame temperature

therefore, is high at localized points in the cylinder. This increases the specific rate of

NOx generation [10].
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EGR was proposed to alter combustion in spark ignition engines for knock suppression

[11, 12]. This proved to be one of the most effective method for reducing NOx emissions

in diesel engines. In this method exhaust gas is added to the fresh air at the intake.

The addition of inert gases to the intake mixture reduces peak burned gas temperatures

and hence, reduces NOx formation rates while improving fuel consumption [5]. Recently,

EGR has been declared as a necessary means to meet the United States Environmental

Protection Agency (EPA) NOx regulations [11].

0.2 Air-path Subsystems

The functions of the air-path, mentioned in the previous section, require a certain number

of subsystems to work together. As seen in Figure 0.2, the integral components of the

engine air-path are the turbocharger, exhaust gas recirculation (EGR) valve [9, 4, 13]

and some auxiliary systems such as heat exchanger, swirl system etc. Throttle valves

are usually not required in CI engines, since engine speed can be controlled directly by

controlling the fuel injection [14]. In this section, we will explore the major subsystems

and their control mechanisms.

0.2.1 Variable Geometry Turbocharger (VGT)

As discussed above, the turbocharger turbine turns the compressor to provide pressure

boost. In order to regulate the intake manifold pressure, the compressor and turbine speed

needs to be controlled. In modern turbochargers, this is achieved by varying the geometry

of the turbine inlet. A variable geometry turbocharger (see Figure 0.3) has moveable vanes

located around the turbine. These vanes allows the turbine flow cross-section to be varied

in accordance with the engine operating point.

0.2.1.1 VGT actuator

The position of the VGT vanes is controlled by a dedicated VGT actuator. The VGT

actuator is a linear actuator, connected to the vanes through a rack and pinion crankshaft

and a unison ring. The latter ensures that all the vanes move together. This actuator can

be electro-mechanical or electro-pneumatic.
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Figure 0.3. Mechanical diagram of a variable geometry turbocharger

0.2.2 EGR Valve

The flow of exhaust gas recirculated towards the intake manifold is regulated by a control

valve between the intake and exhaust paths. This valve is a mechatronic actuator, which

typically consists of a linear (globe) valve with a motor and a cam or screw drive to convert

rotary motion to linear motion (Figure. 0.5).

0.2.3 Cooling Systems

Due to compression and combustion, gas temperature in different sections of the air-path

can be very hot. Therefore, different means are employed for temperature regulation. One

such method is the Double Air Mixer (Fig. 0.6), which maintains the temperature of

the fresh air entering the intake manifold by mixing hot and cold air to maintain the air

temperature. This mixer is actuated by two separate mechatronic butterfly valves.

0.2.4 Swirl actuators

Turbulent air mixes better with the fuel inside the cylinder. This mitigates some of

the disadvantages of heterogeneous combustion (such as excessive NOx). In some diesel

engines, a swirl actuator is integrated in the air inlet manifold, the geometry of which
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Figure 0.4. VGT with an electro-pneumatic actuator system

adds turbulence to the air flow (Figure 0.7). The flow of swirled air is controlled by a

mechatronic actuator [15].

0.3 Problems and contributions

The discussion about the air-path and its subsystems brings forth some important points

concerning its design and control. These are highlighted as follows:

• The coupling of the intake and exhaust paths, due to VGT and EGR, creates a sig-

nificant interdependence between the subsystems. An air-path cannot provide the
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Figure 0.5. EGR actuator

Figure 0.6. Double air mixer

performance expected according to the design specifications, if this interdependence

is not taken into account at the design level. In other words, the dynamics and limi-

tations of the air-path subsystems need to be studied together, in order to determine

the behavior of the complete air-path.

• The performance of the air-path subsystems is dependent upon the performance of

their actuation systems. Therefore, the mass-flow characteristics of the subsystems

are not sufficient in order to determine the global behavior of the air-path. In such

complicated systems, where the effect of variation of one actuator affects the global

system, it is important to model the system response during actuator transition [13],
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Figure 0.7. Inlet swirl actuator

and the characteristics and dynamics of the actuators also need to be taken into

account.

In addition to these points, the discrete, cylinder-by-cylinder operation of the engine re-

sults in pulsations in the intake and exhaust air-flow. Therefore, the dynamics of air

mass-flow are non-stationary at the turbine and intake manifold, even when the motor is

in stationary regime (stable). On the other hand, the manifold air pressure sensors used

in the intake manifold, do not have sufficient bandwidth to measure the pressure changes

due to these pulsations, and their effect is generally disregarded in commercial engines.

Improvements in the air-path design and control methods require that these pulsating dy-

namics and their influence on air-path subsystems be studied and robust control methods

be developed to mitigate their negative effects.

These problems are at the core of the research work presented in this thesis. The goal is

to develop a simulator that enables the industrial actors to study the these problems at

design level, virtually realize scenarios that have not yet been considered practically, mark

the areas of possible improvement in their system and control design and introduce new

and better products (subsystems and complete systems) in the market. The overall work

and contribution can be divided into three main segments, discussed below.
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0.3.1 System Modeling

This part addresses the global air-path modeling, taking into account the pressure and

air mass-flow dynamics in and between different subsystems of the engine air-path. This

includes the addition of a discrete combustion model with the air-path model, in order

to simulate the above-mentioned pulsating flow and problems related with it. As part

of the Project SIMBA, the research and validation were performed using the commercial

DV6TED4 4-cylinder, turbocharged engine. However, the model can be parameterized to

the specification of any other engine and air-path.

0.3.2 Actuator Modeling

The modeling of the actuator dynamics in the engine environment is not only important

from the air-path design point of view, but also from the control aspect, since the air-path

can only meet its design specifications if its subsystems and their actuators work accu-

rately. In this regard, the effect of flow characteristics, temperature, parametric variations

and external forces also needs to be taken into account. On the other hand, the model

also needs to be suitable for control design and implementation purposes. Therefore, ac-

tuator modeling has been given special attention in this thesis, taking into account their

nonlinear dynamics and environmental influence.

One particular force worth mentioning here, is the aerodynamic force exerted on the VGT

vanes by the exhaust gas flow. It is an important external force that has not received

much attention in research, yet its influence on VGT control cannot be neglected. This

force has also been studied and modeled in this work.

0.3.3 Actuator control

In practical application, the global air-path control task is facilitated by local-loop actu-

ator controllers, which manage the actuator positioning tasks while the global controller

generates positioning references in accordance with the engine’s operating point. The third

segment of this thesis is dedicated to the development of advanced robust controllers for

local control of actuators. Using the actuator models, different control methods are devel-

oped, and then experimentally evaluated in terms of their response time and robustness

to parametric variations, operating environment and external disturbances.
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0.4 Thesis Structure

This report is divided as follows:

Chapter 1 deals with modeling of the air-path and its subsystems. The importance

of both, Discrete Event Modeling (DEM) and Mean Value Modeling (MVM) are high-

lighted. Then, combustion modeling is discussed along with the intake and exhaust mass

flows and EGR. The VGT is discussed in detail and modeling of mass-flow characteristics

in the compressor and turbine are discussed. Power coupling between these stages is also

modeled. In the end, simulation platforms are discussed and the implementation of the

air-path simulator in AMESim is presented.

Chapter 2 is dedicated mechatronic actuator technologies that are commonly found in

engine air-paths, and their modeling. The mechatronic actuation methods mostly found

in commercial air-path valves are identified and a generic model is developed. This model

takes into account the nonlinear characteristics of the actuators due to friction as well

as the effects of temperature on their performance The parametric identification method

for the model is described for its adaptation to different specific actuators. The model is

experimentally validated using different commercial actuators. Integration of these models

in the simulator is also discussed, and the actuators associated with the DV6TED4 engine

are incorporated.

Chapter 3 contains the validation of the complete simulator. The results generated by

the simulator are compared with the data obtained during experimental tests conducted

during the project. As this required the simulator to be linked with the controller used in

real tests, the open ECU controller was implemented in Matlab Simulink and an interface

was developed between AMESim and Simulink. This controller is also described in this

chapter. The results show that the simulator’s outputs match the physical quantities of

the real system.

Chapter 4 presents the development and experimental validation of different controller

for local control of actuators. This study has been carried out, keeping in mind the present

requirements and limitations of the automobile industry. The first part consists of a com-

parative study, in which various popular control methods were implemented on an air-path

actuator. Their performance is compared in terms of response time and robustness against
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parametric uncertainty (due to temperature changes) and load variation. In the next part,

an advanced adaptive backstepping controller is developed, which dynamically adapts to

variations in friction and external load. The performance of this controller is also demon-

strated using simulation and experimental results.

Chapter 5 addresses an important problem in the air-path control, i.e. modeling of the

aerodynamic force exerted on the VGT vanes by the exhaust gas flow. Modeling of this

force is essential in the simulator as it affects the dynamics of the VGT actuator. In this

chapter, a 1D exhaust gas flow model is obtained, which allows more accuracy in predicting

the flow component acting on the VGT vanes. Using this model, the force exerted on the

VGT vanes is estimated using finite element analysis of the vane geometry. The transfer

of this force from the vane to the actuator is calculated, through geometric analysis of

the linkage mechanism. Using these calculations, a simulation tool is developed which

estimates the aerodynamic force using the turbine inlet states. The tool is experimentally

validated using results obtained from engine test bench measurements.





Chapter 1

Airpath Modeling

1.1 Introduction to Engine and Air-path Modeling

The diesel engine is a complex physical machine, in which numerous chemical, thermal

and mechanical processes occur at the same time. Therefore it is unrealistic to expect

that a single simulator will match the specific requirements of each engine process [16].

For example, the mean engine torque is a nonlinear function of many variables, such as

fuel quantity and injection timing, air-fuel ratio, speed, EGR etc, and accurate simulation

using all these parameters is too time consuming for control purposes [9]. On the other

hand, these processes are interdependent to such an extent that simplifying approaches

may lead to completely inaccurate results. Therefore, research in a particular domain

related to engines (e.g. fuel efficiency, pollution reduction..) still requires that processes

with indirect influence be taken into consideration.

Certain processes in the engine are dependent upon time only. However, many other

processes are discrete in nature and depend upon the engine’s crankshaft position. The

combustion process itself is highly transient, with large and rapid temperature and pressure

variations [3]. These discrete processes are very fast (a few milliseconds for a full engine

cycle) and usually are not accessible for control purposes [9]. Moreover, their models are

complex and are not useful for the application in real-time feedback control systems [17].

Therefore, their behavior is often approximated with mean value models. However, their

discrete nature cannot be ignored in control design, as they may have serious repercussions
15
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on the overall performance of the engine system.

In this section, we will first look into the two modeling methods (mean and discrete) and

classify important engine processes accordingly. In the light of this discussion, we will

establish the objectives and goals of engine air-path modeling for this chapter.

1.1.1 Mean Value Models

Mean Value models (MVM) neglect the discrete cycles of the engine and assume that all

processes and effects are spread out over the engine cycle [9]. All subsystems of the engine

are modeled as lumped volume parameters. The reciprocating behavior of the engine is

approximated by introducing delays between cylinder-in and cylinder-out effects. For ex-

ample, the torque produced by the engine does not respond immediately to an increase in

the manifold pressure. Therefore, in an MVM, it is updated after the induction-to-power-

stroke (IPS) delay [18].

The complexity of Mean Value Engine Models is suitable for design of control and super-

vision systems [19].This modeling method is clearly insufficient for modeling the engine

dynamics itself. However, other continuous time processes, which do not depend directly

upon the crankshaft position, can be represented by MVMs satisfactorily. Examples of

the continuous-time subsystems are the intake manifold dynamics, the acceleration of the

crankshaft, the turbocharger speed dynamics. These models are commonly used in air-

path control design, examples of which are [20, 21, 22, 23, 24]

1.1.2 Discrete Event Models

The term Discrete event models (DEM) is used as an abuse of terminology (as proposed in

[9]), to refer to models that take into account the reciprocating behavior of the engine. This

means that the independent variable in these models is not time, but the crankshaft angle.

The discrete working principles of the subsystems must be considered in the following cases

[9]:

• When the system representation and controller design are simpler in the crank-angle

domain.
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• When the control system has to achieve bandwidths that may raise synchronization

problems.

• When cylinder-individual effects have to be analyzed

DEM are often formulated under the assumption that the engine speed is constant. In this

case, their structure is simplified as they become equivalent to sampled data systems, for

which a theoretical background exists [9]. Subsystems that often are modeled as discrete-

event systems are the torque production, the gas exchange of the individual cylinders, the

injection and the ignition processes, etc. [25, 16, 22].

1.1.3 Chapter Objectives and Goals

A major issue in the improvement of Diesel engines lies in the architecture and the control

of the air-path. Fuel efficiency and pollution control regulations are forcing manufacturers

to develop complex air-paths. For example, two-stage turbochargers are used to reduce

the fuel/air equivalence ratio and variable actuation allows the reduction of the response

time to high EGR demand, etc. [16]. Virtual simulation support allows manufacturers the

facility of fast development (reducing time-to-market), while reducing prototyping costs.

On the other hand, application expectations have to be accurately defined in order to

adapt simulation with coherent models [22]. This is the motivation behind this work, in

which we focus upon physical modeling and simulation of the diesel engine air-path at

component level. This would allow manufacturers to study the behavior of the engine

system virtually, with respect to changes in one or more components.

In this case, an air-path model cannot be attained without integrating a sufficiently ac-

curate combustion model as well. The combustion model needs to reflect the effect of

reciprocation on the mass-flow; therefore MVMs are not a choice. The physical nature of

gaseous mass-flow itself is continuous in time. Therefore, if the engine model generates

the discrete pressure and flow conditions on the crankshaft level, then the pulsating flow

in the air-path can be accurately modeled using MVMs for air-path components.

In this chapter, we will study and model the physical dynamics of each part of the air-path,

shown in Figure 1.1. Then, the models are implemented in a simulator, using AMESim

platform. This software is one of the leading tools in the automotive industry for automo-

tive and aerospace simulations. It was chosen for this study as it has abundant libraries for
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Figure 1.1. Air-path variables and airflow. Variables: p =pressure, T =temperature, ṁ =mass
flow. Subscripts: i =intake manifold, e =exhaust manifold, T =Turbine, c =compressor, f =fuel,
α=cylinder, atm =atmosphere, eg r =EGR

facilitating air-path design. In this chapter, the focus is on the air-flow dynamics and as

an initial step, the scope is simulation is 0D, i.e. the lengths of transmission lines are not

taken into account. The simulator will be further improved in the subsequent chapters,

by adding actuator dynamics as well. The extension to 1D simulations will be considered

in the future.

NB: In the rest of the paper, the notations and subscripts of Figure 1.1 will be used as

reference.

1.2 Engine Combustion

Due to its reciprocating action, an internal combustion engine naturally discrete-event

system. Engine models are primarily developed to study the combustion properties and

torque generation. We are not interested in any of these processes directly; our focus
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is to model the effects of reciprocation on the air-path. In this regard, the evolution

of combustion is an important factor in the choice of model, as it defines the pressure

dynamics inside the cylinder, which in turn, are the cause of pulsations in the air-path.

Let us first briefly review some existing models based on this property.

1.2.1 State of the art

The shaft work by a diesel engine is the sum of work on the piston by the pressure

produced by the heat released by combustion and the losses due to pumping, heat transfer

and friction. The variety of combustion chambers and types of fuel injection equipments

influence the heat release rate characteristically [9].

1.2.1.1 Zero-dimensional model

These models are attractive because they describe heat release rate by simple algebraic

equations [26]. An important example of such a model is presented in[27], in which a

strong relationship between fuel injection and heat release rates. However, this method is

not accurate as there are no universal decay constants for elemental heat-release rates in

different types of engines and their operating conditions.

1.2.1.2 Models based on fluid dynamics

These models are multidimensional models due to their inherent ability to provide detailed

geometric information on the flow field based on the solution of the governing equations

[26]. Several three-dimensional simulation models of injection, mixing and burning in

diesel engines exist [28, 29], which describe the inner mechanism of diesel sprays and

their influence on heat release. However, the volume of computation in multi-dimensional

models is restrictive in carrying out detailed studies. In addition, their sub-models require

a thorough validation with detailed experiments before employing them confidently in

engine design work.

1.2.1.3 Phenomenological models

In phenomenological models, details of different phenomenon happening during combus-

tion are added to basic equation of energy conservation [26]. In the simplest approach,

[30] assumed the growth and motion of the spray within the chamber and [31] found that
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the spray structure offered the clue to better heat release predictions.

The description of the thermodynamic conditions in the combustion chamber is based on

a mathematical formulation of the conventional two-zone approach. It is assumed that at

any time during the combustion process, the cylinder volume is divided into two zones,

corresponding to burned and unburned gas regions [32]. In each zone the thermodynamic

state is defined by the means of thermodynamic properties and the specific heat of each

gas component changes according to the approximated formula from the JANAF thermo-

dynamic properties table [33]. The quasi-dimensional thermodynamic model incorporates

several sub-models to take into account several physical phenomena (turbulence, vapor-

ization, spray and entrained gas mass flow rate). So far, this model provides the most

accurate heat release approximations, while keeping low on computational requirements.

1.2.2 Lebas’ Phenomenological Model

This phenomenological combustion and pollutant emissions model [34] is a recent develop-

ment on Barba’s approach [33]. In this model, the combustion process is divided in three

parts:

• A cool flame, if Low Temperature Combustion conditions are met

• Pre-mixed burning with the hypothesis of flame propagation in the pre-mixed zone

• Oxidization the remaining fuel in a mixing controlled combustion mode.

The pressure evolution inside the combustion chamber is computed using the following

equation:
d p

d t
= ρ

(
dr

d t
T +

dT

d t
r

)
+

dρ

d t
r T, (1.1)

where ρ is the density of the gas mixture inside the cylinder r is the perfect gas constant.

For a mixture of N gases, r is determined by r =
N∑

i=1

xi ri , where xi are the mass fractions

of individual gases and ri are their gas constants. T is the temperature, the evolution

of which is determined by Barba’s heat release model [33]. This model was chosen to be

integrated in the simulator due to its accuracy and ease of implementation, as rich support

for this model has been provided by IFP (France), in AMESim.
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1.3 Engine Intake

From the air-path point of view, the engine works as a volumetric pump [9], i.e. the intake

mass-flow is approximately proportional to its speed. Therefore, for a four stroke engine

it can be modeled as

ṁi = ρi V̇ = ρiηv
Vdωe

4π
, (1.2)

where ρi is the density of the gas at intake (dependent upon the intake manifold pressure

and EGR ratio), ηv is the volumetric efficiency of the engine and Vd is the displaced

volume.

1.4 Engine Exhaust

Since line losses are not taken into consideration, it is assumed that the exhaust conditions

are the same throughout the path and pressure is undiminished from the engine up till

the VGT turbine stage (Pe = PT ). The mass-flow is governed by the VGT position and

the EGR.

1.5 Exhaust Gas Recirculation

Exhaust gas recirculation (EGR) redirects a portion of the cylinder exhaust gases into the

intake manifold. As shown in Figure 1.1, the exhaust gas may be mixed directly with the

intake flow or it may be cooled before mixing. As per the design of the DV6TED4 air-path,

direct EGR is realized. The EGR mass-flow is regulated by a globe valve, conveniently

referred to as the EGR valve. The flow dynamics are governed by the equations of orifice

flow for compressible fluids, for an isothermal orifice with variable cross-sectional area.

ṁeg r = cd A(x)
pep
RTe

Ψ

(
pe

pi

)
,

Ψ

(
pe

pi

)
=





√√√√
γ

[
2

γ+1

] γ+1

γ−1

f or pi < pcr

[
pe

pi

]1/γ

√√√√ 2γ

γ+1

[
1−

(
pe

pi

)(γ−1)/γ
]

f or pi > pcr

(1.3)

where cd is the discharge coefficient of the valve, γ is the specific heat ratio, and R is

the gas constant. The term pcr =
[

2

γ+1

] γ

γ−1

pe is the critical pressure, at which the flow

reaches sonic conditions and velocity is choked [9]. The cross-sectional area function A(x),
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depends upon the valve opening position x. For the purpose of this study, this function

was determined experimentally for the EGR Valve used in the DV6TED4 engine, using

the gas-flow test bench at SOGEFI Motor Systems. As the globe wall maintains the same

orifice shape throughout its opening range, its discharge coefficient is assumed to be con-

stant for all openings. It was estimated at 0.85, according to the geometry and channel

specifications given in [35] and [36]. The valve was positioned at different opening per-

centages, determined by the percentage input voltage with respect to the voltage required

for full opening. The actuator was mounted on the test bench and different mass flows

were forced through it at different openings. The resulting pressure difference across the

valve was recorded. The results are shown in Figure 1.2.

It can be noted that as the objective of these experiments was to calculate the ef-

Figure 1.2. Mass flow and pressure difference of EGR Valve at different openings

fective area of the valve, these measurements were limited to mass flows, linear w.r.t.

pressure differences. Based on these measurements, the area was calculated for each open-

ing percentage, using Equation (1.3). The resultant area function was obtained through

interpolation:

A(x) = 0.0010251x5 −0.0031412x4 +0.00349001x3 −0.0016442x2 +0.0004x − (6.3816×10−20),

(1.4)
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where the unit of A(x) is m2 and x varies from 0 (valve closed) to 1 (valve fully open). At

x = 1, the full area is 1.6195e −004m2 or 161.95mm2.

1.6 Variable Geometry Turbocharger

The turbocharger, as introduced in the previous chapter, uses the energy of the exhaust

gas passing through its turbine, to run the compressor and provide pressure boost in the

intake manifold. The variable exhaust inlet of a VGT (Figure 1.3) allows the turbine

flow cross-section to be varied in accordance with the engine operating point [37]. When

the VGT vanes are closed, the exhaust gases speed up (since they are passing through

a smaller orifice) and the turbine spins faster. When they open, the gases slows down

but there is a larger amount of gasses to spin through turbine and give it more pumping

power. Thus it effectively adapts the intake pressure to match the engine’s needs during

partial loads and transient running [38, 39]. As a result, the efficiency of the turbocharger

and the engine is higher. Both intake and exhaust pressures are dependent upon VGT,

the intake being regulated by the compressor and the exhaust by VGT vanes.

Figure 1.3. Mechanical diagram of a variable geometry turbocharger

1.6.1 Turbocharger mass-flow maps and correction

Manufacturers specify the performance characteristics of turbochargers in terms of the

mass flow rate and isentropic efficiency for varying compressor speeds and pressure ratios
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[40]. The flow performance curves of VGT used in the DV6TED4 engine are shown

in Figures 1.4 and 1.5. The multiple data sets shown in Figure 1.5 correspond to flow

characteristics at different VGT vane angles.

Figure 1.4. Compressor performance curves for VGT installed on DV6TED4

Conventionally, the performance maps are provided in terms of corrected mass flow rate

ṁcor r and compressor rotational speed ωcor r , which eliminate the dependence of the maps

on inlet conditions. These corrections make comparison possible between different com-

pressors with different speed and mass flow characteristics. The corrected parameters are
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Figure 1.5. Turbine performance curves for VGT installed on DV6TED4

scaled according to standard temperature and pressure (STP) conditions, corresponding

to 288.15K (15oC) and 101.325 kPa (1.01325 bar) in Europe. For specific inlet conditions,

the actual speed and mass-flow can be calculated by

ṁ = ṁcor r
δ
p
θ

,

ω = ωcor r

p
θ,

(1.5)

where

θ =
Ti nlet

288.15
, δ=

Pi nlet

101.325
.

1.6.2 Compressor Power

Typically, the compressor stage of a turbocharger is of centrifugal type. The impeller

rotation increases the velocity of the air, which is then decelerated in a diffuser. According

to Bernoulli’s principle, this results in increase in the static pressure. According to [41],

the power Pc , required to drive the compressor to obtain a specific mass flow rate ṁc is

determined through the first law of thermodynamics:

Pc = ṁc (hi −hatm) = ṁc cp (Ti −Tatm) , (1.6)

where hx represent enthalpy and cp is the specific heat coefficient of the air at constant

pressure. For a general isentropic process, the pressure ratio is related to the temperature
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ratio:

T1,i s

T2
=

(
p1

p2

) γ−1

γ

,

where γ is the ratio of the specific heat of the working fluid at constant pressure and

constant volume (cp /cv) and the subscript i s indicates isentropic process. In the case of

compressor however, the process is not isentropic and the term isentropic efficiency ηc,i s

needs to be defined, as

ηc,i s =
Ti ,i s −Tatm

Ti −Tatm
(1.7)

where 0 ≤ ηc,i s ≤ 1. Practically, Ti ,i s represents the theoretical temperature rise (as pre-

dicted by the ideal gas law) and Ti is the actual temperature rise. From here, the temper-

ature ratio for a turbocharger compressor can be related to the pressure ratio as

Ti

Tatm
= 1+

1

ηc,i s

[(
pi

patm

) γ−1

γ

−1

]
,

and Equation (1.6) becomes

Pc = ṁc cp Tatm
1

ηc,i s

[(
pi

patm

) γ−1

γ

−1

]
. (1.8)

1.6.3 Turbine Power

The modeling of turbine is similar to that of the compressor, as given by Equations (1.6),

(1.7) and (1.8). The power PT input depends upon the exhaust gas flow ṁT [41], calculated

through the first law of thermodynamics:

PT = ṁT cp TT ηT,i s

[(
1−

pT

patm

) γ−1

γ

]
. (1.9)

where ηT,i s is the isentropic efficiency of the turbine.

1.6.4 Turbocharger Speed

Using the relationship between the net power and net torque (P = τω), the rotational speed

of the turbocharger is calculated as follows:

ω̇tc =
PT −Pc

Jtcωtc
, (1.10)

where Jtc is the moment of inertia of the turbine-compressor linkage.
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1.7 Simulator Implementation in AMESim

AMESim stands for Advanced Modeling Environment for performing Simulations of

engineering systems. It is a multi-domain software that allows interconnection between

systems of different physical natures (hydraulic, pneumatic, mechanic, electrical, thermal,

etc.). Modeling in AMESim is based on Bond graph theory, i.e. systems are modeled using

a set of dynamic equations and power is transmitted between systems by a combination of

generalized effort and flow notions [42]. However, AMESim uses graphic icons instead of

traditional graphs, based on the standard symbols used in the engineering field or symbols

which give an easily recognizable pictorial representation of the system. Interconnections

are made through ports defined on the icons and causality is ensured by fixed input and

output ports of each icon. AMESim comes with a large number of containing models for

different physical domains. These libraries are written in C language

As mentioned in the introduction, this software was chosen because its libraries are adapted

for automotive applications. The air-path was developed in the general form as shown in

Figure 1.1. The implemented scheme is shown in Figure 1.6. The parameterization to

the specifications of the engine and air-path of the DV6TED4 engine system was made

possible by the collaborative effort of the partners of Project SIMBA. The details of the

components of this model are presented in this section.

1.7.1 Cylinder and Combustion

The cylinder model in IFP library represents a combustion model in a thermal-pneumatic

chamber with a variable volume, pressure dynamics and wall heat exchanges (Figure 1.7).

This is a discrete event model, designed for direct injection diesel engines. The working

fluid is a mixture of three gases: air, fuel and burned gas. The fuel Cx HyOz is defined

by 3 parameters: x, y, z and the heating value (Net Calorific Value). Combustion is

simulated by Lebas’ model [34, 43], which determines the heat release rate, and therefore

the temperature evolution.

The additional important parameters required to configure this model are the cylinder

geometry (bore, stroke, compression ratio), volume Vd , volumetric efficiency ηv , intake

and exhaust valve characteristics, firing angle and number of injections. The pistons are

connected to the crankshaft, upon which, the load torque is imposed through a rotary

torque module (lower left of Figure 1.6).



28 CHAPTER 1. AIRPATH MODELING

Figure 1.6. Overview of simulator implementation in AMESim
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Figure 1.7. Cylinder Model

1.7.2 Intake and Exhaust Manifolds

As the air-path is modeled in 0D, the manifolds are modeled as constant volume chambers.

The submodel provided in AMESim for this purpose can be configured to accommodate

multiple gases, each with an associated mass flow rate and enthalpy flow rate. The model

outputs are pressure and temperature, the latter being obtained using the ideal gas law.

It can be seen in Figure 1.6 that the intake manifold is configured to receive fresh air from

the turbocharger and burned gas from EGR. Air swirl is not taken into consideration,

since the air-flow geometry is not studied in 0D models.

1.7.3 Exhaust Gas Recirculation

The EGR is implemented using a valve model based on equations of orifice flow with

variable cross-sectional area (Figure 1.8), same as (1.3). A constant volume chamber is

used to simulate the delay due to gas transmission lines.

1.7.4 Variable Geometry Turbine

The Variable Geometry Turbine (Figure 1.9) is modeled using three components: the

turbine with variable flow area, the centrifugal compressor and an inertial component
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Figure 1.8. EGR Model

representing the connecting shaft.

Figure 1.9. VGT Model

1.7.4.1 Turbine

The VGT vanes are defined in terms of percentage opening. The mass flow through

the turbine is then determined using the manufacturer’s characteristic curves. The flow

characteristics of the turbine are provided to the model in form of table that contains the

numeric values of the curve data points. Hence, for each tested vane opening, the number

of iso lines are defined in the table. Then, for each iso line, the number of data points and

their values (pressure ratio and mass flow) are defined, as follows
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Vane POS0 Nb iso

RPM0 Nb Pr

PR0 mass0

PR1 mass1

...

Vane POS1 Nb iso

RPM0 Nb Pr

PR0 mass0

PR1 mass1

...

The turbine power is calculated in the same way as mentioned in Section 1.6, using Equa-

tion (1.9).

1.7.4.2 Compressor

The compressor receives input power from the turbine, and is modeled using the mass

flow characteristics provided by the manufacturer. These characteristics are coded in the

same manner as those of turbine, with the exception that vane position data sets are not

present. The compressor dynamics are stabilized in the AMESim model by using smooth

dissipation functions in cases where the rotational speed is very low. Power consumed by

the compressor is calculated as mentioned in Section 1.6, using Equation (1.8).

1.7.4.3 Inertial shaft

This element adds the shaft inertia to the system. It is modeled simply as a mass rotating

under an applied torque. The net speed of the turbocharger is calculated from the dynamic

equation (1.10), using the turbine and compressor powers and the the moment of inertia

of the shaft.

1.7.5 Fuel Injection

The fuel injection unit (Figure 1.10) is configured to provide a pilot injection and a main

injection. The injection timing is configured in terms of crank angle position. Rail pressure

and duration of injection are provided separately. More details of this unit are discussed

in Chapter 3.
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Figure 1.10. Fuel Injector Model

1.7.6 Auxiliary components

In addition to these major components, some minor additions were made in accordance

with the specifications of DV6TED4. In the intake path, a pressure loss was introduced

to simulate the effect of air filter and a heat exchanger was added between the compressor

and the intake manifold. In order to validate the model, it was necessary to interface

it with a controller already in use. Therefore, an interface block was also introduced to

connect it to Simulink. The details of this interface and the controller are presented in

Chapter 4.

1.8 Summary

In this chapter, the flow dynamics of the gases in the air-path were studied. The com-

ponents were modeled and implemented to form a complete air-path simulator. In order

to generate realistic pulsating flow and pressure, a cylinder by cylinder combustion model

was used, in which injection and combustion are synchronized to the crankshaft angle.

The development in this chapter was focused on the gas flow inside the air-path. The

flow dynamics depend on two important parameters; the position of the VGT vanes that

governs the flow area through the turbine, and the position of the EGR valve that governs

the flow area for EGR. In practice, these two are controlled using mechatronic actuators.

The dynamics of these actuators play an important role in the overall performance of the

air-path, as they have nonlinear characteristics. In the next chapter, a study is carried

out on modeling of mechatronic actuator and their integration to complete the Simulator.

As a first step, the lengths of transmission lines were not considered in the model, keeping

its level to 0D. In future, we intend to extend the models to obtain 1D simulations.
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Actuator Modeling

In the last chapter, we saw that control valves exist various parts of the air-path, to reg-

ulate the mass-flow of different gases (Figure 2.1). While the flow characteristics of these

valves were modeled in the previous chapter, their dynamics can also not be ignored. The

automobile engine is required to perform in a highly variable environment [44, 45, 46],

where the load torque changes continuously with the changes in road conditions, engine

load and weather [47] and these changes affect the valve actuation systems as well. In

modern engines, the preferred method for valve actuation (positioning) is through electric

motors. Therefore electro-mechanical models of these mechatronic (motor+valve) actua-

tors need to be incorporated in the global air-path [47, 48, 49]. Actuators may be single

action or double action. In the former, the motor drives the actuator in one direction and

the return torque is provided by a spring. In the latter, the motor drives the actuator in

both directions. Mechatronic actuators allow precise control over air flow dynamics under

different operating conditions [44], however this is only possible if their control has been

designed to accommodate their nonlinear behavior, as well as parametric variations and

external disturbances [50, 51].

The focus of this study is the characteristics of different actuation methods (positioners)

and their classification according to their construction and technology. A survey of com-

mercial actuators showed that there exist two categories of mechatronic actuators in the

market. The first category is of PMDC motor based single action actuators. These are

characterized by return springs and gearing. The second category is of torque motor based
33
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Figure 2.1. Different control valves and actuators in an air-path

single action actuators. Since torque motors can drive the actuator directly, due to their

high torque, no gearing is required. Hence they are characterized by the presence of return

springs. In this chapter, these classes of actuators have been modeled and a generic non-

linear model has been derived, which can be parameterized according to the specifications

of a large number of actuators. The main causes of actuator nonlinearity are friction and

temperature variation. The proposed model takes into account these factors, and is simple

enough to be used for simulation and control.

2.1 Actuator Terminology

Air-path actuators, like all control valves, consist of three basic components, the working

part or valve body, the positioner, which is a device that positions the throttling element

inside the valve body, and position sensors to provide feedback to the controller that gov-

erns the positioner [52].

Valve Body

The valve body in air-path actuators is either of globe type in linear actuators or butterfly

type in rotary actuators. Stick-slip can be a serious problem where high pressure build-up

is expected when the valve is closed. Butterfly valves are hence, seldom used where the

required flow might be less than 15% of the valve opening [52]. It has been seen that
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butterfly valves are indeed used where continuous flow is required, while globe valves are

used for measured or ”dosed” air flow. EGR valves are almost exclusively globe valves.

Positioner

An actuator with an electric motor as the prime mover comes to our minds whenever we

discuss electronics based control systems. However, until recently, electric motors were

not the movers of choice. Instead manufacturers preferred electro-pneumatic or vacuum

actuators in the air-path [13], since they could provide a better size-to-torque ratio. Now,

with recent advances in electric motor technology, older electro-pneumatic actuators are

losing their popularity in favor of fast and efficient mechatronic actuators [45]. Normally,

two types of motors are found as positioners in air-path actuators, the Permanent Magnet

DC motor (PMDC motor) or limited angle torque motors [48]. PMDC motors are used

mostly with a high gear reduction to provide enough application torque. Torque motors

are a special breed of high torque electric motors, that can be used for direct drive of

actuators. On the other hand, their rotation is limited. These motors allow actuators

to have faster response time and accuracy in transient conditions[45, 50]. Apart from

these, some variants of the conventional PMDC motor can also be found in application.

The variations usually involve differences in construction. Stepper motors are also used in

actuators found in very high power applications. Their use however is rare in the engine

air-path control.

The positioner defines the action type of the actuator. Positioners are of either single

action type or double action type. Single action positioners have combined motor-spring

systems. The spring provides return force. Single action actuators always return to their

original zero position when de-energized. Double action positioners have motors only, and

the direction depends upon the motor power supply direction. These actuators maintain

their position when de-energized. Geartrains are used for torque enhancement wherever

necessary. PMDC motor based actuators almost always require gear reduction. In single

action actuators, plain gears are used, while double action actuators use at least one

worm-gear stage, to provide higher holding torque. Furthermore, positioner rotation can

be converted into linear motion for linear actuators, using cams and screws. In this thesis,

the term mechatronic actuator refers to actuators with electric motors as positioners.

Sensor

Position sensors are important in actuator control therefore it seems suitable to introduce
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different common sensing technologies as well. Modern actuators use non-contact sensors

exclusively as they are more accurate and last longer due to lesser wear [14, 53]. The com-

mon principles used in non-contact sensor technology are capacitive, optical, magnetic and

inductive [14]. Capacitive sensors allow good accuracy at low range but they are highly

sensitive to humidity, vibrations and other environmental factors. Optical sensors, such

as incremental encoders are highly accurate in a large range, and are extensively used

in industrial machine tools. However they are fragile, expensive and must be protected

from dust and ambient light [53]. Hall effect based sensors are the most common type of

position sensors found in automotive actuators. They are inexpensive and highly robust

due to their practical insensitivity to nonmagnetic dust, humidity and vibrations.

2.2 Major Actuator Families

Mechatronic actuators are most commonly found as single action actuators, in which

force is applied in only one direction. In order to open the actuator, the magnitude of

force is increased, and in order to close, the magnitude is decreased. The return force

is provided by a return spring. Double action actuators, though less common, are found

where more precision is required and where a higher holding torque is required. The

actuators considered in this study are presented below.

Actuator Motor Type Manufacturer

EGR Torque Valeo

Double Air Mixer Torque Delphi

Air Inlet Swirl PMDC Bosch

Air Inlet Swirl PMDC Pierburg

Table 2.1: Actuators Under Study

A description of all these actuators is presented in the following subsections. They have

been categorized according to their mechanisms. As discussed above, the first category

contains PMDC motor based single action actuators, the second category contains Torque

motor based single action actuators.
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2.2.1 DC Motor based actuators

Permanent magnet DC motors have been popular historically in the actuator business.

Cheap and easily available, most manufacturers prefer using small DC motors to make

actuators. However these motors do not provide enough torque for air-path applications,

and hence, need sufficient gear reduction. A motor-spring system has the motor working

against a spring. Hence it can move in one direction by increasing the motor voltage

and in the other direction by decreasing the voltage. Supply polarity does not have to

be switched since the spring pushes the shaft back to the original position. Hence these

actuators can be used for position control in open loop, since they can maintain a certain

position at a certain voltage.

In this study, we have taken actuators based on permanent magnet DC motors and spring,

the Bosch GPA-S and the Pierburg EAM-i. These two simple rotary actuators (Figures

2.2 and 2.3) contain a motor-spring system for position control. The motor and output

shafts are coupled with two stage simple gears. The return spring is pre-compressed to

ensure that the valve returns to its initial position in case of electrical failure.

Figure 2.2. DC Motor based actuators a: Bosch GPA-S b: Pierburg EAMi

The issue of gearing PMDC motors to generate the desired size to torque ratio, and the

resultant increase in friction and backlash problems [48, 54, 50, 55], has been addressed

recently, with new advances in electric motor technology. New high torque direct drive mo-

tors, such as the Pancake DC torque motor [56, 57] produce enough torque to be connected

directly to the load-bearing mechanical parts, without any reduction coupling required.
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(a) Bosch (b) Pierburg

Figure 2.3. 3D Cutaway

2.2.2 Torque Motor based actuators

”Size to torque ratio” is an important parameter that actuator designers search for in a

motor [56]. Small DC motors require a substantial gear reduction to be able to provide

enough torque. Not only does that add miniaturization problems for the designer, but

gear trains are prone to mechanical non-linearities, such as gearbox friction and backlash.

Direct Drive motors, such as the limited angle torque motor, have been in use for a long

time in the aerospace industry [56, 58]. These motors provide limited angular motion,

suitable for actuator purposes, at a relatively high torque [59]. They can hence be coupled

to the mechanical part of the actuator without any additional parts or reduction. This

leads to better tracking and positioning control of actuators since the nonlinearities asso-

ciated with gears are no longer present [60, 61]. Their improved size-to-torque ratio and

fast response time are also an asset for the designer.

In the automobile industry, manufacturers have turned their attention towards axial flux

torque motors [56, 59] for actuators. The torque motor develops a much higher torque

internally, as compared to the DC motor. Hence it normally does not require gears and

can be used directly to drive mechanical parts of actuators. However, by virtue of its

construction, it does not provide continuous rotation. It can maintain certain positions,
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Figure 2.4. Torque Motor based actuators (a)Valeo EGR Actuator (b)DELPHI Double Air Mixer

and once energized, the rotor attains the position rapidly. Once positioned, further motion

in any direction is no longer possible. Naturally a four pole torque motor is capable of

maintaining positions at intervals of 90o only. In order to achieve continuous motion, the

torque motors are used exclusively as motor-spring single action systems (as described in

the case of PMDC) for rotation of about 70o between the poles.

2.2.2.1 Working Principle

The torque motor has a four-pole electromagnetic stator with axial flux. The rotor has a

fixed four pole permanent magnet disk with alternating polarities. When energized, the

rotor rotates to a position where the stator and rotor poles are aligned, and holds itself

there. However, with a torsion spring, it can be used efficiently and effectively for contin-

uous actuators [56]. Unfortunately, not much literature is present on this motor, to the

best of our knowledge. Therefore they were studied in detail during this research work.

The motor construction can be seen in Figure 2.5 and the working principle is described

below:

• In general, this motor has a four-pole electromagnetic stator with axial flux. Four

separate pole pieces, each wound with its own coil.

• In the stator design, the coils are wound in such a way that when the motor is

energized, the pole faces develop alternate magnetic polarities (North-South-North-

South).
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• The rotor has a fixed disk of permanent magnet with alternating polarities (North-

South-North-South).

• When the motor is energized, the stator magnetic field pulls the magnet to align

rotor poles with stator poles (Stator North poles pull Rotor South poles and vice

versa).

• Since the rotor is fixed to a bearing, this pull develops a torque about the rotor axis,

rotating the rotor until rotor poles are aligned with stator poles.

• The torque motor rotates to the position of alignment as soon as it is powered, and

holds itself there.

• Since no net torque can be present once the magnetic fields attain axial alignment,

no rotation is possible after alignment.

• However, with a torsion spring, the motor can be used efficiently and effectively for

positioning over the working range between poles.
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Figure 2.5. Simplified working principle of torque motors

Two actuators, using torque motors as positioner are shown in Figure 2.4. These actuators

use torque motors of different constructions, but the principle is the same. The Delphi

Double air mixer uses multi-coil torque motor and the Valeo EGR Actuator uses single
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coil torque motor. The difference between these constructions is described below:

Multi-coil Torque Motor (Figure 2.6): In this type of construction, each stator pole

has its separate set of windings.

Figure 2.6. Multi-coil torque motor

Single Coil Torque Motor (Figure 2.7): In this type of construction, the stator

poles are magnetized using a single coil. The coil energizes a central pole piece, which,

according to the construction and rotor alignment, develops a magnetic Pole on the face

that is towards the rotor. Through its elongated construction, this single piece is divided

into two poles. The other two pole pieces are connected to the opposite side of the central

pole piece, through the metal plate. This results in giving them opposite poles on the face

that is towards the rotor. Thus, a single coil provides alternate N-S-N-S configuration.

Remark:

The construction not only restricts the motion of a torque motor to 90o , but results in

a torque characteristic very different from that of DC motors. While the torque of DC

motors is proportional to the current only, the torque motor has a torque that is a function

of the angular misalignment between stator and rotor poles. Hence the torque varies with

respect to the rotor angle. This has been illustrated in Figure 2.8. It can be seen that

that the effective working area of the torque motor is nearly 75o , while as the poles reach

alignment (0o and 90o), the torque reduces to 0. In practice, the torque can be modeled
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Figure 2.7. Valeo torque motor

Figure 2.8. Torque Motor Characteristics



2.3. ACTUATOR MODELING 43

either as an interpolated function, or as we have used in our simulations, a lookup table

based on experimental values obtained from torque measurement.

2.3 Actuator Modeling

While the flow characteristics [52] of the valve might be different (equal percentage, linear

or quick opening), normally a linear characteristic is expected between the positioner

motor input (supply voltage) and actuator position, such as shown in Figure 2.9.

Figure 2.9. Expected characteristic of a Single Action Mechatronic Actuator

Unfortunately, real actuators do not possess such ideal characteristics. The experimentally

obtained characteristics of two actual air-path actuators (Bosch PMDC, Valeo Torque) are

shown in Figure 2.10. It is evident that the actuators have nonlinear behavior. There are

three major nonlinear phenomena clearly noticeable in the characteristic curves [62]. In

accordance with the work presented in [63], these phenomena are defined as follows.

Dead band:

In both the actuators, the dead band is the most noticeable feature. This phenomenon
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(a) PMDC Motor based Geared Actuator

(b) Torque Motor based Direct-Drive Actuator

Figure 2.10. Experimentally obtained characteristics of two Single Action Mechatronic Actuators
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occurs when the actuator changes direction. It is defined as the range through which the

input may be varied upon direction reversal, without any observable change resulting in the

output [62]. As seen in Figure 2.11, a dead band changes the input-output relationship of

an actuator for increasing and decreasing signals.

Figure 2.11. Deadband

Hysteresis:

Hysteresis (Figure 2.12) is defined as the dependence of the position upon not only the

present input but previous inputs as well as the direction [62].

Dead Zone:

The dead zone is defined as a range of input irrespective of the direction of motion

during which the actuator position remains unchanged [62]. This phenomenon has been

shown in Figure 2.13. A dead zone exists in both the actuators, seen as the shift from

origin.

In this section, we address the modeling of air-path actuators based on PMDC and torque

motors, taking into account this nonlinear behavior. It is shown later on, that the key

factors behind this nonlinearity are friction and temperature. Therefore, various methods
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Figure 2.12. Hysteresis

Figure 2.13. Dead Zone
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for friction modeling have been discussed and the effect of temperature variation have also

been studied. As an effective control strategy would demand compensation of nonlinearity

in order to produce desired closed-loop characteristics, this chapter also serves as a basis

for identification of nonlinearity and the design of predictive, robust and adaptive com-

pensators.

NOTE:This study has been carried out in the context of engine air-path actuators, however

the contents are general and the phenomena discussed in this paper can be found in any

actuator or electro-mechanical system.

2.3.1 PMDC Motor-Spring Systems

Figure 2.14. Block diagram of Motor-Spring system

As explained before, permanent magnet DC motors do not produce sufficient torque to

be used directly to drive an actuator. Hence the actuators based on these motors require

gear reduction. The motor-gear-spring system dynamics can be modeled by balancing all

torques (Figure 2.14); using the following electrical and mechanical equations:

Va = iaRa +La
dia

d t
+Ea (2.1)

Jtot
dω

d t
= Tm − (Tspr +Tpc )−T f (2.2)

In Equation (2.1), Va is the armature voltage, ia is the armature current, Ra is the mo-

tor coil resistance, La is the motor coil inductance. In general, the transitory current

La(dia

/
d t ) can be neglected since the mechanical time constant is generally much greater

than the electrical time constant [50]. The motor back EMF Ea is defined as:



48 CHAPTER 2. ACTUATOR MODELING

Ea = Kemωm = Kemrω (2.3)

where, Kem is the motor electromagnetic constant, ωm is the angular velocity of the motor

shaft, ω is the angular velocity of the output shaft of the actuator. The gear ratio r is

defined by r =ωm/ω

In Equation (2.2), Jtot is the total moment of inertia of the system. Tm is the electromag-

netic torque, expressed from the output shaft reference as:

Tm = Kaia (2.4)

Where Ka = Kemr Tspr , the spring torque is defined by:

Tspr = Ksprθ (2.5)

Tpc and T f are pre-compression and friction torques respectively. Tpc is constant and

can be estimated through experimentation. The modeling of friction (T f ) is discussed

separately. Replacing (2.3), (2.4) and (2.5) in equations (2.1):

Kaia = Jtot
dω

d t
+Ksprθ+Tpc +T f (2.6)

The current, then, can be expressed from the equation (2.1) as:

ia =
Va −Ea

Ra
(2.7)

Replacing (2.3) and (2.7) in (2.6), we get:

Ka

(
Va −Kaω

Ra

)
= Jtot

dω

d t
+Ksprθ+Tpc +T f (2.8)

The motor dynamics can hence be represented by the second order system with a second

member:

KaVa

Ra
= Jtot

d 2θ

d t 2
+

K 2
a

Ra

dθ

d t
+Ksprθ+ (Tpc +T f ) (2.9)
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Let us consider a generalization of the characteristic curves in terms of duty cycle (Figure

2.15).

Ds

θ

Dpc

DutyCycle

Figure 2.15. Actuator Characteristics w.r.t. Duty Cycle

Considering static friction to be the significant friction component, we can obtain the

following variable change:

Va =Va −V ∗
a , (2.10)

where

V ∗
a =

T f Ra

Ka
+

Tpc Ra

Ka

is defined as the voltage required to overcome Tpc and T f .

Let us define D as the applied duty cycle, Da as the duty cycle at which the actuator

moves, Dpc as the duty-cycle leading to countering the spring pre-compression and Ds

as the amount countering the static friction. The value of static friction and spring pre-

compression torque can directly be calculated from the graph as:

Ds =
TsRa

KaVs
,Dpc =

Tpc Ra

KaVs

The effective duty-cycle and armature voltage then become:

Da = D − (Dpc +Ds),Va = DaVs
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for all positive values of Da and 0 for the rest.

Replacing Va in equation (2.9), the system dynamics become:

KaVa

Jtot Ra
=

d 2θ

d t 2
+

K 2
a

Ra Jtot

dθ

d t
+

Kspr

Jtot
θ

Considering initial conditions to be zero, the transfer function of the system can be written

by performing Laplace transformation:

θ(s)

Va(s)
=

Ka

Jtot Ra

s2 +
K 2

a

Ra Jtot
s +

Kspr

Jtot

(2.11)

This transfer function can be compared to the general form of a second order system,

F (s) =
K

1+
2ζ

ωn
s +

1

ω2
n

s

(2.12)

Where

ωn =

√
Kspr

Jtot
, ζ=

K 2
a

2Ra

√
Jtot Kspr

, K =
Ka

Kspr Ra

2.3.2 Torque Motor

The difference between the DC motor and the Torque motor is that in its working range,

the latter does not have a constant torque for a rated current [56]. The torque is a function

of the rotor position as well. The system can therefore be modeled in the same manner

as the DC motor, derived in the previous sub-section by defining the electromagnetic

coefficient Ke m = Ka(θ). The electromagnetic constant of a torque motor is a function

of the rotor position and depends upon the rate of change of magnetic flux linkage with

respect to position. Since the motor does not require gearing, the motor torque is the same

as the output torque. The electromagnetic torque Tm can be derived from the derivative

of the co-energy wem :
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Tm =
∂wem

∂θ
=

1

2
i 2 dL(θ)

dθ
+ i

dφ(θ)

dθ
(2.13)

The first term is the variable reluctant torque (with zero mean value). The second

term is the synchronous electromagnetic torque which depends upon the rate of change of

magnetic flux linkage φ with respect to position.

Inductance variation being insignificant, the reluctant term has been neglected. The elec-

tromagnetic torque becomes (let Ka(θ) =
dφ(i ,θ)

d(θ)
)

Tm = Ka(θ)ia

. For simplification, let us assume that the flux φ is linear with respect to the current.

Hence, replacing Ka with Ka(θ) in the previous model, we obtain:

F (s) =
K

1+
2ζ

ωn
s +

1

ω2
n

s
(2.14)

Where

ωn =

√
Kspr

Jtot
, ζ=

Ka(θ)2

2Ra

√
Jtot Kspr

, K =
Ka(θ)

Kspr Ra

It can be noted that this linearized model is valid only when θ is in the region where Ka(θ)

is constant.

2.3.3 Friction

Friction is a natural force that exists between two surfaces in contact, moving relative to

each other [64]. The actual phenomenon is difficult to characterize since it depends upon

a variety of physical conditions, however it arises essentially from surface irregularities

or asperities [64, 65]. It is in fact a complex phenomenon and can be divided into two

components. The first, static friction or stiction (Ts), has to be overcome to start the

relative motion between two surfaces. The second component, dynamic friction also com-

prises of two further components, Coulomb and Viscous friction. Coulomb friction Tc is

the minimum value to which friction can go to while the object moves, it depends upon

the materials in contact. Normally, the values static and coulomb frictions are close. The
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viscous friction is a linear function of velocity, and is attributed to lubricants. When a

body starts from zero velocity, i.e. breaks away from static friction, the transition between

static friction (or break-away force) and dynamic friction is called Stribeck effect. These

effects can be understood better through Figure 2.16.

Figure 2.16. Friction: a: Static and Coulomb b: Static, Coulomb and Viscous c: With Stribeck
Effect

Friction is the greatest contributor to the nonlinear behavior of the actuators. It can never

be eliminated completely, however, lubrication (mechanical or fluid) decreases its magni-

tude. Other friction abatement techniques also exist, such as low amplitude vibration in

the control signal. An important feature of friction is that, due to the elasticity in micro-

scopic asperities, the phenomenon is dynamic, and requires a dynamic model (differential

equation). However, in cases where this dynamic does not significantly act in the overall

system performance, it can be replaced with a simple discontinuity. In this section, the

modeling issue has been elaborated in detail.

2.3.3.1 Effects of friction

The control problem in mechatronic actuators arises from the presence of friction, which

limits their closed-loop performance [66, 65]. Friction plays a great part in the nonlinear

behavior, causing stick-slip, dead zones and part wear [65, 49, 64, 51, 67, 68].

Stiction stick-slip

Stiction, short for static friction, is the key element in the wide dead band of the ac-

tuator characteristics (as seen in Figure 2.10). As described above, it is the force that

needs to be overcome before the actuator starts moving. This obstruction in movement is

called ”sticking”. Once the stiction force has been overcome, the actuator starts ”slipping”
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[65, 62]. If there is a significant difference between stiction and dynamic friction torque

values, slipping starts with a jump, since the resistive torque decreases rapidly with ve-

locity, creating a greater torque unbalance in the system. The jump-slip is a problem in

closed-loop as the controller enters a limit cycle while trying to reach the set point or the

reference [65, 69]. This happens because the actuator keeps ’jumping’ about the reference,

forcing the controller to change its polarity continuously.

Due to the fact that friction changes direction with direction of the velocity (since it is

always in opposition to the net motion irrespective of the direction of applied force) the

dead band formed is actually twice the width of the actual frictional torque. Hence if the

actuators had not possessed a pre-compressed spring with sufficient torque to force valve

shut-off, friction would have kept them from proper closure as it returned.

Stribeck Hysteresis:

As discussed above, the key cause of friction is the fact that surfaces have microscopic

irregularities. When two surfaces are brought in contact, these irregularities or asperities

mesh, locking themselves relative to each other. However, asperities are elastic in nature,

hence slight movement can be seen before the actuator starts slipping. Visible clearly in

the characteristic curve of the torque motor (Figure 2.10b), this slight continuous move-

ment as the surfaces push against asperities results in a hysteresis between the sticking

region and the slipping region.

Stribeck stick-slip:

Figure 2.16c shows that as velocity decreases to near zero region, the friction force in-

creases. This greater resistive torque forces the system to come to rest earlier, creating

dead zones in the path of the motion. Again, this results in a stick-slip form of motion,

however, this stick-slip differs from that caused by stiction, as it occurs continuously while

the actuator is moving in the same direction. Hence the resultant nonlinear phenomenon

is of the dead zone type, unlike the dead band formed in stiction. This phenomenon is

clearly visible in experimental results shown in Figure 2.17. Since this actuator has a gear

train, the increased number of mechanical parts result in increased friction.

Hunting Effect:

The hunting effect appears in closed loop actuator position when the controller contains
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(a) Stick-Slip in Static Characteristics (zoomed from figure 2.10)

(b) Stick-Slip in dynamic response (step input)

Figure 2.17. Stribeck Stick-Slip observed in Single Action PMDC Actuator
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an integral action. In systems where Fs is much larger than Fc , friction brings the system

to an abrupt stop as soon as the velocity enters the Stribeck region. Two things happen

simultaneously in this case. Since the system stops before the controller could reach the

reference, a static error is generated. However at this point, the control signal is too weak

to overcome Fs and the actuator sticks. The integral action would continue to integrate

the static error, thereby increasing the control signal against the error until it supersedes

Fs . Once the control signal is strong enough, the difference between Fs and Fc leads to a

slip-jump, and the actuator’s position overshoots the reference.

Figure 2.18. Hunting Effect in Single Action PMDC Actuator

The controller reverses its direction to bring the system back towards the reference. Since

friction also changes direction with velocity, the stick-slip condition repeats itself in the

opposite direction. Hence the actuator continues to oscillate about its reference position,

”hunting” for the reference. These oscillations or limit cycles are termed as the hunting

effect. They can be seen in Figure 2.18, which has been obtained during closed loop study

of a PMDC Motor based single action actuator model under classical PI control.
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2.3.3.2 Friction Modeling

Friction is a dynamic quantity, depending upon the elastic displacement of the microscopic

asperities [65]. However, due to the complexity of an added state in systems, friction has

mostly been treated as a static, discontinuous function of the system velocity [70]. How-

ever, in certain cases, systems can not be modeled without taking friction dynamics into

consideration. Therefore available friction models can be divided into static and dynamic

models. Dynamic models have a dynamic response to the velocity of the system. There-

fore, they are continuous models, more effective in simulation, but more complex as well.

In this study, we had considered many static and dynamic models for the purpose of mod-

eling, including Coulomb model, Dahl’s model, Maxwell’s model etc. The models found

most convenient for actuators were Karnopp model (static) and LuGre model (dynamic).

These two models are described below.

Karnopp Model:

The Karnopp Friction Simulator was developed in 1985 to handle this discontinuity and

to provide a friction model that can be simulated on the computer. Therefore this model

was used to represent friction in the modeling of the actuator. As can be seen in Figure

2.19, the Karnopp simulator models the discontinuity by a small region between two very

small values of velocity, replacing the discontinuity characteristic with a linear relationship

between torque applied to the system and static friction torque [70, 71].

Figure 2.19. Karnopp Model

A small interval [−dω,dω] is defined where the angular velocity is considered to be zero.
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In this interval the friction torque is a function of the applied torque T , and is given by the

lower part, activated by the switching function implemented in the interval test. Outside

the interval [−dω,dω] the dynamic torque is provided by the upper part. The Karnopp

simulator follows the following mathematical relationship.

T c =





T if |T | < Ts−max and |ω| ≤ dω

sgn(T )Ts−max if |T | ≥ Ts−max and |ω| ≤ dω

sgn(ω)Tv if |ω| > dω

(2.15)

LuGre Model:

The LuGre Friction model is a dynamic model that treats asperities as elastic bristles.

Motion, according to this model occurs when the bristles start ’slipping’ [65]. It allows

for the static friction to be modeled separately, and also incorporates Stribeck effect in

the model [49, 64, 65]. The LuGre model considers friction as a function of the bristle

displacement, bristle velocity and the system velocity

T f =





T f (z, ż,ω) =σo z +σ1 ż +σ2ω

ż =ω−σo
|ω|

p(ω)
z

(2.16)

Where z is the average deflection of the bristles before slipping, σo is their stiffness co-

efficient and σ1 is the damping coefficient which stabilizes the dynamics in the Stribeck

region [65]. σ2 is the coefficient of viscous friction. The p(ω) function models the Stribeck

effect as a function of velocity. If ωs is the velocity at which Stribeck effect takes place

(Stribeck velocity), then p(ω) can be expressed as:

p(ω) = Tc + (Ts −Tc )e(−ω/|ωs |)α (2.17)

α defines the shape of the function p(ω), and hence of the Stribeck phenomenon, near zero

velocity. Its value is taken between 1 and 2.

2.3.3.3 Comparison

The choice of friction model depends upon how much the actual system is influenced by

friction dynamics. For example, in the simple case of a robotic arm, the dynamics of

friction need not be considered, since the contacts are rigid and the effect of elasticity in
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surface contact is negligible. Hence Karnopp model suffices. On the other hand, in order

to model vehicle dynamics and wheel traction, where the dynamic effects of friction and

Stribeck effect play an important role, LuGre model is inevitable. As such, computation-

wise, Karnopp model is simple but discontinuous, while LuGre model is continuous, yet

complex. In the rest of this paper, the LuGre model is considered for friction modeling.

2.3.4 Temperature variation

An important aspect in the modeling of an automotive actuator is the variation of param-

eters due to temperature. Since the temperature conditions in an automobile can vary in

a large range (−20oC to 125oC), it is important to analyze how the actuator would behave

during various operating conditions.

As seen in Figure 2.20, more power voltage is required for the actuator to move at higher

temperatures. The most important parameter that depends upon the temperature is the

motor winding resistance, as the motor torque depends upon the current and current

depends upon the motor resistance. As the motor gets heated the resistance increases

with the temperature, which results in reduction of current at the same applied voltage.

2.3.5 Complete Model

The complete system model can hence be defined in by Equations (2.12), (2.14), (2.16)

and (2.17) in the following manner:

F (s) =
K

1+
2ζ

ωn
s +

1

ω2
n

s

Let x1 = θ, x2 =
dθ

d t
, u =Va , J = Jtot the state space model of the system is given by

ẋ1 = x2

ẋ2 = −
Kspr x1

J
−

K 2
a x2

Ra J
−

T f (x2, z, ż)

J
−

(Tpc +TL)

J
+

(
Ka

Ra J

)
u

ż = x2 +
|x2|

p(x2)
z

(2.18)

Ra = R(Temp0)+Kt∆Temp.
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(a) PMDC Motor Actuator

(b) Torque Motor Actuator

Figure 2.20. Experimentally obtained characteristics of two Single Action Mechatronic Actuators
at different temperatures
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2.3.5.1 Extension to Double Action Actuators

In the case where there is no spring and the motor is the only forcing element, Equation

(2.18) can be adapted to the actuator by taking Kspr = 0. In this case, Kem can be found

directly through experimentation.

2.3.6 Actuator Implementation in AMESim

The generic physical model was implemented in AMESim. The motor and spring sys-

tems were implemented using the components of AMESim Libraries. However, sufficiently

accurate friction models were not available. Therefore, the LuGre friction model was im-

plemented as a mathematical function. The implementation of a single action actuator is

shown in Figure 2.21, and a double action actuator is shown in Figure 2.22.

Figure 2.21. AMESim Model of Single Action Mechatronic Actuator

Figure 2.22. AMESim Model of Double Action Mechatronic Actuator
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These models can be integrated directly to the EGR valve or the VGT Turbine vane port.

However, its position needs to be normalized with respect to the maximum value, as both

the VGT Turbine and EGR valve accept normalized positions (between 0 and 1). In the

DV6TED4 Simulator, the EGR actuator was parameterized according to the Valeo Torque

Motor Actuator, and the VGT Turbine was parameterized according to the Hella PMDC

Actuator. The parameters of both these actuators are given in Appendix A.

2.4 Experimental Validation

The actuators were tested using a test bench. This test bench has been designed specifically

for actuator characterization (Figure 2.23). It consists of a temperature controlled chamber

in which the actuators are installed. This allows actuator testing at normal and high

temperature conditions (up to 130oC). The chamber has been designed in such a way that

any actuator can be mounted, using an adaptor plate.

Figure 2.23. Actuator Test Bench

A precise dynamometer is used for torque measurement of up to 2mNm. An encoder with

a 4096 slot disc provides angular measurements as small as 0.088o . A hysteresis brake,
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capable of providing a resistive torque of 35mN m is used to simulate loading conditions.

The test bench is interfaced with a National Instrument CompactRIO system. This sys-

tem has a real-time controller for deterministic control, and an FPGA for tasks requiring

speed and absolute parallelism. The CompactRIO can be configured for different input-

output requirements, using different modules. The system used with the test bench has a

four channel differential analog input module for measuring the dynamometer data as well

as the position sensor integrated in the actuator. The hysteresis brake and the actuator

are controlled through H-bridge modules which provide pulse width modulated output at

switching frequencies of up to 20kH z. The entire system can be seen in Figure 2.24

Figure 2.24. Actuator Test Bench Block Diagram

2.4.1 Parameter Identification

The model parameters were identified using nonlinear least squares method, supported by

measurements. Using the notation

V ∗
a =

T f Ra

Ka
+

Tpc Ra

Ka
,
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we obtain from Equation (2.18)

• For DC motor : ωn =

√
Kspr

Jtot
, ζ=

K 2
a

2Ra

√
Jtot Kspr

, K =
Ka

Kspr Ra

• For torque motor (Ka(θ) = const ant): ωn =

√
Kspr

Jtot
, ζ=

Ka(θ)2

2Ra

√
Jtot Kspr

, K =
Ka(θ)

Kspr Ra

The step responses show that all our actuators are over-damped (ζ > 1). Hence the

system response in time domain can be generalized using the following relationship.

θ(t ) =V

[
K +

K

2
√
ζ2 −1

(
1

−ζ+
√

ζ2 −1
e−ωn (ζ−

p
ζ2−1) +

1

ζ+
√

ζ2 −1
e−ωn (ζ+

p
ζ2−1)

)]

As we have seen in the modeling section, K , ζ and ωn are all functions of Ka , Kspr , Jtot and

Ra . The value of resistance Ra was measured using Ohm’s law. The values of the unknown

parameters (Ka , K spr , Jtot ) was found by applying the standard nonlinear least Squares

procedure. An estimation vector, SS=[ Ka , Kspr , Jtot ] was defined for the estimation

algorithm, which evaluated the model on the vector θ = est (Va ,β).

Where Va represents the armature voltage values on which the model is evaluated. This

model was compared to a set of measured values, θ′ taken at the same armature voltages

as the estimation. The estimate vector β was then obtained by solving the following least

squares problem through a nonlinear minimization algorithm

E = min
N∑

i=1

(θi −θ′i )2

The estimated values were supported by torque measurements. The spring was charac-

terized by turning the shaft by hand, i.e. without powering up the motor. Then, locking

the rotor at certain known angles, the motor was powered up until it matched the torque

of the spring. At this point, by measuring current and angle, both the electromagnetic

constant, Ka and the spring constant Kspr were identified. The identified parameters are

given in Appendix A.
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2.4.2 Validation

The validation results are shown in Figures 2.25 and 2.26. The first set of graphs (Fig-

ure 2.25) shows the comparison between simulated and experimental values during static

(slow input variation) tests. It can be seen that simulation results correspond to the ex-

perimentally obtained values and the effects of friction and temperature are successfully

reproduced by the simulated model. The comparison of dynamic responses of the actu-

ators and their simulated models are shown in the second set of graphs (Figure 2.26).

It is clear that the model parameters obtained from the presented identification method

reproduce the same dynamic response as in the real actuators.

Figure 2.25. Static Validation

(NB: See Appendix B for a comparative study between the torque and friction charac-

teristics of different mechatronic actuators. An overview of sensor technology for actuators

is presented in Appendix C)

2.5 Aging

The final important part of this chapter is a discussion on the effects of aging on actuators.

Certain characteristics of mechatronic actuators and the parts used in their manufacture

change with time and use [44]. These changes result in variation of the overall actuator
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Figure 2.26. Dynamic Validation

characteristics. Normally the variations due to actuator aging are adverse in nature, i.e.

they deteriorate the actuator performance. The major aging effects have been discussed

in this section.

2.5.1 Wear

Constant rubbing of mechanical parts results in surface degradation over time. As com-

ponents wear out, more and more space is created between interconnections. During per-

formance, the effect manifests itself as an increase in backlash, hence larger dead bands.

Wear also causes structural degradation of actuator parts which, when fail, might result

in actuator failure. Another important part of a control valve that is effected by wear is

the packing. As the packing degrades, leakage increases and the valve flow characteristics

change due to change in flow control area. Wear degradation effects on actuator gear and

packing can be seen in Figure 2.27.

2.5.2 Clogging (Surface deterioration)

Irregular surface degradation also results in clogging. This is because the large irregular-

ities hinder and block smooth movement and result in dead zones similar to stick slip.

Irregular deterioration of gear teeth (as seen in Figure 2.27 a) can also cause gears to fail

completely.
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(a) Unevenly worn out gear (b) Worn out gear (Surface damage)

(c) Worn out packing (d) Worn out valve disc

Figure 2.27. Worn out actuator parts

2.5.3 Torque deterioration (Degradation of motor electrical character-

istics)

While electrical and electronic devices do not wear out in the same manner as mechanical

parts, parameter drift with time is a common problem[72]. In electric motors, continuous

temperature variations degrade the permanent magnets, hence their net deteriorates over

their lifetime [73]. Insulation failures, if not severe enough to cause motor failure, reduce

the resistance and inductance of the windings, also causing torque deterioration. The

deterioration of electromagnetic properties of rotor low carbon steel through heat cycles

is another factor [73]. The results of an accelerated aging test performed on an actuator

are given in Figure 2.28. The test was performed to determine the expected variation in

torque characteristics of an actuator throughout its life. This test comprised of various



2.6. SUMMARY 67

”life cycles”, each cycle involving the continuous operation of the actuator through various

adverse conditions, such as heat and humidity. Semiconductor devices, in form of sensors,

Figure 2.28. Torque deterioration with age

embedded controllers and power controllers suffer from physical wear as well, in form of

electron migration [74]. This happens when metallic depositions (usually in the order of

> 1mi cr on) on semiconductors thin out due to constant current flow.

2.6 Summary

In this chapter, we discussed the nonlinear dynamic modeling of mechatronic actuators.

Two major types of actuators were identified, based on their motor technology. It was

found that torque motors have certain advantages over PMDC motors due to their large

size-to-torque ratio, however their limited angle rotation is a handicap. Then, the impor-

tance of friction modeling was discussed and two friction models were presented. Elec-

tromechanical modeling of both these motors was discussed, and a complete nonlinear

model was obtained, which included friction and temperature effects as well. Finally,

some issues related to actuator aging were discussed for consideration in long term oper-

ation and control design. It was shown that these effects can be included in the model by

integrating them in the torque characteristics of the motors. They have not been included

in the work presented in the rest of the thesis. As the DV6TED4 engine is used as example

in this thesis, in the proceeding chapters, the actuator of interest will be the Valeo torque
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motor based actuator, which is used as EGR actuator in this engine.



Chapter 3

Simulation and Validation

The most important part of modeling is experimental validation, which is required to assert

the accuracy of the model. In order to validate the air-path simulator, it was parameter-

ized according to the specifications of the DV6TED4 engine. It should be mentioned that

this was made possible by the collaborative effort of the industrial project partners. The

simulator was compared to the experimental results obtained on the engine. One major

obstacle in this process was to reproduce the engine controller used in the experiments, in

order to run the AMESim model under the same operating conditions and parameters in

which the real tests had been conducted. These conditions include engine operating point

in terms of speed and torque, and the corresponding pressure and mass-flow set points.

To obtain these, accurate fuel injection profiles were also required for the engine model to

reproduce the torque and exhaust pressure at given speeds. As the industrial test bench

was controller under an open ECU system, it was possible to obtain the reference-maps

and look-up tables used during engine testing, as well as the control architecture. The

controller problem was solved by replicating the control system and implementing the ex-

act maps and tables.

In this chapter, we first introduce the industrial test bench that was used to provide

experimental data for comparison. The controller and its implementation in Simulink

are described next, and finally, simulation results and comparative figures between the

simulation output and experimental results are presented.
69
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3.1 Industrial Test Bench

The basic premise of the project SIMBA was to rely upon concrete scientific researches on

modeling and development, as well as the industrial experience of partners, which would

permit to orient the developments effectively and to propose validation methods adapted

to their requirements. In this regard, multiple test campaigns were conducted on a the

DV6TED4 engine test bench (Figures 3.1). Located at Faurecia (Bavans, France), this test

bench comprises of the engine, an EGR valve manufactured by Valeo, and a turbocharger

manufactured by Honeywell-Garrett. The flow characteristics of both these systems were

presented in Chapter 1 and the actuator models were presented in Chapter 2.

Figure 3.1. DV6TED4 Test bench (Faurecia)

The test bench is equipped with multiple sensors for measuring various physical quantities

throughout the air-path. Of these measurements, the values of interest for us were the

engine intake manifold pressure Pi , intake mass-flow ṁi , EGR flow ṁeg r and exhaust

pressure Pe . It should be noted that the sensors were of limited bandwidth, therefore

the pulsating effect of engine reciprocation could not be captured in experimental results.

Therefore, validation was done through mean values of these variables, which were also

obtained in the simulations.
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Figure 3.2. Controller Structure
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3.2 Air-path Controller

In order to run the simulator under the same conditions as in the experiments, the open

ECU control system was replicated. Simulink was chosen for this purpose because, as

a leading design tool for control engineering, its programming structure was close to the

controller architecture. Furthermore, as both AMESim and Simulink are compatible C++

based platforms, interfacing tools are available in both of them. Using these facilities, the

controller was successfully linked with the air-path simulator.

The Simulink controller is shown in Figure 3.2. The control system was simplified by

implementing only the fuel injection and air-path control units. Other operational features,

such as cruise control and idle speed control served no purpose in air-path study, hence

they were not included. Since the simulated engine posed no risks, safety features were also

removed. Each control unit shown in Figure 3.2 is explained in the following subsections.

The look-up tables and parameters were provided by Faurecia.

3.2.1 Torque Reference Unit

This is the fundamental unit, that determines the fuel-mass and air-mass required to

achieve the demanded operating point. In actual application, the torque requirement is

estimated from the actual engine speed and the accelerator pedal position. As shown

in Figure 3.3, the required torque is estimated through a data-map, to which estimated

engine losses (friction, pumping, heating etc.) are added. In addition, the maximum

torque for the given speed is also determined using another map (CMImax). The torque

reference is sent to another set of look-up tables (Figure 3.4), which provides the required

fuel quantity and air-mass for combustion and the boost pressure required in the intake

manifold in order to achieve a higher mass-flow. The pressure reference provided by this

block is in percentage of the engine’s maximum boost rating. The actual pressure reference

point is calculated from this normalized reference in the VGT control unit.

As the experimental studies were conducted at specified torque requirements, we did not

need to estimate the torque from pedal position. Therefore, a switch was added in the

controller to bypass the pedal and torque maps, and to demand directly the required

torque for validation. This switch is also shown in Figure 3.3.
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Figure 3.3. Torque Maps

Figure 3.4. References and constraints (CMI - Qi Block)
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3.2.2 Fuel Injection Unit

This unit receives the required fuel quantity from the torque reference unit. Based on the

engine operating point, it uses a large set of look-up tables to determine the injected fuel

quantity in pilot and main injection phases, and the start of injection for each phase. The

start of injection is expressed in terms of the crankshaft angle. All these values are then

passed to the fuel injector model in the AMESim simulator.

In real application, this unit further calculates the fuel injector opening duration required

Figure 3.5. Fuel Injection Unit

to deliver the required fuel mass during each phase. However, the injector model used in

the simulator is calibrated to guarantee the required fuel injection, as per the specifications

of the DV6TED4 engine. Therefore, instead of the opening duration, the required fuel mass

for each phase injection phase is passed to the cylinder. Furthermore, it is assumed that

during one engine cycle, the same fuel quantity will be injected in all cylinders.

3.2.3 VGT Control Unit

The first important unit from air-path point of view is the VGT control unit. This con-

troller is linked to the VGT actuator and regulates the VGT vane position, thereby adjust-

ing the exhaust gas flow through the turbine and regulating its speed. As the turbine and

compressor rotate at the same speed, the controller regulates the actuator until the com-

pressor speed is sufficient to maintain the required boost pressure. As shown in Figure 3.6,
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Figure 3.6. VGT Control Unit
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a gain-scheduled PI controller was used for this purpose in the open ECU, where the gain

depends upon the error as well as the availability of EGR. The output of the controller is

saturated, to protect the VGT system in case of a fault. In order to avoid controller windup

in such cases, an anti-windup integrator was implemented. In the Simulink version, the PI

controller was implemented in the same way. As mentioned before, the torque reference

unit provides a normalized boost pressure reference as input to the controller. The VGT

control unit uses a look-up table to determine the actual boost pressure reference for the

control.

3.2.4 EGR Control Unit

The second important unit for engine air-path control is the EGR control unit, which

controls the EGR valve actuator to regulate EGR flow. This unit depends upon the ac-

tual boost pressure in the intake manifold, as well as the engine operating speed. EGR

is a sensitive process because excessive exhaust gas deteriorates combustion. Therefore

the controller appears complex in Figure 3.7 than that of the VGT. However, the general

structure is a gain-scheduled PI as well, with certain additional features discussed below.

The EGR mass-flow reference is calculated directly from the air-mass flow reference gen-

erated by the torque reference unit. Depending upon the engine speed and boost pressure,

the EGR control unit determines the percentage of exhaust gas to mix with the fresh air

in the intake manifold. This percentage or EGR coefficient is determined from a look-up

table (Figure 3.8, and is used as reference by the controller.

It is important to take into account that EGR is not used all the time in real engines. The

engine cannot tolerate EGR while idling, cruising, or at high loads. The EGR activation

block (Figure 3.7) identifies whether EGR can be used or not, by comparing the engine

speed and the boost pressure. When EGR is deactivated, this block forces the controller

to shut the valve. In addition, an EGR inhibition block (Figure 3.8) also monitors whether

EGR is active or not. When deactivated, it signals the VGT control unit, which adjusts

the controller gains accordingly. In addition, the rate of change of the actuator is limited

in order to avoid sudden pressure changes between the intake and exhaust paths.

In order to achieve precise control, the EGR controller is cascaded with an inner local-loop

position controller, as shown in Figures 3.7 and 3.9. The outer loop provides the position
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Figure 3.7. EGR Controller
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Figure 3.8. EGR coefficient and inhibition

reference to the inner PI loop, which then controls the position using the actuator sensor

as feedback. This improves the overall response time of the EGR control loop.

Figure 3.9. EGR Local-Loop Controller

3.3 Simulation and Validation Results

The model validation was conducted in two phases. First, the EGR was disabled and only

the boost VGT was kept operational, in order to validate the intake and exhaust pressures

and intake mass-flow characteristics. Then EGR was enabled and its characteristics were

validated separately.
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3.3.1 Boost Simulation

In the first phase, the simulator was evaluated without EGR. The results of intake manifold

pressure, intake mass-flow and exhaust pressure are shown in Figures 3.10, 3.11 and 3.12

respectively. It can be seen that the model simulates the pulsating flow due to engine

reciprocation.

Figure 3.10. Intake Manifold Pressure at 1500RPM, 40Nm

Figure 3.11. Intake Mass Flow (g/s) at 1500RPM, 40Nm
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Figure 3.12. Exhaust Manifold Pressure at 1500RPM, 40Nm

3.3.1.1 Validation

While the objective of the study was to simulate the pulsation effect of the engine, this

result does not provide much information about the validity of the simulator. Therefore,

mean values of the obtained results were compared with the mean experimental results.

The results are shown in Figure 3.13. It can be seen that the values obtained through

simulation are very close to the experimentally obtained data. However, as certain losses

were not taken into account, slight deviations exist between simulations and experiments,

however they are insignificant with respect to the objectives of the simulator.

In order to evaluate the dynamic behavior of the simulator, a transitory load and speed

was imposed. The engine speed was varied from 1500 RPM to 2000 RPM and the load

was shifted at the same time from 40 Nm to 70 Nm. As sudden changes in an engine’s

operating point can be dangerous, the transition rate was controlled. The simulator’s

performance against the experimental data is shown in Figure 3.14. The simulated and

experimental values deviate more in the transitory zone, than in the steady state zones.

These deviations can be ascribed to the lack of transmission delays in the simulator. A

remarkable feature during the transition phase is a sudden oscillation (between 15 and

20sec). This is due to change in functioning point in the pressure reference look-up table.
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Figure 3.13. Comparison at 1500RPM, 40Nm

Figure 3.14. Comparison at transition 1500RPM-2000RPM, 40Nm-70Nm
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3.3.2 EGR Simulation and Validation

The EGR was tested at 35% opening, at 1500RPM, 40Nm. The simulation result is shown

in Figure 3.15. Severe pulsations in the flow are evident due to the effect of both intake

and exhaust pressure pulsations. The validation result, based on mean value, is shown in

Figure 3.16. Apart from the initial transition due to controller initialization, the results

match satisfactorily.

Figure 3.15. EGR Mass Flow at 1500RPM, 40Nm

Figure 3.16. EGR Mass Flow at 1500RPM, 40Nm
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3.4 Summary

In the chapter, the air-path simulator was validated by comparison with experimental

results. An open ECU was implemented to run the simulator under the same conditions

and same parameters as the real test bench. The compared variables were the intake

pressure, engine mass-flow, exhaust pressure and EGR mass flow. The simulator proved

to be satisfactory as its outputs were comparable with the experimental values. However,

during transitions, the lack of delays due to fluid transmission caused deviation between

simulation and experimental results. As these delay depend upon the physical properties

of fluid flow, the need of 1D simulators cannot be ignored for better results.

This concludes the air-path modeling part of the thesis. In the following chapter, the focus

is shifted to local-loop position control of air-path mechatronic actuators. Then, in the

last chapter, the influence of exhaust gas flow on the VGT actuator is studied.





Chapter 4

Specialized Actuator Control

4.1 Introduction

The use of control and information processing based on microcomputers is an increasing

trend in automotive vehicles and engines [44]. The combustion process and related actua-

tors are microprocessor controlled, working under different control laws for regulation and

stability of the engine [44, 47]. The driving force behind this inclination towards modern

electronics in the control of engine processes is the improvement of the overall automotive

performance. Drive-by-Wire (DbW) systems add to the safety of the vehicle occupants by

allowing more accurate maneuvers through the use of closed-loop controlled electric drives.

Also, since losses in electrical equipment are lesser as compared to mechanical systems,

DbW systems contribute in increasing the car’s efficiency as well [44, 47].

In the previous chapter, we examined an industrial engine and air-path test-bench con-

trol system, derived from a commercially marketed controller. In this control system, it

was seen that actuators are controlled under their specific local-loop position-control laws,

which receive their position reference from the global air-path control. The importance

and advantage of local controllers were also discussed. On the other hand, commonly

employed conventional control methods depend upon precise identification of actuator pa-

rameters, and are not robust against parametric uncertainty and external disturbance [38].

Uncertainty in friction alone can lead to tracking errors, limit cycle oscillation (hunting

effect) in mechatronic actuators, and potential instability in overall control system [65].
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When operating in varying environmental and operational conditions, they fail to guaran-

tee system performance in terms of response time and disturbance rejection. For example,

Figure 4.1 shows the tracking results of the an actuator under standard PID control at

100oC . Due to heat, friction between mechanical contacts and electrical resistance of the

motor increase. It can be seen that the PID controller does not maintain its robustness

characteristics in this case. Hence the controller required for reliable performance of the

actuators needs to be robust under parameter variations.

Figure 4.1. Actuator under PID control in Temperature Variations

This chapter is dedicated to robust local-loop control design for air-path mechatronic ac-

tuators. The objective is to study known robust control methods for uncertain systems

in the context of air-path actuators, as well as to propose advanced controllers for this

application, which can guarantee the desired performance irrespective of temperature and

physical degradation of the actuator over its life (due to aging).

In modern control theory, a discussion on robust control of uncertain systems cannot

be started without mentioning Sliding Mode Control (SMC) and Higher Order Sliding

Mode Control (HOSMC). The latter is considered to be one of the most effective methods
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under uncertainty conditions. In this chapter, we first present a comparative, application-

oriented study of three well-known Second Order Sliding Mode Control (SOSMC) algo-

rithms on an air-path actuator. As the theory behind these algorithms are well-known,

this study is motivated from the implementation point of view. Next, an advanced adap-

tive backstepping controller is developed, which dynamically adapts to changes in friction

parameters and load changes. As the measurements in commercial engines are limited,

observers have been designed to obtain unmeasured states. Finally a comparison between

SOSMC and Adaptive controllers is presented to highlight their advantages and disadvan-

tages.

4.2 Experimental Setup

As we are interested in the local-loop position control of the actuators, the controllers

discussed in this chapter have been tested on the laboratory test bench described in Chap-

ter 2 (actuator modeling). The controllers have been implemented using LabView. The

system is configured to provide the same measurement and PWM capability that would be

available in a real automotive ECU, i.e. Hall effect position sensors and 1kH z PWM train.

The temperature controlled chamber and external hysteresis brake on the test bench are

used to generate actual operating conditions for the actuator. The experimental results

obtained for each control method are presented in the respective section.

4.3 Sliding Mode based Robust Control

Sliding mode technique has existed since 1934 under different names, and its position as

the dominant robust control method was established by Utkin [75] and Emelyanov [76].

Sliding mode control is based on defining an output function or ”sliding variable”, based

on system state trajectories, and using a discontinuous control to converge the sliding

variable onto a sliding manifold in finite time [75, 77]. When sliding mode is achieved, the

system trajectories are determined by the sliding manifold, and the former are (ideally)

not influenced by disturbances or parametric variations. Unfortunately, this control is

usually not applicable in its basic or classic form, as high frequency discontinuous control

can not always be achieved. This excites unmodeled dynamics of the system, resulting

in finite amplitude, finite frequency ”chattering” in the system output [75]. In order to

avoid this, Higher Order sliding mode technique was proposed, and has been established
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as the most successful chattering avoidance method [76, 78, 79]. In this technique, the

discontinuous control is applied to some higher time derivative of the sliding manifold, and

the system is controlled by an integrated control input. As this control signal is almost

continuous, chattering is suppressed while the robustness properties of classical sliding

mode are retained. Second order sliding mode control (SOSMC) technique is the most

common method, which forces the sliding surface and its first time derivative to zero by

acting on the second time derivative [79, 80, 81, 82].

In contemporary literature Sliding Mode Control (SMC) has been studied in many works

on robust control of air-path control. Such controllers and observers have been proposed

for mechatronic throttle valves with non-smooth nonlinearities and parameter uncertain-

ties [83]. Detailed work has been done on Second Order SMC (SOSMC) by [79, 80, 84].

Major examples of SOSMC applied to air-path actuators are [83, 85, 86]. However, their

application so far has remained conceptual, limited to prototypes. Practical implementa-

tion and performance related issues have not been detailed. These aspects are important

in order to keep the actuators affordable, as actuator controllers currently used in the

automobile industry have limited real time processing capabilities. In this study, we have

addressed these issues and provided a comparative analysis of experimental results ob-

tained by three SOSMC controllers applied on an engine air-path actuator. The study is

partly synthesis of control techniques and partly of applied control view point. The com-

parison is based on differences in sliding variable as well as varying operating conditions,

such as temperature and load changes. Our contribution here, is therefore of experimental

interest, focused on performance validation of the SOSMC controller for our particular

application. The algorithms have been tested on two sliding surfaces. The first surface is

of pure output feedback type, and the second surface consists of a Hurwitz polynomial of

the system error dynamics. The performance of the algorithms has been evaluated with

respect to response time and chattering.

4.3.1 Actuator Model with Parametric and Load uncertainty

In Chapter 2, the actuator model had been presented and its nonlinear characteristic due

to friction has also been highlighted. The shift in parameters due to temperature, and its

effect on the actuator characteristics was also shown. We will recall the model here, and

present a mathematical formulation of the parametric uncertainty, in order to incorporate
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it in the control design.

ẋ1 = x2

ẋ2 = −
Kspr x1

J
−

K 2
a x2

Ra J
−

T f (x2, z, ż)

J
−

(Tpc +TL)

J
+

(
Ka

Ra J

)
u

ż = x2 +
|x2|

p(x2)
z

(4.1)

As seen in Equation (4.1), the actuator has a multitude of linear and nonlinear phys-

ical parameters associated with it. The exact evaluation of these parameters through

experiments is difficult and uncertainty is expected. Following [84], let us formalize these

uncertainties as

k1 = k01 +δk1 =−
Kspr

J

k2 = k02 +δk2 =−
K 2

a

Ra J

k3 = k03(x2, z, ż)+δk3 =−
T f (x2, z, ż)

J

k4 = k04 +δk4 =−
(Tpc +TL)

J

k5 = k05 +δk5 =
Ka

Ra J

k6 = k06(x2)+δk6 =
σo

p(x2)

(4.2)

Where k0i (1 É i É 6) is the nominal value of the parameter ki , based on the physical

parameters identified through bench tests in normal conditions. δki is the uncertainty

related to ki , representing parameter variations and uncertainties, such that , |δki | É
δk0i É |k0i |, δk0i being a known positive bound. Hence, system (4.1) can be re-written as:





ẋ1 = x2

ẋ2 = k1x1 +k2x2 +k3(x2, z, ż)+k4 +k5u

ż = x2 +k6(x2) |x2|z

(4.3)

4.3.2 Sliding Mode Control

Let us consider an uncertain nonlinear system:

ẋ = f (x, t )+ g (x, t )u

y = s(x, t )
(4.4)
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where x ∈ R
n and u ∈ R is the input control and s(x,t) is a measured smooth output-

feedback function (sliding variable). f (x, t ) and g (x, t ) are uncertain smooth functions.

Assuming that

H1. The relative degree ρ of the system with respect to s is constant and known and the

associated zero dynamics are stable.

The SOSMC approach allows the finite time stabilization to zero of the sliding variable s

and by defining a suitable control function u. Let us consider two sliding variables, s1 and

s2. The system (4.4) has relative degrees ρ = 2 and ρ = 1 with s1 and s2 respectively. We

obtain the following two distinct second order dynamics.

A. ρ = 2

ṡ1 =
∂s1

∂t
+
∂s1

∂x
[s1]

[
f (x)+ g (x)u

]
, with

∂

∂x
s1(x, t )g (x)u = 0

s̈1 =
∂2s1

∂t 2
+

∂

∂x
ṡ1(x, t ) f (x)+

∂

∂x
ṡ1(x, t )g (x)u

=φA(x, t )+γA(x, t )u

(4.5)

B. ρ = 1

ṡ2 =
∂s2

∂t
+
∂s2

∂x
[s2]

[
f (x)+ g (x)u

]
, with

∂

∂x
s(x, t )g (x)u 6= 0

s̈2 =
∂2

∂t 2
s2(x, t ,u)+

∂

∂x
ṡ2(x, t ,u)

[
f (x)+ g (x)u

]
+

∂

∂x
ṡ2((x, t ,u)u̇(t )

=φB (x, t ,u)+γB (x, t ,u)u̇

(4.6)

Let us assume that

H2. Functions φ(.) and γ(.) are bounded uncertain functions and the sign of control gain

γ is strictly positive. There exist Km ∈R
+, KM ∈R

+, C ∈R
+ such that:

0 < Km < γ< KM ,
∣∣φ

∣∣≤C (4.7)

The second-order sliding-mode problem may be expressed in terms of the finite time sta-

bilization problem of the following uncertain second-order system.

ξ̇1 = ξ2

ξ̇2 = φ(.)+γ(.)v
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where, for the two surfaces defined above:

A :





φ(.) =φA(x, t )

γ(.) = γA(x, t )

v(t ) = u(t )

B :





φ(.) =φB (x, t ,u)

γ(.) = γB (x, t ,u)

v(t ) = u̇(t )

where

A : ξ1 = s1, ξ2 = ṡ1, v(t ) = u(t )

B : ξ1 = s2, ξ2 = ṡ2, v(t ) = u̇(t )

Hence the second order sliding mode control problem is to find a discontinuous control v

that would bring the system trajectories to the sliding surface or variable (s1 and s2), and

then would exactly keep them on the trajectory under parametric variations bounded by

Km , KM and C . Such a control algorithm would ensure s = ṡ = 0. Under the constraints

imposed in (4.7), let us now review the control algorithms used in the study.

4.3.2.1 Twisting Algorithm

The twisting algorithm is one of the earliest SOSMC algorithms developed to guarantee

finite time convergence of the sliding variable dynamics to zero [76]. The twisting algorithm

is based on adequate commutation of the control between two different gains, that allow

the trajectories to converge towards origin in finite time [76, 78, 84]. This control algorithm

is defined as:

v =





−v i f |v | > vmax

−αmsg n(ξ1) i f ξ1ξ2 ≤ 0 and |v | ≤ vmax

−αM sg n(ξ1) i f ξ1ξ2 > 0 and |v | ≤ vmax

Here vmax is the maximum limit value of control (in our case, input voltage) that can be

physically applied, while αM and αm are strictly positive constants. The parameterization

is based on the knowledge of the bounds Km , KM and C . The following conditions are

sufficient to ensure finite time convergence and keeping to zero of the sliding variable [78].





0 <αm <αM , αm >
C

Km

KmαM −C > KMαm +C
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Figure 4.2. Convergence of the sliding variable under Twisting algorithm

The stabilization of the sliding variable in the phase plane is shown in Figure 4.2

The twisting algorithm is one of the initial higher order sliding mode algorithms, and

is notable for its use of switched gains to achieve finite time convergence. However its

disadvantage is that the controller depends upon the derivative of the sliding variable.

The calculation of signal derivatives in real time is a well known problem in controller

implementation [87].

4.3.2.2 Super twisting Algorithm

The super twisting algorithm [86, 88, 78, 83, 85] is limited to systems with relative degree

1 with the sliding variable. The control signal is continuous, in which the discontinuity is

hidden behind an added virtual state. The algorithm is given as follows:

v̇1 =





−v i f |v | > vmax

−αsg n(ξ1) i f |v | ≤ vmax

v2 =−ϕ
√

|ξ1|sg n(ξ1)

v = v1 + v2

Where α and ϕ are strictly positive constants. The sufficient conditions for convergence

of the closed loop system in presence of parametric uncertainty in the system have been

presented in [78]. These conditions are based on the knowledge of bounds on the sliding

variable and its derivatives. In order to facilitate control design, a generalized set of
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conditions has been presented in [89]. These conditions have been used in our study, given

as follows:

α>
C

Km
, ϕ2 ≥

4C KM (α+C )

K 3
m

(α−C )

The stabilization of the sliding variable is shown in Figure 4.3

Figure 4.3. Convergence of the sliding variable under Super Twisting algorithm

The greatest advantage of super twisting algorithm is that it does not depend upon the

derivative of the sliding variable. Also, since the control signal is almost continuous,

the chattering is remarkably less than other algorithms. However the limitation of its

applicability on variables with relative degree 1 restricts its use, as for systems where the

control variable appears in the third or fourth derivative of the output for example, the

designer is obliged to calculate multiple derivatives of the output variable, in order to

construct the sliding variable itself.

4.3.2.3 Quasi-Continuous Algorithm

The quasi-continuous second order sliding mode controller [87] is a feedback function of ξ1

and ξ2 which is continuous everywhere except on the sliding manifold. It has the following

form:

u =−α
ξ2 +

√
|ξ1|sgn(ξ1)

|ξ2|+
√

|ξ1|
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Where α is a strictly positive constant. The advantage of this controller is that using the

homogeneity reasoning for finite time controllers [82], the improved transient response is

achieved as compared to many other higher order SMC, such as [90, 91]. The important

disadvantage however, is that there are no formal conditions to parameterize this controller,

and while there is only one parameter to tune, its adjustment is empirical. Also, like the

twisting algorithm, it requires the derivative of sliding surface as well.

Remark: The tuning of parameters with respect to imposed constraints is important

because very high controller gains result in unwanted oscillations and chattering.

4.3.2.4 Robust Differentiator

It can be seen in the previous subsections that two of the three control algorithms under

consideration depend upon the time derivative of the sliding variable. Differentiation of

signals in real time is a well-known obstacle in practical implementation of controllers

[90]. Levant has proposed an arbitrary order exact finite time convergent differentiator

[87, 90, 92] to combine with the feedback controller. For a given function s with approxi-

mately known Lipschitz constant L (or continuous Lipschitz function L(t )), the first order

differentiator has the following form [92]:

i̇o =−λ2L1/2|io − s|1/2 sgn(io − s)+ i1

i̇1 =−λ1L sgn(i1 − io)

where io and i1 are the estimates of s and ṡ respectively. The choice of parameters λ1

and λ2 is empirical, and in [87], the values 1.1 and 1.5 respectively have been considered

sufficient. In this case, the differentiator depends only upon the knowledge of the Lipschitz

constant. Since this constant serves as a gain in the differentiator, in cases where it is not

exactly known, a large enough approximation is sufficient. However its order must be

comparable to that of the actual value, as taking too large a value would result in larger

errors and in extreme cases, oscillations in the derivative output. Due to this dependence

on the Lipschitz constant, the differentiator must be be adapted to each application (or

adaptive gains may be used). In our study, the applicable value of L was tuned through

simulation by evaluating the differentiator using the following function:

f (t ) = 0.5sin(0.5t )+0.5cos(t )
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Figure 4.4 shows the simulation results ( ˙f (t )) based on the differentiator L = 260. It can be

seen that the derivative calculated by the robust differentiator follows the actual derivative

very closely, with a phase shift corresponding to an error of −8×10−3.

Figure 4.4. Differentiator Simulation

4.3.3 Control Design

The control objective is to design a robust control for the actuator represented by (4.3),

which guarantees that the actuator output x1 = θ tracks a reference trajectory xr e f under

parameter and load variations. As can be understood in the previous section, the second-

order sliding-mode approach requires two steps. The first step is to select a sliding surface

or variable suitable for the control task, the second step is to design a control algorithm

that would make the variable and its first derivative converge to the sliding manifold.

In order to achieve the control objective, two sliding variables have been studied in this

paper (defined by s1 and s2) along with three control algorithms. The algorithms and their

parameterization constraints have been defined in the previous section. In this section, the
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sliding variables will be defined and the constraints with respect to (4.3) will be evaluated

in order to parameterize the algorithms.

4.3.3.1 Sliding Variables

Sliding variable s1:

The first sliding variable has the following form

s1 = x1 −xr e f

The system has a relative degree ρ = 2 with respect to this variable. The time derivatives

of this surface are as follows:

s̈1 = k1x1 +k2x2 +k3(x2, z, ż)+k4 +k5u − ẍr e f s̈1 = A1 +B1u (4.8)

where

A1 = k1x1 +k2x2 +k3(x2, z, ż)+k4 − ẍr e f =: Ao1 +δA1

B1 = k5 =: Bo1 +δB1

where

Ao1 = k01x1 +k02x2 +k03(x2, z, ż)++k04 − ẍr e f

δA1 = δk1x1 +δk2x2 +δk3(x2, z, ż)+δk4

Bo1 = k05, δB1 = δk5

Here, Ao1 and Bo1 are known nominal expressions (based on k0i ) while δA and δB contain

all uncertainties due to parameter and load variations (based on δki ). The disturbance

δ is uncertain but bounded. The problem of second-order SMC now is equivalent to the

stabilization of (4.8) to zero in finite time.

Sliding variable s2:

The sliding variable has been chosen as the following Hurwitz polynomial

s2 = ė +λe , wher e e = x1 −xr e f

The system has a relative degree ρ = 1 with respect to the sliding variable. Consider the

time derivatives of s2
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ṡ2 = k1x1 +k2x2 +k3(x2, z, ż)+k4 +k5u +λ(x2 − ẋr e f )− ẍr e f

s̈2 = A2 +B2u̇
(4.9)

where
A2 = k1x2 +k2 [k1x1 +k2x2 +k3(x2, z, ż)+k4 +k5u]+k3(x2, z, ż)

+λ [k1x1 +k2x2 +k3(x2, z, ż)+k4 +k5u]− (λẍr e f +
...
x r e f )

:= Ao2 +δA2

B2 = k5 =: Bo2 +δB2

where

Ao2 = k01x2 +k01k02x1 +k2
02x2 +k02k03 +k02k04 +k02k05u +k3

+λ(k01 +k02 +k03 +k04 +k05u)

δA2 = δk1x2 +k01δk2x1 +k02δk1x1 +δk1δk2x1 +2k02δk2x2 +δk2
2 x2

+k02δk3 +k03δk2 +δk2δk3 +k02δk4 +k04δk2 +δk2δk4

+k02δk5u +k03δk5u +δk2δk5u +λ(δk1 +δk2 +δk3 +δk4 +δk5u)

Bo2 = k05 , δB2 = δk5

where, Ao2, Bo2, δA2, δB2 have the same significance as in the case of s1.

4.3.3.2 Feedback Linearization

The control problem is equivalent to the finite time stabilization of equations (4.8) and

(4.9). In order to simplify, we have chosen the notations A and B for both surfaces, since

the same generalization has been followed. However the actual expressions for A and B are

unique to each surface, as derived in the above sections. In the complete system model,

if we consider feedback linearization, applying control to cancel all known nonlinearities,

we would get:

For s1

u = B−1
o1 (−Ao1 + v)

For s2

u̇ = B−1
o2 (−Ao2 + v)

Applied to Equations (4.8) and (4.9), we get for both cases

s̈i = Âi + B̂i v



98 CHAPTER 4. SPECIALIZED ACTUATOR CONTROL

where

Âi = δAi −
δBi

Boi
, B̂i =

(
1+

δBi

Boi

)
(4.10)

where i = 1,2 refers to the surface. In fact, the control laws u and u̇ are functions which

would permit feedback linearization if the system had been modeled perfectly, without

uncertainties, i.e. (δA = δB = 0). As δA and δB are not equal to zero, the system remains

nonlinear. Nevertheless, this feedback allows narrow bounds on the parameters Â and B̂

as compared to A and B.

4.3.3.3 Controller Parameters

Let us recall hypothesis H2, which states that there exist positive constants C , Km , KM ,

such that:

∣∣Âi

∣∣≤Ci (c1) 0 < Kmi < B̂i < KMi (c2)

As seen in the previous section, the parameters of the control algorithm are determined

respecting these constraints. The problem of second order sliding mode control now is

equivalent to the stabilization of s̈1 and s̈2 to zero in finite time. The disturbance δ is

uncertain but bounded. It is hence left to be compensated by the controller parameters.

In this section, the parameters of the three control algorithms discussed in the previous

section, would be determined to satisfy the binding conditions.

The parametric variations have been evaluated by open loop testing of the actuator, under

various temperature and load changes. Based on the results, a variation of ±30% was mea-

sured in the resistance Ra and ±10% in the torque coefficient Ka . These variations were

distributed amongst the parameters of equation (4.3) as ±1% with respect to k01, ±30%

with respect to k02, ±10% with respect to k03, ±10% with respect to k04, and ±30% with

respect to k05. The changes in parameter k06 were considered to have been incorporated

in the friction torque; the nominal value of the latter was taken as the static friction value.

The distribution of these variable is based on the physical characteristics of the actuator,

and has been validated based on simulation and experimental results.

The controller parameters are evaluated using the condition sets (c1) and (c2) given in

sections 3 and 4. B̂ has two values, corresponding to the upper and lower uncertainty

bounds. The values for Â and B̂ and the respective bounding parameters are given in the
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following sections.

For Variable s1:

The values for Â and B̂ for this variable were calculated to be:

Â1 = 19.152×103 , B̂1 = 0.7,1.3

For these values, the following positive constant parameters were chosen to evaluate con-

troller parameters

Km1 = 0.6, KM1 = 1.4, C1 = 19.560×103

For Variable s2:

For the sliding variable parameter λ= 100 the following values were found for Â and B̂

Â2 = 2.134 , B̂2 = 0.7,1.3

A significant difference can be seen between the values of Â in the two variables. B̂ is not

effected by the choice of surface and remains the same as in the case of s1. For these values,

the following positive constant parameters were chosen to evaluate controller parameters

Km2 = 0.6, KM2 = 1.4, C2 = 2.65

The controller parameters were evaluated following these bounding conditions, as ex-

pressed in the algorithms. As mentioned before, if parameters are chosen very large,

they result in unwanted oscillations and chattering. The parameters of twisting algorithm

were adjusted so that they would satisfy the conditions of both the surfaces. Since no sta-

bility conditions are present for the quasi-continuous algorithm, its value was determined

empirically, through simulations, which have been presented in the next section. These

parameters are given in Appendix A.

4.3.4 Simulation

In order to choose the control parameters, the three algorithms used in our study were

simulated using the actuator model given in Equation (4.1). As this study is focused on

experimental results, simulations have been carried out for determination of parameters

only. Performance and robustness issues have been presented in experimentation.
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4.3.4.1 Test Trajectory

The primary control problems used with control valves are that of regulation and tracking.

Therefore the reference trajectory (shown in Figure 4.5) has been designed to tune and test

the controllers according to their performance with a step and a linear tracking problem.

This trajectory is an industrial bench mark, in fact used by a certain manufacturer of

EGR valves for the performance evaluation of their systems. The said manufacturer uses

this trajectory at a sampling rate of 1kH z. In compliance, the simulations were carried

out at 1msec.

The first part of the test, a step input is used to characterize the time response of the actua-

tor, after a low-to-high step and a high-to-low step. This part of the tests allows to measure

the time response (settling time), overshoots and positioning characteristics (steady state

error, chattering). The second part, the ramp is for evaluating the tracking efficiency of

the control law. The different slopes characterize any changes in the system with change

in direction. The stationary region between the ramps, provides a zero-velocity region be-

tween the two ramps and also helps in comparing positioning characteristics with tracking

characteristics (tracking error, chattering while in motion).

Figure 4.5. Reference Trajectory

4.3.4.2 Simulation Results

The performances of all the control algorithms have been shown in Figure 4.6.
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(a) Step Response

(b) Tracking Response

Figure 4.6. Simulation Results
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It can be seen that in simulations, the Super Twisting algorithm has provided the low-

est level of chattering. In terms of time response, Twisting Algorithm is the fastest. The

Quasi-Continuous controller could not achieve a time response better than 180msec. How-

ever it is important to consider that its parameter have to be determined empirically as

there are no bounding conditions applicable to this algorithm.

4.3.5 Experimental results

All the controllers except the super-twisting were tested on both sliding variables. The

super-twisting algorithm was implemented only on variable s2 since it is the only one

with respect to which, the system has relative degree of 1. The same reference trajectory

was applied on the controllers, as used in simulations. The performance criteria set to

judge the controllers were steady state error, settling time and chattering level. Tests were

conducted in two stages. In the first stage, all controllers were tested in nominal conditions

(room temperature), to determine their performance according to the performance criteria.

In the next step the controllers whose performance was satisfactory, were tested in high

temperature to verify their robustness. In this stage, they were expected to maintain their

performance throughout the temperature range.

4.3.5.1 Nominal Conditions

In the first stage of tests, all controllers were tested at no load and room temperature.

These results are shown in Figure 4.7. There is only one result for super twisting controller

since it can only be applied to s2. It is clear that in terms of steady state error, all sliding

mode controllers bring the system error to zero, validating the finite time stabilization

claim.

Sliding variable s1:

The performance of the controllers on s1 shows that this surface is prone to chattering

(Figure 4.7). The twisting algorithm showed a good settling time of 100msec, and no

steady state error was present. However significant chattering oscillation was present, of

the magnitude of 0.1r ad . This chattering level is not acceptable since oscillations are large

enough to disrupt air flow through the actuator. The performance of the quasi continuous

algorithm was worse on s1. Like the twisting algorithm, no static error existed. Its settling

time was 300msec. Chattering was slightly less than twisting, but still significant enough
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to rule this controller out for application.

Sliding variable s2:

The performance of all the controllers was improved on s2, with respect to chattering. As

can be seen in Figure 4.7, the chattering in the twisting algorithm was reduced drastically

with the use of this surface, from 0.1r ad to 0.03r ad . This chattering level however is still

visible and noticeable and hence higher than acceptable. The settling time of the twisting

algorithm deteriorated, increasing from 100msec to 210msec.

Improvement was seen in the performance of the quasi-continuous controller, with respect

to both chattering level and settling time (Figure 4.7). On s2, the quasi-continuous al-

gorithm achieved 120msec and the chattering level was also reduced to 0.01r ad . Hence

the quasi-continuous controller qualified as a viable option for practical application of our

actuator.

The super-twisting algorithm was tested for the first time on s2. Its performance was

better than both the previous algorithms, achieving a time response of 110msec with a

chattering level in the order of 5mr ad (Figure 4.7). This controller hence qualified for the

next stage of experiments.

4.3.5.2 Temperature tests

In the previous section, we saw that two controllers proved themselves as viable options

for practical application on the actuator under consideration. The quasi-continuous con-

troller (on s2) and the super twisting controller were then tested for robustness under

parametric drift due to temperature. The actuator was heated at temperatures from 20oC

to 100oC . Given the imposed conditions of uncertainty bounds, the controllers were ex-

pected to maintain their performance level (time response, chattering level)throughout the

temperature range as the controllers would compensate for the parametric variations.

In Figures 4.8 and 4.9, it can be seen that both the controllers maintained their perfor-

mance at high temperatures. The quasi-continuous controller maintained its time response

at 120msec and chattering level to 0.01r ad . The super twisting controller maintained its

time response at 110msec and chattering level to 5mr ad . Hence these controllers are
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(a) Step Response

(b) Tracking Response

Figure 4.7. Comparison: Desired and Actual Trajectories (Nominal Conditions)
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(a) Step Response

(b) Tracking Response

Figure 4.8. Quasi Continuous Controller under Temperature Variation
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(a) Step Response

(b) Tracking Response

Figure 4.9. Super Twisting Controller under Temperature Variation
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robust for application in temperature varying environments.

4.3.5.3 Sinusoid tests

In addition to trapezoidal tracking, a sinusoidal trajectory has also been used in exper-

imental performance evaluation of the actuators. The sinusoidal trajectory permits to

evaluate the controller performance of mechanical systems during movement or velocity

direction inversion, as it demonstrates the effects of friction and backlash on the controller

[93]. In our study, two frequencies were used, 0.1H z and 1H z.

The results in Figure 4.10 show how the controllers change their output to compensate

for the increased velocity. It can be seen that the controllers are robust against nonlinear

changes on a continuously varying trajectory. However as the frequency increases, the

tracking error increases due to the demand of smaller response time which the controller

fails to provide. This is inherently due to the inertial constraints of the actuator itself,

which limit the acceleration.

4.3.6 Conclusion on sliding mode controllers

While all controllers performed well in tracking, chattering proved to be a nuisance in

their application. The closed loop system performed better in terms of response time and

chattering when a surface of relative degree 1 was used. Among control algorithms, the

chattering phenomenon was reduced significantly using the quasi-continuous controller

and was almost negligible when the super-twisting algorithm was applied. Both these

controllers proved their worth in terms of robustness as well. Hence sliding mode control

proved to be an effective control strategy in the presence of uncertainties.

4.4 Backstepping Based Adaptive Output Feedback Con-

troller

In the previous section, the effectiveness of Second Order Sliding Mode Control was shown

for air-path actuator control. Essentially, sliding mode control gains are tuned such that

the control input is very large, as compared to the system uncertainty limits. In practice,

this approach is acceptable if the gains are properly tuned. However if the uncertainty

bounds are wrongly estimated, this can also result in unnecessarily large control inputs,
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(a) Quasi-Continuous Controller

(b) Supertwisting Controller

Figure 4.10. Tracking a sinusoidal trajectory
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which in turn, can damage the actuator itself. In application, it is preferable that the

control input calculated by the controller be just sufficiently large to compensate friction

and uncertainty [94]. Also, in certain cases, the internal dynamics of the control cannot

be neglected, i.e. the dynamics of current are not ignorable [95]. This case has two im-

portant consequences; stability using sliding mode control needs to be proved and control

design using the LuGre model is not applicable because its derivative is discontinuous. It

is therefore important to replace it with an approximation.

In this section, we propose an advanced backstepping based adaptive output feedback

controller for position control and friction compensation of air-path actuators. In order

to overcome the problem stated above, the current dynamics are also taken into account.

Dynamic adaptive laws compensate friction and load variations, making the controller

robust. The main contribution of our controller with respect to the contemporary works

cited above, is that it requires the measurement of position only, while velocity, current

and friction state are obtained using estimation and observation. It is based on velocity

estimation through fixed time differentiation and observers for friction and current states.

The robustness of the controller is augmented using projection operator, which bounds

the output of nonlinear adaptive controllers while conforming to Lyapunov stability rules.

This is necessary in order to avoid system instability. It also forces estimated parameters

to remain bounded [96]. The controller is designed using adaptive backstepping method

and Lyapunov-based proof is presented to demonstrate the convergence of the closed loop

controller-observer system. It shows that the controller ensures asymptotic convergence

of feedback and state observer errors to zero.

4.4.1 Problem Formulation

Let us rewrite the actuator model presented in Chapter 2, and include the current dynam-

ics:
θ̇ = ω,

Jω̇ = K I I −F −Tl ,

İ =
v

L
−

K I

L
ω−

Ra

L
I ,

(4.11)

where the additional parameter L represents the motor inductance. The rest of the defini-

tions are same as in Chapter 2. In this formulation, the current I acts as the input force

on the mechanical system. Current dynamics are driven by the input voltage v . The load
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torque Tl acts as an external perturbation to the system, since it varies with the operating

conditions of the system, i.e. air mass flow through the servo valve and valve plate orien-

tation. As the geometric characteristics of valves are fixed, and the mass flow is bounded,

Tl is treated as an unknown external perturbation that varies slowly, its derivative being

negligible.

The friction force F is modeled by a continuous extension of the LuGre model, because

this model contains discontinuous terms in its original form, which cannot be resolved for

certain classes of systems or controllers that require the time derivative of the estimated

friction force. The continuous extension of the LuGre model proposed in [95] model

solves this problem by introducing continuous and differentiable approximations of the

discontinuous terms, such that the passivity and boundedness of the internal states are

not affected. This model is represented by the following equations,

ż = S1ω−α(ω)S2z,

F = σo z +σ1 ż +σ2ω,

α(ω) =
1

FC + (FS −FC )e
−

(
ω
xs

)2
,

(4.12)

The functions S1 and S2 are given by

S1 =
(
tanh(Cω)2

)

S2 = ω tanh(Cω).

4.4.1.1 Control problem formulation

For the purpose of backstepping control design, let us rewrite the system equations (4.11)

into a general form. Defining

x1 = θ, x2 = ω, X3 = I ,

βo =
σo

J
, β1 =

σ1 +σ2

J
, β2 =

σ1

J
,

kI =
K I

J
, k2 =

K I

L
, k3 =

Ra

L
,

TL =
Tl

J
u =

v

L
.
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Using these notations, the equations (4.11) and (4.12) can be rewritten as

ẋ1 = x2,

ẋ2 = kI z −β0z −β1S1x2 +β2α(x2)S2z −TL ,

ẋ3 = u −k2x2 −k3x3,

ż = S1x2 −α(x2)S2z.

(4.13)

Assumption 1: Friction is bounded (F ≤ Fmax) and the variation limits of β0, β1 and β2

are known, i.e. for i = 0,1,2,

βimi n
≤βi ≤βimax

,

where βimi n
and βimax

are known positive constants.

This leads to the following result:

Lemma 1: Under Assumption 1, if |σ0z(0)| ≤ Fmax then |σ0z(t )| ≤ Fmax ∀t ≥ 0.

Proof of this lemma can be found in [95]. In the following, we assume that |z| ≤ zmax :=
JFmax

β0mi n

.

The control objective is to force x1 to track a smooth and bounded reference trajectory

x1d , i.e. converging the following feedback error asymptotically to the zero.

e1 = x1 −x1d . (4.14)

As actuators and control valves are equipped with a position sensor only, the output

feedback problem requires that the other states be observed. In the following sections,

we will first present the observers used for state observation. The velocity is estimated

from the position, using exact finite time differentiator. The advantage of this method

is that after the convergence of the differentiator, the estimated value is considered as

the actual velocity and used as the basis of the current and friction observers. Based on

these observed values, the controller will be designed, and the convergence of the complete

controller-observer closed loop system will be demonstrated.

4.4.2 State Estimation

Advances in semiconductor technology have made available accurate magnetic position

sensors in small packages and at a low cost. Therefore manufacturers prefer integrating

these sensors into servo valves that require position control. For precise control however,
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the measurement of output variable only is not sufficient, and the knowledge of other

internal states is required. In our problem, the state variables x2 and x3 are observed from

the measured state x1, as presented in this section. The dynamics of friction state observer

are presented later on, during Lyapunov Analysis.

4.4.2.1 Velocity Estimator

The velocity is estimated using the uniform robust exact differentiator (URED) described

in [97]. This differentiator is similar to Levant’s exact differentiator [87], with higher degree

terms added to provide uniform convergence with respect to the initial condition. This

means that the URED converges in fixed time T0 from any initial condition, after which

the derivative value can be considered equal to the actual velocity. The URED has the

following structure:
˙̂x1 = −K1µ1(x̃1),

˙̂x2 = −K2µ2(x̃1),
(4.15)

where x̂1 and x̂2 are the estimates of x1 and x2 respectively and x̃1 = x1− x̂1. The gains K1

and K2 are positive constants to be tuned. The functions µ1 and µ2 are given as

µ1(x1) = φ1 |x̃1|
1
2 si g n(x̃1)+φ2 |x̃1|

3
2 si g n(x̃1),

µ2(x1) =
φ2

1

2
si g n(x̃1)+2φ1φ2x̃1 +

3

2
φ2

2 |x̃1|2 si g n(x̃1).
(4.16)

The terms φ1,φ2 ≥ 0 are scalars. All the parameters are chosen using the assumption

that the second derivative of the input signal is bounded, i.e. |ẍ1| ≤ L is bounded. Using

L ≤ 100, the parameters used in this paper are (K1,K2) = (50,80), (φ1,φ2) = (1,1). Using

these parameters, the upper limit of the convergence time is determined according to [97]

as T0 = 500 msec (claculation given in Appendix E).

Remark 1: As the URED converges in fixed time, x̂2 will be considered equal to x2 in

all further calculations. As in [87], it is assumed that in practical implementation, the

controller is activated after the convergence of the URED.

4.4.2.2 Current observer

This observer requires the correction factor µ2 of Equation (4.15) as well as the estimated

value of x2. From Equations (4.13) and (4.15), the error in velocity estimation is found as

follows:

˙̃x1 = ẋ1 − ˙̂x1 = x2 +K1µ1(x̃1),

˙̃x2 = ẋ2 − ˙̂x2 = kI x3 −β0z −β1S1x2 +β2α(x2)S2z −TL −K2µ2(x̃1).
(4.17)
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Defining µ2 =µ2(x̃1), it can be found that after x̃2 = x2 − x̂2 = 0. Then the output injection

principle gives us

K2µ2 = kI x3 −β0z −β1S1x2 +β2α(x2)S2z −TL .

From (4.13), the current observer has been constructed as follows

˙̂x3 = −k2x2 −k3x̂3 +u

+k̂
[
K2µ2 −kI x̂3 + β̂0 ẑ0 + β̂1S1x2 − β̂2α(x2)S2 ẑ1 + T̂L .

]
,

(4.18)

where k̂ is a positive function, defined later on. The terms ẑ0 and ẑ1 are observed values

of the friction state z, where the dynamics of ẑ0 and ẑ1 are obtained later. As β0, β1 and

β2 are unknown, the dynamic adaptive terms β̂0, β̂1 and β̂2 are introduced to compensate

friction. The dynamics of the current observer error x̃3 = x3 − x̂3 are given as

˙̃x3 = −x3x̃3 − k̂
[
K2µ2 −kI x̂3 + β̂0 ẑ0 + β̂1S1x2 − β̂2α(x2)S2 ẑ1 − T̃L .

]
.

= −k3x̃3 − k̂
(
kI x̃3 −β0z + β̂0 ẑ0 − β̃1S1x2 +β2α(x2)S2z − β̂2α(x2)S2 ẑ1 − T̃L

)

= −
(
k3 + k̂kI

)
x̃3 − k̂

(
−β0z + β̂0 ẑ0 − β̃1S1x2 +β2α(x2)S2z − β̂2α(x2)S2 ẑ1 − T̃L

)
.

(4.19)

The dynamics of the adaptive terms will be chosen during the Lyapunov analysis, such

that they would ensure the exact convergence of x̃3 to zero.

4.4.3 Controller Design

We will now use adaptive backstepping design method for developing the position controller

of the actuator. From Equation (4.14), the following relationships are obtained:

e1 = x1 −x1d , ė1 = ẋ1 − ẋ1d . (4.20)

For the error e1, a virtual controller x∗
2 is defined as

x∗
2 =−C1e1 + ẋ1d , (4.21)

where C1 is a positive constant. The necessary conditions for fixing its value will be

presented later. Using (4.20) and (4.21), the dynamics of e1 become

ė1 =
(
x2 −x∗

2

)
+x∗

2 − ẋ1d

=
(
x2 −x∗

2

)
−C1e1 + ẋ1d − ẋ1d

= −C1e1 +e2,

(4.22)



114 CHAPTER 4. SPECIALIZED ACTUATOR CONTROL

with e2 = x2 −x∗
2 .

The dynamics of e2 are given as follows:

ė2 = ẋ2 − ẋ∗
2

= kI x3 −β0z −β1S1x2 +β2α(x2)S2z −TL +C1ė1 − ẍ1d

= kI x3 −β0z −β1S1x2 +β2α(x2)S2z −TL +C1 (x2 − ẋ1d )− ẍ1d .

A second virtual controller x∗
3 is introduced as

kI x∗
3 = β̂0 ẑ0 + β̂1S1x̂2 − β̂2α(x2)S2 ẑ1 −C1 (x2 − ẋ1d )+ ẍ1d −C2e2 + T̂L . (4.23)

Under (4.23), the dynamics of e2 can be rewritten as

ė2 = kI

(
x3 −x∗

3

)
+kI x∗

3 −β0z −β1S1x2 +β2α(x2)S2z +C1 (x2 − ẋ1d )− ẍ1d −TL

= kI e3 −C2e2 −β0z −β1S1x2 +β2α(x2)S2z + β̂0 ẑ0 + β̂1S1x2 − β̂2α(x2)S2 ẑ1 − T̃L .

(4.24)

Let us introduce a simple rearrangement;

−β0z + β̂0 ẑ0 =−β̃0 ẑ0 −β0 z̃0,

−β2z + β̂2 ẑ1 =−β̃2 ẑ1 −β2 z̃1,

where β̃i =βi − β̂i and z̃i = z − ẑi . The dynamics of e2 then become

ė2 = −C2e2 +kI e3 − β̃0 ẑ0 −β0 z̃0 + β̃2α(x2)S2 ẑ1 +β2α(x2)S2 z̃1 − β̃1S1x2 − T̃L , (4.25)

where e3 is a third error term, defined as

e3 = x3 −x∗
3 . (4.26)

The dynamics of e3 are

ė3 = ẋ3 − ẋ∗
3

= u −k2x2 −k3x3 − ẋ∗
3 .

(4.27)

Let us now compute ẋ∗
3 , by replacing e2 in (4.23) with e2 = x2 − x∗

2 , where x∗
2 is given by

(4.21) and x̂2 = x2. Then Equation (4.23) can be rewritten as

kI x∗
3 = −C1C2e1 + (C1 +C2) ẋ1d + ẍ1d + β̂0 ẑ0 − β̂2α(x2)S2 ẑ1 +

(
β̂1S1 −C1 −C2

)
x2 + T̂L ,

(4.28)

and the dynamics of e3 presented in Equation (4.27) become

ė3 = u −k2x2 −k3x3 −
1

kI
Ψ−

∂x∗
3

∂x2
ẋ2, (4.29)



4.4. BACKSTEPPING BASED ADAPTIVE OUTPUT FEEDBACK CONTROLLER 115

where term Ψ is defined by,

Ψ = −C1C2ė1 + (C1 +C2) ẍ1d +x(3)
1d

+ ˙̂β0 ẑ0 + β̂0
˙̂z0

− ˙̂β2α(x2)S2 ẑ1 − β̂2α(x2)S2
˙̂z1 + ˙̂β1S1x2 + ˙̂T L .

(4.30)

The term
∂x∗

3

∂x2
is a function based upon known variables, the expression of which can be

obtained by simple calculations

∂x∗
3

∂x2
=

1

kI

[
−C1 −C2 + β̂2 ẑ1

∂ [α(x2)S2]

∂x2
+ β̂1

∂ [S1x2]

∂x2

]

=
1

kI

[
−C1 −C2 + F̃

]
.

(4.31)

We will see later that β̂i and ẑ1 will be bounded by the same bounds of βi and z given in

Assumption 1 and Lemma 1. Therefore the function F̃ is also bounded by a known term

F̄ .

The feedback control law is now defined, using the aforementioned virtual controllers:

u = k2x2 +
(
k3 +

∂x∗
3

∂x2
kI

)
x̂3 +

∂x∗
3

∂x2

(
−β̂0 ẑ0 − β̂1S1x2 + β̂2α(x2)S2 ẑ1 − T̂L

)

−C3

(
x̂3 −x∗

3

)
+

1

kI
Ψ.

(4.32)

The dynamics of e3 in terms of u can then be expressed as

ė3 = −C3

(
x̂3 −x∗

3

)
−

(
k3 +

∂x∗
3

∂x2
kI

)
x̃3

+
∂x∗

3

∂x2

(
β0z − β̂0 ẑ0 +β1S1x2 − β̂1S1x2 −β2α(x2)S2z + β̂2α(x2)S2 ẑ1 + T̃L

)
,

(4.33)

where C3 is a function to be defined later. This step gives us

ė3 = −C3

(
x̂3 −x∗

3

)
−

(
k3 +

∂x∗
3

∂x2
kI

)
x̃3

+
∂x∗

3

∂x2

(
β̃0 ẑ0 +β0 z̃0 + β̃1S1x2 +

(
β2 z̃1 − β̃2 ẑ1

)
α(x2)S2 + T̃L

)
.

(4.34)

4.4.4 Lyapunov Analysis

The proof of convergence of the system (4.13) under adaptive feedback law (4.32) is de-

veloped using a Lyapunov-based argument and the LaSalle-Yoshizawa theorem [98](see

Appendix D). The dynamic terms left undefined in the previous section, will also be de-

fined here. The velocity estimate is allowed to converge before the controller comes into
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action. The Lyapunov candidate function used to prove the stability and convergence of

the closed loop system is as follows,

V =
1

2
e2

1 +
1

2
e2

2 +
1

2
e2

3 +
1

2
x̃2

3 +
1

2γ0
β̃2

0 +
1

2γ1
β̃2

1 +
1

2γ2
β̃2

2 +
1

2η2
T̃ 2

L +
1

2η0
β0 z̃2

0 +
1

2η1
β2 z̃2

1 ,

(4.35)

where γ0, γ1, γ2, η0 and η2 are arbitrary positive constants, η1 is a sufficiently small

positive constant defined later on in this section. This function can be written in the

following form:

V =
1

2
E T E +

1

2
Θ̃

T
Γ
−1
Θ̃+

1

2η0
β0 z̃2

0 +
1

2η1
β2 z̃2

1 , (4.36)

where E = [e1,e2,e3, x̃3]T , Θ̃=
[
β̃0, β̃1, β̃2, T̃L

]
and Γ= di ag

(
γ0,γ1,γ2,η2

)
. The time derivative

of V is given as

V̇ = e1ė1 +e2ė2 +e3ė3 + x̃3 ˙̃x3 −
1

γ0
β̃0

˙̂β0 −
1

γ1
β̃1

˙̂β1 −
1

γ2
β̃2

˙̂β2

+
1

η2
T̃L

˙̃TL +
1

η0
β0 z̃0 ˙̃z0 +

1

η1
β2 z̃1 ˙̃z1.

(4.37)

For simplicity and facility in analysis, e3 is formulated as follows

e3 = x3 −x∗
3 = x3 − x̂3 + x̂3 −x∗

3 = x̃3 − x̄3.

The advantage of this reformulation is that x̄3 does not depend upon any values external to

the controller. Therefore the only remaining unknown element is x̃3. From the expressions

(4.19), (4.22), (4.24) and (4.34), presented in the previous section, the derivative (4.37)

can be written as

V̇ = −C1e2
1 −C2e2

2 −C3e2
3 −

(
k3 + k̂kI

)
x̃2

3 +e1e2 +kI e2e3 +
(
C3 −k3 +

∂x∗
3

∂x2
kI

)
x̃3e3

−
1

η0
β0α(x2)S2 z̃2

0 −
1

η1
β2α(x2)S2 z̃2

1 − β̃0

(
e2 ẑ0 +

∂x∗
3

∂x2
ẑ0x̄3 +

1

γ0

˙̂β0

)

−β̃1

(
e2S1x2 +

∂x∗
3

∂x2
x2S1x̄3 +

1

γ1

˙̂β1

)
− β̃2

(
−e2α(x2)S2 ẑ1 −

∂x∗
3

∂x2
ẑ1x̄3α(x2)S2 +

1

γ2

˙̂β2

)

−T̃L

(
e2 +

∂x∗
3

∂x2
x̄3 +

1

η2

˙̂TL

)
−β0 z̃0

(
e2 +

∂x∗
3

∂x2
x̄3 +

1

η0

(
˙̂z0 +α(x2)S2 ẑ0 −S1x2

))

+β2 z̃1

(
α(x2)S2e2 +

∂x∗
3

∂x2
x̄3α(x2)S2 −

1

η1

(
˙̂z1 +α(x2)S2 ẑ1 −S1x2

))

+x̃3

(
k̂ +

∂x∗
3

∂x2

)(
β̃0 ẑ0 + β̃1S1x2 − β̃2α(x2)S2 ẑ1 +β0 z̃0 −β2α(x2)S2 z̃1 + T̃L

)
.

(4.38)

We define k̂ and C3 as

k̂ = −
∂x∗

3

∂x2
,

C3 = k3 −
∂x∗

3

∂x2
kI ,

(4.39)
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and we impose the following,

C1 > max

(
1

2
,
∣∣k3 + F̄

∣∣
)

C2 >
kI +1

2
.

(4.40)

From Equations (4.40) and (4.31), we get

C3 = k3 + k̂kI ,

= k3 +C1 +C2 − F̃ ,

≥ k3 +C1 +C2 − F̄ ≥ 2k3 +
1

2
+

kI

2
>

kI

2
.

(4.41)

Let us define

c̄ = min

[(
C1 −

1

2

)
,

(
C2 −

kI +1

2

)
,

(
C3 −

kI

2

)]
.

In this case,

V̇ ≤ −c̄E T E −
1

η0
β0α(x2)S2 z̃2

0 −
1

η1
β2α(x2)S2 z̃2

1

−β̃0
1

γ0

[
˙̂β0 +γ0 ẑ0

(
e2 +

∂x∗
3

∂x2
x̄3

)]
− β̃1

1

γ1

[
˙̂β0 +γ1S1x2

(
e2 +

∂x∗
3

∂x2
x̄3

)]

−β̃2
1

γ2

[
˙̂β2 +γ2S2 ẑ1

(
e2 +

∂x∗
3

∂x2
x̄3

)]
− T̃L

1

η2

[
˙̃TL −η2

(
e2 +

∂x∗
3

∂x2
x̄3

)]

−z̃0
1

η0/β0

[
˙̂z0 +α(x2)S2 ẑ0 −S1x2 +η0

(
e2 +

∂x∗
3

∂x2
x̄3

)]

−z̃1
1

η1/β2

[
˙̂z1 +α(x2)S2 ẑ1 −S1x2 +η1α(x2)S2

(
e2 +

∂x∗
3

∂x2
x̄3

)

(4.42)

Consider the following dual observer of z:

˙̂z0 = −α(x2)S2 ẑ0 +S1x2 −η0

(
e2 +

∂x∗
3

∂x2
x̄3

)
,

˙̂z1 = −α(x2)S2 ẑ1 +S1x2+



−η1α(x2)S2

(
e2 +

∂x∗
3

∂x2
x̄3

)
, |ẑ1| < zmax ,

0 , |ẑ1| ≥ zmax .

(4.43)

The dynamics of ẑ1 is chosen such that ẑ1 is bounded. In fact for |ẑ1| ≥ zmax , we get

˙̃z1 =−α(x2)S2 z̃1,

with α(x2)S2 ≥ 0, which implies that |z̃−1| is decreasing and then ẑ1 remains bounded as z

is bounded. Let Θ̂
T =

[
β̂0, β̂1, β̂2, T̂L

]
, and DT =

(
e2 +

∂x∗
3

∂x2
x̄3

)[
γ0 ẑ0,γ1S1x2,γ2S2 ẑ1,η2

]
, then
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V̇ satisfies,

V̇ ≤ −c̄E T E −
1

η0
β0α(x2)S2 z̃2

0 −
1

η1
β2α(x2)S2 z̃2

1 − Θ̃Γ
−1

[
˙̂
Θ+D

]

+
1

η1
β2α(x2)S2

∣∣∣∣z̃1η1

(
e2 +

∂x∗
3

∂x2
x̄3

)∣∣∣∣ ,

≤ −c̄E T E −
1

η0
β0α(x2)S2 z̃2

0 −
1

2η1
β2α(x2)S2 z̃2

1

−Θ̃Γ
−1

[
˙̂
Θ+D

]
+
η1

2
β2α(x2)S2

(
e2 +

∂x∗
3

∂x2
x̄3

)2

.

(4.44)

Let M =β2max
max

{
1,

(
C1 +C2 + F̄

kI

)2
}

max{α(x2)S2}, then

V̇ ≤ −(c̄ −η1M)E T E − Θ̃Γ
−1

[
˙̂
Θ+D

]
(4.45)

we take 0 < η<
c̄

M
=: c̃ and ˙̂

Θ=−Pr o j
Θ̂

(D) [96]. Then we obtain

V̇ ≤ −c̃E T E −
1

η0
β0α(x2)S2 z̃2

0 −
1

2η1
β2α(x2)S2 z̃2

1 + Θ̃Γ
−1

[
Pr o j

Θ̂
(D)−D

]
(4.46)

According to the properties of projection operation, we get

V̇ ≤ −c̄E T E −
1

η0
β0α(x2)S2 z̃2

0 −
1

2η1
β2α(x2)S2 z̃2

1 . (4.47)

The fact that V̇ is negative semi-definite is not sufficient for knowing the asymptotic be-

havior of our system, since the adaptive parameters render the system non-autonomous

(time-varying). Therefore, we need to proceed with the help of Barbalat’s lemma [99, 100].

As V̇ ≤ 0, it can be concluded that V is bounded by its initial condition V (0). This means

that all the terms of V , i.e. e1, e2, e3, x̃3, along with β̃0, β̃1, β̃2, z̃0, z̃1 and T̃L are bounded

as well. In particular, for i = 1,2,3, we have ei , x̃3 ∈L∞.

We will now demonstrate that ėi , ˙̃x3 ∈L∞. The terms β̂i and T̂L are also bounded, as this

is the main property of projection operator. According to (4.22), ė1 is bounded since e1

and e2 are bounded. Also, from Equations (4.20) and (4.21), it can be concluded that x1,

and therefore x∗
2 are also bounded. Then e2 = x2−x∗

2 means that x2 is also bounded. From

the dynamics of z in (4.13), as x2 is bounded and α(x2)|x2| is positive, z is also bounded.

As z and z̃i are bounded, ẑ0 and ẑ1 are also bounded. In this way, all the terms of the

dynamic equations (4.23) and (4.24) are bounded, therefore x∗
3 , ė2 are bounded. From

(4.31),
∂x∗

3

∂x2
is bounded, which means that k̂ and from (4.19), ˙̃x3 are bounded. Now, (4.27)
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implies that since e3 and x∗
3 are bounded, x3 is bounded as well, which means that x̂3 is

also bounded. Therefore, ė3 in (4.34) is bounded. To sum it up, this discussion results

in ėi , ˙̃x3 ∈ L∞. To be noted that we are working locally, this mean that the state xi are

bounded in addition to z which is bounded according to Lemma 1.

By integrating both sides of (4.42) between 0 and ∞, we obtain

0 ≤
ˆ +∞

0

e2
1dτ+

ˆ +∞

0

e2
2dτ+

ˆ +∞

0

e2
3dτ+

ˆ +∞

0

x̃2
3dτ

≤
V (0)−V (∞)

c̄
≤+∞.

(4.48)

This means that ei , x̃3 ∈ L2. As we have also demonstrated that ei , x̃3, ėi , ˙̃x3 ∈ L∞, in

this case, ei , x̃3 → 0 asymptotically, according to Barbalat’s Lemma [100]. Thus the control

objective is achieved and the position converges to the reference. We note that the proof

can be obtained by applying Lasalle-Yoshisawa Theorem on (4.47).

4.4.5 Simulation and Experiments

As friction is a function of velocity, continuous sinusoidal trajectories are preferred for

testing controllers with friction compensation. These trajectories effectively highlight the

abrupt nonlinear change in friction force with directional changes [101]. The two trajecto-

ries used in simulations and experiments are given in Equation (4.49) The first trajectory

is a smooth low frequency sinusoid and the second trajectory is a high frequency modu-

lated sinusoid. As the increase in frequency translates into increase in mechanical speed

of the servo valve, the trajectories will be referred to as low-speed and high-speed in the

rest of this paper.

xr e f 1 = si n (2πt ) ,

xr e f 2 = si n (10πt ) si n (0.2πt ) .
(4.49)

The controller parameters have been evaluated based on the model of the Hella VGT

Actuator. The physical parameters of this actuator and the controller gains are given in

(Appendix A).

4.4.5.1 Simulation results

As all states are available in simulation, a comparison of simulated and observed values

is easily possible. The values of β̂0, β̂1 and β̂2 start from an arbitrary initial condition,
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and they adapt dynamically to minimize the output feedback error. It should be kept

in mind that the parameters do not converge to their actual values, but act simply as

adaptive parameters. Figures 4.11 and 4.12 show the convergence of x1 to xr e f . Although

error is larger for high-speed perturbed trajectory as compared to low-speed trajectory,

it is clear in the second modulation cycle that as time progresses, the error continues

to diminish. From Figures 4.13, 4.14, 4.15, 4.16, 4.17 and 4.18, it can be seen that the

performances of velocity, current and friction observers improve in the same way as that of

the controller. Figures 4.19 and 4.20 show the adaptation of β̂0, β̂1 and β̂2. As can be seen,

the parameters quickly attain steady state values with the low-speed constant amplitude

trajectory. On the high-speed perturbed trajectory, the values continue to adjust with

variations in amplitude. As seen in controller and observer outputs, the overall errors

continue to diminish with each cycle.

Figure 4.11. Position Convergence, low-speed (Simulation)

4.4.5.2 Experimental results

The controller has been implemented using LabView. The design is complete output feed-

back, which means that only the position of the servo valve has been measured. The



4.4. BACKSTEPPING BASED ADAPTIVE OUTPUT FEEDBACK CONTROLLER 121

Figure 4.12. Position Convergence, high-speed (Simulation)

Figure 4.13. Velocity Observer low-speed (Simulation)
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Figure 4.14. Velocity Observer high-speed (Simulation)

Figure 4.15. Current Observer low-speed (Simulation)

experiments were conducted using the same reference trajectories and controller param-

eters as in simulations. The results have been presented in the following figures. The

adaptive controller works without any information of the friction parameters. Starting

from arbitrary values, the results show that the adaptive controller maintains the closed

loop performance very close to that obtained in simulations (Figures 4.21 and 4.22). It

can be seen that the position error is not significant in either the low-speed or the high-

speed trajectory. Figures 4.23 and 4.24 show the observed values x̂1 and x̂2. The observed

velocity is comparable to the simulation results. The current observer results can be seen

in Figures 4.25 and 4.26. As the test bench is equipped with current measurement, com-

parative results could be provided. It can be seen that the observed current x̂3 closely
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Figure 4.16. Current Observer high-speed (Simulation)

Figure 4.17. Friction State Observer low-speed (Simulation)

follows measured current x3. There exists some error in current observation due to PWM

frequency limitations and hardware imperfections. However, this error remains within a

5% margin. The observed values of z are shown in Figures 4.27 and 4.28. These values are

also comparable to simulations. As in simulations, the controller during experimentation

maintains the expected performance level as would be obtained with nominal parameter

values.

External perturbations and load variation have significant adverse effects upon controller

performance. By adding an adaptation term for TL, we have overcome this problem.

This has been verified by creating worst case flow conditions on the test bench, as per
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Figure 4.18. Friction State Observer high-speed (Simulation)

Figure 4.19. Parameter Adaptation low-speed (Simulation)
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Figure 4.20. Parameter Adaptation high-speed (Simulation)

Figure 4.21. Position Convergence, low-speed (Experimental)
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Figure 4.22. Position Convergence, high-speed (Experimental)

Figure 4.23. Observer Convergence (x1), low-speed (Experimental)
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Figure 4.24. Observer Convergence (x1), high-speed (Experimental)

Figure 4.25. Observed Velocity and Current, low-speed (Experimental)

the specifications of the manufacturer. The actuator specification indicates a maximum

continuous load torque equal to 600mN .m. As seen in Figure 4.29 that even in this extreme

condition, the controller adapts and the error does not exceed the performance margins.

Furthermore, the effect of temperature variation was also verified experimentally. It can

be seen in Figure 4.30 that the controller adapts to parametric changes due to temperature

variation and no significant deviation occurs in the error characteristics.

Finally, the controller was implemented on an industrial engine test bench to compare its

performance with the conventional PI controller usually programmed in modern Engine

Control Units (ECUs). The test bench consists of a commercial four cylinder turbocharged
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Figure 4.26. Observed Velocity and Current, high-speed (Experimental)

Figure 4.27. Observed Friction State, low-speed (Experimental)
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Figure 4.28. Observed Friction State, high-speed (Experimental)

Figure 4.29. Worst case condition (600mN.m Load Torque)
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Figure 4.30. Temperature Variation

diesel engine with EGR, running under an open ECU. The adaptive controller was imple-

mented in a secondary controller, forming a primary position control loop. The reference

trajectory was two part industrial benchmark, used by a commercial automotive valve

manufacturer. First, a step test to evaluates the positioning characteristics of valves and

their controllers. This test highlights the response time and overshoots of the system.

Then a linear tracking test evaluates the tracking characteristics, which are more close to

actual automotive application, since rates are limited in real engine operations to prevent

sudden changes which may damage the engine. The tests were carried out under two net

exhaust pressure levels of 2 bar (light load) and 3 bar (heavy load).The actual pressure

across the valve was pulsating. The effect of these pulsations on the valve is reduced by

mechanical damping, however the pulses cause significant load variation on the actuator.

The test results are presented in the following figures, for both light and heavy load con-

ditions. Figure 4.31 highlights that the presented adaptive controller provides a slight

improvement in the response time of the actuator, during the positioning test under light

load. The more significant aspect is that there are no overshoots and the position sta-

bilizes immediately upon reaching the desired position. The tracking test in Figure 4.32

shows that under light load, the adaptive controller follows the trajectory more accurately

as compared to the PI controller, with an important reduction in the tracking error. Un-

der heavy load, the better performance of the adaptive controller is more clear, as seen

in Figure 4.33. The difference between the response time of the two controllers is more
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significant, as the PI controller needs more time to stabilize. The overshoots also increase

in the PI controller as the loading pressure changes, while the adaptive controller shows

no overshoots in this case as well. Tracking under heavy load is also more smooth with

the adaptive controller, as shown in Figure 4.34. Together, these tests demonstrate that

the adaptive controller is suitable for industrial applications.

Figure 4.31. Positioning Response (Exhaust Pressure: 2 bar)

Figure 4.32. Tracking Response (Exhaust Pressure: 2 bar)
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Figure 4.33. Positioning Response (Exhaust Pressure: 3 bar)

Figure 4.34. Tracking Response (Exhaust Pressure: 3 bar)
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4.5 Summary

In this chapter, actuator control methods were discussed. First, three SOSMC algorithms

were studied, in order to evaluate their performance in presence of parametric uncertainty.

The control problem was to ensure reliable actuator operation in uncertainties. Different

sliding surfaces were used to control a mechatronic swirl actuator, along with different

second order sliding mode algorithms. The actuator was modeled and friction nonlin-

earities were incorporated in the physical model. Controller parameters were determined

through simulations. Differences were noticeable in simulation and experimental response

in terms of magnitude, but the performances matched qualitatively. While all controllers

performed well in tracking, chattering proved to be a nuisance in their application. The

closed loop system performed better in terms of response time and chattering when a sur-

face of relative degree 1 was used. Among control algorithms, the chattering phenomenon

was reduced significantly using the quasi-continuous controller and was almost negligible

when the super-twisting algorithm was applied. Both these controllers proved their worth

in terms of robustness as well. Hence sliding mode control proved to be an effective control

strategy in the presence of uncertainties.

Then, an adaptive backstepping based output feedback controller was presented for actu-

ator control, which is also applicable in cases where current dynamics cannot be ignored.

Dynamic adaptive laws compensate friction and load variations. The velocity is obtained

through uniform exact differentiation, which guarantees convergence in fixed time. Cur-

rent and friction states are obtained from observers. The convergence of the closed loop

system has been proven using a Lyapunov function based argument, which shows the local

asymptotic convergence of the system and observers. The controller has been tested on

a automotive servo valve in simulation and experiments using different position trajecto-

ries. The results have shown the effectiveness of the adaptive controller in absence of any

information on friction parameters. The controller is capable of dealing with high-speed

variations in positioning reference. Robustness property of the controller has been verified

by subjecting the actuator to temperature and external load variation. The results show

that the controller is indeed robust to these variations.

Both, types of controllers, sliding mode and adaptive, show better performance in robust-

ness tests, as compared to PI Controllers. Specially, they maintain their performance at
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varying temperatures. The adaptive control law is more calculation-extensive as compared

to sliding mode control, which is a problem in its implementation in commercial ECUs of

limited computational power. However, with the advent of DSP controllers, its advantages

may be exploited in the near future.



Chapter 5

VGT Aerodynamic Force Modeling

We now proceed to the next major part of this report: the estimation of aerodynamic force

on the VGT actuator. The working of a VGT was explained in Chapter 1; and it was

mentioned that this force is exerted on the VGT vanes by the exhaust gas flow [102]. This

force has a significant magnitude, which adds to the load on the VGT actuator. Hence

the effect of the aerodynamic force on the dynamics of the actuator and the air-path can

not be neglected. It needs to be taken into account in order to develop robust schemes for

VGT position control and air-path boost pressure control.

The estimation of this force as a function of turbine flow is difficult, as the actual flow

is three dimensional. However, in literature, compressor and turbine flow models are

mostly analytical and lumped volume (0D) models that depend on their characteristic

maps [103]. These models are simple but not accurate, and their application is limited

to estimation of exhaust pressure by considering engine dynamics, i.e. engine speed and

load or turbocharger speed [104, 105]. For the purpose of aerodynamic force estimation,

these models are not applicable since they do not consider the directional components of

exhaust gas flow. On the other hand, 2D or 3D models are too complex to be solved

by numerical analysis [106, 107]. Therefore, for a reasonably accurate estimation of the

aerodynamic force, 1D models of the turbine air-flow are essential to capture the directional

force components. The existing 1D models are limited to fixed geometry turbochargers

[108, 109].

135
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Figure 5.1. VGT with vane actuation mechanism

In this chapter, a tool is developed for the estimation of the aerodynamic force, based on

1D analysis and modeling of the turbine air-flow through a VGT. The flow characteristics

are modeled using 1D Navier Stokes equations and their numerical approximation are also

discussed. The force exerted on the vanes is estimated through finite element modeling of

the vane geometry and the net force is found as a function of number of vanes. The transfer

of the resultant net force to the actuator is then calculated by vectorial decomposition of

the force along the mechanical linkages between the actuator and the vanes.

5.1 Mechanism and Notations

The aerodynamic force depends on the exhaust gas flow characteristics inside the turbine.

However, in practice we only know the gas properties before it enters the turbine. There-

fore, in order to determine the pressure, density and temperature inside the turbine, the

gas flow through the turbine inlet vanes needs to be modeled. Once these variables are
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found, the torque acting on the turbine vanes can be calculated and the net force acting

on the actuator can be derived from force transfer analysis through the mechanical link-

ages. To be precise, the torque on the vanes is transferred to the crank and actuator via

two levers. The primary lever is connected to the actuator crank and the secondary lever

is connected to all the vanes through a unison ring. In Figure 5.1 an isometric view of

the turbine and linkage is shown. In order to facilitate the reading of this chapter, the

notations used to derive the one dimension flow model are tabulated as follows

Notations
α fluid inlet and outlet angle h0 total specific enthalpy

β blade inlet and outlet angle k blade clearance

βmet al camber line angle m arc length

δβ stagger angle M Mach number

δi incidence o length of blade opening

ρ fluid density p pressure

ζ pressure loses p0 total pressure

ζp pressure loses due to profile Q source terms

ζt pressure loses due to play Qext external forces

ζs pressure loses due to secondary effects r radius
−→−→σ tenser of constraints R perfect gas constant
−→−→τ f tenser of viscous constraints Re Reynolds number

a velocity of sound Re r e f reference Reynolds number

An channel cross section S cross sectional area.

As channel cross section at start s distance between vanes

Ao channel cross section at exit ∆s variation in entropy

c vane comber length T static temperature

CL lift coefficient T 0 total temperature

CD drag coefficient ∆t time interval

Cp specific heat at constant pressure −→
u normal to −→

m

e specific energy
−→
V velocity vector

ep maximum thicknesses of the blade Vm meridional velocity

e0 total specific energy Vu tangential velocity

Ec kinetic energy
−→
W velocity vector in reference frame

−→
F external force on the fluid v volume

h specific enthalpy Ω radius of curvature
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5.2 One dimensional CFD model

Let us review the geometry of VGT system. In Figure 5.2 the VGT vanes are shown

in both their open and closed positions. These vanes are actuated by a linear actuator

Figure 5.2. VGT Vanes, closed and open

which is connected to them via a crank and unison ring. The unison ring is a mechanical

assembly which moves all these vanes together i.e. all vanes can be opened and closed

together through this assembly. In Figure 5.3 a turbocharger is shown along with the

moving mechanism.

5.2.1 Hypothesis and problem formulation with Navier-Stokes equations

The Navier-Stokes equations can be used to model the aerodynamic force exerted by the

exhaust gases coming from the exhaust manifold and passing through the turbocharger.

These equations are derived from the generalized Euler equation and they represent the

conservation laws for mass, energy and momentum of the fluid in all directions. The

Navier-Stokes equations can be reformed to obtain 1D model of the fluid with some as-

sumptions on the fluid’s direction of flow. The velocity vector for fluid is
−→
V = [Vm Vu Vl ]T

with condition that the velocity of the fluid in the vertical direction is zero Vl = 0. Hence-

forth, we get the following equation
Ñ

d v =
ˆ

Sdm (5.1)

The term S is the cross section of the channel through which the gas passes, and d v =
dm du dl is an elementary volume. m, u and l represent respectively, the meridional,
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Figure 5.3. VGT mechanical diagram

tangential and vertical axes of the fluid flow, as explained in Figure (5.4).

For the perfect gas the tensor for the viscous forces can be consider as equal to zero

Figure 5.4. Velocity components of air-flow through a vane

i.e.
−→−→τ f =

−→−→
0 . Additionally, for initial development of Navier-Stokes equations, it is consider
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that external source terms are zero. They will be introduced in the model later on. Under

these assumptions, the following mathematical properties are established for an arbitrary

function x, velocity
−→
V and :

di v(
−→
V ) =

1

S

∂SVm

∂m

−−−−→
g r ad(x) =




∂x

∂m

0

0




−−→
r ot (

−→
V )∧−→

V =




−
Vu

r

∂r Vu

∂m

Vm

r

∂r Vu

∂m

0




−−−−→
g r ad(

V 2

2
) =




Vu
∂Vu

∂m
+Vm

∂Vm

∂m

0

0




d x

d t
=

∂x

∂t
+−→

V ·
−−−−→
g r ad(x)

d
−→
V

d t
=

∂
−→
V

∂t
+ r ot (

−→
V )∧−→

V +
−−−−→
g r ad

(
V 2

2

)

(5.2)

5.2.2 Model derivation

A physical interpretation of 1D flow models is the study of fluid flow in a thin tube or a

narrow channel. This permits us to analyze the properties of the fluid; velocity, density

and energy change only along the tube or the channel. The law of conservation of mass

for a fluid can be derived from the Navier-Stokes equation. The equation is also known as

the continuity equation and it is given below [110]

Ñ(
∂ρ

∂t
+di v

(
ρ~V

))
d v = 0 (5.3)

By using Equation (5.1), we get

ˆ (
∂Sρ

∂t
+Sdi v

(
ρ~V

))
dm = 0 (5.4)



5.2. ONE DIMENSIONAL CFD MODEL 141

In the differential form, this equation becomes

∂Sρ

∂t
+
∂SρVm

∂m
= 0 (5.5)

The terms ρ and Vm are the density and meridional velocity of the fluid, respectively. The

momentum equation is based on the principle of conservation of momentum, as follows:

Ñ
dρ

−→
V

d t
d v =

Ñ
ρ
−→
F d v +

Ñ
1

ρ

−−−−→
g r ad(p)+

1

ρ
di v(

−→−→τ f )d v (5.6)

Let us rewrite this equation in one dimensional form, by using Equation (5.1).

ˆ

dρS
−→
V

d t
dm =

ˆ

Sρ
−→
F dm −

ˆ

−−−−→
g r ad(Sp)dm (5.7)

which implies:

∂Sρ
−→
V

∂t
=−Sρ.r ot (

−→
V )∧−→

V −ρS.
−−−−→
g r ad

(
V 2

2

)
−S.

−−−−→
g r ad(p)−−→

V
∂Sρ

∂t
(5.8)

In the derivation, we assume that Vl = 0, i.e. the fluid has only tangential Vu and merid-

ional Vm velocity components. Therefore, the momentum equation (5.8) obtained by the

equivalent meridian velocity (velocity of fluid in the direction of fluid flow) is given as

∂SρVm

∂t
+
∂Sρ

(
p

/
ρ+V 2

m

)

∂m
= Sρ

V 2
u

r

∂r

∂m
+p

∂S

∂m
(5.9)

The momentum equation (5.8) for the tangential component of the velocity is given as

∂SρVu

∂t
+
∂SρVmVu

∂m
=−Sρ

VmVu

r

∂r

∂m
(5.10)

Figure 5.5 shows the direction of fluid through a variable geometry turbocharger. Carte-

sian components of the velocity are also shown in this figure. The direction of air flow at

the turbine outlet is perpendicular to the flow at inlet. In this figure, m is the meridian

coordinate and r is the radius of the fluid channel. The conservation of energy, like con-

servation of mass and momentum, represents that total energy in a fluid remain constant.

The total energy of the fluid can be obtained by integrating it in all directions

Ñ
ρ

de0

d t
d v =

Ñ
ρ
−→
F .

−→
V d v+

Ñ
−di v

(
p
−→
V

)
−
−−−−→
g r ad(p).

−→
V +di v(

−→−→τ f ).
−→
V +

−→−→τ f .
−−−−→−−−−→
g r ad(

−→
V )d v+Qext

(5.11)

The energy balance equation can be obtained by using Equation (5.1):

ˆ

ρS
∂e0

∂t
dm =

ˆ

ρS
−→
F .

−→
V dm −

ˆ

S.di v
(
p
−→
V

)
+S

−−−−→
g r ad(p).

−→
V dm −

ˆ

ρS
−−−−→
g r ad(e0).

−→
V dm

(5.12)
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Figure 5.5. Exhaust gas flow through VGT

Let us rewrite this equation in the differential form by using the mathematical derivations

given in equation set (5.2).

∂

∂t

(
Sρe0

)
+SρVm

∂e0

∂m
+e0 ∂SρVm

∂m
+VmS

∂p

∂m
+S

∂pVm

∂m
= 0 (5.13)

With further simplifications, we obtain

∂

∂t

(
Sρe0

)
+
∂SρVm

(
p
ρ +e0

)

∂m
= 0 (5.14)

Finally, we get the following equation for energy of the fluid

∂Se0ρ

∂t
+
∂SρVmh0

∂m
=−SρΩ

VmVu∂r

∂m
(5.15)

where e0 and h0 are the total energy and enthalpy of the fluid. Equations (5.5), (5.9),

(5.10) and (5.15) can be combined together and can be written in the non-dimensional

vector form
∂U

∂t
+

∂E

∂m
=Q (5.16)

where U , E and Q are conservative variable vector, flux vector and the source term vector

respectively. In the vector from these terms are given as

U =




ρS

ρVmS

ρVuS

ρe0S




, E =




ρVmS
(
p +ρV 2

m

)
S

ρVmVuS

ρVmh0S




, Q =




0

Sρ
VuWu

r

∂r

∂m
+p

∂S

∂m

−Sρ
VmVu

r

∂r

∂m

−SρVmVuΩ
∂r

∂m




(5.17)
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Let U = [U0 U1 U2 U3]T , then the conservative flux vector E can be written as a function of

components of the vector U . By rewriting the flux vector, we get

E0 = U1

E1 =
(
γ−1

)
(
U3 −

1

2

(
U 2

1

U0
+

U 2
2

U0

))
+

U 2
1

U0

E2 =
U1U2

U0

(5.18)

Next, we develop E3, the last term of vector E . The total enthalpy h0 of the fluid can be

written as a function of its total kinetic energy at that particular point

h0 = e0 +
p

ρ
(5.19)

with total energy e0

e0 =Cv T +
1

2
V 2 (5.20)

where Cv , t and V are the specific heat at constant volume, temperature of the gas and

the sum of its meridional and tangential velocities, respectively. By using the perfect gas

equation
p

ρ
= r T and Cv =

r

γ−1
, with γ and r are specific heat ratio and universal gas

constant

e0 =
1

(γ−1)

p

ρ
+

1

2
(V 2

m +V 2
u ). (5.21)

By introducing the expression related to the sound velocity, a2 =
γp

ρ
, in equation (5.21),

the total energy will become

e0 =
a2

γ(γ−1)
+

1

2
(V 2

m +V 2
u ). (5.22)

The total kinetic energy of the fluid for the both tangential and meridional components

of velocities is given by

1

2
(V 2

m +V 2
u ) =

1

2

((
U1

U0

)2

+
(

U2

U0

)2)
. (5.23)

With h0 = e0 +
p

ρ
, we get

p =
(
γ−1

)
(
U3 −

1

2

(
U 2

1

U0
+

U 2
2

U0

))
(5.24)
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Finally the conservative flux vector E can be represented as a function of U by the following

expression

E =




U1

(
γ−1

)
(
U3 −

1

2

(
U 2

1

U0
+

U 2
2

U0

))
+

U 2
1

U0

U1U2

U0(
γU3 −

γ−1

2

(
U 2

1

U0
+

U 2
2

U0

))
U1

U0




(5.25)

In order to find a numerical solution of equation (5.16), the Jacobian flux vector A needs

to be calculated. For this, the flux vector E needs to be written as a function of U . The

Jacobian vector is obtained by taking the partial derivatives of E with respect to U [106],

i.e A =
∂E

∂U
, we get

A =




0 1 0 0(
γ−3

)
V 2

m +
(
γ−1

)
V 2

u

2
−

(
γ−3

)
Vm −

(
γ−1

)
Vu γ−1

−VmVu Vu Vm 0
(
γ−2

2

(
V 2

m +V 2
u

)
−

a2

γ−1

)
Vm

a2

γ−1
−

2γ−3

2
V 2

m −
V 2

u

2
−

(
γ−1

)
VmVu γVm




(5.26)

5.2.3 Source terms

The source terms in the Euler equations are used to represent the influence of the blade

rows and the flow-path on the fluid. The source terms vector Q is the vector of all

contributions which were initially neglected in the derivation. It may be further divided

into four distinct categories by their physical meanings

Q =Qg +Qb +Q f +Qc (5.27)

where Qc is the cooling source term and it is neglected in this derivation i.e. Qc = 0. The

other terms, for example Qg , Qb and Q f are the source terms due to the geometry of the

volute, impeller blade force and viscous friction, respectively. These terms are described

below.

5.2.3.1 Geometry of the flow-path

The source term Qg , represents the variation in fluid velocities and pressure drop across

the exhaust air flow-path. The air flow direction through the vein between the exhaust
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manifold and the turbocharger is shown in Figure 5.5, where r represents the mean-line

radius. This term can be obtained by considering the right hand side of equations (5.5),

(5.9), (5.10) and (5.15). The final form of geometrical source term is given by

Qg =




0

Sρ
VuVu

r

∂r

∂m
+p

∂S

∂m

−Sρ
VmVu

r

∂r

∂m

0




(5.28)

5.2.3.2 Evaluation of the output angle

The turbine impeller and the VGT vanes, both modify the fluid angle by directing it from

their leading edge to the trailing edge, as seen in Figure 5.7. Fluids angles α and β are

defined as follows: The rotating blades of the impeller change the angle β, while the VGT

Figure 5.6. Velocity triangle

vanes change the angle α. Representing the flow velocity ate the output in terms of mach

as M2, the following model has been proposed in [111] for evaluating the output angle of

the fluid:

• For M2 < 0.5: the output angle is determined by the nomogram 5.8.

• For 0.5 < M2 < 1, a linear transition is carried out.
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• For M2 = 1 we get: α2 =−cos−1

(
As

Ao

)
.

+ −

+−

Camber line

γ

β1

c
a

o

te

bt

β2

β2

s
β1

Figure 5.7. Blade geometry

Figure 5.7 notations for VGT Vane

a tip to maximum camber distance b maximum camber

c chord length γ Mach number

s maximum inter-vane distance o opening inter-vane distance

t maximum width te width at exit

β1 angle of attack β2 angle of attack at exit

5.2.3.3 Blade source terms

This term is implemented to represent the isentropic influence of blade rows. The force

applied by the blades onto the fluid can be deduced from the knowledge of the velocity

triangles, see Figure 5.6. An angular momentum balance over the blade row provides the

tangential component of the blade force. Here we have used the tangential velocities along

the blade deflection induced by the given component for Ṽu i .

Ṽu i =
Vm i

t an (αi )
, (5.29)

where αi is the angle of the fluid with respect to blade comber line. The index i comes

from the discretization of the blade in finite number of elements, as presented in Figure

5.9 . By writing the Euler equation and the equation of variation in energy, we get
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Figure 5.8. Gas outlet angles vs. cos−1(o/s) (straight back blades operating at low mach numbers)

Figure 5.9. Finite element division of VGT vane
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ri Fbu iΩ=
(
riΩṼu i − ri−1ΩVu i−1

) qm

Si (mi −mi−1)
, (5.30)

where Ω is the angular velocity of the blades and Fbu i is the blade force in the tangential

direction, given by

Fbu i =
(
ri 1Ṽu i − ri−1Vu i−1

) qm

Si ri (mi+1 −mi−1)
. (5.31)

The forces acting on the blade are perpendicular to the referential velocity
−→
W . Henceforth,

it can be assumed that the axial and tangential forces do not generate losses

Fbm i Wm i +Fbu i Wu i = 0, (5.32)

where Wm is the relative velocity vector. By analyzing the velocity triangles for the

fluid through the single stage turbocharger, it can be deduced that in the meridional

direction relative meridional velocity is equal to the absolute velocity, thence Wm i =Vm i .

Therefore, the blade force in the meridional direction is given by

Fbm i =−Fbu i
Wu i

Vm i
. (5.33)

The source term related to the action of impeller blade on the turbocharger vanes is given

below

Qb i =




0

Fbm i Si

Fbu i Si

ri ΩFbu i Si




. (5.34)

5.2.3.4 Pressure losses

As described previously, the source term obtained from friction depends upon the pressure

losses in the turbocharger. These losses are mainly due to the turbine geometry, play in

its components and some secondary effects. In [111], two different methods are presented

to determine these losses. These methods are described below

Interpolation based method

The pressure losses in the vanes increase with the increase in tip clearance in a blade

row of a turbine, which results in a decrease of turbine efficiency. The gas mass flow and
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the power output corresponding to a fixed turbine speed and pressure ratio also change.

Typical profile losses on conventional blades intermediate between nozzle and impulse

blades may be interpolated in the following manner

ζp =
(
Yp(β1=0) +

(
β1

α2

)2 (
Yp(β1=−α2) −Yp(β1=0)

))( ep

0.2c

)
, (5.35)

where ep is the pitch to chord ratio. The term Yp represents the profile losses at different

inlet angles for blades. These losses are determined through the mapping between inlet

and outlet angles for both the blade and fluid: and the profile. Stodola quoted a simplified

method to determine the losses associated with the tip clearance. The formula to determine

clearance losses is given by

ζt = 6.26
k1.4

hc
, (5.36)

where hc is the blade hight and k is the radial clearance. In this approach the secondary

losses are neglected, therefore we considered that

ζs = 0. (5.37)

Angle ratio based method

In this method, the profile losses are determined with more sophisticated and more precise

model. It depends upon the ratio of angles α2 and β1 presented in Section (5.2.3.2), as

explained in [108] and [111].

ζp (δi=0) =
(
Yp(β1=0) +

(
β1

α2

)2 (
Yp(β1=−α2) −Yp(β1=0)

))( ep

0.2c

)− β1
α2 (5.38)

with Yp(β1=0) and Yp(β1=−α2) are obtained from the maps between pitch to chord ratio and

profile loss coefficient. The pressure losses due to blade tip clearance ζt is given by the

following equation

ζt = 0.5
k

hc

(
CL

s
c

)2 cos (α2)2

cos (αm)3
(5.39)

where CL is the lift coefficient. The term αm is the mean gas angle. Its expression for this

angle is given in [110]

ζs =λ

(
CL

s
c

)2 cos (α2)2

cos (αm)3
(5.40)
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with λ= f




(
A2

A1

)2

1+ I .D
O.D


 is the ratio of drag and lift coefficient. It can also be mapped by

the ratio of inlet and outlet flow area

Here I .D = r −
hc

2
and O.D = r +

hc

2
. The inlet and outlet flow area depends on the blade

inlet and the fluid outlet angle

A1 = An 0cos
(
β1

)

A2 = An 2cos (α2) (5.41)

The ratio
CL

s
c

can also be represented as a function of fluid inlet, outlet and mean angle.

So, its expression in equation (5.40) can be replaced by following equation

CL
s
c

= 2(t an (α1)− t an (α2))cos (αm) (5.42)

5.2.3.5 Friction source terms

In the Euler equations, the entropy production is due to a separate distributed friction

force F f in the momentum equations. This force causes the loss in fluid pressure when it

moves through the channel. The pressure drop due to this friction may cause the variation

in momentum and energy loss in the fluid. This friction force is aligned with the relative

velocity by the following expression. The negative sign indicate that it has the opposite

direction

−→
F f =−

∣∣∣−→F f

∣∣∣
−→
W∣∣∣−→W

∣∣∣
(5.43)

The change in entropy of the fluid can be represented by the following formula

∆s =−R ln (1−ζ) (5.44)

where R is the gas constant and ζ represents the pressure losses due to profile, play in the

turbine geometry and secondary effects. The force related to these losses can be evaluated

from the Gibbs relation, which is given below

∣∣∣−→F f

∣∣∣= ρT
∆s

∆m
(5.45)

To obtain the source term that contains the momentum and energy equations can be

determined from the axial and tangential components of the friction force.
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F f m = ρT
R ln (1−ζ)

∆m

Vm√
V 2

m + (Vu − rΩ)2
(5.46)

where ∆m is the small step size in the meridional direction. The tangential component of

the force is given by

F f u = ρT
R ln (1−ζ)

∆m

Vu − rΩ
√

V 2
m + (Vu − rΩ)2

(5.47)

The source term related to friction forces is given by the following expression

Q f i =




0

F f m i Si

F f u i Si

ri ΩF f u i Si




(5.48)

5.3 Numeric resolution of 1D Navier Stokes Equations

The objective of this solver is to calculate the point force exerted by the gas on the vanes,

and then to find out the total force experienced by the actuator. Let us recall equation

(5.16), which represents fluid flow in matrix form

∂U

∂t
+

∂E

∂m
=Q,

which can be written as

∂U

∂t
+ A

∂U

∂m
=Q, (5.49)

where A =
∂E

∂U
is the Jacobian of E . This equation will be discretized in order to solve it

numerically.

As explained in [110, 108], in order to guarantee the convergence of the solver, the positive

and negative components of the vector flow A need to be separated. This is achieved by

separating the jacobian of E in two matrices, one composed of positive eigenvalues A+ and

the other composed of negative eigenvalues A−.
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Starting first by the diagonalization of A, we suppose that there exists a matrix X and a

diagonal matrix D such that AX = X D, with

D =




Vm

Vm

a +Vm

−a +Vm




, (5.50)

where a is the velocity of sound. Let D+ and D− be the matrices composed respectively

of positive and negative eigenvalues of A. In our case, the flow is subsonic, i.e. Vm < a.

Therefore we get

D+ =




Vm

Vm

a +Vm

0




, D− =




0

0

0

−a +Vm




. (5.51)

Let A+, A−, E+, E− given as

A+ = X D+X −1,

A− = X D−X −1,

E+ = A+U ,

E− = A−U ,

(5.52)

The explicit value of E+ and E−are given as follows

E+ =




ρ

2γ
(−a +Vm)

ρ

2γ
(−a +Vm)2

ρ

2γ
(−a +Vm)

ρ

4γ

(
V 3

m −3V 2
m a +2

γa2Vm

γ−1
+V 2

u (−a +Vm)−2
a3

γ−1

)




,

E− =




ρVm +
ρ

2γ
(−a +Vm)

(
ρ−

ρ

2γg

)
V 2

m +
aρVm

γg
+
ρa2

2γg(
ρ−

ρ

2γg

)
VuVm +

ρVu a

2γg
ρ

4γ

(
(2γg −1)V 3

m +
(
(2γg −1)V 2

u +2
γg a2

γg −1

)
Vm +·· ·

· · ·+V 2
u a +2

γa2Vm

γ−1
+V 2

u (−a +Vm)−2
a3

γ−1

)




,

(5.53)
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It is clear that in the supersonic case, i.e. Vm > a, we have D+ = D et D− = 0. This implies

that

A+ = A, A− = 0, E+ = E , E− = 0.

5.3.1 Numerical Resolution

Once the matrices have been calculated, we need to determine an appropriate numeric

solver for the partial differential equation. This requires discretization of time as well as

space. In each iteration, the vector U will be calculated at all discrete nodes of each vane.

The nodes together form a finite element mesh representing a vane.

The operator
∂U

∂t
is estimated by

∂U

∂t
≈

∆U

∆t
=

U (n+1) −U (n)

∆t
,

where ∆t is the discretization time, and U (n) is the value of the vector U calculated at the

time n∆t . As mentioned before, E is expressed in the form E = E++E−, in order to ensure

solver convergence. This implies that

∆U

∆t
=−

∂

∂m

(
E++E−)

+Q, (5.54)

where the approximation of
∂E+

∂m
backward difference and the approximation of

∂E−

∂m
re-

quites forward difference, explained in Table (5.1).

These methods can be formulated by explicit and implicit formulations [112]. In explicit

methods, the vector U (n+1) is estimated from precedent values only, i.e. U n , Qn , E n , as

shown in the following equation

U (n+1) −U (n)

∆t
=−

(
∂E

∂m

)(n)

+Q(n). (5.55)

On the other hand, implicit methods estimate the vectors U , Q, E together, for the instance

n +1, using the value of U calculated in the preceding iteration. These methods, as shown

in the following equation, are more complicated, yet more precise than explicit methods

U (n+1) −U (n)

∆t
=−

(
∂E

∂m

)(n+1)

+Q(n+1) (5.56)
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Method Notation

First order
forward difference

FOF D(Xi )
∂Xi

∂m
=

Xi+1 −Xi

mi+1 −mi

First order
backward difference

FOBD(Xi )
∂Xi

∂m
=

Xi −Xi−1

mi −mi−1

Second order
forward difference

SOF D(Xi )

∂Xi

∂m
=

−α(α+2)Xi + (α+1)2Xi+1 −α(α+1)Xi+2

−α(α+1)(mi+1 −mi )
,

α=
mi+2 −mi+1

mi +1−mi

Second order
backward difference

SOBD(Xi )

∂Xi

∂m
=

α(α+2)Xi − (α−1)2Xi+1 +α(α+1)Xi−2

−α(α+1)(mi+1 −mi )
,

α=
mi−1 −mi−2

mi −mi−1

Table 5.1: Numerical differentiation algorithms

5.3.1.1 Explicit method

Consider Equation (5.55), and let Imax , the last node of the vane mesh (0 being the index

of the first node), the problem can be resolved using either first or second order numerical

estimation:

U (n+1)
i

=U (n)
i

+∆t
(
Q(n)

i
−FOBD(E+(n)

i
)−FOF D(E−(n)

i
)
)

,

i = 1, · · · , Imax −1,

U (n+1)
i

=U (n)
i

+∆t
(
Q(n)

i
−SOBD(E+(n)

i
)−SOF D(E−(n)

i
)
)

,

i = 1, · · · , Imax −1,

(5.57)

5.3.1.2 Implicit method

Using Taylor expansion, Equation ((5.56) is simplified as

∆U

∆t
+

∂

∂m

(
E (n) +

∂E (n)

∂U
∆U

)
−

(
Q(n) +

∂Q(n)

∂U
∆U

)
= 0 (5.58)

where ∆U =U (n+1) −U (n).

Considering the Jacobian of Q, B =
∂Q

∂U
, we obtain the following implicit form:

(
I +∆t

(
∂A(n)

∂m
−B (n)

))
∆U =∆t

(
∂E (n)

∂m
−Q(n)

)
(5.59)

The index (n) is no longer explicit and ∆U will be expressed in terms of elements calculated



5.3. NUMERIC RESOLUTION OF 1D NAVIER STOKES EQUATIONS 155

in previous iteration. Rewriting this equation in form of matrix sums,

(
I +∆t

(
∂

∂m

(
A++ A−)

−B

))
∆U =∆t

(
∂

∂m

(
E++E−)

−Q

)
. (5.60)

Using first order backward difference for A+ and E+, and first order forward difference for

A− et E−, we obtain for i = 1, · · · , Imax

(
I +∆t

(
A+

i
− A+

i−1

mi −mi−1
+

A+
i+1

− A+
i

mi+1 −mi
−Bi

))
∆U =∆t

(
E+

i
−E+

i−1

mi −mi−1
+

E+
i+1

−E+
i

mi+1 −mi
−Qi

)
. (5.61)

We have considered: ∆m+ = mi −mi−1 and ∆m− = mi+1 −mi . This implies that

−
(

∆t

∆m+ A+
i−1

)
∆Ui−1 +

(
I +∆t

(
A+

i

∆m+ −
A−

i

∆m− −Bi

))
∆Ui−1

+
(

∆t

∆m− A−
i+1

)
∆Ui+1 =∆t

(
E+

i
−E+

i−1

mi −mi−1
+

E+
i+1

−E+
i

mi+1 −mi
−Qi

)
.

(5.62)

Let us define

AMi = −
∆t

∆m+ A+
i−1,

A Ai = I +∆t

(
A+

i

∆m+ −
A−

i

∆m− −Bi

)
,

APi =
∆t

∆m− A−
i+1,

RHSi =
E+

i
−E+

i−1

mi −mi−1
+

E+
i+1

−E+
i

mi+1 −mi
−Qi .

(5.63)

The equation (5.61) can be rewritten in the following compact form:

AMi∆Ui−1 + A Ai∆Ui + APi∆Ui+1 = RHSi

From here, the problem is reduced to calculating Imax linear equations with Imax un-

knowns, i.e.




A A0 AP0

AM1 A A1
. . .

. . .
. . .

. . .

. . .
. . .

. . .

. . . A AImax−1 APImax−1

AMImax
A AImax




·∆U =




RSH0 − AM0

RSH1

...

...

RSHImax−1RSHImax
− APImax

.




(5.64)
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This system can be solved easily for ∆U , and then for U (n+1), we get:

U (n+1) =U (n) +∆U .

It can be seen that AM0 and APn of Equation (5.64) are the boundary conditions, hence

known. According to the stability theory presented in [108], for subsonic flow, static

density needs to be imposed on the upstream, static pressure on the downstream and

static fluid speed in both sides. The other variables can be interpolated:





ρ0 imposed

Vm 0 imposed

Vu 0 imposed

p0 = 2p1 −p2





ρi max = 2ρi max−1 −ρi max−2

Vm i max =Vm i max−1Vm i max−2

Vu i max =Vu i max−1Vu i max−2

pi max imposed

The calculation ends when the residual of
∂U

∂t
becomes inferior to a certain threshold.

As their exist many definitions for this residual, we consider the maximum and average

residuals:

r esmax = max




∣∣∣∣∣∣

U (n+1)
i , j

−U (n)
i , j

U (n)
i , j

∣∣∣∣∣∣


 ,

r esav g =
1

4Imax

Imax∑

i=0

3∑

j=0




∣∣∣∣∣∣

U (n+1)
i , j

−U (n)
i , j

U (n)
i , j

∣∣∣∣∣∣


 .

(5.65)

5.4 Calculation of aerodynamic force on the actuator

Once the calculation is terminated; the resultant vector U allows us to calculate the

physical quantities, like Vu , Vm , ρ, on the blades. The meridian and tangential forces on

the finite elements of the vanes are then calculated as follows

dFu(m) = ρ(m)Vm(m)hs(m)
∂Vu

∂m
dm,

dFm(m) = ρ(m)Vm(m)hs(m)
∂Vm

∂m
dm,

(5.66)
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Figure 5.10. Forces on the vane

where h et s are the height and distance between two vanes.

The total torque acting on the vanes is then obtained by integrating the force on each

finite element. The resultant net torque is the sum of the torques on each vane, i.e. the

cross product between the displacement ~r and vector sum of the meridian and tangential

forces ~F

~τ=
n∑

i=1

~riΛ
~Fi . (5.67)

This torque is transferred to the actuator shaft through the mechanical linkages. In order

to find a mathematical relationship for this transfer as a function of the actuator position,

let us consider a unit net torque (1N.m) to obtain a generalized expression.

5.4.1 Relation between crank handle angle and actuator position

Let A be the position of the rotation axis of the crank handle (in 2D, with the direction

Y oriented along the crank handle axis towards the center of the turbine). We measure:

x(A) = 1.433 and y(A) =−27.308.

Let B be the position of the point where the actuator shaft enters the actuator, and where

the actuator allows small rotations in the shaft to accommodate the crank handle rotation.

x(B) =−100.212 and y(B) = 4.602,
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Also, let C be the point of connection between the crank handle and actuator shaft. We

take

L = ‖ ~BC‖, L1 = ‖ ~AC‖,

In Figure 5.11 geometrical position of the actuator and the crank are shown to determine

the relationship between crank handle angle and the actuator position.

Figure 5.11. Physical positions of primary lever pivot point (A), crank rotation axis (C) actuator
position (B)

√
x ′(C )2 + y ′(C )2 = L1 = 15.895,

L =
√

x ′′(C )2 + y ′′(C )2,

tan(δ) =
x ′(C )

y ′(C )

with

x ′(C ) = x(C )−x(A), y ′(C ) = y(C )− y(A),

x ′′(C ) = x(C )−x(B), y ′′(C ) = y(C )− y(B),
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and

δ= γ+ar ct an

(
1.433

−27.308

)
,

where γ is the angle of the crank handle measured when the vanes are closed.

5.4.2 Relation between crank handle angle and lever direction

Let θ be the crank handle angle, and β be the angle of vane levers. These are shifted, and

vary equally:

β= θ−b3,

where b3 is the direction of levers, measured when the vanes are closed. In our case, the

aerodynamic force tends to open the vanes:

β= θ−7.456.

5.4.3 Relation between the levers and unison ring

Let us define r2 as the radial position of the point of contact between the unison ring and

the ”secondary lever” of the crank handle, and r3 as the radial position of the point of

contact between the unison ring and any vane lever. The maximum values of r2 and r3 are

r20 and r30 respectively, both obtained when the direction of the secondary lever is purely

radial to the unison ring. We obtain the following relationships:

r2 = r20 −2r20 tan(
β

2
)si n(

β

2
),

r3 = r30 −2r30 tan(
β

2
)si n(

β

2
).

5.4.3.1 Total torque on the rim

The total torque on the rim of the unison ring can be found by

Tr i m = n
r3

L3
cos(ϕ3 −α+θ),
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with:

n: number of vanes

α: displacement angle of the crank handle, same as levers

L3: length of vane levers

ϕ3:angle of contact between levers and unison ring.

In Figure 5.12, different dimensions of the turbocharger are shown to determine the angle

of each part associated with actuator.

Figure 5.12. Turbocharger geometry with all dimensions

5.4.3.2 Net torque on the crank handle

The net torque on the crank handle can be found by

Tcr ank = Tr i m
L2

L3
cos(ϕ2 −α+θ),

where L2 is the length of the ”secondary lever” of the crank handle and ϕ2 is the angle

between the secondary lever and the unison ring.
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5.4.4 Angle between the Crank Handle and Actuator Shaft

Let ξ be the direction of the Shaft:

ξ= ar ct an(
x ′′(C )

y ′′(C )
).

Let ψ be the angle between the shaft and the ”primary lever” of the crank handle, i.e.

between segments BC and AC :

ψ= δ−ξ,δ= arctan(
x ′(C )

y ′(C )
).

Force on actuator:

Finally, the force acting on the actuator is obtained as

Lr od =
1000Tcr ank

L1

∣∣∣∣
cos(a0 −α+θ)

sin(ψ)

∣∣∣∣ .

where a0 is the angle between the axis of the actuator shaft and the normal of the primary

lever, when the vanes are open.

5.5 Model validation

The engine testing was carried at the ”R&D moteurs” facilities with the DV6TED4 engine,

equipped with GT1544V turbocharger from Honeywell GARRETT with a force sensor in-

stalled on the actuator shaft. Data acquisition was done in two modes: slow acquisition

(sampling frequency of 10 hz) and medium acquisition (sampling frequency of 1000 Hz)

on an AVL system. The aerodynamic force estimate was obtained by implementing the

calculations discussed in this chapter in Solver 1D. In this section, comparative results

between the estimated and measured force are discussed, along with the turbine inlet

pressure measured in the engine and estimated through the 1D Model.

A simulation tool was developed in QtCreator, in which, the 1D flow model was imple-

mented in form of C++ class libraries. The graphical user interface of this tool is shown

in Figure 5.13. It is used to configure the initial conditions of the model, i.e. the initial

temperature and pressure at the turbine inlet, its speed and vane opening position.
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Figure 5.13. A Simulator based on C compiler code to solve 1D flow equations

In Figure 5.14 different outputs of the code are shown in the graphical form. The outputs

of the simulator are tangential and meridional components of velocities and forces, torque

on the vanes, the pressure in the turbine and force acting on the actuator due to turbine

pressure etc.

The comparison results between estimated and measured turbine inlet pressure are

shown in Figures 5.15 and 5.16. The error is around 20% when losses are not included in

the calculations and less than 10% when they are included. It can be seen that the results

deviate at larger actuator displacements. This is because when the vane is nearly closed,

the small throat area causes high turbulence in the actual airflow, which is not taken into

account in the calculations.

Figures 5.17 and 5.18 show the comparison of the actuator force at different engine loads.

It can be seen that the pressure losses play an important part in the estimation of aerody-

namic force. The addition of losses improves the correlation between the estimated result

and the experimental result. The minor deviation in these results can be attributed to the

distribution of mechanical tolerances between the mechanisms.
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Figure 5.14. Output results of the QtCreator simulator

5.6 Summary

A 1D turbine airflow model was developed in order to estimate the aerodynamic force

exerted by the exhaust gas flow on the VGT vanes. The model was discretized in order

to facilitate its implementation, and numerical approximation of its partial derivatives

was also discussed. Then, the aerodynamic force was estimated on the VGT vanes and

transferred to the actuator shaft, in order to obtain its influence on the actuator. The

model was used to develop a simulation tool for prediction of the aerodynamic force as

well as the internal mass-flow states of the turbine. Experimental validation shows that

the tool predicts the aerodynamic force accurately. However, the estimation of turbine

inlet pressure requires detailed modeling of turbulent air-flow at narrow apertures. The

transition response of the simulator has not been studied yet. This simulation tool can be

used to study the effect of the aerodynamic force on the air-path control and to develop

robust controllers that can successfully counteract it.
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Figure 5.15. Comparison of turbine inlet pressure, Engine: 2000RPM, 100Nm

Figure 5.16. Comparison of turbine inlet pressure, Engine: 2000RPM, 150Nm
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Figure 5.17. Comparison of aerodynamic force on actuator, Engine: 2000RPM, 100Nm

Figure 5.18. Comparison of aerodynamic force on actuator, Engine: 2000RPM, 150Nm





Conclusion and Perspectives

Overview

The need of system modeling and simulation tools has increased in the automobile in-

dustry, due to intense competition and strict quality regulations. These simulation tools

need to maintain the physical structure of the overall system represent the interaction

between their subsystems as well as that with other systems. This thesis addressed the

issues related with modeling and simulation of the engine air-path, which is responsible

for the management of the intake and exhaust air quality and quantity.

The study was focused on diesel engine air-paths, as they are more complex than their SI

engine counterparts. The structure of a typical engine air-path was presented, and its key

subsystems were introduced. It was shown that the reciprocating process of diesel engines

and its resultant pulsations in the air-path need to be modeled. A suitable discrete event

model was identified for inclusion in air-path simulation. Then, the mass-flow charac-

teristics in different sections and between different subsystems, specially VGT and EGR,

were described. Finally, using these developments, an air-path simulator was developed in

AMESim.

In the next part of this thesis, the importance of modeling of actuation systems was

discussed. These actuation systems are used in precise control of different air-path subsys-

tems, such as VGT and EGR. This study was focused on mechatronic actuators. Based on

experimental results of commercial actuators, a generic nonlinear dynamic model was de-

veloped that could be parameterized to fit specific mechatronic actuator. Friction and

temperature effects were taken into account. A parameter identification method was
167



168 CONCLUSION AND PERSPECTIVES

demonstrated and the model was validated experimentally. The model was implemented

in AMESim, parameterized according to the actuators used in DV6TED4, and integrated

in the air-path simulator.

Validation of the simulator was addressed after its completion. Experimental results on

the DV6TED4 engine test bench, obtained during the testing phase of SIMBA, were used

for this purpose. This obliged us to reproduce the engine controller used in the test cam-

paigns. The open ECU was implemented in Simulink and interfaced with the AMESim

simulator. The model was simulated under different testing conditions. It provided satis-

factory results, which were comparable to the experimental values.

The final part of this thesis was targeted on actuators. First, local-loop actuator control

was studied. The importance of robust control was highlighted and various existing robust

control methods were tested in simulation and in experimentation on an air-path actuator.

Then, an advanced controller was developed using backstepping technique, which adapts

dynamically to changes in friction and external load. After this, the aerodynamic force on

VGT actuators was studied. A 1D turbine flow model was developed and it was resolved

numerically in order to estimate this force. Based on this model, a simulation tool was

developed and validated experimentally.

Concluding Remarks

The scope of this thesis required multidisciplinary research work, involving fluid mechan-

ics, thermodynamics, modeling and simulation, industrial electronics and automation and

control. The objectives and goals were achieved successfully. Many important physical

aspects were considered in the development of the simulator, which had so far remained

ignored in the global structure of the air-path. The results of this work provide a working

platform for air-path design, as well as a basis for further research in virtual design and

development tools for the automotive industry.

Future Research

There are a number of directions in which research can be continued for improving the

air-path simulator, some of which are as follows:
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• Transmission delays need to be taken into account in the simulator. The geometry

of some parts of the air-path (e.g. swirl) also affects the flow dynamics. Therefore

simulator needs to be extended, from 0D to 1D.

• The aerodynamic force estimation tool should be adapted for integration in the air-

path simulator. Controllers would perform more reliably if this force is taken in to

account during control design.

• Turbulence models are required in the turbocharger exhaust flow model, to cover

the effects of narrow apertures at small openings.

• VGT turbines are characterized on a flow bench with steady flow, whereas the tur-

bines on the engine experiences strong pressure pulsations. Unsteady turbine flow

models should be developed to reflect the turbocharger behavior more accurately.

• Better, high performance implementation platforms need to be explored for ECU

processors, in order to implement mathematically intensive controllers for engine

and air-path control.

• Advanced robust control methods should be developed, both for the local-loop con-

trol of actuators and the global control of the air-path, in order to achieve better

performance in terms of engine efficiency and pollution control. In this regard, the

controllers studied and developed in this report should be integrated and tested on

the air-path simulator.

We aim to address these issues in the future, specially those pertaining to control.
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A Tables

Actuator Gear

Ratio

Motor

Constant

Winding

Resistance

Spring

Constant

Pre com-

pression

Torque

Static

Friction

Torque

Tř con-

stant

Bosch GPA-
S (DC)

27.5 13.82 3.35 60.88 119.4 51.2 0.0105

Pierburg
(DC)

37.3 27.9 3.63 133.68 91.6 53.2 0.0114

Valeo (T) - 109.1 3.75 45.97 37.9 12.633 0.0121

Delphi (T) - 120 2.79 114.28 45.16 12.9 0.0085

Dellorto
(DC)

- 63.03 2.06 217.6 86.32 68.8 0.012

HELLA
(DC)

60 12.21 3.84 - - - 0.012

Table A.1: Chapter 1: Identified parameters of different commercial actuators
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Algorithm Parameter Value

Twisting αm 400000

αM 1000000

Quasi-continuous α 250

Super twisting α 5

ϕ 15

Differentiator λ1 1.1

λ2 1.5

L 260

Table A.2: Chapter 4: Parameters for sliding mode controllers

Parameter Value

C1 11500

C2 50

C3 100

γ0 10

γ1 0.001

γ2 0.01

κ0 1E-11

κ1 1E-13

Table A.3: Chapter 4: Parameters for adaptive controller an observers

B Torque and friction characteristics comparison

In Figure B.1, the electromagnetic coefficients of different actuator motors are presented.

It can be seen that the PMDC motor based actuators are much lower on the scale than

the torque motor based actuators. This result is comparable to the comparison between

static friction values of the actuators, shown in Figure B.2. As PMDC motors have lower

torque values, they require gearing, which results in added friction. Torque motors on the

other hand, produce sufficient torque due to their high electromagnetic coefficients, and

can therefore be connected directly to the load. A special case is the Dellorto actuator,

which contains a variant of PMDC motor. Due to the modified Poki Poki windings (in-

troduced by Mitsubishi), they produce higher torque as compared to conventional PMDC

motors. However, they are larger in size, and the torque is still not sufficient for air-path

applications. This is why they need additional gearing, and are therefore at a high position

on the friction chart.
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Figure B.1. Electromagnetic coefficients of different actuators

Figure B.2. Static friction values of different actuators
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C Sensors and transmission protocol in actuators

Hall Effect Sensors

Hall effect sensors are active sensors, i.e. they require a power supply in order to function.

More precisely, the sensor is a cubic structure of magnetic material and a current is passed

through the transverse section. As the sensor experiences a magnetic field on a plane

orthogonal to the current flow, the deflection in current leads to a voltage appearing on

the third plane. The voltage is proportional to the angle between the current plane and

the magnetic field. In accuracy and range, they compete well with optical sensors. Their

output to rotary motion is sinusoidal, however it can be linearized using electronic signal

processing or the configuration described in [53]. The popularity of Hall effect sensors can

be judged by the fact that all but one actuator presented in this study have Hall effect

sensors for position feedback.

Inductive Sensors

Inductive sensors, while accurate and robust, have been avoided in the past due to their

size and manufacturing complexities [14]. With advances in microelectronics and PCB

miniaturization however, this technology too is making its way into the automobile indus-

try. In addition to the advantages of magnetic sensors, the inductive sensors are also less

sensitive to temperature since there are no materials with temperature-dependent perme-

ability. Hence such sensors are used where failure cost has to be minimum

Protocols

Apart from sensor technology, new protocols are arising in the sensor signal transmission

as well. Manufacturers are integrating signal processing and digital converters into the

actuators. These actuators transmit digitally coded signal which can be read directly by

the ECU. One such example is the Single Edge Nibble Transmission (SENT), an asyn-

chronous protocol which codes data in the form of pulse width.
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SENT Transmission Protocol

To keep the operation as close to the real life application of the actuator, the position

sensor integrated in the actuator was used for feedback. The SENT Protocol, intended

for use in applications where high-resolution sensor data needs to be communicated from

a sensor to an engine control unit (ECU). It is intended as a replacement for the lower

resolution methods of 10-bit ADCs and PWM and as a simpler low-cost alternative to

CAN or LIN data buses. Designated by the SAE task force as J2716, SENT is a unidirec-

tional communications scheme from sensor/ transmitting device to controller/ receiving

device. The protocol has been so designed that no coordination signal is required from

the controller/receiving device. The sensor signal is transmitted as a series of pulses with

data measured as falling to falling edge times.

The SENT protocol data packet (figure C.3) transmits a sequence of 9 pulses repeat-

edly. Following a 3µ sec timing (this period shall henceforth be referred to as ticks, 3

ţsec=1 tick), the width of each pulse determines the nibble value coded in it. The pulse

width is measured from one falling edge to the other falling edge. Each pulse has a low

time of about, but no less than 4 ticks. The rest of the pulse time is high. The transmission

sequence is as follows:

• Calibration Pulse (no data)

• Status/Serial Pulse (4 bit)

• Channel 1: Nibble 1 (4bit)

• Channel 1: Nibble 2 (4bit)

• Channel 1: Nibble 3 (4bit)

• Channel 2: Nibble 1 (4bit)

• Channel 2: Nibble 2 (4bit)

• Channel 2: Nibble 3 (4bit)

• Cyclic Redundancy Check CRC (4 bit)
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Figure C.3. SENT Transmission Packet

D LaSalle Yoshizawa Theorem

The LaSalle Yoshizawa Theorem [98] is stated as follows:

Consider the general time-varying system:

ẋ = f (x, t ) (68)

where x ∈ R
n and f : Rn ×R+ → R

n is locally Lipschitz in x uniformly in t . Let x = 0 be

an equilibrium point of the system and V : Rn ×R+ → R+ be a continuously differentiable

function such that ∀t Ê 0, ∀x ÊR
n ,

γ1(|x|) É V (x, t ) É γ2(|x|),

V̇ =
∂V

∂t
+
∂V

∂x
f (x, t ) É−W (x) É 0,

where γ1 and γ2 are class k∞ functions and W is a continuous function. Then, all solutions

of (68) are globally uniformly bounded and satisfy
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lim
t→∞

W (x(t )) É 0.

In addition, if W (x) is positive definite, then the equilibrium x = 0 is globally uniformly

asymptotically stable.

E Calculation of upper time bound of URED

The upper time bound is calculated following the method described in [97]. As the details

are explained in the reference, we will not define the constants here, the reader can refer

to the original article for details. We recall the equations of the Uniform Robust Exact

Differentiator from Section III-A.

˙̂x1 = −K1µ1(x1),

˙̂x2 = −K2µ2(x1),

µ1(x1) = φ1 |x1|
1
2 si g n(x1)+φ2 |x1|

3
2 si g n(x1),

µ2(x1) =
φ2

1

2
si g n(x1)+2φ1φ2x1 +

3

2
φ2

2 |x1|2 si g n(x1).

(69)

The parameters to be tuned are K1, K2, φ1 and φ2. It can be noticed that the differen-

tiator is composed of a term with homogeneity of positive degree, and one with negative

degree. The first term guarantees convergence from infinity to a fixed neighborhood of

the derivative, in fixed time. Therefore, from a fixed point in the domain, the time taken

to converge to the neighborhood is bounded by the time period required from infinity.

The second term then guarantees convergence from the neighborhood to the exact value

of the derivative in finite time. In this way, after the two time durations have elapsed, it

can be said with certainty that the derivative has converged. We suppose that the second

derivative of the input signal (acceleration) is bounded by L = 100, such that |ẋ2| ≤ 100.

Then for a particular choice of φ1 and φ2, the parameters K1 and K2 can be chosen as

K2 >
2L

φ2
1

,

K 2
1

(
K2 −0.25K 2

1

)
>

4L2

φ4
1

.

(70)

From these relationships, the values of differentiator parameters are chosen as (K1,K2) =
(50,80), (φ1,φ2) = (1,1). Once these parameters have been chosen, the upper time bound
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can be found out through the equations of Lyapunov Analysis, presented in [97]. We

choose

γ1 =
(

24k̃1

7

) 4
7

, γ2 =
(

32k̃2

7

) 1
7

, γ3 =
(

k̃2

28

) 2
9

,

γ4 = (K1)
1
5 , γ5 =

(
φ2

1K
1
5

2

) 1
3

, γ6 =
(

3φ2K1

2

) 2
5

,

γ7 =
(

3φ2K1

2δ

) 2
5

,

δ=
3

7k̃2

(
24k̃1

7

) 4
3

+
8

7k̃2

(
32k̃12

7

) 1
6

+0.05,

where k̃1 =φ1K1 and k̃2 =
3

2
φ2

2K2. The upper time bound is defined by

T0 =
2

γ1
ǫ

1
2

1 +
12C4

C1
(2C4)

7
6

(
1

ǫ2

)
, (71)

where ǫ1, ǫ2, C1 and C4 are constants, defined in terms of γi and δ. From the calculations

presented in [97], we find C1 = 50, C4 = 1.1, ǫ1 = 9 and ǫ2 = 1000. From these values, the

upper time limit is obtained as T0 = 509 msec.
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performance monitoringŮhoneywellŠs experience. AIChE Symposium Series 2001,
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Résumé :

Dans l’environnement concurrentiel d’aujourd’hui, la mondialisation des marchés et les enjeux socio- écologiques

du développement durable représentent des défis majeurs pour l’industrie automobile. Afin de relever ces défis, les

entreprises doivent investir dans des outils de développent plus performants. Pour améliorer la performance d’un moteur

thermique en termes de consommation et d’émissions une compréhension enrichie de la boucle d’air autour du moteur et

de l’interaction entre ses composants est indispensable.

Cette thèse suit deux axes de recherche dans ce contexte. Dans un premier temps, les problèmes liés à la modélisation

d’une boucle d’air globale sont traités. En particulier, sont modélisés le débit d’air entre les différents sous-systèmes,

la combustion en fonction du degré vilebrequin, la pulsation du débit et de la pression et l’estimation de la force

aérodynamique sur les vannes des turbocompresseurs à géométrie variable (TGV). Cette étude de modélisation détaillée

à été utilisée pour mettre en place un simulateur de la boucle d’air, qui prend en compte ces interactions et qui peut prédire

l’influence des sous-systèmes sur la boucle globale. En suite, l’effort de notre recherche a été consacré à la modélisation

des actionneurs mécatroniques de la boucle d’air et de leur comportement non linéaire dû au frottement, aux variations

de la température, etc. Un modèle dynamique non linéaire à été développé et intégré dans le simulateur. Ce modèle peut

être adapté aux plusieurs types d’actionneurs commerciaux. Le simulateur complet à été implémenté sous AMESim pour

les modèles du moteur et de la boucle d’air, et sous Simulink pour le contrôle. Les modèles ont été paramétrées selon les

spécifications d’un moteur commercial et le simulateur à été validé expérimentalement.

Finalement, des lois de commande robustes ont été étudiées pour le contrôle en position (contrôle locale) des actionneurs.

Un contrôleur adaptatif à été développé pour garantir la performance des actionneurs malgré la variation des frottements

et du couple de charge. La performance de toutes les méthodes étudiées, a été validée expérimentalement.

Mots clés : Boucle d’air du moteur diesel, force aérodynamique, actionneurs mécatroniques, modélisation non linéaires,

commande avancé des actionneurs.

Abstract:

Today’s globally competitive market and its associated environmental and social issues of sustainable development are

major challenges for the automobile industry. To meet them, the industry needs to invest in high performance development

tools. For improving engine performance in terms of consumption and emission, the interactions between the subsystems

of the engine air-path need to be understood.

This thesis followed two major axes of research in this context. First, the problems related to the modeling of the global

air-path system were studied, which include the airflow characteristics between the different subsystems of the air-path,

high frequency combustion modeling and pulsating airflow, and estimation of the exhaust aerodynamic force on the

vanes of variable geometry turbochargers (VGT). The detailed modeling study was used for developing an engine

air-path simulator, which takes into account these interactions and predicts the influence of subsystems on the global

air-path. The second axis of research was focused on modeling of mechatronic actuators of the air-path, taking into

account their nonlinear behavior due to friction and changes in operating conditions. A generic nonlinear dynamic

model was developed and included in the simulator. This model can be adapted to most commercial actuators. The

complete simulator has been implemented using AMESim for engine and air-path modeling, and Simulink for control. It has

been parameterized according to the specifications of a commercial diesel engine and validated against experimental data.

Finally, robust local controllers were studied for actuator position control, aimed at guaranteeing the performance of the

actuators under parametric uncertainty and external disturbances. An advanced controller was developed, which adapts to

changes in friction characteristics of the actuator and external load changes. The performance of all controllers has been

demonstrated experimentally.

Keywords: Diesel Engine Air-path, Aerodynamic Force, Mechatronic Actuators, Nonlinear Modeling, Advanced Actuator

Control.
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