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Introduction

The magnetization process of domain wall movemesmt become the topic of
investigation since the introduction of domain theevhich was done by French
physicist Pierre-Ernest Weiss in 1907 (1). He psegbthat ferromagnetic material is
not magnetically homogeneous, but it is spontargalisided into separate magnetic
domains characterized by parallel orientation ofjneic moments within them. The
boundary between two domains was later identife@@main wall The direction of
magnetic moments was proposed to be arbitrary ignetec domains, so that the net
magnetization of specimen is nearly zero. Howewenagnetic field is applied to such
specimen, the magnetic domains with magnetizat@mnted toward external field start
to increase volume and the ferromagnetic materiabtoes magnetically polarized.
Although Weiss has never used the term “domain”walhis work; practically, he was
the first one who introduced the idea of domain Iwatistence being partially
responsible for magnetization reversal.

A first experimental confirmation of Weiss theornasvdone by Barkhaussen (2). He
found out that magnetic reversal of iron bulk is comtinuous process, but it occurs as
a series of small jumps giving rise to characterisbise that can be heard by use of
amplifier. In fact, this noise could be attributeml domain switching performed by
domain wall propagation.

Further investigation of domain wall dynamics triedfind specimens in which the
individual domain wall propagation takes place east of multiple processes as it was
in Barkhausen experiment.

The first observation on single domain wall progaesyawas done by Sixtus and Tonks
(3) — (6) in 1931. In this pioneering work the maga field dependence of domain wall
velocity in series of Ni-Fe amorphous wires held emanechanical stress was
measured. For those compositions with positive raegtriction and small crystalline
anisotropy the applied tension stress provided miagbistability of studied wire. The
measured domain wall velocity reached high valdekn{/s) and it was experimentally
found to be direct proportional to a driving fielith wide range of chemical
compositions. In order to explain such measured, dgiktus and Tonks suggested the
domain wall velocity must be limited by eddy-curerihat accomplish change of

magnetic flux during domain wall movement. LatejkBira and Snoek (7) extended
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their experiment. With their results they were ableonfirm the shape of domain wall
which was found to be conical.

Such results inspired Bloch (8) to analyze theoadlif the transition boundary between
two domains. He found out that the walls must haweidth of several hundred lattice
constants due to exchange interaction that oppaseabrupt magnetization change
between two domains. His assumption was later @xpetally confirmed by Bitter (9).
In a parallel development, the effect of anisotrompygnetostriction and other factors
involved on individual domain wall velocity in défent samples were studied by others
authors.

Williams and Shockely (10) in the late forties di2century used single crystal of
silicon iron cut in the form of a hollow rectangulaop with {100} surface planes and
with legs parallel to {100} crystal axes (picturaine) in their experiments. In this case,
the domain structure was governed solely by magngitalline anisotropy as opposed
to magnetoelastic one in Sixtus-Tonks experimeateWilliams, Shockley, and Kittel
(11) observed the velocity of domain wall as a fiorc of applied field in this
specimen. Their experimental results showed thatntiovement is solely limited by
eddy current as it was in Sixtus experiments.

Essentially similar experiments were carried out Bgan and Rodbell (12) using
magnetically annealed Ni-Fe tapes. However, thewntpdiout firstly, that the domain
wall braking cannot be explained with eddy curresitee the thickness of the samples
became smaller than 1@m. A similar behavior of domain wall velocity inrfées
reported by Galt was explained by Kittel (13) ire thhame of an additional magnetic
relaxation domain wall damping.

Further investigation on individual domain wall dynic was carried out in the late
fifties by DeBlois (14). He observed the single damwall propagation at high velocity
of 50km/s in 10um thick iron-whisker specimens. Two regimes of domwall
propagation were explained in term of the domail staucture change that occurs at
high velocities.

The domain wall movement became in the centreunfystiue to investigation of losses
in conducting ferromagnetic materials in the wook$8ecker (15) in the sixties of 20
century. In parallel, the ferromagnetic behavior glhssic metallic alloys was
discovered that time (16). Such material was studigtensively in the next decade
when the first specimens (wires and ribbons) becawadlable in a form suitable for

domain wall dynamics measurements (17) (18). The mafnetic properties of such
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specimens were compared favorably with Permalloy wece improved by thermal
treatment (19) or stress (20). Another promisingemia for magneto-optic observation
of domain wall movement was found in iron-garnétag (21) in the late seventies of
20" century.

The ultra-fast magnetization process in the orthidés was intensively studied in the
eighties of 28 century (22). The strong orthorhombic anisotropythe orthoferrites
prevents substantial change of the structure ofrtbeing domain wall. Moreover, the
magnetic reorientation field was found to be vergrggy, about 80 kOe. This increased
the range of fields in which the magnetization wliag to domain wall displacement,
and permitted the domain-wall dynamics in orthofesr investigation in fields
substantially stronger than in other ferromagnéis.a result of high domain wall
velocity, the interaction of domain wall with phoreo(23) (30) or spin waves (24) was

observed in this kind of specimens.

Nowadays, more than 80 years after the first olagienv of domain wall dynamics
made by Sixtus and Tonks, the phenomenon of domalhmovement is employed in
many practical applications including a wide ramgfesensor and nano-sized data
storage devices. However, most of the recent agdle in domain wall dynamics are

related to its potential application in spintronics

Spintronic, or spin — oriented electronic is a reamerging technology that makes use of
magnetic moment of electron to transport and skof@mation. One of spintronics
concepts is based on magnetic transport propeatfiesiaxial ferromagnetic wires. Two
states of bistable magnetic wires are used fomgptivo Boolean basis states of a logic
system. Practically, the logic value is coded beation of magnetization, whereas the

change of logic value is performed by domain wadigagation.

D. A. Allwood (25) and D. Atkinson (26) proposed gnatic domain wall logic built on
the basis of thin Permalloy planar nanowires. Duthé absence of magnetocrystalline
and magnetoelastic anisotropies, the used wiresnaignetically soft. The strongest
magnetic anisotropy in this case arises from tloagdted shape of nanowires (shape
anisotropy). Fig. 1 shows prototypes of domain swaked logical gates “AND” and
“NOT”". Logical operations are performed by movingntains walls driven by an in-

plane rotating magnetic field. Small dimensionsuséd wires are responsible for low
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energy cost that is needed to change logic valhe. dhergy needed to reverse the

magnetic wire by domain wall propagation Es=2M (H 1V, ,, where the volume of

the wire isV_, . For nanowires this energy is of the orded6f pJ.

Symbaol CMOS Circuit Domain Wall Logic Circuit Flg 1 Schematic drawing of the four
._"?dd +5WV) B Mapgnelization ) ) ) ) .
XXX *f_g basic junctions employed in domain
L — Charpe
= Magnetization wall logic devices. The logical values
1 — | — R
— v tao charpe are coded by magnetization direction.
£ §E . .
Fanoult Chatpot & s, Cutut A “Fan-out” and “Cross-over” junctions
g - -_r___._-;.—;j anl.'JﬁQ{)" o
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Cutpat A =
TR structures. Logical gates “not” and
200 nm . .
. Vias “ »
Cru..s-ln\--:lr e s and” are working under the condition
! Irpst A ; . - . . .
——| ==—2 || o weA of in-plane rotating magnetic field, in
| I il W e & . .
e bl B["“” b which one full rotation represents one
__‘J L computing cycle. The dimensions
: fnput! L SO0 BM 225 nm
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L bt § — . . . H
NOT :I Ovteut 100 nm 500 A valid operation. Negation by logical
T gate “not” is provided by changing the
:1 JE . domain wall structure from head to
— Y ¥ r‘ = & 5 E
_ f== L.. WO | jd A i i il. Fi
- mP”_rJ; _I;]— e o head into tail to tail. Figure adopted
I B E £ £
Inpu B :l ﬁ E E £ from (26)
=T o 2 o =
|Em 8> =
FAMND frmeernr

Another spintronic device based on domain wall pgagian is the domain wall diode
(Fig. 2) proposed by Allwood et al. (27). The domwaiall diode has a form of triangle,
with one nanowire emanating from its apex and aoenfits base. A domain wall
arriving at the triangle apex, under an applied me#ig field, is able to overcome
pinning through the diode and continue through apposite nanowire. However, a
domain wall arriving at the triangle base is unabl®vercome the significant pinning

energy presented by the sudden change in trackwidt

Fig. 2 Domain wall movement-based diode. Image tatbfrom (27).
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MLy emo— o= C Fig. 3 Schematic drawing of domain wall-based

= spintronic memory Race-track. As in the previous
" Reading

devices, the logic value is coded by magnetization
I direction in the wire, in which one cell is carrgithe

information of one bit. Reading and writing of

Writing

\c'c

information is provided by synchronous domain wall

17 L]~ H movement. Figure adopted from (28).
b, A » S
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o

storage array

A
B 7

X! ’t'/
= i e
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Horizontal racetrack

A non-volatile domain wall-based spintronic memavgis proposed by Parkin (28).
Race-track memory consists of an array of thin of@agnetic wires arranged
horizontally or vertically on a silicon chip (Fi®). Individual reading and writing

spintronic nanodevices are used to modify or reddrination stored in magnetic
domains by synchronous movement of 10 to 100 domalls.

As it is seen, in all these devices, the chandegt value is provided by domain wall

movement. For this reason, recent interest in dgveént of spintronics devices based

on uniaxial magnetic wires is focused at two mdiallenges:

1, Understanding and controlling the behavior of domwalls as they propagate
through complex geometry planar magnetic nanowiféss knowledge is critical for
the successful development of magnetic logic ciscabntaining complex structures
like loops or corners. Better understanding of omtagnetic processes involved

pinning of domain wall is essential for enhancinduwictional stability of such devices.

2, Understanding the magnetic field dependence afaito wall velocity. Since the
logical value is changed by domain wall propagatithe operational speed of such
devices is determined by domain wall velocity. Kihedge of the domain wall velocity
and its dependence on magnetic field when combividd magnetic logic path-length

information allows estimates of device operatimgets and equivalent clock speeds.

This work is related to the problem number 2. la grevious works (29) the domain
wall velocity in microwires was found to reach vdngh values that exceed 15 km/s.

Such high velocities are not possible to explairthimi the present models. The



Dissertation -14 -

understanding and knowledge of the control of fdsmain wall velocities in
microwires becomes in the centre of fundamenta&rast due to potential employment
of microwires in practical applications based omdm wall movement.

The main goal of this thesis is to understand béitie main factors that allow the fast
magnetic reversal in microwires as well as the Kedge of controlling such high
domain wall velocities with a special interest paigotential application.

The manuscript is organized in following manner:

Chapterl: First, the similarity between the domaall propagation and the motion of
mass point in viscous media is discussed. Basezliom analogy, a mechanical model
of domain wall propagation is introduced. Withime tinentioned model, two parameters:
(a) a domain wall mobility and (b) a critical fielde found to be responsible for the
high domain wall velocities. The domain wall dangpirs shown to be the most
important parameter determining the domain wall fitgbiThree main contributions to

the domain wall damping are presented. Basic phlygidnciples of critical field are

discussed.

Chapter 2: Here, the main properties of domain wadpagation in wires beyond the
limit of viscous regime are briefly presentedslishown that the domain wall dynamics
beyond viscous regime is strongly determined by ¢®®metry of material: in
cylindrical wires, the transverse domain wall chiyas not restricted to any direction,
whereas in wires with rectangular cross-sectionWaker regime occurs. The change
of the domain wall structure beyond Walker limitdaits influence on a domain wall
velocity is presented. Finally, the recent methaded to enhance the domain wall

velocities in magnetic wires are briefly discussed.

Chapter 3: This chapter contains the descriptiomain experimental techniques used
in the thesis. Firstly, it is the improved SixtusAks setup and data software acquisition
that were built within this work. It is followed biyhe description of Kerr-effect setup
used in magneto-metric measurements. The standsohiue of magneto-optic
observation by use of polarizing microscope and ftireace for thermal annealing

under the mechanical stress are described at the end
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Chapter 4: Initially, this chapter deals with matimeand mechanical properties of
amorphous glass-coated microwires. The fabricattdnamorphous glass-coating
microwire is shown to be responsible for the domatructure. Next, previous
measurements on domain wall dynamic in microwires presented with special
interest paid to the domain wall velocity. The negacritical field and the two regimes
of domain wall dynamics in microwires are showrb&responsible for high velocities
exceeding the speed of sound in such materialhéteind, three possible factors that

might be responsible for such high domain wall vigkles in microwires are discussed.

The main scientific results obtained in this thesis presented in three chapters.

Chapter 5: In this chapter, the influence of maignanisotropy on fast domain wall
propagation is analyzed. Since the magnetoelastiso@mopy was found to be the
dominant one in case of amorphous glass-coatedwias, the magnetic anisotropy is
tuned in three ways. In the first measurements,dibv@ain wall dynamic under the
externally applied axial tension is observed. Isli®wn that the domain wall damping
arising from structure relaxation results in thrdiéferent regimes of domain wall
propagation. The influence of conventional annealing annealing under the tensile
stress on domain wall dynamics in microwires armgared. Finally, the effect of

current annealing on domain wall velocity is staldie

Chapter 6: This chapter deals with the influenfcéhe surface domain structure on high
domain wall velocities. The surface magnetic striteetis observed by combination of
three experimental techniques. Firstly, the deteaton of the surface magnetization
direction is performed by measuring the angulareddpnce of hysteresis loops with
laser MOKE. Such results are compared with theaserfdomain pattern obtained by
Bitter colloid and by magneto-optic observation hwipolarizing microscope. The

comparison of surface domain structure in the samplith high and low domain wall

velocity allows us to discuss on its possible iafloe on domain wall velocity. In the
final magneto-optic experiment the domain wall teghpn a potential well and the

shape of the domain wall are discussed.

Chapter 7: The domain wall velocity is measurediorowires with reduced diameter

from 2.7um down to 1um in this chapter. The different ratio of glasstaugthickness
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and metallic core diameter was previously foundo#& an important parameter for
geometry of residual mechanical stresses introdtwetde wire during its preparation
process. The samples are treated by conventionah&heannealing and by thermal
annealing in a perpendicular field. It is shown ttlthe thermal treatment in
perpendicular field results in rapid increase of donmwall mobility. The presence of
strong perpendicular anisotropy in microwires is fcored by the measurements of

temperature dependence of remanent magnetizatiPysS.
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Chapter 1
Mechanical model of domain wall propagation

Already the first measurements of domain wall dyita revealed that the braking
force opposed the domain wall motion can be express a linear function of domain
wall velocity (3) (10) (13). Moreover, Déring (3&howed that the domain wall exhibits
inertia. Due to such analogies of domain wall pggten with the movement of a body
in viscous medium, the domain wall dynamics is ®ddin mechanical model, in
parallel to the other (micromagnetic) approaches.

Let's assume a magnetic domain wall to be a masg pba total effective mase,,

which is located at a potential well described haamonic potential:
¢ = %a x2 1)

were a, is a restoring force constant and is the displacement of the domain wall

from equilibrium position. If an external magnetield H parallel to the magnetization
direction in the domain is applied, the domain wadlvement becomes described by the

equation of linear harmonic oscillator:

d®x = _dx
mDWF+ﬁa+apX:2ﬂOMSH (2)

where S is the domain wall damping coefficient, x is the first derivative of pinning

potentialy , 1, the permeability of vacuunmM ¢ saturation magnetization and the right
side of equation correspond to the driving force y&t of wall surface arising from
external magnetic fieldH . Assuming the domain wall propagates at constadotirg,
the acceleration term in eq. 2 becomes zero. Mamrothe effect of local
inhomogenities, impurities and other factors tendmgmpede the motion of the wall

can be described by an average retarding fieldlegtatritical field) H,, whose
magnitude is like the ordinary coercive force. Assuhe pining force of defects can be
replaced by internal fieldH, oriented in opposite direction relative to thevohg field.

According to the eq. 2 the value of critical fielsl related to the shape of pining
potentialp:
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F=24MgH, (3)

Then, the domain wall velocity can be expressedli®ar function of driving tic field:

v=S(H -H,) 4)
where the coefficient

S=2uM¢ /B (5)
is so-called domain wall mobility. Measurementglomain wall dynamics on magnetic
wires confirm this relation. As it is seen from (@Q, the high domain wall velocities

can be achieved either by high domain wall mobityoy low (if it is possible even by

a negative) critical field.

1.1 The domain wall mobility

Within the mechanical model, the domain wall mabiis directly proportional to
the saturation magnetizatioM, and indirectly proportional to the domain wall
damping £ (eq. 5). It is well-known from experiments, thdtetdomain wall
mobility Sin microwires (32) (33) (34) as well as in the etheagnetic materials (36)
(37) usually exhibits positive temperature dependemas opposed to a negative
temperature dependence of saturation magnetizdtionrHence, the value of domain

wall mobility must be predominantly determined by domain wall damping in these

specimens.
Recently, three contributions to the domain wathgang are recognized:

1, Eddy-current contribution — arises in any conducting magnetic material essalt

of flux density change that occurs during the demaall propagation. The exact
calculation of the eddy-current contribution to toéal domain wall damping must be
performed with respect to the geometry of the \vaind to the structure of the moving

domain wall.
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In the case of the amorphous glass-coated micrewihe domain wall propagates in
cylindrical axial domain, which is surrounded byterushell of radial domains. For such
case, the eddy-current damping for planar domailhwas evaluated (35) in the form:

2 2
B. :/”Iol\;l)srb(ln:o+ o.93j (6)
b

wherer, is the radius of the metallic nucleus,is the axial domain radius ana is the

electric resistance of material. This formula hasrbextended to satisfy the situation in
bistable amorphous magnetic wires with very snedidual stresses (35).

The eddy-current contribution to the total domaislvdamping was firstly recognized
in magnetic materials, where the domain wall vejogias limited by eddy-currents.
(14) (3) — (6). The eddy-currents domination intsumeaterials usually influenced the
shape of the domain wall. At low magnetic fieldadavelocities), the planar domain
wall appeared as a result of small magnetic fialtuced by eddy currents. Transition
velocities were characterized by conical domain | wahich were followed by
cylindrical domain wall collapsing inward the wiagthe highest magnetic fields (14).
Although the eddy-current contribution was ablexplain experimental data in many
magnetic materials (12) (15), it failed in casetlo¢ strong domain wall damping
observed in magnetic insulators (ferrites). Fos ti@ason, another contribution has had

to be taken into account.

2, Magnetic relaxation domain wall damping arises from the fact that domain wall
cannot move faster than the magnetic moments wdhachain wall consists of. Firstly
assume the case of single individual magnetic memé#éra dipolar moment is placed
into external magnetic field, the directional chanfienagnetic moment does not occur

immediately, but it takes a specific relaxationdim to point toward the field. The
switching process of a magnetic moment in effecinagnetic fieIdHﬁeff is described

by famous Landau-Lifshitz equation (38):

LM X (M x H ) (7)
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where y, is gyromagnetic ratio and dimensionless Gilbert damping. The first term

on the right side of equation is called the gyronsg term, whose analytical solution

with the left side corresponds to the precessiomalon:

M, = Mgsinu,e“

M, = Mgsinu,e4™™? (8)

M, = M4 cosy,

where the values of angular velocity = y,H., and azimuthal angle, are constant.

The gyromagnetic term in Landau-
Lifshitz equation is conservative.

Being the only one at right side of

the equation, the magnetization

- v - ~ dM xM . .
‘LL:' =—)IM xH %—'\f =M xH*" WAN: performs  precessional  motion

around the magnetic field and it
Fig. 4 Trajectory of magnetic moment subjected to

magnetic field. Left, the intrinsic damping is zeraght; would be never pointed to the field

non-zero damping results in spiral motion towardfig. 4). However, it is well -
magnetic field. known from experiments that

magnetic materials are able to be
magnetized. It is a result of dissipative procesbaslead the magnetic moment to fall
by spiral trajectory toward the direction of magadteld. The general solution with
dissipative term can be expressed in the similam fas it was in precessional motion of

undamped case (39):

M, =Mgsinve”"

M, =Mgsiny e“""'? 9)

M, =M cosu

but neither azimuthal angle nor angular velocity are not the same as before:

tanh? = tanh 22 e 4" (10)
2 2
ey @

Ol e 1+ (]/(c(:)oro))2 a1
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Now, assume that the Bloch domain wall consistmafinetic moments, whose motion
is described by above discussed Landau-Lifshitzzagguo (7). Moreover, assume the
domain wall motion is damped solely due to relaxatof magnetic moments. The
domain wall velocity is studied by the switching maignetic moment situated in the

centre of the domain wall (Fig. 5). For this magnetoment:

M, = M, (12)
M,=M,=0 (13)

Fig. 5 Schematic drawing of Bloch

domain wall between two adjacent

domains. The central magnetic

moment is oriented parallel to x axis

and perpendicular to y axis.

Applying the external magnetic fielt, in direction parallel to the magnetization in
adjacent domains, the central magnetic momensdiaprecess arourmaxis as it was
described by eq. 8. However, after very short tithecosg C 1 and dM, /dt =0 can be

assumed According to the eq. 7 and eq. ,1Bhe time derivatives of all others

magnetization component can be evaluated:

dMm, dM d™m,
at =0 dty:yoMst TzayoMst (14)

Taking into account the small value of Gilbert damyga <<1), the magnetic moment
inclines fromy andx axis significantly, but inclination of magnetic ment fromz axis
can be neglected (39). Then, denotigigthe inclination angle between the magnetic
moment andk-axis, the components of magnetic moment withinddetre of domain
wall can be expressed:

M, =Mgcosp,M =Mgsing,M, =0 (15)

Above mentioned rotation of magnetic moment givése rto the creation of
demagnetizing field. If the domain wall is approxit@ed by thin, infinite long desk in

xy-lane, the demagnetizing field is defined by cqroesling demagnetizing factors:
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N,=N,=0N, =1 (16)
The total effective magnetic field applied to thagnetic moment is then given by the

sum of externally applied magnetic field, and demagnetizing field with components:

H,=0H, 6 =M cosp,H, =H, (17)

However, this magnetic field must fulfill LLG equa again. By introduction of all the

components to the eq. 7 one may obtain:

d(’:’lx =-y,MH, sing +ay,M 2 cosgsin® ¢,

dM ; .
Ol_ty=y0|\/|SHZcos¢—cryOMScos2 gsing (18)
dM

dtz = yoM§COS¢Sin¢+ayoMst

If the domain wall propagation is restricted to tHeection of y- axis, the first
derivatives of magnetization componentsyimnd x direction are zero for stationary

motion:

dM
M =S g (19)
dt ~ dt

Introducing this relation to the set of eq. 18, omaey obtain:

H, =aM cosgsing (20)

Taking into account the magnetization profile oé ttlomain wall being in the form

(39):

M, = Mg tanh(y/A) (21)
where A denotes the domain wall width and assumiaghg) = e for e<<1, the time

derivative of magnetization (eq. 18) yields:
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—= % (22)

Comparing this equation with eq. 21
—Sv, =y,MZcosgsing +ay,MH (23)
Q y yO S yO s''z

the relation containing the domain wall velocityndze obtained:
Vv, = ),A(Mgcosgsing +aH ) (24)

Assuming the above mentioned relation:

: H
cosgsing = —+= 25
sgsing M. (25)
the formula for domain wall propagation can betten:
v, = yh(rra,) = 20 (1, ot = 108 g4 ) (26)
a a a

If a<<1, the field dependence of the domain wall veloc&n be expressed in the
form (39):

V. :VLAH
a

y

(27)

z

As it is seen, even if the domain wall is not biciks macroscopic eddy-currents, the
domain wall velocity is restricted by intrinsic dpimg of magnetic moments of the
domain wall. The relation between the damping c¢oeifit a (which express the
intrinsic damping of magnetic moments) and the péthe total domain wall damping

£ (which express the damping of the whole domain )wadls first time introduced by

Kittel and Galt (13) for high-resistance ferriteghere eddy-current failed to describe

observed domain wall mobility. The domain wall dangpwas found to be proportional
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to the magnetic anisotropy. The corresponding foanafildomain wall damping arising

from magnetic relaxation of magnetic moments caaxpressed:
B, =— =m0 = 2aM oy, (K A)? (28)

as it was considered by many authors before (13), (44). The magnetic relaxation

domain wall dampinggB, is then proportional to the Gilbert dampimg and inversely

proportional to the domain wall widtld . Physically this dependence comes about
because for a given domain wall velocity the spmsa thin wall must rotate more

rapidly than in a thick one (14).

In this sense, the minimization of magnetic releratdomain wall damping can be
performed by minimizing the switching time of magoemoments. However, the
switching time of individual magnetic moments wast found to be the monotonous
function of effective field. For very low value ®filbert dampingr << 1, spins perform

too many rotations (eq. 7) in order to point towandgnetic field. Then, the total
switching time is high (in the limit case of zerdl@®rt damping, the switching time is
infinite). On the other side, a high value of Gibelamping makes the magnetic
moments less mobile and even if they perform letastions, the total switching time is
higher due to the higher damping. Hence, there rbast critical value of Gilbert

domain damping, at which the switching time of matgnmoments is minimal and the
domain wall propagation is fast. Such idea wasduseenhance the domain wall
velocities in the ferrites (40), where the magnetiaxation takes the most important

contribution to the total domain wall damping. Thaimum switching time was found:

@ yoH

T (29)

min

Taking into accoungy =2and H = 200000e:

7. =57x10°s (30)
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The switching time was found to be one order higimerferromagnetic resonance
experiments. However, this value can be decreasgdeddy currents. If the
magnetization reversal occurs in cylindrical witlee total magnetic field induced by

eddy-currents can be expressed:

rZ dM
H.,=i(r)dr=—-—2— 31
dam '([ ( ) 4 dt ( )
On the other side, the damping field can be evatuibm eq. 7:
a dM
== 7 32
dam VOMS dt ( )

Comparing the last two equations and taking intccoant the values of
constanty, = 221x10°mA™'s™, y, = 4mx10", Mg =16x10°Am™, p=10"Qm the

condition of minimal time is met in the wire withe total diameter (40):

r, = 135um (33)
Thin magnetic wires are typical by fast domain waedlocities. One of the reasons for

that may arise from Gilbert damping being optimibgdeddy-currents.

The eddy-current and magnetic relaxation domain dahping were used to describe
the observed domain wall mobility in wide rangenmdgnetic materials including high-
resistance ferrites and wires with high residuatimasical stress. However, they failed
to explain the high observed values of domain walnping which appears at low
temperatures in amorphous materials (41). For te&son, the so-called structural

contribution to the domain wall damping has hatéantroduced.

3, Domain wall damping by structural relaxation — arises from the interaction of
atomic mobile defects with a domain wall. Such dital relaxation domain wall
damping was introduced at the basis of thermodycsmi the two-level systems (42)

(43). In the simplest case the mobile defect cée fdace at two metastable positions

(fig. 6) characterized by interaction energigs and % . In the neighbourhood of a free

volumes the atoms and atomic clusters (mobile d&€fgmosses an increased mobility,
thus assisting rearrangements of the atoms. Thkitd¢raction energy of mobile defect
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with amorphous matrix in each of both positions t@nassumed to be the sum of
dipole-dipole, exchange and magnetoelastic anigptf42) (43):

— Adipole-dipole exchange magnetoelatic
eeff - eeff + eeff + et (34)

The energy difference between the two orientatajrtbe atom pair is given by splitting
energy:
2M=¢e; —¢€5 (35)

At high temperaturekT >> 2A the mobile defect can overcome the energy barwer b
thermal activation very easy and the occupationbgdity is the same for both
positions. However, at low temperatunet = A the occupation of both levels becomes
described by a distribution function. Assume thebit@odefect takes place at a position
with a certain magnetization direction. Howevetsa direction of local magnetization

is changed during the domain wall propagation.

T

Fig. 6 In the simplest case, the mobile defectasgnted in the picture by red and pink circles can
occupy only two metastable positions, each charaetd by different interaction energy with local
magnetization.. Assume the domain wall of totaltividl propagates at constant velocitythrough the
mobile defect. It takes the total time=J/v to cross the mobile defect. Depending on the balanc
between the relaxation time of mobile defect and the crossing time structural relaxation can appear

in different regimes.

The total interaction energy of mobile defects wdtbhmain wall can be defined as the
energy acquired by mobile defects reoccupatiohécstates of lowest energy. Since the
transition of the mobile defects between the maldst positions is determined by
stochastic processes, the probability of domain’svatteraction with mobile defect

increases with time. The total energy transferretvben the domain wall and the

mobile defects can be expressed as (42):
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ocC
E=——2(e*)l-exptt/r 36
o -exmt/n) (36)
where J denotes the domain wall widtls, the volume concentration of mobile defects,

<£2> is the mean value of squares of interaction emesrgf mobile defect. Note, that

total energy acquired by the interaction of the dmmwall with mobile defects
increases with time fron,_, = @tt = 0 to the maximum valug_ =£&<£2>. If

the domain wall has a thicknegs and it propagates with velocity the time it is

needed to cross the mobile defects #sJ/v. Then, the eq. 36 can be transformed:

E:V_t&

e (*)(1-exp(-t/T)) (37)

The domain wall damping by structural relaxatioaysl an important role unless the

crossing time is comparable to the relaxation torheobile defects:
t=r (38)
Taking into account eq. 5 and eq. 37, the totatggnean be written:

VI Cy/ »
=——2(& )l-expt/T 39

1E (& - expet/n) (39)
If the energy for reoccupation of mobile defectcensumed from the domain wall

propagation, the corresponding damping term wakiated (15) as:

=L G
15 KT

The structural relaxation domain wall damping watsoduced in this form in order to

s (e*)1-exp(t/T)) (40)

explain the high domain wall damping in microwinegasured at low temperatures
(45).
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Being t, the time, which the domain wall needs to crosspibsition of atomic mobile
defects {, =J/v, whered is the domain wall width and the domain wall velocity),
the two other parameters for the structural relaradre important:

7 - The relaxation time of atomic mobile defectsyibg Arrhenius lawr = r,e™'*

t, - The time between two domain wall propagation®. (the period of the

measurement in our experiment that correspondsreasuring frequendy t,~ 2/

Depending on the relation betwegm andt, respectively, five regimes of structural

relaxation were recognized (46), (47), (48), (49) :

1, Metastable ranger >t, >t,- here, the mobile defects have no time to relax
(they are frozen in the amorphous matrix) and theléude of the structural relaxation
is given by the history of the material (e.g. iétmaterial was stabilized, by annealing
below Curie temperature, the structural relaxatiamping is high. On the other side, if
the system was destabilized, by heating above Ciameperature, the structural

relaxation is low.)

2, Structural relaxation range:=t, >t, - the defects are able to stabilize the
domain structure between two domain wall propagatiorhis makes the structural
relaxation damping to increase that results in addring of the domain wall
propagation. By properly selected frequency of mesaments, the range can be

moderated and the structural relaxation dampingbeamodified.

3, Adiabatic ranget, >7 >t,. The system of defects is in equilibrium state and

the structural relaxation damping reaches its marinat given temperature, but the

defect cannot follow the propagating domain wad. (7).

4, Diffusion- damped ranget, >t, =7. In this range, the time at which the
domain wall crosses a single defect is comparablést relaxation time. The defect
relaxes during the domain wall propagation thatiltesn a decrease of the domain wall

velocity.
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gl B weimE o Fig. 7 Field dependence of domain wall velocity
@ 9 20Hz
£ o 60Hz is a function of measuring frequency. This can be
7004 £ & 200Hzi - ; ; i
= ;600 Hz explained with the term of structural relaxation.
& 800Hz
% 600 12 kHz If the time interval between two domain wall
- w 2kHz
* o propagations is too high, the mobile defects have
T=123K , . . .
time to relax, which results in lower domain wall
400 . . .
velocity. The inset shows frequency dependence
300 of domain wall damping. Image adopted from
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H (A/m) (48).

Increasing the applied field amplitude, the domamll velocity increases
untilt, <7, when the domain wall is able to detach from def@cl goes into adiabatic

regime (fig. 8).

1200
= : : B . . .
20 Hz b= SN Fig. 8 If the domain wall crosses the mobile
1000 4 /*/x defect during the time, which is higher than the
- g
E / Y relaxation time of mobile defects, the domain
] 7 o
Z 8004 ; /‘ A wall is no more retarded by structure relaxation
o el f{_; e (viscous regime). The image was adopted from
= ! /
iF i
6004+ _ iV (49).
) .
gt gt =
400 : . . .
200 300 400 500
H (A/m)

5, Isothermal regimet, >t, > 7. Although, the whole system relaxes between
two domain wall propagations, the relaxation tini@efects is short and they are able
to follow rapidly the domain wall during its propgn. Structural relaxation damping
term is small and the domain wall velocity increasBuch regime usually appears at

high temperatures only.

1.2 Critical propagation field of the domain wall

The second considered parameter governing the domvall velocity is the
critical propagation field. If the bistable wire fully magnetized in one direction by
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axial magnetic field, and the field is then remqgvia@ wire remains magnetized fully in
that direction. In order to start the magnetizatieversal, some magnetic field greater
than material’s intrinsic coercitive force must dpplied in opposite direction. The
calculation of critical field (eq. 3) considers aiy two mechanisms involved in this
process: mechanism of domain wall nucleation arethanism of domain wall
deppining. In case of amorphous glass-coated miceswthe domain wall nucleates
itself during the reversal process; hence, theevalucritical field is determined solely
by deppining mechanism.

Recently, at least two contributions to the critiield in amorphous glass-coated

microwires are recognized:

1, Contribution from magnetoelastic anisotropy — since amorphous glass-coated
microwires has a large enough positive magnetdsinicit is reasonable to assume that
the switching field is mostly driven by magnetoélasnteraction between internal

stresses and the domain walls at the ends of Wit Assume that that the process of

domain wall deppining is accompanied by increasesdffective length.

Increasing the total domain wall length, more maéigneoments are rotated out of easy
axis and the domain wall energy becomes higher.véhes of critical field arising from
magnetoelastic anisotropy could be derived fronBeq.

1 o
SMHI 1y =K (50)

As it will be shown later, the most important matimeanisotropy in the case of

amorphous glass-coated microwires arise from thgnetaelastic contribution:

K :g/lsa (51)

where Agis the saturation magnetostriction coefficient détatlic nucleus and the

total mechanical stress applied to the sample reilye external load or by rapid
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guenching and drawing during the fabrication prec&€ombining such relation with eq.
50, the critical field can be found to be proparbto the mechanical stress:

Hy = ZK/MSIUO = 3K/]SU/IUOMS (52)

A similar dependence has been measured in preexperiments (54).

2, Contribution from structure relaxation — Decrease in the critical field at low
frequency in microwires (54) was explained satigfgcwithin the frame of magnetic-
after effect (42). As a result of microwire pregawn by rapid cooling, the structure of
amorphous wires is associated with the metastasie sf the amorphous structure, and
for this reason a quite large relaxation effect barexpected (54). Within the domain
wall, the mobile defects are relaxed in the dimcwf local magnetization in the wall,
whereas the mobile defects in adjacent magneticadmmare relaxed to the axial
magnetization. The domain wall starts to move as sas the total force from external
magnetic field exceeds the force needed for reger@ent of relaxed mobile defects
from their metastable positions.

Fig. 10 Schematic drawing of the domain wall togeth

with the potential which arises from structural

N relaxation. The mobile defects are relaxed to twall

A
—
v

magnetization direction in whole volume of domain

wall. In the same way, the mobile defects in adjace

¢ domains are relaxed to the direction of magnetipati
P

——

.
>

The critical field arising from structure relaxatiomas explained the frequency
dependence of the critical field in microwires. th& measuring frequency decreased,
the measuring time increased and the stabilizaifahe domain structure by structure
relaxation took place.

The contribution of structural relaxation to thdical field was introduced in the form
(55):

H® =&’ c,(l-expEt/ 1))/ M KT (53)
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where £ is the effective interaction energy of the mobil€fede with amorphous

matrix, C, is volume concentration of mobile defects,is the interaction time of

domain wall with mobile defect7 is relaxation time of mobile defectMgis the

saturation magnetizationkis Boltzman constant andl is the thermodynamic
temperature.

Such effect has been found to be explaining thermkes temperature dependence of
critical field in microwires (51), (52), (53).
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Chapter 2

Beyond the viscous regime

In the previous chapter the mechanical model ofdix@ain wall propagation
was introduced. It was shown that the braking fanpposing the domain wall motion
can be expressed as a linear function of domaih wesbcity. Then, the domain wall
velocity can be evaluated as a linear function afgnetic field. Such model was
confirmed by field dependence of domain wall velpameasurements in various
magnetic materials, where a linear relation betwtaendomain wall velocities and the
driving field was found. However, such phenomenimaly approach has its own
limitation, which consists in the non-linear dynamprocess that starts to take place in
very fast domain wall. In this way a question abitne domain wall dynamics beyond

the limitation of viscous regime appears, whichnefly discussed in this chapter.

In the previous chapter, the movement of Bloch walisidered as a simple chain (1D)
has been studied. It has been shown that applicafimagnetic field in the direction of
domain wall propagation leads to the rotation afitcd magnetic moment within the
domain wall out of the x-axis by eq. 26. Such notatof magnetic moment generates
the demagnetizing field which was found elsewhe&rebé¢ responsible for effective

domain wall mass. As it is seen from eq. 26, thatian angleg is increasing with the

applied driving field:

H,=12aMsin2¢ (54)
and the maximum of anglg (sin(2¢) =1) is achieved at the value of magnetic field
(from eq. 54):

H, =1/2aM (55)

which corresponds to the domain wall velocity (adatg to the eq. 27):

w

v =20h, = y2p,0u, 56)
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This velocity is so-called Walker velocity (or lithiand it is the maximum velocity, at
which the domain wall can propagate in its ini¢Blloch) configuration.

An exact solution of 1D movement of 180° domainlweas firstly done by Schryrer
and Walker (56) in 1974. A polar coordinate systeith the polar axis along the hard
axis (Fig. 11) was used in his numerical calculaiohhe driven magnetic field was
applied along the easy afis- 90° . The wall motion was described by the changeén th
value of angled from 8 =-90° to € =90°. The type of the domain wall structure is
given by the angled of magnetic moment in the centre of the wall. Tingla ®
indicates the character of the wall, beidg=90° for stray-field free Bloch wall and
® = 0° the Néel wall.

Fig. 11 Cartesian and polar coordinate system. The
easy magnetization direction is parallel to z axis.

Image adopted from (56).

Walker considered the total domain wall energywet area (in CGS) in the form:

—

oM

0X

E= [(-HM vz Koz A
2 z X Mé z

M2 )ax (57)

where the first term in parentheses representZéeenan energy density, the second
term corresponds to the magnetostatic energy dernbg third term refers to energy
density of uniaxial anisotropy and the last ontheoexchange energy density.

By use of Landau-Lifshitz-Gilbert equation in arbity coordinate system and assuming
the wall moving at a constant velocityalong the x axis, the following equations were
derived (56) (17) for steady motion:

-vcl = 2yO/JS[— A(C’D") + chzsindJcosdJJ -avc' '

58
—ved' = 2y0/JS[AH' +cs(K, + K sin'®d + ACD’2)] +Hy,c+avd 9

Wherec = cosf and S=sing¢.
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One of the solutions of these equations corresptinttee constant angl® through the

wall, for which the last two terms (eq. 58) représ®y the driving force and the
dissipation force cancel each other (17). Suchlatisn represents the motion of the
wall with a constant configuration of magnetizatidihe domain wall velocity is found
to be directly proportional to the driving fieldh& maximum velocity for this kind of

propagation was found to be directly proportiowadjtiality factor:

Vo = 1oy (@UQ =Y 1(Q) = VLHIIQ (59)

0 d

whereQ is the factor quality.

It means, beyond this value, no steady state ofitimeain wall is possible. In order to
investigate the domain wall movement beyond Walkait, a system of rotating
coordinates was used in his calculations. The mesualts are shown in fig. 12 and fig.
13.

Fig. 12 The relation between the domain wall
velocity and the main coordinates which characteriz
the domain wall structure transformations from

Bloch to Néel one beyond Walker limit. Image

adopted from (56)T denotes timegis polar angle of
magnetic moment within the domain wall centre (see

text below) ands denotes the domain wall velocity.

Fig. 12 shows the relation between the polar arylé® = /2 for Bloch wall and
® =0 for Néel domain wall) and the domain wall velocityithin the initial
acceleration of the domain wall, the decrease tdrpngle from the value cb=7n /2
can be observed. If the central magnetization vemtoomes tilted of arouriel= 125
the domain wall velocity starts to decrease. Clmséhe angle® =1 the velocity is
zero. However, further transformation of the Blowall into the Néel one is
accompanied by the backward domain wall motion dtieg velocity). The domain
wall velocity remains negative until the Néel wialltransformed to the opposite Bloch

wall and the whole process is repeating in the same(Fig. 12).
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Walker was the first one, who showed that beyorddiitical field (Walker field) no
stable solution of the domain wall propagation &xit this regime, the domain wall
transforms its structure periodically from the Bioto Néel configuration, while the
wall itself oscillates back and forth. Such nortisteary domain wall propagation
results in the rapid decrease of average domaihwshicity, which can be recognized
as a breakdown in the field dependence of domalhwsbbcity. The domain wall has
the negative domain wall mobility in this regimehave average velocity decreases with
increasing applied field.

100

1000 -

900 }—

800 1~ Fig. 13 The field dependence of the average domain
100 |- wall velocity as it was calculated by Walker. The
wol steady regime of domain wall propagation can be

recognized in the initial linear part. The domain

Y. He=8.5 Oe
a=0.01

Ho= 10 Oc wall mobility becomes negative beyond the Walker
/ limit. In this regime, the stationary solutions rus
V=142.86

200 1= _ be replaced by inhomogeneous chaotic modes.
Image adopted from (56).

Walker considered the infinite magnetic medium igmrodel. The demagnetizing field
arises from the domain wall magnetization precessan accompanies domain wall
movement. Even if the situation is more complexedal material, the Walker solution

has been found to be qualitatively valid in widega of magnetic materials.
2.1 The domain wall dynamics in thin planar magnetinowires

The domain wall dynamics was extensively studiedham planar nanowires (57)
(58) (59). They have been constructed on the l#sikin ferromagnetic stripes with
lengthL, width w and total thickness( L >> w > t). The structure of the domain wall
in such material depends on balance between exehamg anisotropy energies. The

exchange energy is minimized by parallel orientattbrmagnetic moments, whereas
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the anisotropy energy encourages the orientationgah particular direction. In soft

magnetic materials (like Permalloy) the shape aropgtis the most important and the
spontaneous magnetization lies along the wire a%ie domain wall separating two

adjacent domains come in two configurations: trarss/eand vortex wall. The

transverse structure is characterized by continuotetion of magnetization vector

across the wall. This reduces the exchange enertheaxpense of the free magnetic
poles at the edges. The resulting magnetostagiggnncreases wittv andt. As either

of these dimensions increases, the system eventaabrs closure structure like vortex
domain wall. Here, the magnetization vector cirtedain a plane about a small core
with perpendicular magnetization within. The claswonfiguration of vortex domain

wall minimizes the free poles but increases thénamge energy.
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Fig. 14 The structure of Transverse and
Vortex domain wall in thin ferromagnetic

strip. Image adopted from (60).

By magnetostatic energy comparison of the transvelamain wall with additional

exchange energy attributed to the vortex domain avphase diagram was determined

(60) (61) (62):

wt = 6012,

(60)
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where L., denotes exchange length ( which is for permallopad 5 nm). As it is seen

in Fig. 5, the transverse domain walls are prefer&dr thin and narrow nanowires,

whereas the vortex domain structure is table ifedisions are increased.

20

Fig. 15 The phase boundary for transverse

-
o
I

and vortex domain wall in thin
ferromagnetic nanowires. Image adopted
from (60).
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Consider a thin ferromagnetic strip oriented inxsawith transverse domain wall.
Such a nanowire is characterized by three regidws. adjacent domains, each
uniformly magnetized and a domain wall with coregmeatization direction being
oriented in y axis (Fig. 14). If the driving field applied along x — direction, the
magnetization within the domains does not respordse of domains being parallel
oriented to the field. However, damping toward &ipglied field leads to the rotation of
the domain wall magnetization toward the x- axigdession of the magnetic moments
around the driving field results in domain wall magzation tilting out of the plane at
angled. If the magnetization is tilted out from xy — plaiteis no longer antiparallel to
the demagnetization field. The component of demigagieon field perpendicular to the

magnetization is proportional to the tilting angl€63):

Hy =Mg(N, =N, )cosfsing (61)

where N,, N, are demagnetizing factors in the region of thenaio wall. It means, for

non-zero tilting anglé, the component of demagnetization field is norezep and the
domain wall magnetization precesses around it,rifriing to the rotation toward x —

axis (i.e. to the domain wall propagation alongish
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The domain wall velocity is then proportional to tbemponent of demagnetization

field perpendicular to the magnetization:

A+a®)v=(ym")(H, +Ha)a (62)

This formula shows that when the driving fieldlis removed, the precession around
demagnetizing field sustains the momentum of thdl ¥&8). This behaviour was

attributed to the effective domain wall mass. Hogrevdamping of the magnetic
moments drags the energy from the movement incdge, which results in decrease of

tilting angle & and, consequently, in decrease of demagnetizaidHi, which bring

the domain wall to a stop.

As it is clearly seen from eq. 61, the higher vadfidilting angle, the higher domain
wall velocity is achieved. For each strip geoméfgre is a tilt angléd maximizing the
domain wall velocity that occurs atax H; .

From the domain wall dynamics point of view, twgirees of domain wall propagation

can be recognized with respect to the driving f(él8)):
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1, H <aM (N, =N, )/2 -if the value of applied magnetic field is smélie tendency

to increase the tilt angle is balanced by the teag®f damping to push the tilt angle
back to zero (63). The tilt angle is constant afiveen value of driving field and the

domain wall velocity is proportional to the field.

2, H>aM (N, - N, )/2- if the driving field is increased, the tilt angtentinues to

grow. When the value of tilt angle exceetd$2 , the precession and damping accelerate
the magnetization back to the plane. Though premes®ntinues clockwise around the
demagnetizing field, the transverse direction ofgneization is reversed, so that
precession moves the wall in the reverse direcfldve domain wall velocity becomes
negative in this case (63). When the magnetizgiasses through the plane of the strip
and the direction of core magnetization is revers#tethuses the precession direction to

reverse, yielding another reversal of wall directamd whole the process is repeating.

Fig. 16 shows the result of micromagnetic simutataf the transverse domain wall
propagation above the Walker limit in a thin plam@anowire. The magnetization
direction within the core of the transverse domaail is oriented in y — axis at the
beginning. If the domain wall reaches critical \a#lp (Walker limit) a small vortex is
nucleated at the apex of transverse wall. Furthevement of the vortex across the
transverse wall is accompanied by forward motiorthaf wall and then it begins to
move backward as the vortex crosses the wire midp@etrograde motion). If the
vortex reaches other side of the wall, the trarsvstructure is recovered, but its sense
(chirality) is reversed. The whole process contajnihe domain wall acceleration
followed by Walker limit and vortex nucleation padically appears in the same way.
The retrograde motion of the domain wall (whichwscduring the vortex movement)
is responsible for the breakdown of the averagecitgi as compared to the case below
Walker limit (Fig. 17).

Walker breakdown appears in thin planar nanowirenath lower magnetic field as
compared to the above discussed Walker solutios.déecause a small magnetic vortex

is nucleated at much lower tilting angle tigan 77/4.
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Fig. 17 The field dependence of the domain wallog#y measured in thin 490 x 20 nm planar

ferromagnetic nanowire. Image adopted from (60).

It has been shown (60) that the field dependenceaokverse domain wall velocity
below the Walker limit can be evaluated similartythe Walker solution as a linear
function of applied magnetic field:

v=Yo (63)
a

where d denoting the domain wall width is obtained byirfigt of experimental data. In

the region far beyond the Walker limit, the fieldgpdadence can be evaluated:

89

ay,
1+a?

V= H (64)

where & denotes the average domain wall width. Since tiiee® damping in most
materialkr <<1, the domain wall mobility beyond the Walker linstfound to be much

higher than below breakdown.

As it is seen, the main results of the Walker mdédgristence of the critical velocity and
two regimes of domain wall propagation) well deiserthe real observed domain wall
dynamics in thin magnetic wires. At low field, tll®main wall is moving in linear
regime (which was discussed in the preliminary té@pwhere the structure of the
moving domain wall is constant during its propagiati As soon as the domain wall
reaches the critical value of the velocity, the eraent becomes characterized by

complex periodical changes that occur within thd.wa
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2.2 Tailoring the domain wall velocity in nanowires

In order to increase the domain wall velocity imoaires several methods have
been proposed in previous works. As it was showtlénprevious chapters the Walker
breakdown appears as a result of periodical dyraneitzanges that occur within the

moving domain wall. Such processes are relateddadtation around polar angge in

the case Bloch domain wall (according to denotatieed in fig. 5) and to the vortex
back and forth movement within the transverse donveall in case of thin planar
nanowires. It was show in the previous works tha¢ fpresence of additional
perpendicular (71) (54) (64) field is able to sliabithe processes that occurs within the
transverse domain wall and, consequently, to sggpre Walker limit.

Consider the simplest case of Bloch wall between wdjacent domains with
spontaneous magnetization oriented along x-axis.eUtite application of magnetic

field H, in x- axis, the magnetic moments are rotated duh® easy magnetization

axis by angle . Then, the components of magnetic field can béuated (39):

H, =0
H, =Mgsing -M Qsing +H, (65)
H, =Mgcosy

where Q =

5 Is so-called factor of quality which express tihersgth of uniaxial

0 S
anisotropy with respect to the demagnetization ggneiThe condition for stable
configuration is given by zero torque acting on ith@ments:
MxH=0 (66)
The x- component (39):

(M xH), =M ZQcosysing —H M cosy (67)

fullfils the condition given by eq. 66 if
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sing/ = H,,/M<Q (68)

Then, the y-component of effective field can beleat@d (39):

Hy=H,/Q+H, (69)

The movement of Bloch wall (characterized by sraatjley ) is examined by use LLG

equation similarly as it was done in chapter 1. &woer a small domain wall velocity is

considered, which results in low value of polarlang.The effective magnetic field in

the core of the domain wall is given by set of dimunes::

H, =M cosp
Hy:HD/Q+HD (70)
H,=H,

Then, the eq. 67 can be written in the form:

dMm
dt

<= —yOMSHZsin¢+ayOMS(Mscos¢sin2¢—WCos¢sin¢)

(80)

d(';/ly =y,M H, sing —ay,M (M. cos ¢sin¢—wcos2 @)

If the domain wall movement along y direction isismlered, the polar anglg within
the core of the wall is constant:

dM, _dM,
X=__2=0
dt dt (81)

Assuming this relation, the z- component of the@tfte field can be evaluated:

H.Q+D)

H, =aMg(cosgsing — M.Q

sp) (82)
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and the eq. 80 becomes transformed to:

dM _dM, _ My, cogy
dt  dt 3.

(83)

By using the eq. 82 :

dt 0,

S

M, M0 OF M) = (%mcow— M cospsing) -aM H, (84)

If this equation is compared to eq. 83 a field aej@mce of the domain wall velocity

under the influence of perpendicular field can beamed in the form:

v = o+ a?) H (85)

" af1-(H,/MQ)’

For zero perpendicular fieldd ; =0 such equation is transformed to:
v, =¥ 1+ a%)H (86)
a

which is in a good agreement with previously detifermula without perpendicular

field. Application of the perpendicular field leamtsthe increase of the walker limit:

2v, (cosg sing,, + o@D oy
v, = MsQ (87)
J1-(H, /MQ)?

Here, anglep,, denotes the maximal angle at which a Walker breakdoccurs (39):

@, =arcsi

A “§d2+8) (88)
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whered denotes the complex parameter described elsewB@reGomparing the eq. 85
and eqg. 87, one may conclude that the applicatiopegbendicular field leads to the
suppression of the Walker regime and to the effedticrease of domain wall velocity

below Walker regime.

However, the application of perpendicular field nst the only one method for
suppression of Walker regime. Nakatani et al. slib\{&9) that surface roughness
inhibits creating of vortexes inside the transviedgamain wall, which prevents Walker
breakdown so that constant velocity above Walkeitlcould be obtained. A similar
way of Walker breakdown suppression was propose&Kinyz (71), who used the
strong out of plane oriented perpendicular fielkéep the vortex close to the edge of

the transversal domain wall (fig. 18).
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Fig. 18 The field dependance of domain wall velpcih 5 x 100 nm long permalloy strip.
Perpendiculary oriented out-of plane magnetic fikkbps the vortex at the edge of strip, which
prevents the periodical changes within the trarsesavall beyond Walker limit. As a result, velocity
breakdown does not occur beyond critical velodity, the velocity saturation can be observed. Image

adopted from (71).

The importance of perpendicular anisotropy on f@smain wall propagation was
demonstrated by Cowburn (70). He showed that thék&dreakdown can be totally
suppressed by the series of cross-shaped perpeaardabminains that acts to prevent
transformations of the domain wall structure areéase the domain wall velocity by a

factor of four compared to the maximum velocityaoplain strip (fig. 19).
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Fig. 19 Comparison of the field dependance of domaill velocity measured at nanostrips with differe

surface comb structure. As it is seen, a signiticeelocity breakdown occurs beyond walker regime i

plane strip. The presence of surface comb struatithe surface of the wire prevents the creatibn o

vortex inside the transverse wall. This resultsaipositive domain wall mobility at the value oflfie

where walker breakdown was observed previouslygvedopted from (70).
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Chapter 3

Amorphous glass-coated microwires

N

Amorphous glass-coated microwires are a
composite material consisting of a metallic nucléhe is
covered by an insulating glass coat (Fig.20). Mdsihe
magnetic  properties of amorphous-glass coated
microwires are mainly given by their fabricatioropess.
The classical preparation method was first propdsed
Taylor in 1924 (73). The technique consisted esafnt

Fig. 20 The image of amorphous of filling a glass tube with the metal from whidmetwire
glass-coated microwire made by

el Wn .
SE 10,0 (CoMnl{5i0) Mt

scanning electron microscopy (86). was drawn, placing this in a heated cylinder omgaand
drawing it out at the proper rate by use of mufflade
from copper rod. The selected glass tube had teofiened at a temperature between
the melting and boiling point of metal used and hatl to react chemically with the
metal at high temperature. This was usually aclieaethe melting temperature of
glass-coating about 1400°C that was around 200Ybehithan that of the metal
depending on the composition. The glass-coatingeseas insulation and could be
removed by acid etching. The as-prepared filamevese characterized by higher
tensile strength than wires of ordinary size. Tachnique was proved to be quite useful
for obtaining a broad spectrum of chemical compmsst for metallic nucleus, including
copper, aluminum and iron microwires with diametosg/n to 1um and with length of
0.5 cm — 1.5 cm. However, the main disadvantageush hand-made producing
method was bad reproducibility of prepared samfites was strongly determined by
many factors, especially by proper selected tentipexyaf melted master-alloy and by
the speed of microwires drawing. In early fiftieBtavski (74) (75) improved Taylor’'s
production by automation of procedures involveddiawing of the wire. Further
development in fabrication of more homogeneous owes was carried out in sixties
and seventies (76) (77) (78) by modification of [Baynethod and by combining with
Ulitovski improvements. These modifications finalkgsulted in Taylor-Ulitovski
method that allows producing microwires with metatiore diameter of im - 30um
(in special cases even down to 100nm (87)) and gldks thickness 2- 20m (79).
Fig.21 shows the schematic drawing of microwirerifaion process. A few grams of
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master alloy is put into Pyrex-like glass tube gaced in the middle of induction

heating coil. As soon as the temperature of madtey was sufficient to soften the

glass tube, a small drop is formed at the bottortheftube. The portion of the glass
tube adjacent to the melted alloy envelopes thalntebplet. A glass capillary is then

drawn from the softened glass portion and wound outating coil. At suitable drawing

conditions, the molten metal fills the glass capyl and a microwire is thus formed
where the metal core is completely coated by asgiasll. The amount of glass used in
the process is balanced by the continuous feedirgeoglass tube through inductor
zone, whereas the formulation of the metallic asreestricted by the initial quantity of

the master alloy droplet (79). Note that the engimédification process of microwires

does not occur homogeneously in all volume, butsfaom the periphery of the wire

and is following through the all diameter. A fingilece of microwire is stock on the

rotating cylinder that provides both functions:lmg out the sample and wounding the
as-prepared microwires. In the solidification pxey flowing water stream, the
cooling rate of 10 K/s — 10 K/s is obtained. Such rate is sufficient to achiekie

amorphous state of prepared microwires.

Fig. 21 schematic picture of microwire
preparation by Taylor-Ulitovski process
(79).

The main advantages of the microwire fabricationThylor-Ulitovski method are (a,)
good reproducibility of samples, (b,) control ofogeetrical dimensions of as-prepared
wires (the ratio between the metallic core and sytamting) and (c,) continuous
preparation of long pieces (tens of kilometers foouple grams of master-alloy).

As a result of rapid quenching and drawing procksing such preparation technique
strong internal stresses are introduced to as-prdpanicrowires. The standard
calculation of internal stress distributions in rowires (80) (81) (82) involves two
stages of preparation process. The first stageeiglass transition of the metal that is
assumed (80) to take place simultaneously with ithedening of the glass at the

temperature Jass During this stage the internal stresses are doted due to the
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solidification of metal as the solidification froptoceeds radial inward to the centre of
the wire. Such process creates the radial andlairstresses. The second stage is the
cooling of the metal-glass fromydssto room temperature. During this stage, axial and
radial internal stresses are introduced due t@dndéraction of both materials (glass and
metal) characterized by different thermal coefiitge

o(T)=Ey (a, —a,)AT (89)
where E, denotes the Young modulus of metallic corg,and a the thermal
expansion coefficient of glass-coating and metaflicleus andAT the difference
between melted alloy temperature and as-preparecbwire temperature.
Moreover, the stretching of composite during fadtimn process induces additional
axial stresses. The resulting stress distributsothén evaluated by superposition of all
stresses originated by the progressive solidificatof microwire and it has a tensor
character. The corresponding components of intestr&@ss tensor can be roughly
evaluated (83):

O aiar (1) = 2VA= KT(r)

Tpagr (T) ==K U ?)I (R) + A= B2 (90)

Uazimutal(r) = K(l/r2)| (r) +A-B/r?- KT(r)

with K =a,E, /@/v)where v is Poisson’s coefficient, A and B are integrating

parameters determined by  boundary

conditions. As itis roughly seen, axial stresses
05 e 'e are linear function of the distance from wire
N centre. The evolution of radial and

circumferential stresses strongly depends on

05 [ —— Radial
--—— Circumfarantial
—-—— Axial

Stress (EGPa)

integrating parameters A,B determined by
many factors, namely the radius of metallic

core and the ratio between the metallic core

and glass thickness.

10 m Fig. 22 shows the calculated strength of
internal residual stresses in microwire of

Fig. 22 Distribution of internal stresses in ] o
, o _ radiusR = 11.2um. As it is seen, the stresses
FeSiB glass-coated microwires according to

(84). are not homogeneous through the radius, but
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one can see complex distribution. The axial steesge dominant froomn = O um to
approximately = 10um. Within the interval from 1@m to 10.5um the axial stress is
still dominant, but circular stresses prevails ahdnes. In the thin layer just below the
surface of the wire (10.am -11 um) the radial and circumferential stresses are the
strongest. As it is seen at fig. 22, not only ta&ue, but the sign of stress is not constant
across the microwire radius, too. The radial segesse tensile everywhere in range (0,
R), while the axial and azimuthal stresses areleefromr = 0 to approximately 93%

of R, changing sign close to the surface wheretlnes compressive. Generally, the
stresses are tensile in central part of the wilegreas compressive stresses are present
at the surface of the wire. The schematic pictungiatieg the directions dominating

stresses is shown in Fig. 23.

o radial _ _ _ o
Fig. 23 Schematic drawing of dominating internal

e stresses introduced to microwires during Taylor-
o axial -

by b

Ulitovski production method.

3.1 The domain structure of microwires

It is well known from experiment that the domairusture of microwires (with
length of 0.5cm and more) is given by the sign agjnetostriction coefficient (Fig. 24).
While microwires with negative magnetostriction ateracterized by hysteresis loops
containing rotation of magnetic moments in widesiaal of field, the microwires with
positive magnetostriction are characterized by retigrbistability. It proves that the
most important magnetic anisotropy of microwiresses from the magnetoelastic
coupling between the spontaneous magnetizationrasidual stresses. The energy

associated with the magnetoelastic coupling caexbeessed:

F, = —g’/lsacos2 @ (91)
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where Jq is a coefficient of saturation magnetostrictiamesidual stresses argis the

angle between the direction of magnetization and dinection of residual stress.

According to the distribution of internal stressesl possible values of magnetostriction
coefficient, three groups of microwires are gergre¢cognized with respect to their

domain structure:

1, microwires with negative magnetostriction, usuéllo-based withi, =—2x107°: the

minimum of magnetoelastic energy is achieved ifeciion of spontaneous
magnetization is perpendicular to the directionmdérnal stress. Taking into account
above mentioned stress distribution in microwites may see that the magnetoelastic
energy gives rise to the easy axis in directiorpg@edicular to microwire axis. The
magnetoelastic energy exceeds the magnetostatigyeaad the magnetization aligns
perpendicular to the radial and axial stressesywiferential direction). The domain
structure of such wires consists of circular doma@S). This proves that the
magnetoelastic anisotropy is stronger than magtatioone. With the application of
axial magnetic field, the magnetization rotates framcular to axial orientation

exhibiting minimal hysteresis (Fig. 24)
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Fig. 24 Comparison of axial hysteresis loops of gthous glass-coated microwires made from negative
(a,) nearly zero (b,) and positive (c,) magnetostm coefficient of metallic nucleus. The schemati

drawing of domain structure is showed down. Asiséen, the domain structure is not given by shape
anisotropy, but magnetostriction coefficient is tmest important parameter determining the domain
structure of microwires. Note, the size of radiatl aaxial structures in schematic drawing does not

correspond to the real case.
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2, microwires with nearly zero magnetostriction dally Co-based with small amount

of Fe or Mn A, =1x107 - in this case the magnetoelastic energy becomesg ful

balanced (or exceeded) by magnetostatic energy.oAditon of magnetostatic

minimum energy is fulfilled by axial orientation afagnetization in whole volume of
microwires. In turn, magnetoelastic anisotropy givise to circular domain structure
(as it was in above mentioned wires with negatiagnetostriction). The competition
between both anisotropies usually results in com@enthe domain structure of such
wires consist of axial domains surrounded by trsblell of circumferential domains
(86). However, the direction of magnetization irstkind of wires is strongly dependant
on chemical compositions of metallic nucleus. Galtgrthe reversal magnetization
process takes place firstly by domain wall propagatn small volume followed by

rotation of magnetic moments. (Fig. 24)

3, microwires with (high) positive magnetostrictienusually Fe-rich samples with

A, =3x10° - axial hysteresis loop is characterized by large&kBamsen jump followed

by magnetization rotation in surface region of thege fig. 24. Due to the high
magnetoelastic coupling, the metallic part of wifems easy (hard) axis of
magnetization parallel to internal tensile (compjestresses. The condition of
magnetoelastic minimum tends the magnetizationotlm the direction of internal
stresses introduced to the sample during Taylaetski production. According to the
specific stress distribution discussed in previolhapter, the domain structure of such
wires consists of large axial domain surroundedniany radial domains (Fig. 24).
Moreover, two closure domains appear at the endhiofowire in order to decrease
magnetostatic energy. If such microwire is subrditte axial magnetic field, the
domain wall between closure and axial domain startseverse the whole volume of

axial domain (Fig. 25).

For this reason, the amorphous glass-coated mimswvith positive magnetostriction

are ideal material to study the propagation of gingkell-defined domain wall.
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Fig. 25 Schematic drawing of Large Barkhaussen juhmgt gives rise to the square-shpaed axial

hysteresis loop.

3.2 The domain wall dynamics in amorphous glassecbaicrowires

The main properties of fast domain wall dynamiceinrowires are demonstrated

at the samples with composition of7FeNixSi; sB1s with x[(0;38.8 . These alloys

are characterized by soft magnetic properties and the variable value of
magnetostriction and magnetization constants, walidws comparing the influence of

such parameters on domain wall dynamics in micresvir

As it was mentioned in chapter 1, the domain walbwity in viscous model is
directly proportional to the driving field (eq. 4)As it is seen in Fig. 26 (a,) (b,) such
model is in a good agreement with the domain wgatlagnics observed in microwires of
composition Fg sSizsB1s and Fe:Niis sSizsBis. The domain wall velocity in these
samples is directly proportional to the drivingldigeq. 4) and thanks to the low
anisotropy the velocity reaches a very high valfielmout 2.2 km/s. By the linear
extrapolation of measured data, one can obtaintivegeritical field H. The negative
critical field has already been found in amorphousrowires and it is taken to be one
of the most important mechanisms to increase timeagtowall velocity even in case of

low domain wall mobility.
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Fig. 26 The domain wall dynamics measured in
series of FeNiSiB amorphous glass-coated
microwires characterized by different ratio

between iron and nickel content (96).

The domain wall dynamics in microwires becomes nooraplex in case of the samples

with higher nickel content. At low fields, the veitycfollows linear dependence on the

driving field, but only up to the certain value @#locity (1.5 km/s — 2 km/s), when

domain wall mobility steeply increases (fig. 26d¢.e). Then the domain wall jumps to

the secondary linear regime with maximum velocityuad 10 km/s. As it is seen in

tab. 1 the secondary regime in all samples is chetiaed by domain wall mobility of

order of tens fiA.s as opposed to the primary one with mobilitynits nf/A.s (tab.1).
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Sample Domain Vo Ho S B

Fewoo0.xNix wall regime  (m/s)  (A/m)  (m% As) (kgm?s™
Fe77,5Si7,5Bl5 Primary 201 -98 2.0 1.14
FQszNi15.5Si7_5B]_5 Primary 99 -64 1.5 1.31
Fexo dNiyy Sir B Primary 268 -178 1.4 1.15
G19.6127.917 5515 Secondary 534 16.4 0.10
. . Primary 92 -76 3.1 0.92

F [ I7 sB
&r2eN1a65t7.5B15 Secondary 764 22.3 0.12
. . Primary 402 -478 0.8 3.1

F | I7 sB
%a.79NIsp 5517 P15 Secondary 857 54.3 0.02

Tab. 1 The main parameters of domain wall dynatffititesi by mechanic model described in chapter 1.

3.2.1 Two regimes of domain wall propagation

One of possible explanation of such transformationld be attributed to the
change of domain wall structure. It was shown byamseof micromagnetic calculation
(89) as well as by the simulation (90) that in cabeylindrically symmetric wires at
least two structures of domain walls could app&aese two structures have become
known as the transverse (in case of cylindricakewias a corkscrew mode (91)) and
vortex wall (or localized curling mode) fig. 27. Thiest of them refers to the thin
ferromagnetic wires. Transverse domain wall haslognergy and lower domain wall
mobility. It produces a strong stray field thatereticts with shell of surface domains and
the domain wall velocity is lower. On the other sidee vortex domain wall is
characterized by closed magnetic flux, which prévéhe interaction with the surface
and the domain wall velocity is higher. Moreoveortex domain wall needs higher

energy to be created and appears in thicker wires.

Taking into account the above mentioned propedfedomain walls with microwires,
one may expect the transverse domain wall to beepteat low field due to the presence
of perpendicular anisotropies (axial and radialkial anisotropy is dominant in the
center of the wire, whereas the radial becomes g#rojust below the surface of the

wire.
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Fig. 27 The vortex and transverse domain wall stinecin cylindrically symmetric wires. Image
adopted from (92).

At lower magnetic field there is not enough enetgyreate the complex structure of
vortex domain wall and therefore the transversahaia wall with low domain wall
mobility and lower domain wall velocity is prefedceHowever, at higher fields, the
energy stored to the domain wall can be assumedsk tbigher. Then the system has
more energy to create the structure of the vortak which is not favorable at low
fields. One of possible reasons that the vortex alorwall is nucleated at high field
may consist in mechanism of domain wall deppiningthe Sixtus-Tonks experiment,
the magnetic field is produced by function generpatogged to the primary coil. Due to
the relaxation time of primary coil, it takes satimae to raise the magnetic field at
constant value.

It is worth mentioning that increase in the driviagial magnetic field leads to the
increase in the axial domain’s diameter which cdalebrs the vortex structure (97) too.
Once the domain wall with defined structure becomrested, it does not change its
structure during the domain wall propagation (#ypecially, a very similar behavior is
observed at the transition between primary and skegrregime (around 600 A/m in
Feyo.Nizz oSz sB1s, see fig. 26, d). Such region is characterizedhdy-stability of the
nucleated structure of the domain wall hence tha bl structure can appear (fig. 26
c,d, e).

However, the experimental proof confirming that thensformation of domain wall
structure is responsible for secondary regime issimg. Anyway, some indirect
experimental fact point to this statement. Firsalgfit is a measurement of domain wall
velocity fluctuation. As a result of interaction dbmain wall with local structure of
microwire, the domain wall does not cross the wirthe exactly same time during each

reversal process, but one can observe smooth #tiochs of velocities. The comparison
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of domain wall’s fluctuation for primary and secondeegime is shown in fig. 28. The
velocity of primary regime (transverse domain wallyvell defined with deviations less
than 1%. Then the domain wall moves in stable vglosomewhere called steady-state
regime. If the velocity of domain wall approachis transition between primary and
secondary regime (around 1.5 km/s in fig. 28) aleie of fluctuations steeply increase
up to 35 %. However, this increase is perhaps aélav the metastability of both
regimes, rather than the change in way of indiidid@main wall’s fluctuations. In
contrary, the secondary regime (vortex) is charemgd by one order higher
fluctuations than the primary one. One of possisplanation consists in term of
different domain wall structure. The vortex domaiall has higher volume (width) that

interacts with local structure and consequentlyloiner stability of the velocity occurs.

16000 Fe, Ni, Si B ﬁ ALl
r”\ .
[ o
12000 A 130 8
— I, =
£ L 20 £
£ 8000 ¥, 120 &
> / A‘I s
40001 [ A& ) 10 @
W
0- {0
100 200 300 400 500
H (A/m)

Fig. 28 Comparison of domain wall velocity fluctisets for primary and secondary regime in

amorphous FeNiSiB glass-coated microwire.

Another important experimental fact is related e tsign of critical fieldd,. The

critical field of primary regime (see tab.1) is aéige because the domain wall already
exists at zero magnetic fields. On the other gsiake critical field of secondary regime is
positive because the vortex domain wall must bdeatied at high field when enough
energy is supplied by the external field. The evotubf critical field for primary and

secondary regime is shown in Fig. 29. As it isnsdle negative critical field of

primary (transverse wall) regime decreases wittkeliccontent as opposed to the
secondary one. This is quite surprising result bseaone can expect lower

magnetoelastic anisotropy with higher nickel content
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Fig. 29 Compositional dependence of domain wall ifitpkand critical field for primary regimes , H ,

and secondary regimg, H,, in amorphous FeNiSiB glass-coated microwires (96).

Moreover, the transversal domain wall produces gtsurface stray field (fig.10) that

interacts with shell of radial domains in microvgir@nd slows the domain wall velocity.
In this regard the vortex domain wall is advantadggdclosure magnetic flux that

prevents such interaction with surface shell dosaamd consequently it allows

reaching high domain wall velocities. As a restlie domain wall mobility is increased

by one order and the maximum domain wall veloaiyréases almost 5 times up to 8
km/s (fig. 26).

The two regimes of domain wall propagation haveséen observed in other samples
with nominal composition of ReeNizs.oSizsB1s and Feg 7Nizg sSiz sBis. It is important

to note, that the transition between the primarg sacondary regime appears around
the same domain wall velocity (1 km/s — 2 km/splhsamples and it doesn’'t seem to
be the effect of driving field. As in the previogsamples, the highest domain wall
velocities are achieved by secondary regime andhragp 9 km/s and 10 km/s
respectively. Such increase of maximum velocity bamassociated with the magnetic
anisotropy decrease with nickel content.

Regardless to the origin of secondary regime, wasth mentioning that the secondary
regime of domain wall propagation was observed iorawires of many different
compositions, where it was attributed to the Walkeld or multiple domain wall

propagation by many authors (99) (100) (101).
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3.2.2 The high domain wall velocities in microwires

Regardless to the origin of secondary regime, oag conclude the domain wall

velocities in microwires reach high enough valugsilarly high velocities have been

previously measured only in small group of magnstaterials including orthoferrites

(up to 60 km/s) (24) or iron whiskers (up to 30 &EP5). In case of amorphous glass-

coated microwires the highest velocities are uguatitained by secondary regime: in

primary regime the maximum velocities do not excked2 km/s. In turn, thanks to the

positive critical field and higher domain wall mbty, the maximum domain wall

velocities in secondary regime is one order higlsecompared to the primary one. The

relation between the domain wall mobility and satien magnetization for primary and

secondary regime is compared in fig. 30. As it eéers the domain wall mobility

decreases with nickel content in the same way ass#beration magnetization for

primary regime. On the other side, domain wall rigbof secondary regime increase

with saturation magnetization decrease (fig. 30)was shown in chapter 1 that the

domain wall mobility in viscous model is directlygportional to the magnetization and

indirectly proportional to the domain wall dampinghe domain wall mobility in

secondary regime must be determined mainly by tmaih wall damping, since the

domain wall mobility decreases with nickel contamid the saturation magnetization

increases.
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Fig. 30 Compositional dependence of domain wall ititghS and saturation magnetizatidvig for

primary and secondary regime in amorphous FeNi$Bsgcoated microwires (96).

It was shown in the previous works (93) that themtantribution to the domain wall

damping in amorphous glass-coated microwires affe®s magnetoelastic interaction

of magnetic moments with local mechanical stresstence, the fast domain wall
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velocities of secondary regime should be relatethéolow anisotropy of microwires
resulting from magneto-elastic coupling. The donveati dynamics under the influence
of tailored magnetoelastic anisotropy is discuseezhapter 5.1. Another factor that can
help to achieve fast domain walls in microwire ebbk related to the presence of two
perpendicular anisotropies. Both anisotropies corsgie each other that results in the
effective axial anisotropy decrease. Finally, tadial surface domain structure shields
the domain wall from pinning on the surface defeethich helps to increase the
domain wall velocity (discussed in chapter 6). &ima of this work is to investigate the

influence of above mentioned factors on fast domaaih propagation in microwires.

The most typical aspects of the fast domain waladyics were introduced in this
chapter: (1,) two regimes of domain wall propagati@,) the negative value of critical
fields and (3,) the high domain wall velocities.eTdomain wall velocity in both

regimes is well-described by viscous model of domaall propagation, in which the
domain wall velocity is directly proportional toelhdriving field. The measurements of
domain wall dynamics provided by Sixtus-Tonks mdtlsbow that the domain wall in
microwires can achieve very high velocities thadcte up 15 km/s. Three possible

factors allowing such high velocities in microwingere introduced.
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Chapter 4

Experimental part

This chapter contains the description of the majpeemental techniques used in this
work. Although it involves standard methods (thdrnamnealing, Sixtus-Tonks
experiment), many of setups have had to be modiVigth respect to particular

properties of amorphous glass-coated microwiresudised in this chapter.

4.1 Improved Sixtus-Tonks experiment for domainlwalocity
measurements

4.1.1 Description of method

The classical experiment proposed by Sixtus andkd atetermined the domain wall
velocity by the timeT, which domain wall needs to cross the known distdncSuch
method was adapted in later works to various erpartal setups using different ways
of domain wall detection including optical (103)1@), sensor (111) (112) (123) or
inductive methods (102) (104) (114).
The position of domain wall is sensed by seriespiok-up coils in the induction
method. Assume a 180° domain wall which crossesptbk-up coil. According to
Faraday law of induction, the total induced voltag@roportional to change of flux in
the coil:

do
Cdt

(92)

If the pick-up coil with cross-sectid®: is wired fromn turns, the total induced voltage
Is proportional to time derivative of magnetic fldgnsityB:

dB
U=-Sn— 93
The magnetic flux densit® is given by material relatiold = t,H + t,M . Then the

ed. 93 may be written in the form:

dH dM dH
U=-ni((S.-S,)—+S,| —+— 94
n:uO(( (o n) dt n|: dt dt :|) ( )
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where S denotes the cross-section of the metallic core.itAs seen, the voltage

induced in pick-up coil results from two effectsheTfirst term is associated with the
voltage inducted by the time change of magnetitd fid (given by the solenoid
inductance and by the function generator used preement), whereas the second term
is related to change of magnetization directiont thecurs as a result of domain
structure change. The main reversal process afitdis related to the domain wall
propagation in axial domain in the case of positnegnetostriction microwire. Hence,
the induction method can provide the detection o¥img domain wall that crosses the

pick-up coil.

The magnetic bistability of the studied wire wasiaged by an externally applied
tension stress in the experiment proposed by Siatus Tonks. However, this is not
necessary to do in the case of positive magnettistri microwires due to the strong
residual stresses introduced to wires during faltino process. The schematic drawing
of experimental apparatus for domain wall dynammesasurements in microwires is
shown in fig. 31. It consists of a solenoid powebgda function generator with square
waveform providing constant magnetic field in solenduring each half-period. As it is
seen, the microwire is placed to the solenoid asgtrioally with one end being out of
the coil in order to avoid the multiple domain wphopagation from both sides. The
length of the sample must be selected properly regpect to the size of solenoid. If the
studied piece of microwire is too short, the domaadl propagation occurs from both
sides. Otherwise, the microwire is not fully revetgthe domain wall stops at low field
outside the coil) if too long microwire is used foeasurements. The optimal length in
our experiments (with respect to the length of soi@ and to the field distribution in
solenoid discussed later) was found to be aroundmi@vith 1 cm - 1.5 cm part being
outside the solenoid.

a |—|:|—§ AC amplifier ] Function gen.

ROTEL RB971 |
1 2 Pick-up coilNo. 3 4 Lo ! ETC Mb621

A

PC

————————————————

i Preamplifier : Oscilloscope

A\ 4

Signal Recovery— ETC M631

Fig. 31 Schematic picture of Sixtus-Tonks setupdufe domain wall dynamics measurements in

amorphous glass-coated microwires (a,) solenojdsémple under investigation
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The position of domain wall in microwire was sen$sdseries of four pick-up coils
plugged to the oscilloscope providing time resolutof induced voltage in pick-up
coils. In order to be sure that the series of iedugeaks at oscilloscope screen does not
correspond to multiple domain wall propagation, thember of pick-up coils was
increased to four (in comparison with previous expents). Both pairs of pick-up coils
(outer and inner one, see fig. 31) were wired neseand opposite in order to avoid the
voltage induced by change of magnetic field intgnii (first term in eq. 94) and for
enhancing the effective signal arising from domaadl propagation (second term in eq.
94). The pair of outer pick-up coils serves for threction of domain wall propagation
determination. They contain less turns than innek-pp coils in order to distinguish
peaks at the oscilloscope screen. Fig. 32 showsythieal oscilloscope traces of the
voltage induced by flux reversal at 4 pick-up ceitsen the domain walls (a,) propagate
from microwire centre (b,) propagates from one emthe another one (regular case)

(c,) propagates from both sides of microwire.

1 2 Pckupcoil Moo 3 2 1 2  Pick-up coil Mo

v

v
v

Fig. 32 Sequences of peaks induced at the osal@sscreen when the domain wall propagates (ay) fro
the centre of wire, (b,) from one end to anothee @regular case) (c,) from both sides of wire. The

driving field in (b,) was opposite to the directioffield used in (a,).

The inner pair of pick-up coils serves for the domaall velocity measurements. They
are spaced 6 cm apart in order to get the domalinpn@pagation in uniform magnetic
field (see magnetic field profile of solenoid igFB3). By measuring the time interval
T between two peaks formed by internal pair of pigkcoils distanced apart L, the
domain wall velocity can be easy calculated:

_L
V= (95)
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Changing the value of magnetic field at which the domain wall propagation occurs
and measuring the domain wall velocity; one mayawbthe dependence of domain
wall velocity on applied magnetic field (v-H depende).

Such dependence is very useful for domain wall dyoa study because it reveals
important parameters related to domain wall propagaThe slope of curve in v-H
dependence is inversely proportional to the domah damping; therefore it reflects
various mechanisms contributing to the domain \adlking during its propagation.
Another important parameter is related to the areder the v-H curve. The total power
used to move the domain wall at constant velocly forceF (in our case arising from

external magnetic field, (eq. 2) is equalRe= F.v. Hence:

P=2M g u,Hv (96)

which is proportional to the area under the curve-H dependence.

4.1.2 Design of apparatus

The entire hand-made sample holder used in Sixtudd setup consists of 3 main
parts:

1, solenoid (primary coil)

2, sample holder made from thin glass capillary

3, pick-up coils wound around thin glass capillang inserted into the solenoid

The driving field was furnished by 10 cm solenomhtaining 1224 turns made of
copper wire with diameter of 0.5 mm being woundgtess-tube in six layers. Fig. 33
compares the magnetic field profiles measuredeatitis of solenoid. The uniform part

of the field was calculated as:
H =12240Qi (97)

where i denotes the current passing the coil in amperés. donstant of coil was
determined by fitting the magnetic field intensieasured along the axis of solenoid
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for different values of electric voltage appliedgolenoid. The decrease of magnetic

field from the middle of coil is less than 2 %.

800{ U=10V j 800
B R A H=77.332 U - 0.0947
7004 / \ . R’ =0.99
/ \ 600
;E‘ 000 V] -
< € 400
T 500 =3
T
4001 1 200-
3001
T T T T T T 0-
0 2 4 7 9 11 13

position (cm) UV

Fig. 33 left: the axial magnetic field intensity aseired at the axis of solenoid used in experimi@ntapplied
voltage ofU = 10V. Red lines denote the interval where the @iarwall velocity is measured. right: fit of coil

constant

The microwire under the investigation was heldha axis of the solenoid by use of
sample holder made from thin glass capillary wittinaieter of 10Qum inserted into the
solenoid. A series of four pick-up coils were wousund the capillary. The outer
pick-up coils were wounded from 350 turns of thapper wire with diameter of 3@m.
The inner pair of pick — up coils consists of twalg with 650 turns in order to achieve
higher sensitivity. Adjacent pick-up coils were sgped by glass tube that holds the

sample holder in solenoid axis.

—dJ 1 cm

Fig. 34 shows the detail of as-prepared sampleehadntaining thin capillary and series of fourkpigp

coils wound around .

The solenoid was powered by a ETC M621 functionegatior via 46 ohm resistor in
order to match the solenoid resistance to the éutppedance of Function Generator
(50 ohms). The signal from pick-up coils was gegdeby ETC M631 oscilloscope.
Both equipments were controlled by data acquisisioftware written in Visual Basic.

The software automatically measures the time intdreawveen peaks induced in the
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internal pair of pick-up coils, while increasingetimagnetic field by use of function
generator. The program’s main user-interface is shoviig. 35.

s, Sictas- Tonks
+ Function generator——
Lyl Shift
—Level

Tl ﬁ =
[0 L
Shift

i] W
o m

!30 Hz
zetf. |_ =

: _ — -Drawing regime—— — Meazuring regime——
Timebaze: 4; _|— h! ||:|_|:|1 " [W Eom o | [1’:’ e |

—Speed StatLs

iED 155 jn.0s - i0 i |Fieading waweform
= i !5: Mz ihu_" 22
- GEeneral settings .

[~ Speed calculation i Field from [V to [¥1-5tep [¥]
[T Automaticscale Start 04 298 ooz
. maxdmin {7 mindmas :

iED #1000 weait loop Save to file

}50 pairts ignared. . H depend, || { |E:'\WINDDWS'\F‘racwné plochahskuska. dat

Fig. 35 The main screen of Sixtus-Tonks softwaedufor automatic measurements of domain wall

velocity.
The whole user-interface table is divided in follogsub-panels:

1, Screen panet provides actual oscilloscope screen in real-tifitee program can
distinguish whether the sequence of induced peak®sponds to the proper domain
wall propagation from one end of microwire to anotf@se b in fig. 32). The signal
from the first channel of function generator isufigd by yellow curve (outer pair of
pick-up coils), whereas signal from channel B bgegr curve (inner pair of pick-up
coils). The position of minimal and maximal peaksed in domain wall velocity
calculation is searched by short software proceduacethe result is depicted by red and
white vertical cursors.

2, Function generatorthis panel enables to control base settings aftiom generator
(level, shift and frequency) that are used duriogndin wall velocity measurements in
Sixtus-Tonks experiments. Moreover, it allows chegkithe proper sequence of

induced peaks in the whole interval of magnetitdfleefore measurement.
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3, Measuring regime€ontains two options: in “v-H” option, the prograpmovides
quick measurement of v-H curve by one measurenfeddmain wall velocity per one
value of magnetic field. The second option “avg’ame that the software calculates
average domain wall velocity from 100 values meeduat the same field intensity
value.

4, Drawing regimeallows to switch on/off vertical cursors drawingdethe signal from
both channels at the screen panel. Such optiorefsiusr the computer speed increase
(and thus the data rate increase).

5, Timebaseprovides setting of oscilloscope timebase.

6, General settings*speed calculation” allows to switch off the speed calculation.
Especially, this is useful to avoid the error mgssaduring replacement of microwire
samples when the sample holder is empAytomatic scale” option used for switch
on/off the automatic change of timebase during mmessent. This setting is usually
necessary during the sample replacement. Optimag/min” and “min/max” defines
which sequence for domain wall velocity calculatisrused to:'wait loop” allows to
slow-down the time interval between measurementdoofiain wall velocity.“points
ignored”- this label defines how many preliminary points &aored in software
procedure for the domain wall velocity calculati®@utton “v-H” serves for drawing v-
H dependence in real-time.

7, Statusdinforms user, which part of software loop is beaxgcuted. The white label
shows average velocity and dispersion of measwskxtiies in“avg” mode.

8, Field from-to-step-defines the interval of magnetic field (in volts) which the
domain wall velocities are going to be measured.

9, Save to filepath where the file containing output data is dave

The data output of program is a text (ASCII) filentaining measurements settings
(date, time, sample composition) followed by datséven columns: magnetic figt
(in A/m), position of minimum in channel A (outeripaf pick-up coils)PA (in pixels),
position of maximum in channel RA; (in pixels), position of minimum in channel B
PB; (in pixels), position of maximum in channel BB, (in pixels), timebase T (in
us/pixel), time interval between peaks induced ritgrival pick-up coils RB,- PB)*T

(in us) and corresponding domain wall velocityr(irs).
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4.2 Magneto-metrical and magneto-optical measurénen
4.2.1 Origin of Kerr-effect

Incident electromagnetic wave is said to be lineadlarized if the vector of electric
field intensity oscillates in a plane. This osdiltg vector is oriented perpendicularly to
the propagation direction of wave which is defilgothe wave vectadk (fig. 36). If the
vector of electric field is oriented perpendicwato the plane of incidence, the
electromagnetic wave is called “s — polarized” (&biation from German word
senkrecht= perpendicular). Parallel orientation of electrector (of linearly polarized
light) to the plane of incidence is usually calfgal- polarization” (p - parallel).

If electromagnetic wave is reflected from surfacediam, the reflected beam lies in the
plane of incidence given by incident veckoand normah. Generally, the reflected ray

remains linearly polarized if the incident rayusly “p” or fully “s” polarized.

Fig. 36 Schematic drawing of linearly s-polarizettidlent electromagnetic wave. The plane of

incidence is given by wave vectoksand k' .

In order to explain the Kerr-effect it is usefulvisualize the linearly polarized light as
a linear combination of left-circularly and rightaularly polarized lights (109). These
two modes must be in phase relative to each oth@rder to obtain fully polarized
light. In general the propagation velocity of eanlbde depends on the direction of
propagation. In that case, the medium is calledaropic and the corresponding
dielectric constant becomes 3 x 3 tensor. Dielectensor £ can be symmetric,
antisymetric or it can be combination of both ofnthé'he symmetric part of dielectric
tensor contains three values that determine thleafiee constant in any direction. If

these values are identical, the medium is calletiapic.
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For the case of magnetic sample characterized bgtapeous magnetizatiav, the
corresponding dielectric tensor is evaluated (118):

1 iQ, -—-iQ,
E=g-iQ, 1 iQ, (98)
iQY _iQx 1

where N =+/¢ is the refractive index of not magnetized mediund & is Voigt
magneto-optic parameter proportional to the magagtn M of medium. When a
linearly polarized light wave penetrates the meditilecomposes into left-circularly
polarized and right-circularly polarized modes whiexperiences different refractive
indexes (115)n: n=N(@+QKk). Since these two modes have different refractive

indexes, they propagate with different velocities:

1 C
C

_y
N

c= (99)

When light is reflected from medium surface, thié-ée&rcularly polarized mode and the

right-circularly polarized light modes (now, chaexized by different propagation

velocity and phase shift) recombine into polarizethte with rotated plane of

polarization and ellipticity. The differential atigation results in ellipticity and phase

difference accounts for rotation of plane. The affgbnal components of dielectric

tensor £ are responsible for Kerr-effect, while diagonal stamt accounts for reflection

of light wave from not magnetized medium. If ieissumed to be isotropic, the diagonal
constants are equal.

A

Fig. 37 Schematic drawing of Kerr rotation and

4 Kerr elipticity angle in reflected light wave

.
v
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4.2.2 Measurement of Kerr — rotation

In measurements employing magneto-optical Kerr ceffehere are three major
configurations of optical setup, differing in gednye longitudinal, transversal and

polar.

a, Polar Kerr — effect: here, magnetization lies perpendicularly to seface and
parallel to the plane of incidence. This geomey sensitive to the change of
perpendicular magnetization component to the saréa yields Kerr rotation in plane
parallel to the surface (fig. 38). This arrangemgmiduces the greatest rotation of the
plane polarization as much as 20 minutes (108).€effeet is proportional to the cosine
of incident angle; hence the biggest signal isiakthin direction parallel to the surface
normal. Whether s- or p- linearly polarized lightused in the measurements, the signal
is the same for both of them (119) (120).

b, Longitudinal Kerr — effect : the magnetization lies in the plane of incideaoe

also in the plane of reflecting surface. This getmynés sensitive to the in — plane
magnetization change. The rotation produced by ilodipal Kerr-effect is

considerably less, by factor of about 5 than thathef polar Kerr-effect. For small
angles it is proportional to sine of incident andglée rotation is found to be zero at
normal incidence, increasing to a maximum for amgieincidence of about 60° (105).
Rotation angle of s-linearly and p-linearly poladzlight is the same for longitudinal

orientation in absolute scale. They differ by opfgosign (120).

c, Transverse Kerr-effect : the magnetization lies again in the plane of réihec
surface, but also in a plane perpendicular to taeepof incidence. In this case, there is
no Kerr — rotation of the plane of polarization ahd transverse effect appears due to
the changes in the reflection coefficient of thefaee for light polarized in the plane of
incident (p-polarization). For this reason, the lgzex can be removed during the
experiment. The whole essential signal is arisnegnfalternating intensity of reflected
light. The plane of polarization of s-polarized igent light wave is not rotated by

reflection in transverse Kerr-effect.
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a, b, C,

7 ) 7 ) 7 .

Fig. 38 The disposition of magnetization withpest to the plane of incidence for polar (a), |bngjinal

(b) and transverse (c) Kerr effect of electromaigneave reflected at magnetic surface.

Most obviously, the Kerr-signal in the real expegmhis measured as a combination of
longitudinal and polar effect due to the geomelmeatriction (zero incidence angle is
not possible to achieve). A several ways of sepaydbngitudinal and polar Kerr-

signals was proposed in previous works (121).

4.2.3 MOKE-based loop tracer

A schematic drawing of laser MOKE loop tracer iswhan fig. 39. It consists of
5 mW THORLABS HRPO50 — 1 He-Ne laser providing &rlg polarized beam with
wavelength of 632.8nm. The size of laser spot isnin2 The beam reflected from the
microwire surface is incident on THORLABS PDA 10GAEL CCD detector. The
main advantage of this detector is the high sefitsitwhich is achieved by the built-in
amplifier with adjustable output gain from 0 — 70dBe signal from CCD detectors is
then amplified and DC part of the signal (time ¢ansbackground) is removed by use
of SIGNAL RECOVERY 5113 preamplifier working in A@ode with adjustable
bandpass filter. The signal is finally treated Wy tchannels TEKTRONIX TDS 2024B
oscilloscope. The plane of incidence is given byrthgual orientation of laser source
and CCD camera. The plane of incidence was hortahiring all experiments in this
work (fig. 39).

The magnetic field was applied by Helmholtz coils\pding the magnetic field up to
1000 A/m. The whole construction of coils was davith respect to the geometrical
restriction in Kerr-effect: the sample being ungefestigation is placed in the centre of

the coil and big diameter of the coil (20 cm) altodirecting the laser beam in a
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requested incident angle. The triangular ac siggfaHAMEG function generator
amplified by ROTEL RB971 ac-amplifier was used fieeding the Helmholtz coils.
Hysteresis loops were measured by oscilloscope wgriki 100-times averaging mode.

The obtained data were saved to flash memory by ld&#face.

Amplifier Function
ROTEL nener

Oscilloscope
TEKTRONIX

Signal
recovery

Fig. 39 The basic MOKE setup components (a) lasarce, (b) ccd sensor, (¢) Helmholtz coils, (d)
polarisator (analyser) and (e) microwire sample mbed on a rotating holder. The plane of incidence
was oriented in horizontal direction. The analyaes removed during the measurements of transverse

Kerr — effect.

The most important feature of magneto-optical oket@yn of microwires is related to
their cylindrical shape. The laser beam reflectemnf cylindrical surface forms a
diverging cone. Hence, the signal intensity is rieclly proportional to square of
distance between the wire and CCD detector. Far fisason, the position of CCD
camera was permanently attached at the same platese proximity to the sample.

The second important feature of magneto-opticalenfaion of microwires is
associated with the glass-coat of the microwiree Rerr - signal is arising from the
light reflected at metallic surface which takesyooértain part of total light reflected
from microwire. In order to understand better tightl reflection from composite
material, the calculation of reflection and transsion coefficients was performed for
bilayer planar interface consisting from metal gytdss of the same thickness as in
microwires (fig. 40). The reflection coefficientrfp- and s- linearly polarized light was
calculated by use of Fresnel equations as follawsfirst step, the portion of light
transmitted by glass surface to the metallic coas walculated at each incidence angle.
In second step, the total reflected light from roveire was obtained as a sum of light
reflected from the metallic core and the glassiogat Note, the interference effects

were not taken into account due to big thicknesthefglass-coat with respect to the
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wavelength of light used in the experiments. THeaotive index of metal was chosen

that of Fe,Nig, alloy (106) which has the similar composition agnowires used in

this work (discussed in chapter 4.4).

1,04 n,=1 Mass— 15 i

lass

n =256+331i

metal

0,81 (Fe Ni_,alloy at 550 nm) -

2
S 0.6 ]
3]
2
T 0,4 |
x
—=— p-polarization
021 _.— s-polarization |
n=256+ 3.31
0,0 T T T ) ) I

0O 20 40 60 80 100
incidence angle (deg.)

Fig. 40 The incidence angle dependence of lighecabity calculated for bilayer planar interface
consisting of metal covered by glass. The bilayercsure is assumed to be plane (left). The cafmra

of reflectivity for p- and s- polarized light is@ln right.

Fig. 40 compares the angular dependence of rafleatoefficients for p- and s-
polarized light reflected from planar compositeface. As it is seen, the reflectivity of
p-polarization light doesn’'t drop to zero at Bresvsangle as a consequence of the
metallic surface presence. However, the differanaeflectivity of s- and p- polarized
light is not so high in the whole interval of inelt angle. The smallest difference is
observed at zero incident angle (correspondingeqblar Kerr-effect). Then it starts to
increase and a maximum difference of about 15%ashed at the incident angle of
about 66.3°. As it is seen, the reflection intgnsif s-polarized light is higher in the
whole interval of incident angles. Hence the s-poégion of light seems to be optimal
for magneto-optic observations in longitudinal égafation. However, as it was noted
above, the light reflected from metallic surfaced@hus contributing to the Kerr-effect)
takes only one part of total light reflected fromcrowire. Fig. 41 shows how many
percent of light reflected from microwire surfaseformed by that light reflected from
the metallic core. As it is seen, the highest Kegnal is obtained in case of p-polarized
light. Almost 92% of scattered light is reflectesrh the metallic surface at normal
incidence for both p- and s- polarizations. The@ifte Kerr-signal for p - polarization
increases with incidence angle and vice versa-favlarization. The highest portion of
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the light reflected from metallic core correspotaishe Brewster angle characterized by
the total light transmission at glass-air interfaNete, that the effective Kerr-signal is
higher for p-polarized lights in the whole intervall incident angles. However, the
difference between them is not so high (less tt#0)2

Taking into account above mentioned results, thé@mab light polarization for
longitudinal MOKE is given by the measurement ctinds: if the light intensity is the
most important parameter (due to little sensitiatyCCD, for example), the s-polarized
incident light is better to use. On the other hahthe signal is noised (for example, by
reflection from glass surface), the p-polarizedhtics better to use due to more effective

reflection from metallic core.
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Fig. 41 The relation between the incidence angléra- glass (outer incidence angle) and glasgtaim
(inner incidence angle) interface (left). The ctdtion of the total light reflected from the metaitore
(right).

Another important feature of metallic-glass compmsibservation consists in terms of
the different incident angles for glass-air andahigtass interfaces (fig. 41 leftt). Due

to the light refraction at glass surface, the iraitdangle at metallic core surface (inner
incidence angle) becomes smaller than the incidangée at microwire surface (outer
incidence angle which is given by mutual positiolasfer source and CCD camera in
fig. 39). Fig. 41 shows the dependence of innerdence angle on outer incidence
angle. As it is seen, even if the laser beam isctidd to the microwire in a high angle,
the light cannot be reflected from metallic surfatehigher angle than of about 40
degrees. (in the limiting case of outer incidenglanof 90 deg., the total internal

reflection occurs).
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As it was mentioned in previous chapter, the signednsity from longitudinal Kerr-
effect is proportional to sine of incident angle.this sense, it would be convenient to
maximize this angle in order to achieve strong digAa it is clear from fig. 41 the
inner incidence angle cannot exceed the value &f Rfactically the inner incidence
angle that was used in measurements was even srdadeto the interference effect
that occur at large outer angles. In the measureatird optimal outer incidence angle

of about 50° was found empirically.

4.2.4 Kerr microscopy

Magneto-optical observations of microwire surfaavér been performed by use of
commercial EVICO-ZEISS Imager.D2m polarizing miaoge (Fig. 42). This
microscope uses Kohler illumination that allowstidiguishing the back-focal plane
from the sample plane. The advantage of such systesists in homogeneous sample
illumination in a wide interval of objective magicétion. The microscope was
equipped by 80W short-arc lamp providing continubasd of emitted light.

The magnetic field was applied by series of fougn&izing coils organized in a circle,
which makes it possible to apply in-plane magnggicl in each direction. Magnetizing
coils were powered by Kepco power supply controlleg commercial software

appended to the microscope. More details on theostope apparatus can be found in

firm documentation.

Fig. 42 Evico Zeiss microscope used for magneto-
optical observations discussed in this work (left).
Detailed picture of sample holder used for

measurements (above).
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The maximal internal incidence angle was incredsedse of ZEISS 518C immersion
oil that was applied between the objective and owre sample. The immersion oil

refraction index is very close to that of glass, (=1  5a&B 23°C). Hence, the

application of immersion oil can remove many unddsde optical effect of glass
coating. For this reason, the microscope observatoa powerful technique especially

for longitudinal magneto-optical Kerr effect, whehe oblique incident light is used.

4.3 Apparatus for thermal treatment

4.3.1 Annealing furnace

A schematic drawing of annealing furnace used ia Work is shown in fig. 43. It

consists of two 50 cm long coaxial hollow glassewlof diameters 5 and 1cm
respectively. The inner hollow tube is surroundgdhbating coil. The heating coil is
wound from high resistive stripe with rectangulerss-section in two layers in order to
decrease the Oersted magnetic field arising fromeot flow. The area between the
inner and the outer hollow tube is filled by prdieg He atmosphere which is flowed in
by two pipes attached to the removable gum bungying the inner hollow tube at

both ends. Sample holder made from ceramic rod didimeter of 5 mm is used for
carrying the sample to be treated. This holder lmarasily slid in and slid out of the
inner hollow tube in order to put the sample to thenace. Note, the protecting
atmosphere was not necessary to use in this casaude of the glass-coating of

microwires that protects the metallic surface frdegradation during the treatment.

a b
d
’VJIn:_' ,_AIL—‘ Thermostat
h/\\ NN NN NN | [ Micro-infinity
o V VvV V VIV X e
c v
Power supply|

g GW INSTEK

Fig. 43 Schematic drawing of thermal annealingdice used to treat microwires in this work a, b -
input and output glass-pipes for protection atmesphc — removable gum bungs, d — outer hollow,tube

e — sample holder, f — inner hollow tube, g — femaupport, h — heating spiral coll
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A small thermocouple is implanted to the sampledéolin close proximity to the
heating coil where the temperature is the higheBhe heating system of annealing
furnace consists of heating spiral coil equippe®09W Voltcraft VSP 2405HE power
supply controlled automatically by MICRO-INFINITYCN 77 000 thermostat. Such a
system is capable to achieve up to 600°C.

Such simple construction of furnace oven allowadaidoption to the (i) annealing in
perpendicular field and (ii) for thermo-mechaniaahealing.

In order to perform thermal annealing in perpendictield, the annealing furnace was
placed between two flat iron pole pieces of Welssteomagnet (Fig. 44). It consists of
two water-cooled magnetizing coils filled by iroml@-pieces which maximize the
magnetic field produced by coils. Magnetic fieldtdbution along the cross-section of
pole pieces is show in Fig. 44. As it is seen, fthe shape of pole pieces provided
uniform perpendicular magnetic field for microwiresiring the thermal treatment.
Weiss electromagnet was supplied by GW INSTEK P$303 switching power
supply that allowed sustained magnetic field upp b The value of magnetic field was

measured by ELIMAG MP — 1 teslameter during the lelieatment.

C — curren; (A)
—n—12

I el

e mli
I | iy
VT, f |

— 0O 2 4 6 8 10 12 14 16
position (cm)
Fig. 44 Schematic drawing of Weiss electromagnét-aflat pole-pieces, ¢ — coil body containing d

H(T)

— magnetizing coil and e — water—cooling pipesttiermal furnace oven

The above described furnace was used for therm&vanézal annealing in which

microwire was annealed under the mechanical stressthis purpose, the furnace was
positioned vertically. The microwire was placedhe inner hollow tube without use of
sample holder. One end of treated microwire waachéd to the top gum bung. The
bottom end of vertically oriented sample was stimcthin copper wire in order to avoid
microwire end damaging by weights. Mechanic tensstress was applied to the

microwire by series of laboratory weights hangeddpper wire.
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4.3.2 Current annealing

In this kind of thermal annealing, the heat is askd by electric currehtpassing into
the microwire sample rather than by external hgatwil. The total power used to heat
the wire is proportional to the electric currésguared:

P=1%R (100)
whereR denotes an electrical resistance of the wire Rutlde total power released by
electric current. This kind of thermal treatmenkets place under the Oersted field
created by flowing current. It allows thermal animeaof microwires in circular (or
helical) magnetic field. On the other side, the mdisadvantage of such annealing
method consists in the proper sample temperatuerrdmation during the annealing
treatment. The heat produced by current is traresteto neighbor regions by (i)
radiation and (ii) thermal flow. The temperaturetbé microwire is then a complex
function of electric current (106). In order to beare that annealing temperature does
not exceed the crystallization point of microwighging current annealing, the whole
process of treatment was performed usually in ti®pss
1, Firstly, the current dependence of electricalistance was measured in order to
check the value of current at which the crystalima of microwires starts to occur
(thermal analysis). A schematic drawing of the gatged for thermal analysis in this
work is shown in Fig. 45. The glass-coat was medadiyi removed at both ends of
small piece of microwire (1 cm in length) in order make electrical contact. The
microwire was attached to high-temperature regssample holder by use of two
screws that were plugged to Voltcraft VSP 2405HEvgrosupply controlled by data
acquisition software running on a personal compuldre program continuously
increased the electric current at a defined timervalls and the voltage was measured in
order to calculate the electrical resistance of dample under investigation. Voltage

was measured by 4 - points method by use of Hamegson multimeter.

a Power supply
Voltcraft VSP 24085

TN, PC

Multimeter
HAMEG

A

A 4

Fig. 45 Schematic drawing of thermal analysis sedwphigh-temperature resistive sample holder,

b — microwire sample c,d — screw used to make ridattontact to sample of microwire
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Fig. 46 shows a typical dependence of electricaistance on applied electric current.
As it is seen, preliminary increase of resistanaased by temperature increase is
followed by strong resistance drop that can be &ssat with the crystallization of

sample. Backward trace (decrease of current dowaeto) is characterized by lower

value of resistance than before crystallizatioreyersible structural changes).

460‘_ Fe Ni_Si B e 1

49.6 279 75 15 L J
440/ __.d"‘.-\ 1

i -..'. .# i
420 / .
400_' . 1 Fig. 46 Thermal analysis of FeNiSiB

€
<
AS)
14 380. microwire. The crystallization point is
] marked by red arrow.
360 .
340 .

0 10 20 30 40 50 60 70 80

I (MA)
Such a thermal analysis is useful do determinentagimum value of electric current
that can be used (without crystallization) in orttemaintain the amorphous state of the

sample under the investigation during the annealing

2, Current annealing — the glass-coating of a 10 nosimrowire was mechanically
removed at the both ends of sample. The valueesftregd current passing the sample
was controlled by programmable HAMEG 2030 powerpbymontrolled by PC. The
heating-up rate of 10 mA per 2 seconds was usedglannealing. In order to avoid
induction of strong mechanical stresses relatetthéofast cooling process, the sample

was cooled down continuously at the rate of 5 mAZogeconds.

\4

a Power supply [
dmc HAMEG HMP 203 PC

Fig. 47 Schematic drawing of current annealing pety high-temperature resistive sample holder,

b — microwire sample c¢,d — screw used to make ridattontact
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4.4 Samples used in this work

Two groups of microwire samples have been seldcdtethe investigation, one an iron-
nickel based alloy and the other an iron-cobaltyallThe dimensions and saturation
magnetization of these samples are listed in Tablr@n-rich Fe; 5., NixSi;sB15 alloy

with x[1(0;38.8 was used in most of experiments. This composisocharacterized

by positive magnetostriction coefficient, which eres the magnetic bistability of
microwires (Fig. 49). The magnetostriction coe#id of this sample decreases with
nickel content (107). For this reason, a speciaéndibn was paid to highly-
magnetostrictive wires (with high Fe content) inpestiments, where the effect of
tension stress on domain wall dynamics were studieditionally, very high domain
wall velocities were reported (96) in this kind obmposition. Hence it allows

investigation the fast domain wall dynamics whigshhe subject of this thesis.

A second group of (ReC03)75Sk7sB1s microwires was chosen in order to study the
effect of microwire diameter on domain wall veloest (discussed in chapter 7). This
composition is characterized by lower saturatiorgmedization and magnetostriction

coefficient (tab. 2)

» D O Ghnner oMs
Composition |y | gy | @ | | (M
Ferr Siz Bis 31 12|  0.38 11.7 1.07

Feso Nir Siz Bis 30 11| 0.37 10.3 0.87

Fes, dNisa Siz B1s 32 12|  0.38 10.1 0.64

9 1] 011 0.8 0.81

. 10 16| 0.16 15 0.81
(FerrCoa)rsSt.Bas 11 2 0.18 1.9 0.81
10 28] 028 2.6 0.81

Tab. 2 Table of microwire samples used in this wi@kdenotes the total diametel,, diameter of

metallic nucleusglnner diameter of inner axial domain aMissaturation magnetization (at 300 K).

The dimensions of microwires (the metallic corenuiééer and the total diameter) were

determined by use of optical microscope in transimismode (fig. 48). In this case, the
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transmitted light penetrates glass-coating, butthetmetallic core. Credibility of the

optical method was confirmed by use of scanningteda microscopy (SEM).

Fig. 48. Optical image of amorphous FeSiB glasgemanicrowire obtained by use of polarizing

microscope in reflection (left) and transmissiagt{t) mode.

The surface radial domain structure thickness dé agethe diameter of inner axial

domain was obtained from hysteresis loops by metlesdribed elsewhere (122). Since
the spontaneous magnetization of surface domairctate does not contribute to the
axial magnetization, the thickness of the surfacealn structure can be calculated

from saturation and remanent magnetization in fatgwvay:

rxla 0 (101)

where Mgdenotes the saturation magnetizatidgis the remanent magnetizatiow,
is the volume of inner axial domai¥, is total the volume of metallic nucleus,is the

radius of inner axial domain ang is the radius of metallic nucleus.

As it is seen, the difference between the remaardtthe saturation magnetization is
very small for each composition (Fig. 49). Usuatlye surface domain thickness does
not exceed 5% of the metallic core radius. Thignia good agreement with previous

study performed on this composition (122).



Dissertation -82 -

uM (T)

HM (T)

T T T T lyl T T T T
1,24 Fe,Si, By T FeoNiy Sl By e
] R 0,7 -
0,6+ 1 0.3 |
' £
0,0 = 00
p 3
061 ] 03 |
| 0,7+ y
-1,2- R A
T T T T _l’l T T T T
-10000 -5000 0 5000 10000 -10000 5000 0O 5000 10000
H (Oe) H (Oe)

T T T T 018 T T T T
1’5j (Fe,C0o).Si, B boree ., Fe, Nig, Si, Big pge
1,0 0.4 4
0,51 =
0,0 =00

_0,5_
1,01 04 I
] . I _ [
_1’5_
T T T T '0,8 T T T T
-10000 -5000 0 5000 10000 -10000 -5000 H (oOe) 5000 10000

H (Oe)

Fig. 49 Hysteresis loops showing Large Barkhausempjof the samples used in this work. The loops

were measured on the pieces of microwires 5 mrarigth by use of MPMS at T=300K.

4.4.1 The comparison of microwire magnetization cpss with
Stoner-Wohlfarth model

In order to check how-well the microwires can bealbed by Stoner-Wohlfarth model
(194), the angular dependence of hysteresis loggsmeasured

The Stoner-Wohlfarth model description

Assume the ferromagnet having a uniaxial magnetiso&ropy described by parameter
Hkx. The magnetization is pointed toward the easy akisero magnetic field. As the
field varies, the magnetization rotates in the elaven by applied magnetic field

direction and the easy axis. Such configuration lmamepresented by single angle

the angle between the magnetic field direction #mel magnetization. The second

parameter is the anglg;between the magnetic field direction and the easy. &he

total energy per unit volume of the system can htem:
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E=Ky Sinz((os —¢s) — M H cosgy (102)

where Mis the saturation magnetizatiop, is the vacuum permeability and is the

magnetic field intensity. The first term in thisuadion corresponds to the energy of
magnetic anisotropy whereas the second term ragseige energy coupling with the
applied field (or Zeeman energy). The balance betvmibese two terms for any applied

non zero magnetic field intensityis given by the condition of extreme energy value:

O:C?_;S:ZKU sin(@ — @) cos@ — @) + LM H sing, (103)
which yields:
K, sin2(@ — @) + UM sH sing, =0 (104)
K, (sin2(¢g -¢s) +’u°:\</I—SHsin¢gj =0 (105)
U
K, (sin2(¢g -¢.)+ ZHisinq%j =0 (106)
K

where H, = 2K, is the anisotropy field. For any given values oblag, and
HoM g

magnetic field intensitid , the angle between the magnetization and the eapfikeld
can be numerically calculated from eq. 106, andefioee the hysteresis loop can be

obtained.

Fig. 50 Schematic drawing of the uniaxial magnp#dicle in Stoner-Wohlfarth model.

In order to test how the microwires can be welletié®d by Stoner-Wohlfarth model

(i.e. by uniaxial magnetic anisotropy), the sedaéfllowing steps was done:
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1, firstly, the hysteresis loop of 5 mm microwigrgle was measured at a given angle
@ between the magnetic field and microwire axis. Measurements were performed

by use of AGFM in order to determine precisely déingle between the sample and field
direction.

2, the software written in C was used to calculdte field dependence of axial
magnetization in Stoner-Wohlfarth model. Such dalbon requires two input

parameters: the saturation magnetizaMaand the anglepg between the field and the

easy axis direction. The saturation magnetizatias wbtained by extrapolation of

measured data in the first step. The experimemigleag; was determined by use of

camera equipped by ultra-zoom objective.

3, the uniaxial anisotropy valuéx was determined by least squares method. Here, the
software compared the Stoner-Wohlfarth hysteresigpd of different Hx with
experimental loopn order to find the value dflx at which the best agreement of the

Stoner-Wohlfarth model with experimental data oscur

4, Step 1 — 3 was repeated for various angles

The angular dependence of the hysteresis loops wasured in two samples (a) as-cast
FeSiB microwire and (b) the same FeSiB microwireeated at 300°C during 1 hour.
FeSiB microwires are characterized by the high valuenagnetostriction coefficient
(due to high iron content) hence a big influencéhefthermal annealing on the change

in magnetic anisotropy strength was expected.
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Fig. 51 (Left) The angular dependence of the amiabnetization in as-cast FeSiB amorphous glass-
coated microwire. (Right) The parameters obtaingdfiting of measured data by Stoner-Wohlfarth

model.
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Fig. 52 Fitting of measured data by Stoner-Wohiifartodel in as-cast FeSiB amorphous glass-coated

microwire.
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As it is seen in Fig. 52, the magnetization proaafsas-cast FeSiB amorphous glass-
coated microwires can be well-described by uniaxiagnetic anisotropy for any angle
between the field direction and easy axis. Appdyayiod agreement of the measured
data with Stoner-Wohlfarth model is obtained athea@lue of g, angle. However, the
fitted values of anisotropy fieltlx and saturation magnetizatidfis are not the same.
They vary with the angle (Fig. 51), which meang tha studied microwire sample is
not perhaps perfectly magnetically uniaxial. On dtkeer hand, the average value of
anisotropy field Kix = 591 kA/m) is quite higher thaMg/2 (455 kA/m) which means
that the shape is not the only one contributionntfagnetic anisotropy in his sample. It

points indirectly to the presence of additional gmetoelastic) anisotropy.

The energy density of uniaxial magnetic anisotrogy be evaluated:

K =L28HK (107)

with the above obtained average anisotropy figld = 591 kA/m and saturation

magnetizatiorMs= 913 kA/m , it yields:
K =34x10°J/m’ (108)

Such uniaxial magnetic anisotropy includes contrdms from two uniaxial magnetic
anisotropies in microwires: (i) the magnetoelagi#ct and (i) the magnetostatic part

which can be related to the shape anisotropy ofpamAs far as the demagnetizing

field of long, infinite cylinder iH,,=Mg/2, the corresponding energy of

: L M :
magnetostatic contribution i& = % For the same values of average anisotropy

field and saturation magnetization, it yields:
Koo = 26X%10°3 /m°

demag —

Thus, the uniaxial magnetic anisotropy arising fnmagnetoelastic coupling is given by
K-Kdemag
K, =8x10'J/m’
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Fig. 53 Fit of measured data by Stoner-

Wohlfarth model in thermally treated FeSiB

amorphous glass-coated microwire.
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The value of magnetoelastic magnetic anisotropyggndensity is surprisingly high
(K, =8x10'J/m’). Table compares this value with the magnetociiystaenergy

constant in various materials (108):

Kl K2
Material
J/nT at room temperature
Fe 4.8x10 -1.0x16
Ni -45x1d -2.3x16¢
Co 4.1x 16 1.5x 16

Referring to the pure iron value, the magnetoadaamtisotropy energy density is lower,
but of comparable magnitude (~1 x°)L0As it will be shown later, such high values of
magnetic anisotropy in microwires can be respoasibt the particular domain wall

structure, which can give rise to the apparent ligimain wall velocities measured on

microwires by the Sixtus-Tonks experiment.

Similar experimental results were obtained on tlaiynannealed FeSiB microwire.
Despite a good agreement of the Stoner-Wohlfartdehwith experimental data for

each¢, angle, the remarkable fluctuations of both fitpsdametersix andMs can be

observed (Fig. 53 and Fig. 54). However, the averadue of the fitted anisotropy field
is here a bit smalldix = 420 kA/m as compared to the as-cast sankile=(591 kA/m).

In addition, the value of anisotropy field in anlegamicrowires Kx = 420 kA/m) is
close toMg/2 (455 kA/m), which means that the magnetoelastisadropy was almost
completely removed in annealed sample. This caattoduted to the relaxation of the
internal stresses during the sample annealing.

It is worth mentioning, that a good agreement ohsueed data with Stoner-Wohlfarth

model was achieved for high angl¢g only. As the anglep, was reduced down to

zero, the changes in axial magnetization becomepacable to the accuracy of

measurements.
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Fig. 54 (Left) The angular dependence of the axiagnetization in thermally treated FeSiB amorphous

glass-coated microwire. (Right) The parametersinbthby fitting of measured data by Stoner-Wohlfart

model.
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Chapter 5

Tailoring of domain wall dynamics by magnetic
anisotropy

The most peculiar property of amorphous glass-coatierowires with positive
magnetostriction is related to their spontaneougnatic bistability characterized by a
large Barkhaussen jump that gives rise to squaapesh hysteresis loop. The
interpretation of such behavior was found in temfispecial geometry of magnetic
anisotropies presented in microwires. Comparing histeresis loops of amorphous
glass-coated microwires with positive and negativagnetostriction coefficient, one
may conclude that the most important magnetic amipg arises from magnetoelastic
effects. In this regard, the domain wall dynamitsnicrowires was tailored by several
methods including the change of internal mecharstalss distribution in this chapter.
It was found in chapter 1 that the magnetic anigntrseems to be a very important
parameter determining the domain wall velocity le tmechanical model of domain
wall propagation. As it will be shown here, the esmental measurements confirm

such statement.

5.1 The influence of tensile mechanical stressanain wall

dynamics in microwires

Most of recent studies on the domain wall propagatin magnetostrictive
microwires are inspired by their possible applmatas a sensor of axial mechanical
tension stress. These devices are usually baseédeodomain wall velocity (124) or
critical field (125) measurements. Recent obsewwatof the fast domain wall
propagation in microwires makes it possible to @ckathe sensitivity as well as the
stability of such applications. However, understagdof the influence of externally
applied tensile stress on fast domain wall propagain microwires is essential for
further progress in the development of stress sitiea applications.

Starting from previous chapter, it was demonstrated the domain wall velocity can

reach very high values in as-cast samples, wherdua axial stresseg, are present.

Here, the additional tension stresss externally applied to the wire increasing thealto



Dissertation -91-

tensioro =g, + g, . The influence of tensile mechanical stress onalomwall velocity

is investigated in detail on the basis of mechdmuadel discussed in chapter 1.

In order to apply axial tension stress to microwthee sample was oriented in vertical
position. One end of the microwire was attachedliog at the top of primary coil. The
mechanical tension in axial direction was applied deries of laboratory weights
hanged to the other end of sample. The domain weddicity was measured by use of
Sixtus-Tonks setup supported in vertical positigmbn magnetic holders.

The applied stress within the metallic nucless, ., and glass sheet . has been

calculated as (126) (127):

s
O metallic — — (109)
S s
ngass = ﬁ (110)
EM

where E,, and E;is Young modulus of metal and glass coating respaygt S is the
cross section of metallic cor&( ) and glass shell§;) and m is the mass of load. For
our samples the following values were consider&8)E,, =96GPa, E; = 64GPa,

Sy =17740"°m* and S, = 628x107°m”.

80001 Transversal domainwall ~ Vortex regime]
1 ¢ > —
4 . . . .
Fig. 55 The domain wall dynamics in
—_ 0000 1.- 2.diffusion damped 3.viscou ;o ? . . . y-
v regimes regime -"' Feug Nip7 oSizsB1s  as-cast  microwire.  Such
S
g 40001 5=const. dzconst. | =const. ,,‘ 1 composition is characterized by four different
1 t~1 =1 t<t regimes of domain wall propagation
2000- | g propag .
0_ Fe49.6Ni27.QSi7ASBlS .
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H (A/m)
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The measurements were performed on samples of caroposedNizz oSizsBis
characterized by multi-regime domain wall dynamfég. 55 shows the dependence of
domain wall velocity on applied magnetic field is-e@ast sample. As it is seen, four
regimes of domain wall propagation can be recoghiZérstly, the domain wall
velocity is directly proportional to the magnetieldl at low fields (120 A/m — 230 A/m)
with negative critical field and low domain wall bty (2.6 nf/A.s). In the second
range (250 A/m — 600 A/m), the critical field rema&inegative, but the domain wall
mobility slightly decreases. In contrary, the cali field becomes positive in the third
regime (600 A/m — 720 A/m) where the domain wallbiity remarkably increases (up
to 3.5 nf/A.s). Fourth regime (720 A/m — 910 A/m) is chaeaizted by the high domain

wall mobility (~ 10 nf/A.s), which was previously attributed to the vart®main wall.

80008 .
Applied tension stress (MPa)
R ) ) _g
6000- —" 9 Feo NIy Sl Bis S
19 o
@ I _'_gg § Fig. 56 The domain wall dynamics in
\E, 4000r —.—47 g- 71 FewodNizzSizsBis  microwire  under  the
> A 57 =) . . . .
—+—66 ® influence of axial mechanical stress applied to
2000 —*—94 ® . .
Y the microwire.
\J

0 i e 1
200 400 600 800 1000
H (A/m)

As expected due to the magnetostrictive characteth® sample under study, the
domain wall dynamics in microwires exhibits higmsiivity to applied tension stress
(fig. 56). In general, the domain wall velocity degses with applied tension stress.
Similar results have been reported in other magt@ttive microwires (129) (130).
However, the multi-regime behavior of domain wayhdmics consisting of the four
regions is maintained in whole interval of appltedsions. Comparing the response of
each above mentioned regimes to the applicatiotertdile stress, one may conclude
that the regimes characterized by lower domain wallbcity seem to be less affected
than the regimes with fast domain wall. For thiasan, the regimes of domain wall

propagation were discussed separately.
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1, Diffusion damped regime with a constant thicknesof the domain wall
(120 A/m — 250 A/m, 700m/s — 1100 m/s)

The dependence of domain wall velocity on appliedsion stress was
intensively studied in ferromagnetic magnetostretivires in previous works (131).
The domain wall mobility in these attempts was ftm be a non-monotonous function
of applied stress (Fig. 57). At low values of apglitension, the convex stress
dependence of domain wall damping was observedh®mther side, the high values
of applied tension stress (more than 50 MPa) whegacterized by concave shape of
measured dependence. The convex part of domaindaatping at low tension was
explained within the term of magnetic relaxation @mwall damping which is
characterized by square-root dependence on segs28). However, the concave part

of domain wall damping dependence appearing at Hegision stress remained
unexplained.

401 Fe 5/ B as-quenched,
B o Fig. 57 The stress dependence of domain wall
30 i
= T ' e damping parameter in as-cast ;::8i;B1s
L} - e
50 -\"_/ __._,.-/" amorphous wire. Image adopted from (131).
T - Pr
2 e
o i
10 L/'}{k - Be
|
L IS—
0 500 1000 1500

J (MPa)

Lal

The tensile stress dependence of domain wall dampitige first regime (120 A/m —
230 A/m) in amorphous FeNiSiB glass-coated micrevigr shown in Fig. 58. As it is
seen, the increase of tensile stress leads to tire effective domain wall braking
which can be recognized in the domain wall dammegease. Similarly to the previous
results mentioned above, the domain wall dampirtgbits a concave dependence at
low values of tension (up to 30 MPa). However, gihbr applied tension, the convex
shape of curve becomes dominant. Such behaviortipassible to explain within the
frame of the eddy-current and the magnetic momsgitsxation contributions to the

overall domain wall dampingd= g, + 5, ) because of their concave stress dependence.
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Hence, additional stress-dependent contributioth& overall domain wall damping
must be taken into account in order to get a cdemie of the measured data with the

model.

As it was noted in chapter 1, in parallel to thdydurrent domain wall damping and to
the magnetic moment relaxation domain wall dampiing,motion of the domain wall is
damped by structural relaxation, too. The stregszedéence of structural relaxation
damping arises from the magnetoelastic interaadiornobile defects with amorphous
matrix. According to the Kronmuller's model, theardction energy of a mobile defect
with the amorphous matrix can be written as a stiexohange, dipole-dipole and the
magnetoelastic interaction between the magnetic emtsnof mobile defect and the

local mechanic stress (42) (43):

— dipole-dipole exchange magnetoelatic
€t — Cerf + Cefr + eeff (111)

The magnetoelastic part can be taken in the form:

magnetoelatic _

e 350 (112)

2

where ¢ denotes the mechanical stress in close proximitjréomobile defect and the
free volume. If the stress dependence of the idtiera energy of mobile defect with
amorphous matrix is taken into account in this fotfme corresponding structural

relaxation domain wall damping can be evaluatea fasmction of tension:
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B.(0) =P,(0+0,) (113)

with P, =9/4/1§(c0/kT)F(I',t). Assuming the stress dependence of all the three

contributions to the domain wall damping, a goothcioence of measured data with
fitting model can be obtained as it can be seeRign 58. At low values of applied

tensions (< 30 MPa), the domain wall velocity imited by magnetic relaxation and
eddy-current domain wall damping. However, at highresses ( > 50 MPa), the
structural relaxation domain wall damping becomesnidant as a result of the

interaction energy of mobile defects with the logagnetization increase. The domain
wall dynamics in this case is governed by structglaxation, which was studied

intensively in previous works (45), (47). Such ragiof domain wall propagation was
named diffusion damped regime (49). In this regithe, domain wall is damped by
diffusion motion of mobile defects that try to fmlv the magnetization change within
the moving domain wall during its propagation. ®irtbe relaxation time of mobile

defects is much higher than the inverse switchirggjdency of magnetic moments
within the domain wall, the domain wall is dampedsktructural relaxation (49).

In order to confirm the dominant role of structueégaxation on domain wall velocity in
the first interval of domain wall dynamics, theests dependence of critical propagation
field Hp was estimated in the next step. Fig. 59 shows thieat propagation field

which was obtained by extrapolation of measureglesim Fig. 56 according to eq. 4.

300+— ; . . :
] Fe49-6Ni27-9Si7-_5815 Fig. 59 Stress dependence of the switching
—m— experimental data
2004 fit 1 field of FegdNiy7 oSiz sBis amorphous glass-
Q coated microwire in the first regime of
< domain wall propagation. Values of the
T 100, T switching field were obtained by the
1 0 extrapolation of linear dependence of domain
0- — 4 wall velocity on applied magnetic field.

0 40 80 120
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As it can be clearly seen, the magnetoelastic durion to the critical propagation
field given by eq. 52 alone is not able to descrthe measured convex stress
dependence of critical propagation field. Howevkhoth contributions to the critical
propagation fieldHy (the magnetoelastic one and the structural one)taken into
account a good agreement of measured data withetieonodel is obtained as can be
seen on Fig. 59. Here, the contribution from stradt relaxation is higher than the
magnetoelastic one in the whole interval of appliedsions. This confirms the
dominant role of structure relaxation observed fiavpus measurements. The stress
dependence of critical propagation field arises frim stress dependence of the
interaction energy of mobile defect with local matigedion (eq. 34 and eq. 36).

2, Diffusion damped regime with reduced domain waklvidth
(250 A/m — 720 A/m, 1100 m/s — 1700 m/s)

As can be recognized in Fig. 56, the dependena®wiain wall velocity on
applied magnetic field in the second interval carb®idescribed by a linear equation,
but one may observe a slight saturation of the domall velocity at all values of
applied tension stress (Fig. 55 and Fig. 56). Onth@ possible explanations of such
behavior could be attributed to the domain wall poession which accompanies the
high domain wall velocities. It was shown in theyous works (39) that if the critical

domain wall velocityv, is achieved:

v, =4/2Qu,, (114)

the domain wall starts to reduce its width sigmifity according to the relation:

2 1/2
J =0, /(1— 2(‘5 - J (115)

whereQ =k /2m 2y, denotes the factor of quality, which reflects stvrength of uniaxial
anisotropy (in our cas® <1), v,, the Walker domain wall velocity and, the domain

wall width at zero domain wall velocity. In this wathe dependence of domain wall
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velocity on applied field can be transformed by as&ariable domain wall width into

the following form:

1/2
— _ - V2 —
v=S(H - H,) S/(1+ 2ij} (H-H,) (116)

The comparison of measured domain wall velocityhwitis model is shown in fig. 60
(the tension stress of 30 MPa was applied in thsek Note, the same good agreement
of measured data with this model was obtained iolevinterval of applied stresses.

12001 Fe, Ni, Si B 3] Fig. 60 The domain wall velocity versus
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wall width compression.
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3, Viscous regime
(720 A/m — 910 A/m, 1700 m/s — 2100 m/s)

As it was shown above, the first regime of domawall dynamics is
characterized by domination of the structural rateon domain wall damping ( > 50
MPa). Due to the low domain wall velocity, the iatetion time of mobile defects with
local magnetization within the moving domain walhigher than the relaxation time of
mobile defects. For this reason, the mobile defastsable to follow the magnetization
change within the domain wall during propagatiord dhe observable damping by
structural relaxation occurs which was indirectonfirmed by fitting of domain wall
velocity and switching field by use of stress defmert formulas of structure
contributions. However, if the domain wall exceette velocity for which the
interaction time with mobile defects is lower thatexation time of mobile defects, the
domain wall would be detached from structure reiaxa(49). Then the domain wall

mobility steeply increases because of lower domaail damping due to absence of



Dissertation -98 -

structural relaxation. This is observed probablythe third interval of domain wall
dynamics when the domain wall exceeds the liméalgut 1.7 km/s (Fig. 56).

As it can be recognized in fig. 56, the applicatadrtensile stress generally decreases
the domain wall velocity and, consequently, thegitgon field, at which the domain
wall becomes detached from mobile defects, is aswd.

The plot of total domain wall damping as a functafrapplied stress for third regime is
shown in Fig. 61. In contrary to the previous dssed regimes, the domain wall
damping arising from structural relaxation mustnieglected in order to obtain a good

fit of the measured data.

0,4 Fe49.6N|27.9SI7..5815 - . Fig. 61 The domain wall damping as a
—m— experimental datay
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function of applied tension stress in the
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€ y> in Fey Nisz oSiz sB1s amorphous glass-

g 0,24 . coated microwire. The red curve depicts

< the fit of both contributions to the
0,11 Be . overall damping.
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In order to confirm indirectly that the structuralaxation is not employed to
domain wall damping at such high velocities, thestie stress dependence of critical
propagation field was obtained by extrapolatiorthef measured domain wall velocity
in Fig. 56 and it was compared to the fit of thitical propagation field. Here, in order
to obtain reasonable physical values of fitted nhodbe structural relaxation
contribution to the switching field (eq. 53) must heglected. Similarly, the critical
propagation field can be successively describelimvthe single term of magnetoelastic
contribution given by eq. 52 (Fig. 62).

Here, the switching field is characterized by pesitvalues as opposed to the first and

second regime.
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4, Secondary regime
(>910 A/m, > 2.1 km/s)

The domain wall dynamics in previous regimes waaracterized by relatively
low domain wall velocity (less than 2 km/s) and Idamain wall mobilites (of the order
of units). The tension stress dependence of domaihdamping was explained within
the terms of the three main contributions to thendim wall damping, which was
confirmed indirectly by fitting of experimental @by theoretical models.

However, the situation in fourth regime is more ptoated. As the domain wall
velocity reaches the value of around 2 km/s in tlaise (Fig. 55 and Fig. 56), one may
observe a rapid domain wall mobility increase a2 A/nf.s. Such high domain wall
mobility was attributed to the “secondary regimedoimain wall propagation” which
was discussed in chapters 3 and 4 as a consegokedoeain structure transformation
(from the transversal one into vortex one, for epln The domain wall damping in
fourth regime decreases by almost one order in rhadmias compared to that in
viscous regime. This results in significant domaidl mobility increase, which allows
achieving very high domain wall velocities up tk®/s for the case without applied
stress. The low value of domain wall damping whagpears in the fourth regime
cannot be explained within the above discussed amechl model, because the fitting
gives physically not reasonable values of paramseter

Moreover, as it can be seen in Fig. 63, the respafsddomain wall damping to the
application of tensile stress in fourth regime isa monotonous function of tensile

stress.
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Fig. 63 The transition field and velocity (left)ndh Critical field and domain wall damping (righty a
function of applied tensile stress in the fourtteimal of the domain wall dynamics in fg@Niz7.¢SizsB1s

amorphous glass-coated microwire.

The critical propagation field increases almostkedirty with applied tensiile stress
together with domain wall damping up to 30 MPa. @oenain wall dynamics changes
steeply above 30 MPa. The critical propagationdfie@ntinuously increases, however
the domain wall damping decreases. One possibleeapbn may rest on the complex
stress distribution and it counter-play on the famain wall dynamics that occurs in
fourth regime. However, it is not possible to detiere the main factor involved,

because of the missing model which describes sigthdomain wall mobility (or low

domain wall damping) that occurs in fourth regime.

5.2 The effect of conventional thermal treatmentiomain wall

dynamics in microwires

As it was shown in previous section, the domain |w@&namics of
magnetostrictive Fe-rich microwires can be tailovedy effectively by application of
tensile stress. Generally, the domain wall veloeigs found to be decreasing with
applied tension. On the other hand, the highestaitorwall velocity was observed at
zero applied tension. However, in this case thal tensile stress in as-cast microwires
is not zero, but it is equal to the strong residiisdsses that can be reduced by a proper
thermal treatment (132) (133). In this section, gtreng residual stresses are decreased
by thermal treatment and the influence of thermahealing on fast domain wall

propagation in microwires is studied. This is e&uBc important for sensor
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applications (146), where microwires with well-aefd parameters of domain wall

propagation (domain wall mobility and critical figlare necessary.

As it was mentioned in chapter 1, the fast domaal propagation in mechanic model
can be attributed to (i) the negative criticaldiéthat can be explained by the interaction
of the domain wall with the stray field of microwi(134)) and (ii) to high domain wall
mobility. As it was noted in preliminary chapteashigh value of domain wall mobility
is mainly given by low value of domain wall dampimMdpwadays, three contributions to
the domain wall damping are recognized: (a) eddyetu contribution mainly given by
the geometry of the domain wall, (b) the magnegilextation domain wall damping
direct proportional to the value of magnetic amspy K and (c) the structural

relaxation contribution proportional to the concation of free volumes, .

In Fer7sSizsBis amorphous glass-coated microwires both structarad magnetic
relaxation contributions to the domain wall damparg high, due to the amorphous

state (high concentration of free volunegsand due to high magnetostrictioh of a

given chemical composition. This results in a reldy low domain wall velocity that
reaches 1.5 km/s in as-cast state (Fig. 64). Honvélie magnetic relaxation domain
wall damping is proportional to the magnetic amspy (eq. 28). Since the most
important magnetic anisotropy in glass-coated miaesvarises from magnetoelastic
coupling related to the strong mechanical stresthesmagnetic anisotropy could be
decreased by reduction of residual stresses viamHleannealing. However the
temperature of thermal treatment must be choseregsoip order to obtain an adequate
relaxation of residual stresses.

Fig. 64 and Fig. 65 show that the thermal anneain@00°C neither changes the
domain wall velocity nor the critical field in bo#amples. This is in a good agreement
with previous measurements (135) in which anneabmgFe-rich wires at 200°C
resulted only in 10% increase of domain wall vellpeis compared to the as-cast state.
Thermal treatment at this temperature caused thergible changes only. A similar
result was observed before (143), where annealinge®iB samples at 200°C didn’t

change the magnetic properties of such sample.
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This was confirmed indirectly by the temperaturepatelence of saturation
magnetization measurement (fig. 65). One may deternfrom the graph that the
crystallization temperature of F&SizsBis is equal to k¥ = 440°C and Curie
temperature to d = 390°C. The detail of measured points is showmst. As it is
seen, the first interval of temperature (10°C - °Z20is characterized by the high
discontinuity of measured data. Such behavior shbel attributed to the relaxation of
internal stresses. On the other side, the datadorsl interval (250°C - 550°C) are well-
continuous. The magnetization changes smoothly witiperature in this case because
the residual stresses are already relaxed durimm#teéreatment.

Hence, for a more efficient residual stresses @serethe higher annealing temperature
of 300°C was chosen in the next thermal treatmBme. domain wall dynamics of as-
cast sample is well described by linear equatiomofion. The domain wall mobility
reaches the order of unfis= 1.2m* / As. Such values have been observed previously in

a sample of the same composition (136) and this attabuted to the presence of a

transverse domain wall (137).

1,51 I:e77.58i7.5815 4
T=390°C |
T, =440°C Fig. 65 The temperature dependence
— 1.0 T of saturation magnetization of
LSU', \\‘\H Fe;7 Si;sB1s amorphous glass-coated
Em 0,51 m\ - microwire.
0,0- L \ -
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The most significant changes of domain wall dynamiere observed in the samples
treated at 300°C. Such treatment resulted in twaarkable effects (Fig. 64): (i) abrupt
increase of domain wall mobility fron5=12m?/ As to S=25m*/As and (ii)

introduction of the secondary regime of domain vpatipagation characterized by high

domain wall mobility ©=12m*/ As). The increase of domain wall mobility can be
explained in term of the magnetic moment relaxatiomain wall damping decrease
(via magnetic anisotropy decrease) and in termstroictural relaxation domain wall
damping decrease (by annealing-out of free volumkkyreover, the domain wall
mobility increase should be attributed to the cleaobinternal stress distribution related
to the different thermal expansion coefficient oétallic nucleus and glass-coating.
Such internal stresses have a tensor character tlamdrelation between tensor
components strongly influences the magnetic prasemf microwires (140). It has
been shown experimentally (140) and theoreticdl|l]) in previous works, that the
axial component of internal stress is much strorigen the radial or circular one. The
strength of axial and radial stresses in as-castowire depends on the ratio between

the volume of glass-coating and the volume of nietalicleus, which is expressed by
factorx = Dzldmz—l. According to (142), the axial mechanical stress and radial

mechanical stregs can be roughly evaluated:

o =0 kx (k+D)x+1 (117)
2 7% kx+1 (k/3+1)x+ 4/3

o, =0, kx (118)
(K/3+D)x+4/3

where k = E,, / E; denotes the ratio of Young modulus of metal andggl@oating, and
o,=Es(as —a,)T*-T), T* is the solidification temperature of microwire ohgy
the fabrication processl the room temperature ang;,a,, the thermal expansion

coefficients of glass coating and metallic nucléldse proportion between the axial and
the radial mechanical stress can be modified bgnthkannealing. Such the change of

stress distribution can result in change of domait dynamics.

As it was noted in previous chapter, the secondagyme with high domain wall
mobility (~ 10 nf/A.s) has been attributed to change of internal alorwall structure
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from the transverse into the vortex one. The irgkstructure of vortex domain wall has
much higher amount of magnetic moments rotatedobwasy axis. As a result, the
magnetoelastic part of the total domain wall endeaiyes the more important place in
vortex wall as compared to the transverse strudtl4d). Thermal annealing at 300°C
remarkably reduces axial tensile stresses, whemgmgnetoelastic contribution to the
total domain wall energy decreased too and theexatbmain wall could appear even
in the wire, where vortex domain wall has not bbefore (Fig. 64). This observation
suggests that the most important parameter allowirgy fast vortex domain wall

(secondary regime) arises from low value of magnatisotropy. However, it seems
that the low anisotropy is not the only one cowditfor fast domain wall propagation.
In order to understand better the importance of pggendicular anisotropies (axial
and radial one expressed by eq. 117 and 118) vuldasain wall propagation in FeSiB
microwire, annealing in a perpendicular field wasfprmed in the next step. As it is
seen (Fig. 64), the thermal treatment in perpendidigld leads to a bit higher domain

wall mobility (from S=12m?/ As to S=27m*/ As ) as compared to the annealing

without perpendicular field (fron8=1.2m?/ As to S=25m*/ As). The difference
between them is probably associated with enhanceaighe radial anisotropy during
thermal annealing in perpendicular field. Suchuagstion was confirmed indirectly by
temperature dependence of remanent vs. saturatagmetization measurements (Fig.
68). However, the more remarkable effect of thémneatment consists in the reduction
of the transition field at which the change frore firimary to the secondary regime of
domain wall propagation occurs. This phenomenon banexplained under the
assumption of the vortex domain wall being respaesior secondary regime. Induced
perpendicular anisotropy is able to favors the iwaxis structure of the vortex domain
wall and the magnetoelastic part of the domain wa#rgy decreases. As a result, the

fast secondary regime can appear in the lower niagiedd (Fig. 64).

Regardless to the origin of secondary regime, omg wonclude, that the thermal
treatment at 300°C resulted in 4 times higher domall velocity as compared to the
as-cast state (at 800 A/m in Fig. 64). Magnetis@nopy decreases during the thermal
treatment leads to the increase in the domain weddicity. Especially, this is important

for microwires characterized by high values of in& stresses.
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The influence of thermal treatment on fast domaail \dtynamics in microwires was
studied in next sample with composition of 4§#i>7 SizsB1s. This sample is
characterized by lower value of magnetostrictioa5(that results in lower magnetic
relaxation contribution to the domain wall dampiagd, consequently, the higher
domain wall velocities can be estimated. The domavall dynamics of
Feyo. Nizz oSz sB1s microwire in as-cast state is shown in Fig. 66. iAs seen, the
domain wall dynamics is characterized by two regimedomain wall propagation as in

the previous composition. The primary one with domavall mobility of
S=16m*/ Asand negative critical field is followed by secongaegime with higher

domain wall mobility ( ~S=118m"/ As). The secondary regime of domain wall
propagation appeared as a result of thermal amgeah previously discussed
Fe;7 Stz sB1s sample. Here, the secondary regime of domain pvafpagation is present
in as-cast state. This presence of fast secondgimmne of domain wall propagation can
be explained within the term of lower magnetic atrigpy resulted from lower value of
magnetostriction of RgdNi»7.oSizsB1s composition. It seems that the fast secondary
regime of domain wall propagation appears at loWwes of mechanical stresses. This
was confirmed by measurements of domain wall dynaminder the influence of
tensile stress in previous chapter.

As it is seen in fig. 66, the thermal annealin@@®°C neither changes the domain wall
mobility nor the critical field, in the same way #dswas observed in the previous
composition. The thermal annealing at 300°C waficseit to decrease the transition
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field (from 500A/m to 450A/m). However, the thermahnealing at the same

temperature in perpendicular did not change theaslomvall dynamics significantly.
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Fig. 67 The temperature dependence of domain walhhics in Fg fNi»; oSizsB1s amorphous glass-
coated microwires in as-cast state (a), anneal20QftC (b), annealed at 200°C in perpendiculad fal
1T (c) and annealed at 300°C (d)

Generally, the effect of thermal treatment of bynaltoys below the Curie point can be
attributed to the two processes: (1,) inductiomaignetic anisotropy related to the pair
ordering and (2,) redistribution of the internalesses during the thermal treatment.
Since the two transition metals are present in #tley with composition of
Feso dNizg oSiz sB1s, one would expect the effect of thermal annealmgerpendicular
field to be more remarkable (see Fig. 66). Howetee, effect of pair ordering was
probably negligible in comparison to the other effearising from magnetoelastic
coupling.

As it was noted above, the peculiarity of amorphglass-coated microwires is that
they have the additional source of internal stresstated to the different thermal

expansion coefficient of glass-coating and metailicleus. Generally, the decrease of
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temperature leads to the increase of internal stees metallic core because of higher
thermal expansion of the metallic nucleus as coetpan that of glass-coating. From
the same reason, the stress induced by tempeddarease can be considered to have
tension character. Fig. 67 a shows the temperatiegggendence of domain wall
dynamics in as-cast keNizzSizsBis microwire. The decrease of temperature is
accompanied by two processes: (i) the decreaseomfich wall mobility of primary
regime and (ii) the shift of the transition field'lhe decrease of domain wall mobility
can be explained in the frame of above discussedhaméc model. Temperature
decrease leads to relaxation time of mobile dedectease and to the internal residual
stresses increase. A similar behavior was prewonmstasured on FeSiB microwires
(138) (139), where the domain wall damping decreéasgi¢th temperature. In contrary,
the domain wall mobility of secondary regime seémbe not affected by temperature.
This confirms our previous statement that domaih emamics of secondary regime is
not well — described by mechanic model.

Generally, the thermal annealing suppressed tmeapyi regime and the fast secondary
regime was observed (Fig. 67 b, ¢, d) in each samiglanks to it, the domain wall
velocities achieved very high values, up to 14 knifkis is 4 times more than the
velocity of as-cast samples. However, not onlyva émisotropy seems to be responsible

for such high values of velocities.

As it was noted above, the change of temperatuaedempanied by redistribution of
internal stresses, namely the ratio between thed ard radial anisotropy. Fig. 68 shows
the temperature dependence of saturation and remameagnetization of
Feso dNio7 oSiz sB1s microwire measured in axial direction. At high tesmgiture, the
remanent magnetization follows the curve of satoinaimagnetization. The difference
between them corresponds to the surface domaintsteuas well as to the volume of
closure domains. However, at lower temperatureufaol25 K), the perpendicular
anisotropy becomes more important than the axial aiech results in a complex
change of domain structure. Thermal annealing dse® the ratio between the axial
anisotropy and the radial anisotropy which resmltsiore remarkable drop of remanent
magnetization at low temperatures (fig. 68 b, dictfSenhanced radial anisotropy then
allows reaching higher domain wall velocities in &g Niz7 oSizsB1s (Fig. 66) and

Fe;7 sSiy sB1s (Fig. 64) samples.
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Fig. 68 The comparison of remanent and saturatiagn@tization of Fe;; Si; sB1s amorphous glass-
coated microwires in as-cast state (a) and theynaalhealed at 300°C (b), J@\i»7oSizsB1s in as-cast
(c) and thermally annealed at 300°C (d). At higmperature, the axial anisotropy is the strongest on

However, the domain structure of microwire undesgaecomplex change when temperature is below
100K.

5.3 The effect of thermal treatment under the meiciah stress

Magnetization process of strongly magnetostrictfeerich amorphous glass-
coated microwires is determined mainly by magnetial anisotropy. The
magnetoelastic anisotropy depends on the geonpatraameters (thickness of the glass),
chemical composition (determining the coupling tectmanical stress) and the internal
stress distribution (introduced in the wire durimgnufactory process). The observed
experimental results on domain wall dynamics in @gas subjected to the thermal
treatment in previous section can be understoa @msequence of induced magnetic

anisotropy arising from the counterbalance betwedernal stresses owing to the
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difference in thermal expansion coefficients of theetal core an glass-coating.
Enhancing of the domain wall dynamics by thermaatment was controlled by
properly selected temperature and by the time wuradf the thermal annealing.
However, the reduction of the internal stressesbeaperformed even more effectively.
It was shown in the previous works that the thermathanical annealing of
amorphous glass-coated microwires leads to theticrahange in the shape of
hysteresis loops (147) (148). Such change washatid to the reduction of axial
mechanical stresses as well as to the inductidheo$trong perpendicular anisotropy to
the wire. Here we study the influence of thermaatment under the mechanical stress
on domain wall dynamics in FeSiB microwire. Theeeff of thermo-mechanical
annealing on domain wall velocity is compared te tdonventional thermal treatment

performed in previous chapter.

The Fe7sSiz sB1s microwire with 15um metallic nucleus in diameter was used for this
experiment. The samples were subjected to the themachanical annealing at 300°C
for 1 hour. The stress was applied to the wire drjes of laboratory loads. It is worth

mentioning that the sample was first loaded bysthess and then placed in the furnace.

The hysteresis loops of F&SizsB1s microwire is shown in Fig. 70. As it is expected
due to the magnetostrictive character, the corrafipgnhysteresis loop of as-cast

FeSiB microwire exhibits spontaneous bistabilityg(F70). The thermal annealing at

300°C changes a bit the magnetic coercivity; howeseetangular shape of hysteresis
loops is maintained. This is in a good agreemettt thie previous measurements where
thermal annealing decreased the critical propagéitetoh (Fig. 64).

The conventional thermal treatment (at 300°C) @iBeas-cast microwire results in the

domain wall mobility increase and in the criticabpagation field decreases as it was
shown in the previous section. In contrast, thernia annealing at the same

temperature, but under applied stress=(67MPa) leads to the drastic change in the
shape of hysteresis loop (Fig. 70) as well as changhe domain wall dynamics. The

spontaneous magnetic bistability disappears (Fg.a8d the domain wall propagation

IS not possible to observe in that case.



v (m/s)

Dissertation -110 -

10000 , , . , . 80 FI S B T T T .
—-— as-cast i i
— . 35MPa Fe77.5S|7.5Bls : - 70 €l sPs >
80004 = _ ]
o 40 MPa jf 8 60- 3]
-— 48 MPa F = =
= o
60004 60 MPa r S | £ 50 2]
—.—75MPa Vi o) 3 o)
8o MPa ﬂf' 2 EE’ 40+ - — as-cast I
4000{ —-—90 MPa S sewpa | S
& 301 a0MPa |4
20004 @ - 204 -—45MPa | 3|
v -~ 70MPa ||
0 a, 104 85MPa vy b
0 200 400 600 800 1000

0 1000 2000 3000 4000 5000

H (Am) f (H2)

Fig. 69 (a,) The domain wall velocity of microwiseibjected to thermal annealing at 300°C under the
mechanical stress of 67 MPa during 1 hour and medsat room temperature under various values of

applied stress. (b,) the frequency dependendeeddritical field for as-cast and treated sample.

The different effect of conventional and thermo-heeucal annealing originates
probably from the different relaxation processesmduthe thermal treatment. As it was
noted above, the peculiarity of amorphous glassHogamicrowires consists in the
source of additional internal stresses resultimnfrthe different thermal expansion
coefficient of metallic core and glass-coating. Btrer, the axial stresses can be
considered to be higher than radial one. In ordexxplain the measured data, it can be
assumed that after thermo-mechanical annealingattia stresses in annealed-out
samples are reduced close to zero (loss of bigtgbilAs a result, the easy
magnetization of the sample is not in axial di@ct{as it was in as-cast state), but the
direction is more influenced by radial or circudresses. In order to explain the effect
of thermo-mechanical annealing on internal stresidution, it must be suggested that
the annealing under the stress results in re-digtan of internal stresses in order to
minimize the magnetoelastic energy and to fit ® $tressed state. For this reason, the
removal of mechanical load after thermo-mechanaratealing leads to the strong
decrease of axial stresses component and evemp&agmnce of compressive stresses.
Fig. 70 shows that the application of tensile stresthe samples treated by thermo-
mechanical annealing leads to the progressive eggmf magnetic bistability observed
in as-cast state. The rectangular shape of hystdoegps appears at tensile stress as low
as 12 MPa (red curve). Further increase of theieghskress provides higher volume of
hysteresis loop, which can be associated withrtbeease of axial domain when tension
axial stress was applied. Such a tendency can lervausat the applied tension up to

52 MPa where the shape of the as-cast hysteregisgdacompletely recovered.
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This behavior can be attributed to the increasextél stress component under the
application of tensile stress that results to thgnment of easy magnetization to the
axial direction. Observed changes of the hystellesigs of the sample subjected to the
thermal treatment when measured under tensilesst@sfirm such assumption. This
effect should be attributed to the increase ofldhgitudinal stress component under the
application of axial tensile stress and consequenthlalign of the magnetization along
the highest stress component due to the positivgnatastriction coefficient of studied
alloy.
A similar recovery of magnetic properties typicat &is-cast state is observed in domain
wall dynamics (Fig. 69). It was not possible to swea the domain wall velocity in
treated sample without applied tension due to plemt®neous bistability loss. However,
the application of 35 MPa tensile stresses recotferdistable character enabling the
domain wall dynamics measurements. As it is sd®&m,vt (H) dependence, measured
under the lowest value of applied tension (35 MPasists of (at least) 3 regimes: (1,)
adiabatic (149) followed by previously discussed (@imary regime and (3,) fast
secondary regime.
The domain wall dynamics of conventionally trealf&&iB microwire was examined in
previous section (Fig. 64). As it is seen here, thermo-mechanical annealing
performed at the same temperature but under thdanemal stress, leads to a more
drastic domain wall velocity increase as compam@ddnventional treatment. Such
effect can be attributed to a more effective refiaxeof internal stresses during thermo-
mechanical annealing. Thanks to it, the secondegymre of domain wall propagation

appears which results in 4 time’s higher domain welbcity as compared to the as-cast
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state (at 800A/m). Further increase of externajpli@d tensile stress leads to the
suppression of the secondary regime. Moreoverdtmeain wall velocity of as-cast
state is recovered completely at the value of adkension stress of 60 MPa.

As it was noted above, the heat treatment resulructural and stress relaxation in
metallic core. In the case of amorphous microwities,switching field is proportional
to the energy required to form the domain wall imed in bistable process (150) (151):

How = (AB/2)A50)"? (119)

whereA is exchange energy constant, coefficient of saturation magnetization aod

mechanical stresses. Fig. 69 shows that the themeahanical treatment decreases the
switching field, which can be associated with tlesidual stresses decrease. The
switching field increases as a result of higherakstress component under the
application of axial stresses. However, the switghfield of thermo-mechanically

treated microwire never reaches the high valuesured in as-cast state.

The influence of thermal annealing on domain wgamics of highly magnetostrictive
Fe-rich microwires was examined in this section.whks shown that the thermo-
mechanical annealing provides a more efficient ese of axial anisotropy as
compared to the conventional thermal annealing.edeer, it results in the loss of
sample bistability. Further application of relatiwvesmall tension stress (35 MPa)
restores the bistable character. At the same tineemnaximum domain wall velocity is
more than five times higher as compared to theaas-state due to the presence of
secondary regime of domain wall propagation in #ase. Such high sensitivity of
microwires to the external stress field should bapleyed in potential sensor

applications based on the detection of domain wedticity or critical field (152) (153).
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5.4 The domain wall dynamics tailored by currentealing of

microwires

Magnetic properties of magnetostrictive amorpholesgcoated microwires
were found in previous sections to be stronglyuieficed by magnetoelastic anisotropy
that arises from residual mechanical stresses dut@d to wires during their
manufactory process. Thanks to it, the domain welbcity of microwires can be
tailored very effectively by tuning the residualesises. This was presented in section
5.1 where the domain wall velocity was tailored thg residual stresses increase via
externally applied tension and the same in sed@i@nwhere the residual stresses were
decreased by thermal annealing performed at ps®ected temperature. The influence
of thermal annealing on domain wall dynamics innowgres can be explained within
three terms: (a,) decrease of residual stressg@srdthistribution of internal stresses
(especially between radial one and axial one byntakannealing under the mechanic
tress) and (c,) induced anisotropy via pair ordgrin

Another kind of thermal treatment of microwires waoposed in previous
theoretical (154) (155) as well as experimentaBj1A.58) works, namely the current
annealing. Electric current produces an Oerstednetay field which induces the
magnetic anisotropy of circular orientation in there (155) (156). If DC electric
current is used during the treatment, the temperattan be considered to be
homogenous in the whole cross-section and the winnealed in constant circular
field. On the other hand, an AC current is usualbed to enhance soft magnetic
properties of wire surface (159). Especially, tliswas found to be very useful for

enhancing GMI effect in those wires with negativagmetostriction (157).

In this part, the magnetoelastic anisotropy of mwares is tailored by current
annealing and its influence on domain wall dynanscstudied with a special attention
paid to high domain wall velocities.

Microwires  with  compositions of FEesSkrsBis, FegdNizSizsBis and
Feso Niss oSl sB1s have been used for this measurement. Samples tneated by
electric current up to 50 mA during standard precestime of 10 minutes. Such values
of electric current were found to heat up microwictose to crystallization temperature,

which can be recognized in Fig. 71 showing the &najpire dependence of electric
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resistance (thermoanalysis). The initial smootlstasce increase can be attributed to
more effective electron scattering due to highergerature achieved by heat released
by current. Sudden breakdown of resistance at 57pwiAts to the strong structural
changes which can be associated with the crysdatithiz of amorphous state (which is in
the case of FgsSizsB1s around 400 °C). Further electric current decrdssend this
point is characterized by much lower value of tesise. Hence, the thermo-analysis is
a very easy method for determination the “crystation” current (which was found to
be around 57 mA) and this value has never beerederden thermal treatments in order

to preserve the amorphous state of the studiedswire
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Fig. 71 The Influence of current annealing on dimmaall dynamics : (a,) the field dependance of
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domain wall velocity and (b,) the frequency deperesof critical field of Fg sSi; sB1s amorphous glass-
coated microwire. (c,) thermo-analysis showing ¥a&ue of electric current when the crystallizatioin
amorphous state starts to occur. (d,) the timeutiosl of microwire electrical resistance during the

thermal treatment by current annealing.

Fig. 71 shows the magnetic field dependence of domall velocity in the same piece

of Fer7sSizsBis microwire subjected to the current annealing. Gahe the thermal
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treatment increases the domain wall velocity ancredeses the switching field. The
domain wall velocity in as-cast state is describgdinear dependence on applied field
in the same way as it was shown in the previoussareaments. Thermal treatment at
30mA smoothly decreases the switching field, howdive domain wall mobility is not
affected significantly. The temperature at the 3® carrent is perhaps not sufficient to
perform irreversible changes in amorphous statehef wire. This was possible to
observe at the time evolution of electric resistadaring annealing (Fig. 71 d,) where
the treatment at 30 mA didn’t change the resistaas®rkably. A similar behavior was
observed in section 5.2, where the conventionaéalimg at 200°C was able to change
neither velocity nor switching field.

A higher value of annealing current (35mA) leadsatemooth increase in switching
field; however the domain wall mobility seems tortme influenced (Fig. 71). Since the
total domain wall damping arises from three contitms (the structural one
proportional to the free volumes concentration, rireggnetoelastic one proportional to
mechanical stress and the eddy-current one propaitio the alloy resistance), it can
be expected that treatment at 35mA changed nomi@sofndividual contributions. On
the other side, switching field increase could kplaned within the term of magnetic
domain stabilization.

As it is seen in Fig. 71, the remarkable changedaiain wall dynamics can be
observed if the annealing current exceeds the vald®mA. The switching field from
this point starts to monotonously decrease witlrerrand (in contrary to previous
cases) the domain wall mobility increases. Furtherease of annealing current leads to
appearance of secondary domain wall propagatiamezg

As it was noted before, the change of domain walbitity beyond 40mA can be
discussed in terms of the three contributions to dbmain wall damping. Thermal
treatment leads to removal of the free volumest (dmmtributes to the decrease of
structure relaxation) and to the relaxation of rinéd stresses (which is responsible for
decrease of magnetic relaxation domain wall dampignultaneous measurements of
electric resistance during current annealing canBuch structural changes (Fig. 71 d,).
However, comparing the domain wall velocity in noiires treated by current and by
furnace (in conventional way), one may see, thateow annealing during 10 min is as
effective as the conventional treatment during 1hdbe difference between the current
annealing and the conventional treatment may cbimstbe circular magnetic field that

induces additional perpendicular anisotropy via pailering during current annealing.
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However this effect can be considered to be natrmg in composition containing one

transition metal.

Fig. 72 shows the domain wall dynamics in curreedted microwires with
composition of Fg dNix7oSizsB1s and Fig. 73 the domain wall dynamics of treated

Feus éNiza oSiz sB1s wire.
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Fig. 72 The Influence of current annealing on dimmaall dynamics : (a,) the field dependance of
domain wall velocity and (b,) the frequency depergaof critical field of Fg Ni,7 ¢Si;sB1s amorphous
glass-coated microwire. (c,) thermo-analysis shgwie value of electric current when the crystatiian

of amorphous state starts to occur. (d,) the gwmution of microwire electrical resistance duritig

thermal treatment by current annealing.

These samples are characterized by the present&oofransition metals (bi-metal
compound), hence the induced perpendicular angptuwia pair ordering should be

higher in these wires.
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As it is seen in Fig. 72 the current annealing ef BNi27.oSiz sB1s microwire leads to

the small domain wall velocity increase from 90Gr{ih as-cast state) to more than
1500 m/s (in the wire annealed at the highest atiirds in the previous case, such
changes of domain wall mobility can be attributedhe stress relaxation as well as to

the reduction of free volumes concentration.
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Fig. 73 The Influence of current annealing on dimmaall dynamics : (a,) the field dependance of
domain wall velocity and (b,) the frequency depewdeaof critical field of Fg Nizs oSi; sB1samorphous
glass-coated microwire. (c,) thermo-analysis shgwire value of electric current when the crystatian
of amorphous state starts to occur. (d,) the @wwution of the microwire electrical resistanceidg

the thermal treatment by current annee.

The structural changes take place in microwirerdpthe treatment, which is confirmed
by the resistance decrease during annealing (Figl,)72However, one may conclude,
that the influence of current annealing on fast diomvall dynamics in this composition
is much lower as compared to the previously disdismample characterized by higher

magnetostriction coefficient.
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The situation is similar in the last Js@\i,7 oSizsB1s microwire characterized by the
lowest magnetostriction coefficient. The domain Iwalocity is modified remarkably
but only in the treatment performed at the highedties of current. However, the
relative change of velocity is not so high (30 %)tlis case. The low sensibility of
domain wall dynamics to the current annealing irs ttomposition is confirmed by
frequency dependence of switching field (Fig. 73 b,)

Taking into account the above mentioned the infb@eof current annealing on domain
wall dynamics; one may conclude that the lower neaggtriction coefficient of alloy,
the weaker effect of current annealing on domainl Wgnamics in microwires is
observed. It means, the most important effect afhstreatment consists in the
relaxation and in the redistribution of internal ahanical stresses. Relaxation of
internal stresses overcomes the effect of inducexilar anisotropy by annealing in
Oersted field via pair ordering. This is in a gamteement with the initial estimations,
since the effect of induced anisotropy by pair ardgis very weak in comparison to

the strong magnetoelastic anisotropy which is @diar microwires.
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Chapter 6

Study of the surface domain structure of microwires

The domain wall dynamics in amorphous glass-coatedowires is well-known
by very high domain wall velocities, which reach1fpkm/s. Its understanding attracts
great attention from the technological as well rasnf the theoretical point of view. In
particular, recently developed spintronic logic ideg are based on the transport
properties of uniaxial magnetic wires. Speed, hictv the domain wall is able to run
through the wire, is a key factor that determirtes aperational rate of these devices.
Hence, a big attention is paid to find the mechasishat allow controlling the domain
wall velocity of a given wire.

In previous chapter, the domain wall velocitieshim wire were controlled by tailoring
of magnetoelastic anisotropy. Along with geometryaafsotropies, the domain wall
dynamics is strongly influenced by surface doméaincsure, too. Most of recent papers
on surface domain structure of microwires were tesvdo the study of Co-rich samples
with negative (162) or nearly-zero (160) coefficiehtmagnetostriction. In this kind of
wires, the circular domains appear on the surfaaerhakes them promising candidate
for sensor applications based on GMI effect (16ih). case of highly positive
magnetostriction microwires, the situation becormese complex. According to the
magneto-elastic model (81), the domain structursumh wires consists of one large
axial domain covered by thin surface of radial amdular domains (Fig. 74). However,
it was shown in the previous works that the donveatl velocity can be measured by
use of surface MOKE. It means that the domain watipagating in axial domain
interacts with the shell of radial domains and, semuently, the change of surface
magnetization occurs as a result of domain walpagation. Hence a strong influence
of the surface domain structure on domain wall pggpion can be expected.

Later studies by magneto-optical imaging film (MQIén FeSiB microwires (163)
confirmed periodic surface domain structure, howetge relation to the fast domain

wall propagation in microwires is still not so algaunderstood.

In this chapter, the study of spontaneous surfaagnetization in FeSiB microwires is
carried out by two comparative methods: 1, Biteshnique and 2, Magneto-optical

observations by polarizing microscope.
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Fig. 74 The domain wall velocity measured by indiecimethod (two pick-up coils) and by the surface
MOKE. Right, the illustration of domain structuré amorphous glass-coated microwire with positive

magnetostriction coefficient is shown. Image addgtem (164).

6.1 Imaging the surface domain structure by Bittdloid

The pieces of amorphous#€5Si; sB15 samples with 2 cm in length were used for these
measurements. The glass-coat of microwires has teeoved mechanically from the
sample. Such glass-removal is usually delicate gg®c because of additional
mechanical stresses that can be introduced to @negple by improper removing
technique. For this reason, the glass coat waswednmechanically in several ways (by
rolling and by tearing off) and many times at elifint pieces of sample in order to be
sure that surface pattern of Bitter colloid cormggs to the surface domain structure of
as-cast sample. The remains of glass dust weraedeaif the metallic core surface by
pressured nitrogen. Cleaned sample of microwire pl@sed on a glass sheet with 100
um thickness. The optimum colloid concentration w&pplied to the sample and 1 mm
covering glass sheet was placed at the top of exanwire. The metallurgical
microscope supplied by D5000 Nikon photo camera wgesl for the observation. The
objective providing magnification of 40x was foumal be optimal for this kind of
observations.

Fig. 75 compares the Bitter colloid pattern obseéraethe surface of microwires with
various diameters. As it is seen, the surface paiteeach sample consists of bright and
dark parts that can be associated with the accuimmilaf magnetic particles of Bitter
colloid to the position of high gradient of strayagmetic field produced by surface
domain structure. Due to this, the high valuesti@ysfields can be attributed to the dark
parts and vice versa. As it is seen, the sampldigfest diameter (10@m) is
characterized by periodic zigzag domain walls twgsall around the wire (Fig. 75 a,).

A similar structure has been observed previouslwires of such diameter (166).
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Microwire with reduced diameter of 20n doesn’'t show the zigzag structure; however,
it is still possible to observe some kind of peroohclined domains. At the smallest
diameter (15um), corresponding to the wires used in domain wdhamics
measurements, the periodic tilting domain structuas observed (Fig. 75 c,). In order
to determine the effect of surface domain structomedomain wall dynamics, two
parameters were measured: (i) the size of domaieagured as a distance between two
bright parts) and (ii) tilting angle of domains (@sered with respect to the axis of
wire).

It was shown in the previous chapters that the domwall dynamics of as-cast FeSiB
amorphous wires is characteristic by low domainl wadbility (units of nf/A.s) and
relatively low domain wall velocity reaching up 16 km/s. Thermal annealing of the
samples at 300° C leads to drastic increase of maxi domain wall velocity (up to 4
km/s), which was attributed to the faster domaiti wéh vortex structure. Despite the
high change in domain wall dynamics, the thermahtment of FeSiB was not

sufficient to influence the surface magnetic stoet as it is seen in Tab. 3 (d,).

Fig. 75 The surface domain structure of microwingth total diameter of 120um (a), 54um (b) and
30um (c) obtained by Bitter colloid. The green aagulars depict the position of zoom pictures
figured at right side.

The apparent size of surface magnetic domaingr(}}is the same in both as-cast and
thermal treated samples (Tab. 3). Moreover, thiagilangle of surface Bitter pattern is

not strongly affected by thermal treatment as welproves that the rapid increase in
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the domain wall velocity of thermally annealed H2S8ias not result of the change in
the surface domain structure. Such assumption wasrmed by the observation of
FeNiSiB microwires, too. This kind of sample is erized by the lower
magnetostriction coefficient and by the higher domveall velocity as compared to that
of FeSiB samples. As it is seen in Tab. 3, theeBigattern of FeNiSIiB microwire is
characterized by higher apparent size of domamen(f8 to 11um) as compared to
FeSiB. However, tilting angle of domains was naruled essentially (frodB° to 46).
The domain wall dynamics of FeNiSIiB sample discdseeprevious chapter was found
to be characterized by the presence of secondgimegvortex domain wall). Although
the thermal treatment increases the size of theadmnthe maximum domain wall
mobility doesn’'t seem to be strongly affected byhealing (Tab. 3). This can be
explained by additional stresses introduced tosdm@ple during glass-removing. For

this reason, the surface domain structure was exahby microscope in the next step.

Sample treatment At size of domains max-dom"?"”
angle wall mobility
. as-cast 41° 4 um 1.6 nf/A.s
Fer7 sSiz B
b annealed 300° C 43° 4pum 12 nfiA.s
Fes dNiyy Sir o3 as-cast 43° 8 um 11 nf/A.s
i27.6Si
QodN219915515 - nealed 300° C 46° 11pm 12 nf/As

Tab. 3 The comparison of domain’s size and tilamgles obtained by Bitter colloid. The maximum

values of domain wall mobility has been obtainedrfrmeasurements discussed in previous chapter.

6.2 Surface magneto-optical observations by patayimicroscope

6.2.1 Surface magnetization process of amorphoassgioated

microwires

Classification of the main surface magnetization ppcesses

As it was mentioned above, the amorphous glasedaatcrowires are typical by very
high residual stresses introduced to the wire durnits manufactory process. In
accordance to the magneto-elastic model (81), theeli values of stresses should be

present in the surface shell of the metallic cone tb the close proximity of glass-
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coating. This assumption is confirmed by the conspar between the volume and
surface hysteresis loops (Fig. 76). The magnetld fivas applied in perpendicular
direction with respect to the main axis of micravin both cases. As it is seen, the
surface magnetic anisotropy field value (measunedisge of MOKE) is very close to
value of saturation magnetization measured by MRM&S= 0.5 T). It seems that the
magnetic anisotropy reaches the highest valudseabp of the metallic core. This is in
a good agreement with the calculated internal stedribution in microwires (81).
Generally, the full surface magnetization processthe amorphous glass-coated
microwires in Fig. 76 consists of two parts. At wdrigh magnetic fields, a non-
hysteresis rotation of magnetic moments prevailsiclresults in characteristic linear
shape of the loop. However, a small jump can bendisished at low magnetic fields.
As it was noted above, such jump was previoushbaitied to the internal domain wall
propagation. If the domain wall propagation is Blet by two small coils at the wire
ends, (hence, no internal domain wall propagaticcui®), the surface magnetization

jump in surface MOKE disappears.

0,81 I | Fe42.624I\”34.9Si7.5Blls i 1.21 | | FeAZ'GZJ\”M'gSi?'SB.lS E
0.5 volume hysteresis logp 08 surface hysteresis logp
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Fig. 76 Comparison of the volume (left) and surf@aght) hysteresis loop of FeNiSiB amorphous glass
coated microwire. The magnetic field direction vaaspendicularly oriented to the microwire axis ottb

measurements.

For this reason, two magnetization processes (aynetiation rotation due to
externally applied magnetic field and (b) the scefanagnetization change due to the
internal domain wall propagation must be distingatsin our study.

The specific optical properties of amorphous glasasted microwires are given by two
factors: 1, the presence of the glass coat atdhe surface and 2, the cylindrical shape
of observed sample. The influence of glass coam@rowire optical properties was

briefly discussed in chapter 4. It was shown tli®t tindesirable high glass-coating
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reflectivity can be suppressed by proper selectedlitions of observation (p-polarized
light used in the experiment, the optimal angléencfdence equal to Brewster angle, at
which the total glass transmission of the p-pottifight occurs, therefore the glass
coat doesn’t contribute to the amount of reflediglt) or by use of immersion oil.
However, the second problem related to the cyloadrshape of the sample is not so
easy to avoid. Fig. 78 compares the intensity [@®fiof the light reflected from
microwire surface for two cases (a) without useaaglyzer and (b) with crossed
polarizer and analyzer. As it is seen, the highsnsity of reflected light is obtained at
the top of wire (see the case without analyzerj.this reason, the two light strips that
can be observed with crossed polarizer and ana{yzeight column of Fig. 78) cannot
be explained in term of polarizers imperfectionsr e other hand, the plane of
polarization or ellipticity (or both) must be chadgggnificantly by the reflection from
metallic core in order to produce the light stripethout magnetic state change Fig. 78.
A detail explanation of this phenomenon is propasetthe next section. However, it is
important to note that the magnetic contrast (@mttwhich appears as a result of
surface magnetization change) could be detectetthdoyight intensity change of these

two stripes only.

6.2.2 Optical observation of the sample of cylindrigeometry

Assume a cylindrical metallic sample oriented altimg x axis with the incident light

along the main axis of the cylinder (Fig. 77).

Fig. 77 Description of the geometric parametersl iisehe calculation.
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Fig. 78 The intensity profile of light reflectetbfn cylindrical surface of FgsSi; sB1s amorphous glass-

coated microwire for different focusing depths. Tiaft column shows the optical image of microwires

observed by polarized light, whereas the right kolucompares the images obtained by use of crossed

polarizer and analyzer. Right graphs right compheenumber of maxima in both profiles. Note, thalsc

of light intensity values differs from those obtaihwithout analyzer. Mutual inclination of two ligh

stripes is given by non-horizontal position of Hzenple. Samples were observed by use of immerdion o

Focusing depth z = 0 was chosen at the top of -gleasng.
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Suppose that the incident light beam consists ddlieh rays only, which is the good

assumption for laser beam. The geometry is theg @ldscribed by two parameters.
First of them is incident angie which is constant for all rays. The second paramete
angled defines the position on the cylinder surface, &0 for cylinder top and>0

for left side of cylinder (Fig. 77, right pictur@nd vice versa. The main goal is to
evaluate the light intensity profile for the casemssed polarizer and analyzer.

The incident ray is described by incident vector

S (120)

which has the same orientation for all rays inleam. The normal to the cylindrical

sample can be obtained (Fig. 77):

n=| sind (121)
cosd

The plane of incidence is defined by two vectois:nprmal i and (ii) incident

vectori . It means that the direction of the plane of inoitkeis not constant for each ray
on the cylinder, because of th@angle dependence on normalThis is important result

because it shows that even if the cylinder is ilhated by linearly polarized light, the

mutual orientation of the oscillating electric verctE (which defines the direction of

linear polarization) and the plane of the inciderg@ot constant for each position on
the cylinder surface. As the angt increases, the oscillating electric field intepsit
vector is more out-of perpendicular direction wiglspect to the plain of incidence for s-
polarization. The reflected rays have the planepofarization, which is neither

perpendicular nor parallel to the plane of incidefas the anglé? increases). For this

reason, it is useful to distinguish two componeafitinear polarization; the component
of linear polarization which is perpendicular teetlocal plane of incidence (local s-
polarization) and the component of linear polar@atwhich is parallel to the local

plane of incidence (local p- polarization).
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The (normalized) component of polarization whichorgented perpendicularly to the
plane of incidence (local s-polarization) has &dion given by:

1 —-singcosi
S = cosgsini (122)
Jsin2 9 + cog Isin? i , .
—singsini
(a) i=45° (b))
i=60°
-1,0 0,5 0,0 05 1,0 140 05 00 05 10
/R « /R
(c) £—>
i=25° z y
9 angle
OO
—_—10°
20°
30°
—a0° z
—50°
60° \ / (d)
-1,0 0,5 0,0 0,5 1,0 X y

r'R

Fig. 79 The plane of incidence has not constamntation for each ray reflected from a cylindrical
surface. Figures (a,) (b,) and (c,) compares thagbf incidence orientation in xy plane. It isccddted
from thex andy components of eq. (122) and (123). The effectytihdrical surface seems to disappear
progressively as the incidence anglécreases. However, the opposite is true, bectheseplane of
incidence in not perpendicular to the yz planedsditional inclination in yz plane (d,) must bedakinto

account. As it will be shown later lines for thegnd = 60° are not reflected back to the objective plane

whereas the component of polarization which is lfrép the plane of incidence (local
p-polarization) is defined by the direction thahd#e obtained fromp, =i x§ , which
yields:
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cos?sini cosi
p = ! sing (123)
Jsin? 9 + cog Isin?i cosIsin?i

Hence, even the “s” or “p” linearly polarized light used for measurements; the
resulting magnetic contrast consists of the Keieatfof locally s-polarized and locally

p-polarized contributions. For “s” polarized incnddight beam one may obtain:

0 o
S=|1]|= cosgsinis +sind p, (124)
0 Jsin? 9 + cog Isin? |
And for “p”polarized incident light beam:
COSi _ o
=l 0 |= —-sing§ +cosgsinip, (125)
sini Vsin? & + cog Isin?i

The amplitude of the light transmitted by crossetaprer and analyzer is defined as a

product of multiplication (for “s” polarized incide light):

A, = P.RS (126)

And vice-versa for “p” polarized incident light baa

wn!

A =SRP (127)

where Rdenotes the reflection matrix which consists ofshed coefficients. For non-

magnetic sample (the Voigt parameter is zero, heheeoff-diagonal componen®k,,

and R, of reflection matrixR can be neglected) the light intensity profile fpossed

polarizer and analyzer can be obtained in the form:
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sind cosJsini
sin? 9 + cos? ﬂsilnzi (Rer = Rss) (128)

Pes = Asp =

The intensity of reflected light for the case willhanalyzer (and for “s” polarized

incident light) is given by:

£E = COSISINi Rs§ + Repsind (129)
Jsin? 9 + cod Isin?i
. ‘ i%r _ |RPP|25in219+|RSS|2COSZ gsin’i (130)
s sin?d + co? Isin?i

The plot of intensity profile for non-magnetic sdmfor two cases (a) without polarizer

and (b) crossed polarizer and analyzer (b) is shavig. 80.
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Fig. 80 The calculated intensity profiles for noagnetic cylindrical surface without analyzer (ajlan
with crossed analyzer and polarizer (b). The pesfiire calculated for incident angle 45°. Orange
vertical lines denote the maximum angle &t which the surface of cylinder can be observed by

microscope. However, this limitation is not vala faser-based MOKE, where detector can positioned.
As it is seen in Fig. 80 (a) the maximum light gy without analyzer is achieved at
the top of cylinder (anglg =0°) for each incident angle As ¢ angle increases, the
intensity decreases because the more scatteredyaysrved surface of cylinder and
drops to zero a®0° (0°). In contrary, the reflected light intensity ptefifor crossed
polarizer and analyzer is characterized by two maxas it can be seen in Fig. 80. Such
calculated profile can be explained as follows. ukss the (globally) s-polarized
incident light. The oscillating electric field imtsity vector is perpendicular to the plane
of incidence at the top of the wire onl§§ € 0°). As the angleJ increases, the global

polarization doesn’t correspond to the local pakion and a strong ellipticity is
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introduced to the ray, which produces a non-zegbt ltransmitted by analyzer. On the
other hand, the field intensity vector of (globglsrpolarized light is parallel to the
plane of incidence at the wire boundary defined dmgle ¢ = 90°. Situation is
qualitatively the same for a p-polarized light. Toscillating electric field intensity
vector is parallel to the plane of incidence at whee top. However, the (globally) p-
polarization corresponds to the local s-polarizatmnthe ray reflected from the wire
boundary § = 90°). For this reason, the reflected light intensitpfiee of cylinder
consists of two sharp maxima due to the strongptality introduced by local
polarization, which is neither ”s” nor “p” out of) ¢he top and (ii) boundary of the wire.
As it is seen at Fig. 80, the relative change aithiensity due to the cylindrical shape
increases with incident angle, but the positiothath maxima is more or less constant
(0 = + 60°). Apparently, such calculated light intensity piefdescribes well the
observed data on microwires shown in Fig. 78 where maxima appeared with

crossed polarizer and analyzer.

In order to calculate the intensity profile for theflection from magnetic cylinder, the
same equations (eq. 126) (eq. 127) are consideosekver the non-zero Voigt constant

must be taken into account in this case. Then,ofifieliagonal components of the

reflection matrixR are not zero. The components of reflection maRiwere taken in
the form (167):

cosd, — hcosd
= ' f 131
s ACOSY, +COSY (131)
—-iQsind cosd
Rep = — Qsind cosiim__ (132)
(ncosd +cosd)cosd (cosd, +ncosd)
R, = cosd. - rjcos:Bi N 2|ano:~‘i9i S|nz9r2 (133)
cosd, +ncosd  (cosd +ncosd)
Ros = Res (134)

where # is incident angle and. the angle of refraction. Both angles are measured

relative to the normal of cylinder. Index of refiiaa is denoted byn. Fig. 81 A
compares the light intensity profilésg(-M) andIsg(M) corresponding to theylinder
magnetized in both axial directions. As it is sed/®e magnetic interaction results in

very small change in the light intensity (the highdifference can be observed close to
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the maxima). However, such difference is the furctof magnetization at the cylinder
surface. Fig. 81 shows the differenggM)- Is{(-M) which corresponds to the change

in the intensity as a result of axial magnetizatieversal.

. , . . . n=2.95-2.93i(Fe at 550 nm ' 4
008 n=295-293i(Feat550nm)  (a) 0.0015) 2 6042 5 0,130, ) (b)
Q=0.042+0.119 i L 00010l 2 A ]
0,064 7 ~ g <—I—> P
S 00005 2 ]
% 3
0.04 1 T 00000 S ]
g £
0,021 | 500005 ]
1, (M) .0,0010|—=—10° = 30° 4 ]
0,00] YRR e 20° —=—40° - 50°~F 60°
, , . (W -0,0015 . : : : .
&0 40 o 40 80 120 -80 40 0 40 80 120

9 angle (degrees) angled(degrees)

Fig. 81 A The intensity profile of light reflectefdlom cylinder magnetized in axial direction (left).
Change in the light intensity profile that occursidg the reversal (right). Curves are calculatadtiie

incident angle value of i = 45°.

As it is seen, the intensity increases for the tiegavalues ofd angle (left side of

cylinder), whereas the intensity decreases forteratide of cylinder (positive values of
J angle). Such curves describe well the black-andavimagnetic contrast that was
observed in case of microwires. This observatiolh lvé treated more detailed in the

next section.

6.2.3 Comparison with the experiment

In order to compare the light intensity profile @adhted in previous section with the
real magneto-optical observation on microwires mhgemicroscope, the additional

assumptions must be taken into account, whichsisudised briefly in this section.

Microscope observations

As it was noted at the beginning of previous chaptes calculation of light intensity
profiles was done for the simple case when incidight beam consists of parallel rays
and the influence of objective was not included. Hegr, the real observation by
microscope introduces more factors that must bentak® account. For example, not
all rays scattered from cylindrical surface candeen in microscope as a result of
variable value of numerical aperture across thdeaigThe maximum angl& for
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which the beam can be reflected back to the obgds given by numerical aperture

NA:

NA= \/sin?+sin? 29 cog (135)

Fig. 81 B shows plot of the numerical apertureifaident angle of i = 45°. As it is

seen, the light ray is reflected back to the objegblane for values of angle<45°.

1,01
1 /\ /\ Fig. 81 B Plot of the numerical aperture as a

| function of & angle on the cylindrical

surface. The calculation is done for incident

o
e

angle ifi = 45°.

numerical aperture

M \/ \

0,6 T T T T T T T
90 -60 -30 O 30 60 90

9 angle (degrees)

Another important feature of objective that mustcbasidered is the focus depth. As it
was shown in the Fig. 78, the distance of two ligtiipes observed with crossed
polarizer and analyzer is function of the focusttep
If the microscope is focused at the metallic cae @zero focus depth), only one light
stripe can be observed. When microscope is focdseder, two light stripes appear and
the distance between them progressively increagbdacus depth (Fig. 78). However,
the calculation of the light intensity profiles geveéhe position of maxima almost
constant (around = 60°). In order to find the value of focus depthwditich the best
agreement of the model with experiment occursligin intensity profiles of microwire
were compared for three conditions: (i) for the ghapized incident light (without
analyzer) (Fig. 82 (a,)) (ii) for a crossed poladzand analyzer when the objective is
focused below the metallic core (Fig. 82 (b,))) (ior crossed polarized and analyzer
when objective focused above the glass-coat (Rdc§).
Amorphous glass-coated microwires consist of twiindgrs from the optical point of
view. The first cylindrical surface corresponds ttte metallic core. The second
cylindrical surface is formed by glass-coat, thahreot be completely neglected even

the immersion oil is used during the measuremdititis. is confirmed indirectly by light
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intensity profiles measured with crossed polariaed analyzer (Fig.

where intensity doesn’t drop to zero at the topvioé (J = 0°).

intensity

0.4 Iigh't inténsit;l/_profiles:' ' n, ': 1.|518_
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Fig. 82 The calculated light intensity profile coangon with experiment for various experimental
conditions: (a,) for (globally) p-polarized lighttlvout analyzer (b,) for incident (of globally) miarized

light with crossed polarizer and analyzer when oscope was focused below the metallic core surface

(positive values of focus depth) and (c,) for tlaene conditions but negative focus depth (above the

metallic core surface). The profiles are calculafiedincident angle = 47°. Calculated curves were

multiplied by factor sind, as it gives the amount of incident light per wwiite surface.

If the microscope is focused below the metallicecsurface (positive values of focus
depth in Fig. 82 (b,)), the effect of glass-coasagipears partially. However, the
measured light intensity profile is wider than thiee diameter in each case. The same
result was obtained qualitatively in the case withemalyzer (Fig. 82 (a,)).
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6.2.4 Study of the surface magnetization changeked by the

internal domain wall propagation in microwires

As it was noted above, the domain wall propagatias found to be responsible for the
surface magnetization change that occurs at smaghstic fields. In order to study this

effect, the microwire was switched in first (axiajrection and the change of the
corresponding surface domain structure was detegtesh microwire was reversed.

This change in the surface domain structure (bedackafter reversal) was obtained by
digital image processing technique. In order to @tbe strong Faraday effect of glass-
coat and objective, the study of the surface mazptedin change due to the internal

domain wall propagation was done in a series dbfohg steps:

1, microwire under investigation was switched byabxnagnetic field in the first
direction, then the field was reduced to zero aackground image was taken (Fig. 83
(a)).

2, the background image was subtracted from livagenin the second step. The wire
was reversed by an opposite magnetic field, and ttne field was reduced to zero.

3, magnetic contrast was obtained by software gusgaof the accumulated images.

Microwire is
reversed

magnetically ErrEs =

irmarcumulation

background image backgobimage

capture subtraction
Fig. 83 The magnetic contrast corresponding tostlréace magnetization change that occurs as & sul

internal domain wall propagation in microwire wastaned by digital image processing that consi$ts o

three steps. All images are observed by crossettipel and analyzer.

It is worth mentioning that the image which resdttsn this process corresponds to the
chan