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avec ses fameux ”dessins bébés”. Elle est aussi pleine d’enthousiasme, je me
souviens de ton ”mais c’est super t’as des résultats !” en voyant mes premières
données qui m’avait beaucoup encouragé alors que c’était à peine le début d’un
commencement de quelque chose. Richard quand à lui est l’exemple même de
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Je vais essayer d’arrêter de raconter n’importe quoi et remercier ma famille.
C’est avec vous que j’ai grandi depuis que je suis haut comme trois pommes
et puis après quand je grimpais au pommier. Je dois vraiment remercier ma
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soupçonne au vu de ses lectures de chevet que c’était aussi pour son propre
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émanations d’une même entité. Merci à mon père pour ses talents de bâtisseur
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Introduction

About 100 years ago, superconductivity was discovered by K. Onnes with the
vanishing of the resistance of a piece of Hg when cooled down to 4K in liquid
helium. The complete disappearance of resistance is most sensitively demon-
strated by experiments with persistent currents in superconducting rings [1].
Once set up, they have been observed to flow without measurable decrease
for a year. A lower bound of some 105 years for their decay time has been
established. The true hallmark of superconductivity is however the so-called
Meissner effect: a magnetic field is expelled from a macroscopic1 superconduc-
tor, this is the perfect diamagnetism of a superconductor. This property is
impressively demonstrated by the levitation of a magnet above a superconduc-
tor (see fig.1.1) [2].

These features can be understood within the framework of Ginzburg-Landau
theory of phase transitions [3]. When going from a normal (non-superconducting)
to a superconducting state, the gauge symmetry is broken and a macroscopic
wave function ∆eiϕ with a unique phase ϕ emerges over the whole piece of
superconducting metal. ∆ is an energy gap in the density of states of the
superconducting metal, as predicted by the microscopic theory of Bardeen,
Cooper and Schrieffer (BCS theory) [4]. Meissner effect can be understood as
follows: via the potential vector, the magnetic field creates a phase gradient
that induces screening currents. These screening currents exclude the magnetic
field from the bulk of the superconductor, therefore the magnet is repelled.

In 1962, Josephson predicted that two superconductors separated by a thin
insulating layer (a SIS junction) support a non-dissipative current at equilib-
rium [7]. This effect, now called dc Josephson effect, was observed soon after
[8]. Further studies have shown that the effect extends beyond Josephson’s
predictions and can exist if superconductors are connected by a weak link (a
region where superconductivity is weak and where a phase drop can occur) of
any physical nature [9]. In the following, we will focus on normal metal weak
links (a SNS junction, see fig.1.1). Once again, the supercurrent originates
from a phase gradient, here between two bulk superconductors.

Since the observation of superconductivity, non-dissipative currents are of-
ten associated with superconductivity yet superconductors are not the only
systems that exhibit a non-dissipative behavior. Surprisingly, a small loop (a
micron-sized loop) of a non-superconducting material threaded by a magnetic
field at low temperature (T < 1K), also carries a persistent current (see fig.1.1).
This is only possible thanks to quantum coherence: as in a superconducting

1larger than the magnetic field penetration length
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Figure 1.1: Left: Magnet (shiny plate) levitating over a YBaCuO plate (black
plate, superconductor at −96oC) in a liquid nitrogen bath. Middle: A SNS
junction. A phase drop occurs in a region where superconductivity is weak,
called a weak link. Due to the phase gradient, there is a non-dissipative current
flow at equilibrium. After [5]. Right: A small normal metal ring (here, silver)
threaded by a magnetic flux supports a persistent current I. After [6].

ring, there is phase sensitivity leading to non-dissipative currents. Such systems
where the quantum coherence is preserved are called mesoscopic systems.

The existence of such persistent currents in normal rings, predicted in [10,
11, 12], was first greeted with skepticism. Its observation indeed depends on
the way the experiment is performed: if leads are attached to the ring in order
to perform transport experiments, a resistive behavior is observed [13]. Non-
invasive measurements have to be performed, for instance by measuring the
magnetic field created by the persistent current of one or an assembly of rings
[14, 15, 16].

In the case of SNS junctions, superconducting leads does not break the
phase coherence in N and most experiments probing their physics rely on the
study of the switching from the non-dissipative to the dissipative state [17, 18,
19]. However the system is then in a strongly out-of-equilibrium regime; it is
thus impossible to access its equilibrium properties.
These two remarks emphasize that transport experiments are not optimal
to elucidate the physics of a phase coherent system. What kind of
measurement is appropriate to unveil the physics of a phase coherent sample?

An alternative to transport experiments is to thread a non-connected ring
with a time dependent flux oscillating at the frequency ω and measure the
magnetic susceptibility χ(ω) = χ′(ω) + iχ′′(ω). In the linear response regime
the susceptibility is related to the ac conductance G by χ = iωG. The current
response of mesoscopic rings to a time-dependent flux is the subject of several
theoretical investigations [12, 20, 21, 22, 23]. The essential physics can be
grasped thanks to a very simple two-levels model.

1.1 AC conductance of a flux-sensitive system: a simple
model

SNS junctions and mesoscopic rings are phenomenologically analogous; both
display a non-dissipative current at equilibrium. That reflects the phase de-
pendence of their energy spectrum (see fig.1.2 for typical spectra) related to
specific phase-dependent boundary conditions. Superconductors have indeed a
gap ∆ in their density of states and are similar to phase-conjugation mirrors in
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Figure 1.2: Left: Spectrum of a diffusive SNS junction with the normal part
longer than the superconducting coherence length. Right: Electron energies
of an isolated loop as a function of the flux. The ballistic loop is represented
by full lines, the loop with additional elastic scattering by dashed lines. From
[12].

a Fabry-Pérot cavity leading to the formation of phase-sensitive electron-hole
bound states in the weak link called Andreev bound states [24, 25, 26, 27]. On
the other hand, an electron in a mesoscopic ring experience periodic boundary
conditions leading to energy quantization. Its phase sensitivity leads to a phase-
dependent spectrum. This similarity between SNS junctions and mesoscopic
normal rings has been underscored by several authors (e.g. [11, 28, 29, 30, 31]).
There are however some major differences:

❼ the nature of the quasiparticles differs in these two cases : they are
independent electrons in the case of purely normal rings whereas they
are a superposition of an electron and a hole conjugated by time-reversal
symmetry in the case of a SNS junction. The periodicity is therefore
Φ0 = h

e for a normal ring and Φ0 = h
2e for a NS ring. In both cases one

can define the phase ϕ as ϕ = −2π Φ
Φ0

where Φ is the flux through the

ring 2.

❼ In both cases the single level current in is given by the curvature of the
energy level En:

in = −dEn

dΦ
(1.1)

Due to the electron-hole symmetry in a SNS junction, all levels of negative
energy carry current in the same direction; positive energy levels carry
current in the opposite direction. In contrast, the sign of the single level
currents alternates between adjacent levels in a normal ring. The sign
of the total current therefore depends on the position of the chemical
potential as observed experimentally [32] and on the particular realization
of disorder in the ring.

2i.e. ϕ = −eΦ/~ in a normal ring and ϕ = −2eΦ/~ in a NS ring. We keep the same
notation on purpose to emphasize the similarity of physical phenomena at play.
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To elucidate the physics of such systems with a phase-dependent spectrum,
we first derive their linear current response to a time dependent phase driving
within a two levels model. We show with this simple model that there are two
processes contributing to conductance: the first is related to the relaxation of
populations driven out-of-equilibrium by the phase-driving, the second is re-
lated to induced transitions. We leave aside Zener tunneling processes because
they are non-linear. This simple model qualitatively accounts for our findings
in NS rings.

model: a phase-dependent two level system

To capture the physics of systems with a phase-dependent spectrum, we con-
sider the simplest model: a single electron confined to a 1D ring threaded
by a magnetic field. Due to the periodic boundary conditions, the eigenener-
gies of the system are quantized and, due to its ring geometry [33], they are
Φ0-periodic where Φ0 = h

e is the flux quantum. At equilibrium, such a loop

0 Φ0/2-Φ0/2

E

Figure 1.3: The physics of a phase-coherent system (e.g. a SNS junction or a
normal mesoscopic ring) is captured in a simple two level model. The major
feature of such a system is the phase dependence of its energy levels that leads
to the emergence of a non-dissipative current at equilibrium.

displays persistent currents due to the flux-sensitivity of the energy levels En

and the single-level current is:

in = −dEn

dΦ
(1.2)

The total current is then the sum of the single-level currents weighted by their
occupation probability ρn(En(ϕ), T ). For a two levels system it reads:

I(ϕ, T ) = ρ1i1 + ρ2i2 (1.3)

AC Josephson effect

As emphasized by Bloch and by Buttiker, Imry and Landauer [34, 35, 11],
applying a flux linearly increasing with time through a coherent ring leads to
an ac current. This is due to the antisymmetry of the in with flux over one
period (−Φ0/2 ≤ Φ ≤ Φ0/2). This is the ac Josephson effect: the flux Φ leads
to a dc voltage V such as

V = −dΦ
dt

(1.4)
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We have not yet considered the coupling of the system to a thermal bath (for
instance a phonon bath). In the following we describe this coupling by an
inelastic scattering time τin.

Relaxation of populations driven out-of-equilibrium by a
time-dependent phase biasing

We first consider the equilibrium situation at a fixed flux Φ. If the coupling
to the thermal bath is weak enough, the levels En acquires a finite lifetime τin
and inelastic scattering induces transitions between the states. For a two levels
system with E2(Φ) = −E1(Φ) the current oscillates between i1 and i2 = −i1.
Inelastic scattering therefore cause fluctuations in the persistent current but
do not destroy it [12].

If the system is now driven out of equilibrium, the rate of change from
the out-of-equilibrium distribution toward the equilibrium distribution is de-
termined by the lifetime τin of the states. To elucidate the physics further, we
consider the response of a loop to an oscillating flux superimposed to a static
flux [20]:

Φ = Φdc +Φace
−iωt (1.5)

with Φac small compared to Φ0.
In the presence of a time-dependent flux through the loop the occupation

probabilities ρn become time-dependent. Inelastic scattering events cause tran-
sitions between these two levels and drive the system toward the instantaneous
equilibrium fn(Φ(t)) = f(En(Φ(t))) with f(E) the Fermi distribution. The
master equation reads:

∂ρn(t)

∂t
= −1/τin [ρn(t)− fn(Φ(t))] (1.6)

In the linear response regime we have:

fn(Φ(t)) = fn(Φdc) +
∂fn
∂Φ

Φace
−iωt (1.7)

and

ρn(t) = ρn(Φ(t)) + δρne
−iωt (1.8)

with ρn(Φ(t)) = fn(Φ(t)). We now determine ρn to first order in Φac:

δρn =
1

1− iωτin

∂fn
∂Φ

Φac =
1

1− iωτin

∂fn
∂En

∂En

∂Φ
Φac (1.9)

and calculate the current to this order, using in = −dEn

dΦ :

δI =
∑

n

inδρn = − iωτin
1− iωτin

∑

n

i2n
∂fn
∂En

Φac (1.10)

The magnetic susceptibility χD reads:

χD =
δI

Φac
= − iωτin

1− iωτin

∑

n

i2n
∂fn
∂En

(1.11)



6 Introduction

Anticipating on the following, we denote this contribution to the susceptibility
χDand call it diagonal contribution since it involves only the diagonal elements
in of the current operator. Its real part χ′

Dcontributes the non-dissipative re-
sponse whereas its imaginary part χ′′

Dcontributes the dissipative response.
In the original derivation by Büttiker [20], an effective ac conductance α(Φ, ω, T )
has been calculated rather than a magnetic susceptibility χD. These two quan-
tities are related by:

χ′′
D(Φ, ω, T ) = ωα(Φ, ω, T ) (1.12)

As pictured in fig.1.4, it exhibits a very specific phase dependence with a dou-
ble peak. This strong 2nd harmonic reflects its dependence on the square of the
single-level currents. It contributes the susceptibility both to its non-dissipative
and dissipative parts. On the one hand, χ′

Dmodifies the phase-dependence of
the adiabatic response χJ = ∂IJ

∂Φ but does not modify its amplitude since

in(Φ = pΦ0

2 ) = 0 with p integer. On the other hand, χ′′
Dreflects the emergence

of dissipation at finite frequency. Its amplitude is maximal for frequencies
close to the inelastic scattering rate. We also emphasize that due to the energy
derivative of the Fermi distribution, this contribution is zero at zero tempera-
ture.

Figure 1.4: Effective ac conductance α(Φ, ω, T ) related to the relaxation of
populations for two different temperatures (in units of E0, the level spacing).
Note the dip around Φ = 0. From [20]
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Microwave-induced transitions in the spectrum

Another contribution to the ac conductance is due to the absorption of power
by induced transitions. This contribution is non-negligible only when the mi-
crowave field is resonant with the energy difference between levels. The con-
ductance of a phase-dependent two level system at frequency ω is zero excepts
when ~ω = E2(ϕ) − E1(ϕ) where it peaks. Following the Kubo formula, the
susceptibility related to this process,χND, reads:

χND =
∑

n,m 6=n

|Jnm|2 fn − fm
ǫn − ǫm

i~ω

i(ǫn − ǫm)− i~ω + ~γnm
(1.13)

where γnm describe the relaxation of the coherences due to interlevel transi-
tions. We call this contribution the non-diagonal susceptibility since it depends
on the non-diagonal elements of the current operator Jnm. The conductance
σ = χ”ND

ω has been evaluated numerically by Imry et Shiren for a multi-level
system using Kubo formula in the context of persistent currents[22]. Its phase
dependence is shown at two different temperatures in fig.1.5. A remarkable fea-
ture is the emergence of half-periodicity with increasing temperature. In sharp
contrast with χ′′

D(Φ, ω, T ), this conductance peaks at multiples of Φ = Φ0

2 at
low temperature and has a phase dependence opposite in sign to the one of
χ′′
D(Φ, ω, T ) at high-temperature.

Figure 1.5: AC conductance σ(Φ, T ) for two different temperatures (in units
of the average level separation) related to the absorption of microwaves. Note
the peak at Φ = 0. From [22]

This two-level model contains the main physical mechanisms we will con-
sider all along this dissertation: the relaxation of population driven out-of-
equilibrium by a time-dependent phase biasing and microwave-induced tran-
sitions within the spectrum3. Before deriving these contributions on a more
solid ground following an approach developed by Trivedi and Browne in [23]
(see chap.3), we compare the predictions of this simple model with our obser-
vations.

3At the time when [20, 22] were written, it was not clear that both contributions have
to be taken into account to calculate the conductance. This was later clarify by Trivedi and
Browne in [23].
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1.2 From a two-level model to the detection of
finite-frequency effects in phase-coherent systems

We showed with a simple model that a system having a phase-dependent
spectrum exhibits non-dissipative currents at equilibrium and, correlatively,
a frequency dependent ac conductance given by the sum of two distinct con-
tributions: induced transitions and relaxation. In the following we give a
brief overview of the technique we used to probe the ac conductance of phase-
coherent rings and the results of our latest experiment on hybrid NS rings.

Finite frequency phase biasing using a multimode resonator

To perform finite-frequency phase biasing we use a technique developed in the
nineties by H. Bouchiat and B. Reulet [36]. The system is electromagnetically
coupled to a superconducting multimode resonator that provides both excita-
tion and detection at its eigenfrequencies (see fig.1.6). One can thus drive the
phase at frequencies ranging from a hundred of MHz to a few GHz. Detec-
tion relies on the perturbation of the resonator’s impedance by the mesoscopic
samples. The amplitude of the perturbation is proportional to the current in
the samples; therefore the larger the current in the samples, the stronger the
signal.

As already mentioned, the minigap imposes its curvature to all energy levels
in a SNS junction whereas in a normal ring the sign of single level currents
alternates therefore the total current is roughly given by the topmost level. The
supercurrent in a SNS junction is therefore greater than the persistent current
in a normal ring by a factor g where g is the dimensionless conductance of the
normal wire. As a direct consequence, whereas it is necessary to have about
105 normal rings to obtain a measurable signal, a single hybrid NS ring yields
the same signal.

AC linear response of phase-coherent systems

The ac conductance of normal mesoscopic rings has been measured in the
nineties [36, 37, 6]. It was found that the conductance measured in an isolated
system is fundamentally different from its value measured in a connected one.
In particular, it is dominated by its imaginary non-dissipative component, not
measurable with a connected geometry. In contrast with a wire attached to
leads where dissipation is mainly brought by the contacts, the intrinsic dissi-
pative components of an isolated sample is due to induced transitions within
the spectrum. These experiments however did not reveal any dynamical con-
tribution to the conductance, predicted when the excitation frequency is of the
order of the inelastic scattering rate.

These experiments were performed in two opposite limits: the discrete spec-
trum and continuous spectrum. In the current work we address the question
of the ac conductance of a hybrid NS ring. In contrast with purely normal
rings, the spectrum of a NS ring is fundamentally modified by the penetra-
tion of superconducting correlations in the normal part with the emergence
of a phase dependent gap. When the normal part is a diffusive wire longer
than the superconducting coherence length, its maximum amplitude is smaller
than the superconducting gap, it is therefore called the minigap. Except for
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a) b)

c)

Figure 1.6: Finite frequency phase-biasing setup. a) Multimode Nb resonator
that provides excitation and detection at its eigenfrequencies. b) This res-
onator can detect the persistent currents of an assembly of normal metal rings
deposited onto the resonator (from [6]) it can also be used to probe the proper-
ties of a single NS ring, here (c) connected to the contact pads of the resonator.

the minigap, the spectrum of a SNS junction is continuous. We expect the ac
conductance to be sensitive to the presence of the minigap.

As detailed in chap.3 and 4, we address this question theoretically following
a Kubo-formula approach. These works indicates that the minigap is indeed
a relevant timescale. It should be possible to perform its spectroscopy by
susceptibility measurements. Yet it is not the only relevant timescale, the
relaxation time of the populations having also great importance.

In agreement with these theoretical predictions and as briefly introduced
in sec.1.1, we found two contributions to the ac conductance. The first one
describes the relaxation of populations driven out-of-equilibrium by the exci-
tation and therefore emerges on a scale given by the inelastic scattering time
τin. Its evolution with temperature and frequency revealed a puzzling inelastic
scattering time. It also unveiled the existence of an equilibrium supercurrent
noise.

The second contribution describes induced transitions across the minigap
that emerges on the frequency scale of the minigap. The evolution of its
phase dependence with temperature and frequency is determined by the phase-
dependent minigap for frequencies larger than the temperature; in the opposite
limit, it is related to the phase-dependence of the non-diagonal elements of the
current operator. They show an interesting physics since they favor transitions
between electron/hole symmetric states, thus acting as selection rules. These
findings are introduced in chap.6 after a presentation of the experimental tech-
niques in chap.5.





2

Basic concepts and state of the art

In this chapter we present the basic concepts of mesoscopic physics and super-
conductivity necessary to understand our experiment on the linear response of
a NS ring. We develop on the analogy between persistent currents in normal
rings and supercurrents in SNS junctions. We underscore the essential role of
phase in such phase-coherent systems and discuss the different ways to carry
out phase-biased experiments.

2.1 The mesoscopic scale

Electronic transport in metals at low temperature presents various interesting
features due to the interference between the electronic wavefunctions. In par-
ticular, Ohm’s law is no more verified; even more, the notion of conductance
depends on the way it is measured.

The phase coherence length

The phase coherence length LΦ is the characteristic length for the interfer-
ences of the electronic wave functions. It is the typical length on which a wave
packet can travel without loosing its phase coherence. LΦ increases with de-
creasing temperature and can be much larger than le, the elastic mean free
path. It is the relevant length scale for mesoscopic physics. LΦ is limited by
all possible physical mechanism susceptible to suppress quantum interference
between electronic wavefunctions. In particular it is a measure of the coupling
of the interfering electrons with their environment i.e. the heat bath. This
environment consists of phonons, electromagnetic fluctuations, other electrons,
magnetic impurities among other possible excitations. In most cases LΦ is
related to inelastic collisions like electron-phonon and at lower temperature
electron-electron interactions [38]. However phase breaking processes do not
necessarily involve energy exchange between the interfering particle and envi-
ronment degrees of freedom, but at least some modification of the environment
state [39]. This is for instance the case of spin-flip scattering against paramag-
netic impurities which gives rise to a contribution to LΦ which is independent
of temperature at zero field.

Definitions of conductance

Mesoscopic systems are characterized by their phase coherence, this means
electrons go through the sample without interacting much with the thermal

11
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bath. The conductance of such a system is a rather paradoxical concept since
any physical measurement of conductance involves Joule effect and energy dis-
sipation.
There are two theoretical definitions of the conductance, one developed by
Landauer [40, 41, 42, 12], the other one by Kubo and Greenwood [43, 44].
Kubo-Greenwood approach relates the conductance to the absorption of an
electromagnetic wave by an isolated sample. It can be used to compute the dc
conductance of a connected sample, the system to consider is then the total
system: sample plus leads. Within this framework, the conductance of an iso-
lated system, with a discrete spectrum, is expected to show peaks at frequencies
equal to the difference of two eigen-energies of the system. The conductance
at zero-frequency is expected to be zero. For a connected sample, there is hy-
bridization of eigenstates of the sample and of the leads. The spectrum is then
continuous and absorption can occur at any frequency leading to a finite dc
conductance.
Within Landauer approach the conductance is defined as the transmission of
the electronic waves through the sample. The sample is then analog to a waveg-
uide connected to reservoirs. The reservoirs absorb all incoming electrons and
emit them with a random phase. The obstacle is characterized by the trans-
mission probability τ for carriers to traverse the sample. At zero temperature,
the conductance of a single channel is

Gs =
2e2

h

τ

1− τ
(2.1)

where the spin degeneracy has been taken into account. This is different from
Gc the conductance measured between the two reservoirs

Gc =
2e2

h
τ (2.2)

The resistance between the reservoirs is

G−1
c = G−1

s +
h

2e2
(2.3)

that is to say the resistance between the reservoirs is the sum of the sample
resistance and the contact resistances. One sees that even for a perfect wire

(τ = 1) there is still a contact resistance of e2

h due to the electrons thermalizing
in the baths by inelastic scattering.
Even though Landauer and Kubo formulations of conductance start from rad-
ically different point of views, it has been shown [45] that they are equivalent
in the macroscopic regime. This is not correct for a mesoscopic sample with a
discrete spectrum such as isolated AsGa rings [37]. In a connected geometry
the conductance does not measure the energy dissipated inside the sample but
rather in the leads where thermalisation of the electrons takes place whereas
in an isolated sample it measures power absorption.

2.2 Physics of SNS junctions

The modern description of the Josephson effect rely on the existence of bound
states in the weak link, called Andreev bound states. They are localized in the
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weak-link due to the mirror-like boundary conditions at the superconducting
interfaces and therefore have quantized energies [46, 47, 29, 31, 48, 49, 50],
smaller than the superconducting gap [24]. However behind this unifying con-
cept there is a hidden complexity related to the ratio between characteristic
length scales (the physical length of the weak link L and the elastic mean free
path le) and the superconducting phase coherence length ξs. In a ballistic metal

ξS = ~vF

∆ whereas in a diffusive metal ξS =
√

~D
∆ where vF is the velocity at

Fermi energy and D is the diffusion constant. For the sake of clarity, these
different regimes are summed up in table.2.1.

short long
ballistic L < le, ξs ξs < L < le
diffusive ξs > L > le ξs, le < L

Table 2.1: Regimes of a SNS junction. L is the length of the normal part, le
the elastic scattering length and ξs the superconducting coherence length.

Andreev reflection

When connecting a normal metal (N) to a superconductor (S), we would naively
expect no current flow because, due to the presence of an energy gap ∆ in its
density of states, there is no states in the superconductor for an electron at
Fermi energy in the normal metal. Yet a non-dissipative current can flow. As
depicted in fig.2.1 , an incoming electron can be reflected into a hole at the NS
interface and thus transfer a Cooper pair in the superconductor. This process
is called an Andreev reflection [51, 52, 53]. Electron and hole are conjugated
by time reversal symmetry and form a so-called Andreev pair. A normally
incident electron of energy ǫe = EF + ǫ, wave vector ke = kF + q and phase ϕe

is reflected into a hole of energy ǫh = EF − ǫ, wave vector kh = −kF + q and
phase ϕh = ϕe +ϕ− arccos(ǫ/∆) ∼ ϕe +ϕ− π

2 . Similarly, a hole is coherently
reflected as an electron at a NS interface.

As measured with shot noise experiments [54], this process transfers a
charge of 2e. It can be seen as the propagation of superconducting correla-
tions in the normal metal as observed with the diminution of the induced gap
away from the interface [55].

Andreev Bound States: from the short & ballistic to the long
& diffusive junction

In the case of a SNS junction, Andreev reflections at the interfaces between
N and S metals lead to the formation of states confined in the N part called
Andreev bound states (ABS). They are determined by solving the Bogoliubov-
de Gennes hamiltonian that describes the proximity effect [9]. The spectrum
of Andreev bound states depends on the limit the junction is in (long/short,
ballistic/diffusive). In the following we derive this spectrum in the clean limit
and then look at the effect of an impurity. In the diffusive limit, the exact
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EF 2Δ
k+q

k-q

2q

N S

φe

φh=φe+φ-π/2 φ

Figure 2.1: Left: Vanishing of the resistance of a normal wire of length L
connected to two superconducting electrodes. Current is then non-dissipative.
This is related to the emergence of phase-dependent states in the normal metal,
the Andreev bound states. After [56]. Right: Andreev reflection: an incoming
electron (hole) is reflected as a hole (electron) at the NS interface.

spectrum depends on the disorder configuration1. The density of states in N
is determined thanks to Usadel equations that rely on impurity averaging.

Andreev spectrum in the ballistic limit – Scattering by an impurity

Kulik determined the spectrum in the ballistic and zero temperature limit [46]
by using the continuity of the wavefunction and its derivative at the interfaces.
Following Kulik, we consider a system that consists of a 1D normal wire of
length L = 2d connected to two superconducting electrodes of order parameter
∆eiϕ1 and ∆eiϕ2 . First we solve the Bogoliubov-de Gennes equation that reads:

(

H ∆
∆∗ −H∗

)

ψ = Eψ (2.4)

with

ψ(x) =

(

u(x)
v(x)

)

(2.5)

the wavefunction of the system. u(x) describes the electron-like part of this
wavefunction while v(x) is the hole-like component. H = p2/2m+ V (x)− EF

is the one-particle Hamiltonian with energies defined relatively to the Fermi
energy. The potential V (x) describes an eventual disorder and is taken as zero
in this case. If one considers the bound states of the system (En < ∆), the ex-
pression of the solutions to this equation in the different part of the junction are:

Left electrode:

ψ+
L (x) = C+eiλ−(x+d)

(

γ
e−iϕ1

)

(2.6)

ψ−
L (x) = C−e−iλ+(x+d)

(

γ∗

e−iϕ1

)

(2.7)

1The spectrum can be determined for a given disorder configuration by numerical simu-
lations (see chap.4)
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N part:

ψ+
N (x) = A+eik+x

(

1
0

)

+B+eik−x

(

0
1

)

(2.8)

ψ−
N (x) = A−e−ik+x

(

1
0

)

+B−e−ik−x

(

0
1

)

(2.9)

Right electrode:

ψ+
R(x) = D+eiλ+(x−d)

(

eiϕ2

γ

)

(2.10)

ψ−
R(x) = D−e−iλ+(x−d)

(

eiϕ2

γ∗

)

(2.11)

with

γ =
∆

E + i
√
∆2 − E2

(2.12)

~
2λ2±
2m

= EF ± i
√

∆2 − E2 (2.13)

~
2k2±
2m

= EF ± E (2.14)

In the N part, the solution denoted with a plus sign corresponds to excitations
moving from left to right whereas the minus sign to excitations from right to
left. The continuity of the wavefunction and its derivative at the NS interfaces
yields the condition of quantification of the energy levels:

γ2e2i(k+−k−)de±iϕ = 1 (2.15)

where ϕ = ϕ1 − ϕ2. This leads to the quantification relation of energy levels
En:

2 arccos(En/∆) +
L

ξS

En

∆
± ϕ = 2nπ (2.16)

where ξS = ~vF

2∆ is the superconducting coherence length. The term 2 arccos(En/∆)
is the phase shift acquired from the evanescent quasiparticle waves penetrating
into the superconducting regions. The term L

ξS
En

∆ is the phase shift acquired
from free electron and hole propagation in the normal region. Finally the su-
perconducting phase difference ϕ enters eq.2.16 because of the additional phase
shift between reflected electron and hole acquired during Andreev reflection.

Following [28], we consider the effect of an impurity in an otherwise clean
junction in 1D. In the presence of a point impurity potential V (x) = Vsδ(x−a),
eq.2.16 is modified to

2 arccos(En/∆) +
L

ξS

En

∆
± α = 2nπ (2.17)

where the phase α is determined from

cosα = τ cosϕ+ (1− τ) cos(
L− 2a

ξS

E

∆
) (2.18)

Short and clean junction limit
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In the short junction limit, L≪ ξS , we immediately find from eq.2.17 that
the Andreev spectrum of a channel of transmission τ is determined as

E± = ±∆

√

1− τ sin2(ϕ/2) (2.19)

Beenakker has derived a more general expression in the multichannel case [57].
This result has been previously obtained by Zaitsev by solving the Eilenberger
equations [58]. In this case, the spectrum is simply obtained using the trans-
mission τn of each independent channel.

This equation calls two comments. First, that disorder drives the amplitude
of the supercurrent: since it lifts the degeneracy at ϕ = π, it imposes the
curvature of the Andreev bound state hence the supercurrent in ∝ ∂En

∂ϕ . The
size of the gap δ opening at π is

δ = 2∆
√

(1− τ) (2.20)

The degeneracy is lifted because the impurity, when reflecting quasiparticles,
couples the left-going and right-going quasiparticles which pertains to levels
symmetric with respect to the Fermi energy. Secondly, it may look surprising
that the properties of the Josephson junction are determined by the normal
state scattering properties of the weak-link. This is because the reflection at
the interface that couples the electron and hole states can be separated from
the propagation in the weak link that does not couple electrons and holes [57].

This description is well verified experimentally in superconducting atomic
contacts where it is possible to determine the set of transmissions [59]. More-
over, the spectroscopy of Andreev Bound States in superconducting atomic
contacts has recently been performed [60] and agrees with this picture.

Long and clean junction limit

The case of the long and clean junction has been studied by several authors
[46, 47, 29, 28]. The basic picture given before is still qualitatively correct, with
the formation of Andreev bound states localized in the weak link. However,
when going to the long junction limit it can be noted that, in contrast with short
junctions, there are Andreev states whose energies at zero-phase EA(ϕ = 0) is
smaller than the superconducting gap ∆.

Andreev spectrum in the diffusive limit

In the diffusive limit [62], all the transmission coefficients are not independent
and one has to consider a number of independent ”effective conductive chan-
nels” Neff ∼ Nle

L ∼ g where L is the length of the system and le the elastic
scattering length. N ∼ k2FA is, as in the ballistic case, the number of channels
given by the quantization of the transverse momentum in a wire of cross section
A. g is the dimensionless conductance.

Short and diffusive junction limit

In the short and diffusive junction limit the Andreev spectrum is once again
given by

E±
p = ±∆

√

1− τp sin
2(
ϕ

2
) (2.21)
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Figure 2.2: Andreev spectra in different limits. Note for all these spectra the
electron-hole symmetry. a. Andreev levels for transmissions τ = 1 and τ = 0.5
in a short and ballistic junction. The Andreev gap closes at π for transmission
1. b.Andreev levels in a long and ballistic junction without (dashed lines) and
with (solid lines) an impurity. Note the emergence of states at energies smaller
than the superconducting gap (from [28]). c. Short and diffusive junction. d.
In a long and diffusive junction, Andreev bound states leads to the emergence
of a phase-dependent minigap. Note that the amplitude of the minigap is much
smaller than the superconducting gap ∆. This spectrum has been calculated
by numerical simulations (see chap.4 and [61]).

this expression being valid for arbitrary degrees of disorder [57, 63]. Being in
the diffusive limit means there are Neff channels, with Neff large. In this case
it is easier to use the probability of transmission in the diffusive limit given by
[64, 65]

P (τ) =
π

2e2RN

1

τ
√
1− τ

(2.22)

and to replace the sum over the channels by an integration over the transmis-
sion.
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Long and diffusive junction limit

In the long and diffusive limit it is more convenient to use the quasiclassical
Green formalism than the Landauer approach, since one cannot relate a par-
ticular Andreev level to an eigenmode of the transmission matrix like in short
junctions. The equivalence between these two approaches is demonstrated in
[66]. The density of states in N has been calculated within quasiclassical formal-
ism in [67, 68]. It exhibits a phase-dependent gap Eg(ϕ) ≃ 3.1ETh |cos(ϕ/2)|
closing linearly at π. Its amplitude is maximal at ϕ = 0 and is given by
Eg(ϕ = 0) ≃ 3.1ETh. The spectroscopy of the minigap has been done by
scanning tunneling microscopy [25] and a good agreement with quasiclassical
theory is found.

Amplitude of the critical current

The amplitude of the critical current Ic, the maximum of the supercurrent,
depends on the limit the junction is in. The theoretical predictions concerning
its value (except for the long and diffusive junction) are reviewed by Likharev
in [69]. There are two limiting cases:

❼ Short junction In this case ETh ≫ ∆, the amplitude of the critical
current is imposed by the superconducting gap ∆. At zero temperature,
Kulik and Omelyanchuk predict that:

– eRNIc = 2.07∆ for a diffusive junction [70]

– eRNIc = π∆ for a ballistic junction [71]

❼ Long junction In this case ETh ≪ ∆, the amplitude of the critical
current is imposed by the Thouless energy ETh. At zero temperature, it
is predicted that:

– eRnIc = 10.82ETh for an infinitely long diffusive junction [72] where
ETh = ~D

L2 with D the diffusion coefficient and L the length of the
junction.

– eRnIc = ETh for a ballistic junction [46] where ETh = ~vF

L with vF
the velocity at Fermi energy and L the length of the junction.

Continuum of states at high energy

At energies greater than the superconducting gap, quasiparticles are no more
confined to the weak link and form a continuum of states [46, 29]. It has
been shown not to contribute to the supercurrent in point contacts [57], it has
however a small contribution in junction of finite length [73].

To summarize, on the one hand one sees that going from the short to the
long junction limit allows for states at energies smaller than ∆ at ϕ = 0. The
transition from short to long is addressed in [74, 75] where it is shown that the
size of Eg interpolates between a few ETh in the long junction limit to ∆ in
the short junction limit. On the other hand going from ballistic to diffusive
does not qualitatively change the picture, one has just to consider an increasing
number of channels when going toward the diffusive limit. At some point, it is
easier to use the quasiclassical formalism that averages on the disorder rather
than the Landauer formalism to determine quantities of interest.
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Current-phase relation in a long and diffusive Josephson
junction

Josephson’s prediction was that a SIS junction with a phase drop ϕ across
the superconducting electrodes supports a sinusoidal supercurrent IJ(ϕ) of
maximal amplitude Ic, the critical current:

IJ(ϕ) = Ic sin(ϕ) (2.23)

In the general case the current-phase relation has to be determined from the
Andreev spectrum (see [63] for a review). The total supercurrent is the sum of
the single level current multiplied by their occupation probability at tempera-
ture T which is a fermi distribution fn(ϕ, T ) = f(En(ϕ), T ) at equilibrium:

IJ(ϕ, T ) =
∑

n

fn(ϕ, T )in(ϕ) (2.24)

One sees from eq.2.24 that the supercurrent depends on the spectrum as well
as on its occupation; therefore the shape of the current-phase relation can be
modified by manipulating the occupation numbers of Andreev bound states,
i.e., creating a non-equilibrium distribution function. This has been done in[76,
77] where the current-phase relation has been shifted by a phase of π. From the
microscopic point of view, this is simply due to the fact that enough positive
energy levels, carrying an opposite current, are occupied. This is possible since,
as shown in [78], due to the scarcity of inelastic scattering in mesoscopic wires,
electronic distribution can be driven out-of-equilibrium, having a non-Fermi,
double-step-like, dependence on energy.

In the following, we describe the current-phase relation of long and diffusive
junction since it is the type of Josephson junction we have experimentally
studied. The supercurrent of a long and diffusive junction has been determined
by Heikkilä et al. [79]. It is not purely sinusoidal at zero-temperature:

Is =
∑

n

Ic,n sin(nϕ) (2.25)

with

Ic,n = −(−1)n
10.82ETh

eRN

3

(2n+ 1)(2n− 1)
(2.26)

where RN is the resistance in the normal state. The occurrence of higher har-
monics may be interpreted as a correlated transfer of n Cooper pairs through
the weak-link due to Andreev pairs undergoing several Andreev reflexions be-
fore being transmitted. The current-phase relation however turns sinusoidal at
high enough temperature, T & Eg, as observed experimentally [80]. The tem-
perature dependence of the critical current has been calculated and measured
by Dubos et al. [72, 5]. At high temperature (T > 5ETh) it roughly decreases
exponentially with temperature on a scale given by the Thouless energy.

The current-phase relation reflects both the Andreev spectrum and its oc-
cupation. One of the goals of this work is to see how the current-phase relation
is affected by a finite frequency phase-biasing.

Out-of-equilibrium effects in a voltage biased SNS junction

When a SNS junction is voltage biased several out-of-equilibrium effects arise,
they are described in the following.
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AC Josephson effect

A dc bias voltage V drives the phase according to:

dϕ

dt
=

2eV

~
(2.27)

The phase therefore increases linearly with time with a slope given by the
Josephson pulsation:

ωJ =
2eV

~
(2.28)

This is the ac Josephson effect. Following the interpretation of Bloch detailed in
the introduction [34], the ac Josephson effect proceeds from the 2π-periodicity
of the Andreev spectrum.

Multiple Andreev reflections

Under a voltage bias V , quasiparticles below the superconducting gap can
cross the weak link by undergoing n = 2∆

eV Andreev reflections [81]. This pro-
cess, called multiple Andreev reflections (MAR), can be described as successive
Andreev reflections. At each traversal of the junction, quasiparticles gain an
energy eV which allows them to eventually overcome the superconducting gap
and escape the weak link.

At low voltage bias and for short and ballistic SNS junctions, this phe-
nomenon can be described in term of coherent Landau-Zener transitions [82].
This theory quantitatively describes the current-voltage IV characteristics in
superconducting atomic contacts [59, 83].

The case of long and diffusive junction is more involved with a transition
from a coherent regime at low voltage (eV < ETh) to an incoherent regime at
large voltage (eV > ETh) compare to the Thouless energy [84, 85]. On the one
hand, the incoherent regime can be well described by the quasi-classical theory
[86, 87, 88]. On the other hand, while the current-voltage characteristics can
be calculated at zero temperature in the coherent regime [89], the noise has not
yet been derived. Recent measurements [90, 84, 85] show that the noise in such
junctions is strongly enhanced at low voltage, which is partially described in
the framework of coherent MAR. However, this analysis leads to surprisingly
large effective charges compared to the expected cutoff of coherent MAR due to
inelastic processes. Thus the transport in a voltage biased long SNS junction
is not completely understood yet.

Relaxation of populations driven out-of-equilibrium by the ac
Josephson effect

The question of the relaxation of populations driven out-of-equilibrium by the
ac Josephson effect has been addressed theoretically by several authors [91,
92, 93, 94] within Green functions formalism. Their work mainly consist in
approximating Usadel equations in an adiabatic regime when voltage biasing is
such that the Josephson frequency ωJ is small compared to the inverse diffusion
time τ−1

D :

ωJτD =
2eV

~
τD ≪ 1 (2.29)
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V

ħ
eτin

Figure 2.3: Left:Phase dependence of the function P (θ) that determines
the non-equilibrium current at low voltages (ωJτD = 2eV

~
τD ≪ 1). Right:

Current-voltage characteristic of a SNS junction when relaxation of Andreev
pairs is taken into account. After [91]

According to the ac Josephson effect, voltage biasing leads to a phase increasing
linearly with time with a slope ωJ . If the phase changes, so does the energy
spectrum with its phase-dependent levels ǫn(ϕ) and so does the distribution
f(ǫn(ϕ)) which depends on the phase via the energy. If the phase evolution
is slow compared to the inelastic scattering time2, the electronic system has
time to relax toward an equilibrium distribution. However, as soon as the
phase evolution is faster than the inelastic scattering time, populations start
being out-of-equilibrium. Therefore a dc voltage leads to an out-of-
equilibrium occupation of energy levels. S. Lempiskii the first drew an
approximated phase dependence of this effect and conclude to the existence
of a bend in the current-voltage characteristic. This non-equilibrium effect is
embodied in the function P (θ) that depends on the phase difference θ (see
fig.2.3).

The phase dependence in fig.2.3 and 1.4 are actually similar3. It is simply
because they address the same phenomenon: the relaxation of populations
of a phase-dependent system driven out-of-equilibrium by a time-dependent
phase. The origin of energy levels oscillation is different in these two theoretical
works with one given by the ac Josephson effect whereas the other one is
imposed by an oscillating flux. We comment on the difference between these
two configurations in the following.

2.3 Comparison between dc voltage biasing and ac
phase biasing

Considering the ac Josephson effect, one could naively think that voltage bias-
ing and phase biasing are equivalent. This is not correct and we discuss some
of the differences, sketched in fig.2.4, in the following.

2for instance, the electron-phonon scattering time
3In normal metal ring, the double peak is centered either at zero either at Φ0/2 depending

on where the gap En+1 − En is minimal. Moreover, the hand-drawn phase dependence in
[91] should display a more pronounced cusp at π
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AC2Josephson2effect:2φ(t)=φ0+ωJt

E Finite2frequency2phase2biasing:2φ(t)=φdc+φac2cos2ωt

φπ 3π2π

φ0

φ

t

φ

t
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Figure 2.4: The difference between phase biasing and voltage biasing is sum-
marized in this sketch of a phase dependent spectrum. Finite frequency phase
biasing corresponds to phase oscillations of controlled amplitude ϕac at fre-
quency ω around a chosen value ϕdc. The value of ϕdc can be swept all over
the spectrum to probe its phase dependence. This is different from what hap-
pens when biasing a Josephson junction with a voltage V . Due to the ac
Josephson effect the phase starts increasing linearly with time with a slope
ωJ = 2eV

~
. If one only considers the evolution of energy levels with phase, the

ac Josephson effect would correspond to an ac phase biasing at frequency ωJ

with an amplitude of 2π .

Due to the ac Josephson effect, the phase of a dc voltage biased SNS junction
evolves as:

ϕ(t) = ϕ(0) + ωJ t (2.30)

where ωJ = 2eV
~

is the Josephson frequency. If the Andreev bound states are
considered, one sees that, due to their phase dependence, their energy oscillates
at a frequency ωJ . However, due to the voltage biasing, it is not possible to
probe the equilibrium properties of the junction and so to distinguish between
out-of-equilibrium and finite-frequency effects.

On the contrary, when performing finite frequency phase-biased experi-
ments by imposing a phase difference the system is probed at equilibrium or
close to equilibrium in a controlled way. Finite frequency phase-biasing is
achieved by imposing a phase difference such as:

ϕ(t) = ϕdc + ϕac cosωt (2.31)

where the phase ϕdc can be unambiguously imposed by a coil and swept to
probe the phase-dependent properties of a junction. The amplitude of the os-
cillation ϕac at frequency ω can be made as small as wanted and so experiments
can be carried out in a linear regime. This allows to only probe the effect of a
finite frequency phase biasing and access the dynamics of a SNS junction.

If one only considers the evolution of energy levels with phase, the ac Joseph-
son effect would correspond to a ac phase biasing at frequency ωJ with an am-
plitude of 2π, however, in addition to the phase evolution non-linear processes
such as multiple Andreev reflections appears. That makes experiments in lin-
ear regime impossible to perform. Consequently even though voltage biasing
and finite frequency phase biasing both entails finite frequency effects, they are
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not equivalent. In particular, voltage biasing does not allow to probe
the equilibrium properties of a Josephson junction, only accessible
via phase biasing.

2.4 Recent works on the AC linear response of a NS ring

AC phase biasing allows to probe the adiabatic properties of a SNS junction at
equilibrium. We briefly review in the following the results of recent works on
the dynamical properties of a long and diffusive NS ring.

AC linear response of a NS ring: theoretical predictions

From the theoretical point of view, Usadel formalism successfully accounts
for the critical current temperature dependence [18], the density of states of
a proximitized normal metal [25] and the current-phase dependence of a NS
ring under RF irradiation [80]. The current-voltage characteristics can also be
calculated [89] however the noise is not totally described by Usadel formalism:
whereas noise at large voltage can be well reproduced at large voltage bias
[86, 87, 88], the description of low voltage bias regime (eV < ETh) remains
incomplete [90, 84, 85]. The ac linear response of diffusive SNS junctions has
been developed by Virtanen et al. [95]. This work is in qualitative agreement
with previous experiments carried out in the group[96] and the agreement is
even quantitative with the results of the present work in the low frequency
regime (see chap.6). Yet it fails to describe the dissipative response in [96]
and more recent results at higher frequencies as it will be detailed in chap.6.
That is why we decided to follow another approach based on some earlier works
on persistent currents in purely normal rings [23, 97]: calculate the magnetic
susceptibility of a ring in a linear regime using a Kubo formula approach (see
chap.3).

AC linear response of a NS ring: first experiment

Recent experiments [17, 18, 80] show that non-equilibrium effects strongly mod-
ify the physics of SNS junctions compared to the equilibrium case with the
emergence of harmonics 2 and 3 in the current-phase relation. The appearance
of these harmonics is accounted for by transitions of Andreev pairs across the
minigap according to [80]. While providing an explanation to the modification
of the current-phase relation, Fueschle et al. does not emphasize the role of the
timescales (the inelastic scattering time τin and the diffusion time τD) which,
according to [98], should play an important role. Moreover, these experiments
lack a control over the injected power and are probably in a non-linear regime
such that nothing can be said about the equilibrium current-phase relation in
a non-adiabatic regime4.

In contrast to these experiments in non-linear regime, we determine the
properties of a NS ring close to equilibrium to understand its dynamics. One
way to probe the dynamics of a SNS junction is to measure the a.c. susceptibil-
ity of a NS ring in a linear regime. Such an experiment provide two pieces of in-

4The equilibrium and adiabatic current-phase relation has been measured in absence of
RF irradiation in [80],
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formation: the real part of the susceptibility gives the non-dissipative response
and therefore the supercurrent while the imaginary part gives the dissipative
response and so the conductance. Moreover, according to the fluctuation-
dissipation theorem, the dissipative response can be related to the noise in
the system.

Figure 2.5: Left: χ′and χ”for f1 = 365MHz at T = 0.55 K, T = 0.67 K and
T = 1 K and for f4 = 1.5GHz at T = 0.67 K (lines). Numerical simulations
developed by Virtanen et al. [95] for T/ETh = 5, T/ETh = 6 and T/ETh =
9 (circles) with τA = 7.5τD. The amplitude of the theoretical simulations
for χ′has been rescaled by a factor 0.28, while the amplitude for χ”has been
rescaled by a factor 0.36 (see the main text for more details). Right: Frequency
dependences of δχ′ and δχ′′, the amplitude of respectively χ′and χ”, at 670
mK.

A first experiment by F. Chiodi et al. [96] found a large dissipative response
as well as a non-dissipative one that differed notably from the adiabatic sus-
ceptibility, the flux derivative of the ring’s Josephson current. These results,
shown in fig.2.5, were partially explained by the theory of the proximity effect
[95]. Indeed, the amplitude of the non-dissipative response χ′was found to be
10 times smaller than the expected one given by the amplitude of the adiabatic
response χJ . Its phase dependence was however well explained by introduc-
ing a finite-frequency effect accounting for the relaxation of ABS populations
to their equilibrium value (they are indeed slightly driven out-of-equilibrium
by the phase biasing). Besides, the dissipative response remained poorly un-
derstood in this experiment, performed in a limited range of temperature and
frequency: the frequencies ranged from 365 MHz to 2.6 GHz and tempera-
tures from 550mK to 1K. This corresponds to 6ETh < kBT < 11Eth and
0.2ETh < hf < 1.4Eth for ETh estimated to ETh ≡ 90mK. The temperature
range was limited by the apparition of hysteresis at low temperature (this is a
difficulty we did not manage to overcome during my thesis). The use of a dilu-
tion fridge without 1K bath set the upper temperature limit to T ∼ 1.2K. The
explored frequency range is given by the resonator’s fundamental frequency for
the lower limit and by the signal amplitude5 for the upper limit. Surprisingly
a strong frequency dependence (fig.2.5) at frequencies quite small compared

5attenuation of the lines increases with frequency
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to ETh was observed whereas the amplitude of the response is expected to be
close to the one of the zero-frequency regime.

Finally, this first experiment points out the existence of finite-frequency
effects that could be qualitatively described by theory. However, the phase de-
pendence of the dissipative response remained poorly understood. In addition,
in contrast with theoretical predictions, no evolution of the phase dependence
is observed in the limited range of temperature and frequency explored. To
get new insights on this problematic, we developed an alternative theoreti-
cal framework described in chap.3 and 4 and carried out another experiment
presented in chap.5 and 6.





3

AC conductivity of an isolated ring within Kubo
formalism

This chapter focuses on determining the ac conductivity of an isolated meso-
scopic ring both in the case of a purely normal ring and of a NS ring. We start
by introducing the Kubo approach of conductance then, following Trivedi and
Browne [23], it is applied to calculate the conductivity of a normal ring and
of a NS ring. The differences between these two cases are discussed. After
determining an expression for the susceptibility of a NS ring, the temperature,
phase and frequency dependences are calculated.

3.1 Linear response: an introduction

A general way to get information from a system is to apply a small perturbation
and to analyze the system’s response and so study its dynamics when it is
slightly out-of-equilibrium1 (see fig.3.1). Let f(t) be a small perturbation which
couples to an observable of the system A. This observable A is correlated to
an other one, B, which is measured. The response χBA(t) which characterizes
the linear response to this perturbation is defined as :

〈B(t)〉f = 〈B〉+
∫ ∞

−∞

dt′χ(t− t′)f(t′) (3.1)

where 〈B(t)〉f and 〈B〉 are respectively the average in presence and in absence
of the perturbation. The aim is then to calculate χ. To this end, we have to
determine 〈B(t)〉f = Tr(ρ(t)B) where ρ(t) is the density matrix.

The density matrix is obtained by solving Liouville equation :

∂ρ

∂t
=
i

~
[ρ(t), H(t)] (3.2)

where H(t) = H0 + Hpert(t) is the hamiltonian of the system in presence
of the perturbation, H0 is the hamiltonian in absence of perturbation and
Hpert(t) = −f(t).A describes how the perturbation couples to the system. To

simplify calculations, we define ρ̃(t) = e
i
~
H0tρ(t)e−

i
~
H0t. Liouville equation

then reads :
∂ρ̃

∂t
=
i

~
[ρ̃(t), HI(t)] (3.3)

1This introduction to the linear response formalism is strongly inspired by a course by
C. Texier [99]

27
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A B

f(t)

SystemExcitation
Measure of 

the response

Figure 3.1: Principle of a linear response experiment : a small perturbation
f(t) couples to the observable A. The dynamics of the observables A and B
are correlated. A measuring device follows the evolution of B.

where HI(t) = e
i
~
H0tHpert(t)e

− i
~
H0t . Let’s write ρ in the form ρ(t) = ρ0(t) +

ρ1(t) + . . . where ρn(t) = O(fn) then we have :

∂ρ̃(n)

∂t
=
i

~
[ρ̃(n−1)(t), HI(t)] (3.4)

Assuming the system is initially at thermodynamical equilibrium : ρ(−∞) =
ρeq, we obtain :

ρ̃(n)(t) = − i

~

∫ t

−∞

dt′f(t′)[ρ̃(n−1)(t′), A(t′)] (3.5)

Finally, if we just keep the first order in f , we have :

ρ̃(t) = ρeq −
i

~

∫ t

−∞

dt′f(t′)[ρeq(t
′), A(t′)] +O(f2) (3.6)

which allows to calculate 〈B(t)〉f = Tr(ρ(t)B) = Tr(ρ̃(t)B(t)) where B(t) =

e
i
~
H0tBe−

i
~
H0t. We finally obtain :

χ(t) =
i

~
θ(t)〈[B(t), A]〉 (3.7)

where θ(t) is the Heaviside function and is present to ensure the causality. This
shows that the dynamical response is related to equilibrium correlations.In
Fourier space, it is a complex number:

χ(ω) = χ′(ω) + iχ”(ω) (3.8)

whose real part describes a non-dissipative response whereas its imaginary part
accounts for dissipation.

Kramers-Kronig relations

Due to causality, there are relations between the non-dissipative and the dissi-
pative responses that are called Kramers-Kronig relations. They read:

χ′(ω) =
1

π
P
∫ ∞

−∞

dω′χ”(ω
′)

ω′ − ω
(3.9)

χ”(ω) = − 1

π
P
∫ ∞

−∞

dω′ χ
′(ω′)

ω′ − ω
(3.10)

where P denotes the Cauchy principal value: P
∫∞

−∞
means lim

ǫ→0

∫ ω−ǫ

−∞
+
∫∞

ω+ǫ
.
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3.2 AC Conductivity calculated within linear response

In the following we apply the formalism we have introduced to the case where
the perturbation is an electric field ~E(t). The potential is then φ(~r) = −~r. ~E(t)

and the perturbation hamiltonian is Hpert = −e~r. ~E(t). If we measure the

current density ĵ = e
V v̂ where v̂ is the velocity operator and V the volume, we

can apply eq.3.7 with f → E, A→ rj and B → ĵi (the indexes i and j denote
spatial coordinates). The response, which is the conductivity σij(t), reads :

σij(t) =
i

~
θ(t)〈[ eV v̂i, er̂j ]〉 (3.11)

If we now apply a sinusoidal electric field at frequency ω such as

~E(t) = −∂
~Aext

∂t
= Eωe

−iωt (3.12)

where ~Aext is the potential vector , the unperturbed hamiltonian is

H =
p2

2m
+ V (3.13)

and the perturbation hamiltonian is :

Hpert = −ev̂Aext (3.14)

Here we have considered that the electrical potential is zero. The current
density operator has now two contributions :

Ĵ =
e

V (v̂ − e

m
Aext) = ĵ − e2

mVAext(t) (3.15)

The response of the velocity operator is given by :

〈v̂(t)〉Aext
= 〈v̂〉+ e

∫

dt′K(t− t′)Aext(t
′) (3.16)

where

K(t) =
i

~
θ(t)〈[v̂(t), v̂]〉 (3.17)

Doing the average in grand canonical ensemble yields :

K(t) =
i

~
θ(t)

β
∑

α

(fα − fβ) |vαβ |2 ei
ǫα−ǫβ

~
t (3.18)

where {ǫα, |α〉} is a set of eigenvalues and eigenvectors of H and fα = f(ǫα)
with f the Fermi-Dirac distribution. Then, taking the Fourier transform with
a 0+ which accounts for an adiabatic switching of the perturbation yields :

K(ω) = −
∑

αβ

(fα − fβ)
|vαβ |2

~ω + ǫα − ǫβ + i0+
(3.19)

The conductivity is defined by

〈Ĵ(t)〉 = 〈Ĵ〉+
∫

dt′σ(t− t′)E(t′) (3.20)
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With Ĵ given by eq.3.15, one can notice that the last term of eq.3.15 already
gives a contribution of first order to 〈Ĵ(t)〉 which reads, after averaging in grand

canonical ensemble, − e2

mVAext(t)
∑

α fα. Then

〈Ĵ(t)〉 = 〈ĵ(t)〉 − e2

mVAext(t)
∑

α

fα (3.21)

Using the expression of 〈ĵ(t)〉 = e
V 〈v̂(t)〉 given by eq.3.16 we have :

〈Ĵ(t)〉 = 〈ĵ〉+
∫

dt′

[

− e2

mV
∑

α

fαδ(t− t′) +
e2

V K(t− t′)

]

Aext(t
′) (3.22)

taking the Fourier transform yields :

∫

dteiωt〈Ĵ(t)〉 = 2πδ(ω) +
e2

V

[

K(ω)− 1

m

∑

α

fα

]

Aext(ω) (3.23)

Noting that Aext(ω) =
E(ω)
iω , we finally obtain the conductivity :

σ(ω) =
i

ω

e2

V

[

1

m

∑

α

fα −K(ω)

]

(3.24)

with K(ω) given by eq.3.19. It is worth emphasizing that the eigenstates |α〉
considered here are those of the isolated system. If the sample were connected
to leads, we would have to consider the eigenstates of the total system consisting
in the sample and the leads which could be very different from the eigenstates
of the isolated system. This remark will be of importance when considering
adding some thermal bath to provide relaxation (see sec.3.3).

f-sum rule

Using commutation relations, we show that a sum rule holds. On one hand
we have :

[x, vx] =
i~

m
(3.25)

so
∑

β

(xαβ(vx)βα − (vx)αβxβα) =
i~

m
(3.26)

on the other hand we have :

vx =
∂x

∂t
=
i

~
[H,x] (3.27)

so

(vx)αβ =
i

~
(ǫα − ǫβ)xαβ (3.28)

Using eq.3.26 and eq.3.28, we can establish the so-called f-sum rule:

∑

β

|vαβ |2
ǫα − ǫβ

= − 1

2m
(3.29)
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then, by multiplying by
∑

α fα, we have :

1

m

∑

α

fα = −2
∑

αβ

|vαβ |2
ǫα − ǫβ

fα = −
∑

αβ

|vαβ |2
ǫα − ǫβ

(fα − fβ) = K(ω = 0) (3.30)

Therefore, the conductivity can be written as:

σ(ω) =
ie2

V
K(0)−K(ω)

ω + i0+
(3.31)

or, writing explicitly the function K:

σ(ω) =
ie2

V
∑

α,β,α 6=β

fα − fβ
ǫα − ǫβ

|vαβ |2
ǫα − ǫβ + ω + i0+

(3.32)

The dissipative part of the conductivity then reads:

Re(σ(ω)) = −πe
2

V
∑

α,β,α 6=β

f(ǫα + ω)− f(ǫα)

ω
|vαβ |2 δ(ǫα − ǫβ + ω) (3.33)

which is the usual expression of the Kubo formula. In the case of a macroscopic
sample (or a mesoscopic sample connected to leads), the spectrum is continuous
thus there is absorption at any frequency. There is therefore a dc conductivity
equal to the Drude expression:

σDrude(ω = 0) =
ne2τ

m
(3.34)

3.3 Kubo formula in a ring

In the following we show that, due to its multiply connected topology, the
expression of the conductivity in a ring is different from the one in a wire.

modified f-sum rule

The f-sum rule (eq.3.29) does not hold anymore in a ring geometry since its
derivation relies on the commutation rule [X,P ] = i~. This commutation
rule does not hold in a ring geometry since the operator X is no more single-
valued. To derive the modified f-sum rule, one has to consider the change in
the Hamiltonian H:

H =
(p− eA)2

2m
(3.35)

by adding a small amount of flux δΦ. In a 1D ring of perimeter L, the flux is
related to the potential vector A by A = Φ/L. To O((δΦ)2), the change in the
Hamiltonian is

δH = −eδΦ
L

(

p− eA

m

)

+
1

2m

(

eδΦ

L

)2

(3.36)

The change in the energy of the state |α〉 caused by δH is evaluated by 2nd

order perturbation theory. Using that

j = e
p− eA

m
(3.37)
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we have

ǫα(Φ + δΦ) = ǫα(Φ) + 〈α| j |α〉+
∑

β 6=α

|jαβ |2
ǫα − ǫβ

(3.38)

By comparing terms with the Taylor expansion of the energy

ǫα(Φ + δΦ) = ǫα(Φ) +
∂ǫα
∂Φ

δΦ+
1

2

∂2ǫα
∂Φ2

(δΦ)2 (3.39)

we obtain, from the first order terms,

∂ǫα
∂Φ

== −〈α| j |α〉 = −jα (3.40)

This tells us that there is a current flow due to the flux-sensitivity of energy
levels. Equalizing the second order terms yields a modified f-sum rule:

1

m
+ 2

∑

α,β 6=α

|jαβ |2
ǫα − ǫβ

=
L2

e2
∂2ǫα
∂Φ2

(3.41)

Evidence for an incorrect introduction of dissipation

Using the modified f-sum rule for a 1D ring of perimeter L threaded by a flux
Φ, the ac conductivity finally reads :

σ(ω) =
ie2

L

K(0)−K(ω)

iω
+
L

iω

∑

α

fα
∂jα
∂Φ

(3.42)

Using that

fα
∂jα
∂Φ

=
∂(fαjα)

∂Φ
− jα

∂fα
∂Φ

(3.43)

and
∂fα
∂Φ

=
∂fα
∂ǫα

∂ǫα
∂Φ

= −jα
∂fα
∂ǫα

(3.44)

eq.3.42 can be rewritten as:

σ(ω) =
e2

L

K(0)−K(ω)

iω
+
L

iω

∂Ip
∂Φ

+
L

iω

∑

α

j2α
∂fα
∂Φ

(3.45)

where
Ip =

∑

α

fαjα (3.46)

is the persistent current flowing through the ring.
The dissipation, given by Re(σ), is just due to the first term in eq.3.45 i.e.

the transition term. This disagrees with the simple model we introduced in
sec.1.1 where there is a dynamical contribution to the dissipation due to the
relaxation of the populations back to equilibrium.

This departure is related to the way dissipation is introduced: if it is done by
simply arguing that, as in [22], the Dirac function broadens into a Lorentzian of
width 1/τin, where τin is a relaxation time, one does not obtain the contribution
due to the relaxation of populations. The correct way to introduce dissipation
is to add a relaxation term in Liouville equation (eq.3.2) that accounts for the
coupling of the system with a thermal bath [23].
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Correct introduction of dissipation

Since the system is described by a Hamiltonian, it cannot show a resistive
behavior. To provide a relaxation mechanism, the electrons must be coupled
to a thermal bath. Dissipation is included in the system by modeling the
dynamics by a master equation with a relaxation term that phenomenologically
accounts for the coupling of the electronic system to an external environment,
for instance the phonon bath. This approach is inspired by previous work
on the dynamics of persistent currents in normal mesoscopic Aharonov Bohm
rings [23, 97].

Liouville equation in presence of relaxation

As in the preceding, we investigate the linear dynamics of a ring excited by an
ocillating flux

δΦ(t) = δΦexp(−iωt) (3.47)

leading to the time dependent Hamiltonian

H(t) = H0 − JδΦ(t) (3.48)

where J is the current operator. In contrast with the usual approach (eq.3.2),
we use as a starting point the master equation describing the relaxation of the
density matrix towards equilibrium:

∂ρ(t)/∂t = (1/i~) [H(t), ρ]− Γ[ρ(t)− ρeq(t)] (3.49)

where the equilibrium density matrix ρeq(t) = exp−H(t)/kBT and the phe-
nomenological relaxation tensor Γ describes the coupling of the system to a
thermal reservoir. Its diagonal elements γnn = γD = ~/τin describe the relax-
ation of the populations fn of the Andreev states due to inelastic scattering
such as electron-phonon or electron-electron collisions. Non-diagonal elements
γnm describe the relaxation of the coherences ρnm(t) due to interlevel transi-
tions. This kinetic equation neglects changes in the equilibrium density matrix
induced by the coupling to the thermal bath. The above relaxation time ap-
proximation can be justified from a microscopic theory when the coupling to
the environment is weak.
Following [23, 97], the linear current response δI(t) is given by:

δI(t) = Tr(Jδρ(t)) + Tr(δJ(t)ρ0) (3.50)

where ρ0 is the unperturbed matrix density:

ρ0 =
∑

n

fn(Φdc)|n >< n| (3.51)

The linear current response is expressed via the complex susceptibility χ(ω):

χ(ω) = δI(t)/δΦ(t) (3.52)

It reads:

χ(ω) = −N e2

2mL2
−
∑

n

∂fn
∂ǫn

|Jnn|2
γD

γD − iω

−∑

n,m 6=n |Jnm|2 fn − fm
ǫn − ǫm

i(ǫn − ǫm) + ~γnm
i(ǫn − ǫm)− i~ω + ~γnm

(3.53)
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where N is the system’s number of electrons, Jnm is the matrix element of the
current operator between the eigenstates n and m of the unperturbed Hamil-
tonian H0 and Jnn = in. Using the sum rule derived from the second order
perturbation of H with respect to the perturbation JδΦ [23, 100]:

∑

m 6=n

|Jnm|2
(ǫn − ǫm)

= −1

2

∂in
∂Φ

− e2

2mL2
(3.54)

χ(ω) can be expressed as:

χ(ω) =
∂IJ
∂Φ

−
∑

n

i2n
∂fn
∂ǫn

iω

γD − iω
−

∑

n,m 6=n |Jnm|2 fn − fm
ǫn − ǫm

i~ω

i(ǫn − ǫm)− i~ω + ~γnm

(3.55)

This second expression clearly yields the zero frequency limit of the suscepti-
bility χ(ω = 0) = ∂IJ/∂Φ. This expression also emphasizes the two relaxation
processes that cause frequency dependent effects as discussed in the next sec-
tions.

Difference between the Kubo formula in a NS ring and in a normal
ring

One of the most remarkable feature of a NS ring is the presence of a phase-
dependent minigap in its density of states. This unique property contrasts
with purely normal rings. We expect to find signatures of the presence of the
minigap in the non-diagonal contribution since it describes induced transitions.
One would thus expect an absence of dissipation at frequencies smaller than
the minigap. In the following we contrast this naive picture with analytical
predictions.

3.4 AC linear response of a NS ring - analytics

We present in this section the phase, temperature and frequency dependences
of the different contributions to the susceptibility. They are determined ana-
lytically. We will denote from now on the amplitude measured between ϕ = π
and ϕ = 0 as δπ−0χ and δχ the total amplitude.

Josephson contribution: adiabatic term

In the adiabatic regime (ω → 0) the susceptibility reduces to the Josephson
susceptibility which is just the derivative of the Josephson supercurrent. In
long SNS junctions the current-phase relation is not a pure sine at low tem-
perature because of Andreev pairs undergoing several reflections before being
transmitted from one electrode to the other (see eqs. 2.25 and 2.26) . However
at high enough temperature (T & Eg) the current-phase relation is just a sine
[5, 80]: IJ = Ic sin(ϕ) and the Josephson susceptibility reads :

χJ = − 2π

Φ0

∂IJ
∂ϕ

= −2πIc
Φ0

cos(ϕ) (3.56)
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This contribution, just as the supercurrent it measures, stems from the phase-
dependence of the ABS and does not depend on the frequency. It is purely non-
dissipative. In the following we discuss the extra contributions to susceptibility
that emerge with increasing frequency.

Diagonal contribution: relaxation term

We discuss in the following the second term of expression 3.55 that we call
diagonal contribution and denote χD. It is the finite frequency non-adiabatic
contribution due to the thermal relaxation of the populations fn of the Andreev
levels with the characteristic inelastic time τin [71]. It is proportional to the
sum over an energy range kBT around the Fermi energy of the square of the
single level current i2n. It reads:

χD(ω) = − iωτin
1− iωτin

∑

n

i2n
∂fn
∂ǫn

(3.57)

We recast χD into a product of a frequency dependent term and a phase de-
pendent one:

χD(ω) = A(ω, T )F (ϕ, T ) (3.58)

where the phase dependent terme F (ϕ, T ) reads:

F (ϕ, T ) = −
∑

n

i2n
∂fn
∂ǫn

(3.59)

and the frequency dependent one A(ω, T ) reads:

A(ω, T ) =
iωτin(T )

1− iωτin(T )
(3.60)

This contribution is exactly the same as the one introduced by Buttiker [20] to
describe the ac conductance of a mesoscopic normal ring. It is related to the
phase-sensitivity of the spectrum and is therefore correlated to the existence
of non-dissipative currents at equilibrium.

Phase dependence of the diagonal contribution

In the continuous spectrum limit and for kBT ≫ ETh, F (ϕ, T ) can be written
in terms of the spectral current J(ǫ) and the density n(ǫ) of Andreev levels as

F (ϕ, T ) =

∫

J2(ϕ, ǫ)

kBTn(ǫ)
dǫ (3.61)

This function, initially introduced by Lempitskii [91] to describe non equi-
librium effects in voltage biased SNS junctions, can be approximated by the
analytical expression derived from Usadel equations2 [95, 96]:

FU (ϕ, T ) = 8.9
GNE

2
Th

T

(

[−π + (π + ϕ)[2π]] sin(ϕ)− | sin(ϕ)|
π

sin2(ϕ/2)

)

(3.62)

2There is a misprint in [95] and the prefactor in FU indeed reads
GNE

2
Th

T
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Figure 3.2: Left:Function Q(ϕ, T ) describing the phase dependence of
the diagonal contribution at several temperatures: T/ETh = 16(△
), 8(▽), 4(�), 2(◦), 1(+), 0.5(×). The dotted lines represent the analytic high-
temperature approximations to which Q tends for T ≫ ETh. From [95].Right:
The high temperature analytical approximation FU is compared to the phase
dependence of Fm = cos(ϕ)− 2 |cos(ϕ/2)|.

This expression is valid at high temperature (T & 8ETh). At lower tempera-
ture, one has to resort to numerical resolutions of Usadel equations. The results
of this numerical simulation is shown in fig.3.2 where the function Q(ϕ, T ) is
defined as:

Q(ϕ, T ) =
T

GNE2
Th

F (ϕ) (3.63)

This function shows sharp cusps at odd multiples of π when the minigap closes.
It is dominated by its second harmonic because its phase dependence is given
by the square of single level currents. Its amplitude between ϕ = π and ϕ = 0,
δπ−0χD = χD(π)−χD(0), vanishes since single level currents are zero at these
values where the energy is extremal. It can be noticed that the position of the
maximum is slightly changing with temperature.

It is remarkable that a similar phase dependence is obtained by subtracting
the minigap’s phase dependence to the one of the Josephson susceptibility:

Fm = cos(ϕ)− 2 |cos(ϕ/2)| (3.64)

However, this may be accidental and we do not have any strong evidence to
support this expression. It might rely on the fact that we did not consider the
impact of the minigap on the electron number: one might have to modify the
first term in eq.3.53 by using a density of states ng that takes the minigap into
account. Then we have:

N
e2

2mL2
→ e2

2mL2

∫

dǫng(ǫ) (3.65)

where
ng = n0 [θ(ǫ− Eg(ϕ)) + θ(−ǫ− Eg(ϕ))] (3.66)

with n0 a constant and θ the Heaviside function. We however did now develop
this approach further.
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Temperature dependence of the diagonal contribution

The evolution with temperature of χD has two distinct origins :

❼ The temperature dependence of the F function that is due to the tem-
perature dependence of Fermi distributions. Thus the amplitude of F
decreases as 1/T at high temperature compared to the minigap.

❼ The temperature dependence of the inelastic scattering time τin. This
depends on the specific mechanism at the origin of inelastic scattering.

Finally, the amplitude of χD decreases as a power law of T at high temperature
compared to the minigap, in contrast with the amplitude of χJwhich exponen-
tially decreases with temperature. The exact power depends on the mechanism
at the origin of the relaxation.

Frequency dependence of the diagonal contribution

The frequency dependence of the diagonal contribution stems from the term

A(ω) =
iωτin

1− iωτin
(3.67)

The real part of this term saturates at high frequencies compared to 1/τin
whereas its imaginary part is peaked at 1/τin and decreases to zero when
ωτin ≫ 1 (see fig.3.3). Explicitly written, χ′

Dand χ′′
Dreads:

χ′
D =

ω2τ2in
1 + ω2τ2in

F (ϕ, ω, T ) (3.68)

and
χ′′
D = − ωτin

1 + ω2τ2in
F (ϕ, ω, T ) (3.69)

It is important to note that:

χ′′
D = − χ′

D

ωτin
(3.70)

since this relation will be used to interpret our data.

Non-diagonal contribution: absorption term

We now consider the contribution involving the non-diagonal elements of the
current operator which describe the physics of microwave induced transitions
within the Andreev spectrum:

χND = −
∑

n,m 6=n

|Jnm|2 fn − fm
ǫn − ǫm

i~ω

γnm + i(ǫn − ǫm − ~ω)
(3.71)

One difficulty to evaluate this contribution stems from the fact that |n〉, |m〉
are not eigenvectors of the current operator, it is therefore difficult to predict
the phase dependence of |Jnm|2 analytically. We will therefore consider them
as phase independent in a first approximation. For the sake of simplicity, we
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Figure 3.3: Frequency dependence of the diagonal contribution.

also assume that all γnm are identical given by a single γND that is taken as
phase, temperature and energy independent. χNDthen reads :

χND = −
∑

n,m 6=n

|Jnm|2 fn − fm
ǫn − ǫm

i~ω

i(ǫn − ǫm)− i~ω + ~γND
(3.72)

Contrary to χD, χNDcan not be recast into a product of a frequency de-
pendent and a phase dependent term. This complicates the understanding of
this contribution, in the following we introduce some approximations to have
a rough idea of its behavior.

Origin of the phase dependence of χND

We can distinguish two origins of the phase dependence of χND. The first one
is related to the transitions within the spectrum given by the terms:

fn − fm
ǫn − ǫm

i~ω

i(ǫn − ǫm)− i~ω + ~γND
(3.73)

whereas the second one is related to the phase dependence of the non-diagonal
elements of the current operator Jnm(ϕ). To have a better idea of the interplay
between these two phase dependences, we will consider first that the Jnm(ϕ)
can be replaced by a constant J , independent of phase and energy. Then we
will try to evaluate the phase dependence of Jnm(ϕ) .

Approximation of constant J2 : low temperature and high
frequency regime

We consider the continuous spectrum limit since this is the limit in which the
experiment is carried out3. We do the following transformation:

ǫn → ǫ; ǫm → ǫ′

3At the highest temperature explored, the inelastic scattering time is of the order of the
diffusion time. In terms of energy, it means that the level broadness is about the Thouless
energy, much larger than the average level spacing
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Jnm → J(ǫ, ǫ′)

In the continuous spectrum limit, the average level spacing δN is much
smaller than the energy scales γND, kBT and ~ω, so that one can write:

χND = −
∫ EM

−EM
|Jǫ,ǫ′ |2

f(ǫ)− f(ǫ′)

ǫ− ǫ′
i~ω

i(ǫ− ǫ′)− i~ω + γND
n(ǫ)n(ǫ′)dǫdǫ′

(3.74)
where EM is a high energy cutoff of the order of the bandwidth from now
on arbitrarily taken as unity, and n(ǫ) is the density of states at energy ǫ.
In the long junction limit the induced minigap is very small compared to the
superconducting gap ∆ so that the density of states can be approximated as a
constant above Eg(ϕ):

n(ǫ, ϕ) = n0 [θ(ǫ− Eg(ϕ)) + θ(−ǫ− Eg(ϕ))] (3.75)

with θ(x) the Heaviside function. In the following we approximate |Jǫ,ǫ′ |2
by a constant J2. We will see in chap.4 that this approximation is valid when
kBT ≪ Eg < ~ω where the dominant contribution comes from matrix elements
nearly independent of ϕ. This leads to:

χND = −n2
0

∫ ∫

|ǫ|,|ǫ′|≥Eg(ϕ)

dǫdǫ′
[

|J |2 f(ǫ)− f(ǫ′)

ǫ− ǫ′
i~ω

i(ǫ− ǫ′)− i~ω + γND

]

(3.76)

frequency dependence of χND

We define δχ′
ND = χ′

ND(π) − χ′
ND(0) and δχ′′

ND = χ′′
ND(π) − χ′′

ND(0) as the
amplitudes of the flux dependent components of the real and imaginary parts of
χ(Φ, ω). The frequency dependence of these quantities are depicted in Fig.3.4
for several values of the minigap larger than the temperature. We find that:

❼ δχ′
ND is negative and decreases slowly at low frequency with an inflexion

point at ω = Eg(0)/~. That means that the amplitude of the non-

dissipative response barely changes with frequency up to ωg =
Eg(ϕ=0)

~
.

At frequencies larger than ωg, the non-dissipative response quickly di-
minishes.

❼ δχ′′
ND is positive and increases linearly with frequency up to ωg and is

independent of frequency at larger values.

These results, in agreement with Kramers Kronig relations, show that the
minigap is the fundamental frequency scale for χND(ϕ).

phase dependence of χ′′
ND

In the limit where γND ≪ ω and γND ≪ kBT , the term

δγ =
γND

(ǫ− ǫ′ − ~ω)2 + γ2ND

(3.77)
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φ
Figure 3.4: Non diagonal susceptibility calculated assuming no phase depen-
dence for the non diagonal matrix elements of the current operator. The tem-
peratures and frequencies investigated correspond to T ≪ ~ω. The values of
γND and kBT were both taken equal to 0.01 i.e. much smaller than the mini-
gap 2Eg(0). Left: frequency dependence of δχ′′

ND and δχ′
ND dissipative and

non-dissipative responses for different values of the minigap in units of EM ,
the high energy cutoff we used (see main text). Right: phase dependence of
χ′′
ND for different frequencies. The thick continuous lines corresponds to a fit

with a −| cos(ϕ/2)| ∝ −Eg(ϕ) dependence.

entering in χ′′ deduced from Eq.3.76 can be approximated by the delta function:

δγ ∼ δ(ǫ− ǫ′ − ~ω) (3.78)

It is then possible to express simply χ′′
ND(ω, ϕ) analytically as:

χ′′
ND = n2

0|J |2
∫

|ǫ|≥Eg(ϕ)

[f(ǫ)− f(ǫ+ ~ω)] dǫ (3.79)

In the high frequency and low temperature limit ω ≥ 2Eg(ϕ) ≫ kBT , χ”ND(ϕ)
mimics the minigap (with a minus sign). This is due to the fact that the
variation in ϕ is only contained in the integration limits. It reads:

χ′′
ND(ϕ, ω) = (ω − 2Eg(ϕ)

~
)GN (3.80)

where the normal state conductance GN is given by the value of the non-
diagonal contribution where the minigap closes:

GN = χ′′
ND(π)/ω (3.81)

and can be expressed as
GN = |J |2n2

0 (3.82)
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Eq.3.79 describes induced transitions across the minigap, then there is no tran-
sition possible while ω < Eg(ϕ) at a given excitation frequency ω. As a result
when ω ≪ Eg(0) the flux dependent absorption exhibit sharp peaks at odd
multiples of π which amplitude scales linearly with ω as shown on Fig.3.4. In
the limit

kBT ≪ ω . Eg (3.83)

it can be shown that:
δχ′′

ND

δχ′
∝ ~ω

Eg
(3.84)

There is however no simple analytical expression for the complete phase and
frequency dependences of χ′(ω, ϕ) owing to the fact that, according to Eq.3.76,
it explicitly depends logarithmically on the energy cutoff EM .

Estimation of the phase dependence of Jnm : low frequency and
high temperature regime

In the opposite limit of high temperature

T ≫ Eg & ~ω (3.85)

we can find from Eq.3.74, under the assumption that |J(E,E′)|2 does not
depend much on energy on a range kBT , that

δχ′′
ND

δχ′
∝ ~ω

kBT
(3.86)

It is however not possible to use Eq.3.79 to deduce the phase dependence of
χ′′
ND. This equation relies on a crude approximation neglecting the phase de-

pendence of the non diagonal matrix elements of the current operator. We will
show in chap.4 devoted to numerical calculations, that this approximation is
only reasonable at low temperature and large frequency. In this regime, only a
small number of matrix elements |Jǫ,ǫ′ |2 contribute to χ′′

ND. These matrix ele-
ments , coupling negative energy levels close to the minigap to positive energy
levels much larger than Eg, have indeed only a very small phase dependence.
On the other hand, at high temperature, kBT ≫ Eg, a large number of ma-
trix elements |Jǫ,ǫ′ |2 contribute to the integral in ǫ′ in Eq. 3.74. We can then
estimate their contribution to the phase dependence of χ′′

ND using that

Tr(J2) =
∑

n

|Jnn|2 +
∑

n,m 6=n

|Jnm|2 ∼ constant|ϕ (3.87)

does not depend on the Aharonov-Bohm phase like

Tr(H) = Tr(J2) + Tr(V ) (3.88)

where V is the (phase-independent) disorder potential. The phase indepen-
dence of Tr(H) is related to the fact that a full band does not display orbital
magnetism. It also means that the Aharonov-Bohm phase only affects non-
diagonal matrix elements of H.
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The sum of all non-diagonal matrix elements |Jnm(ϕ)|2 with m 6= n is thus
opposite in sign to the variation of F (ϕ) ∝ ∑

n |Jnn|2 at large T :

∑

n,m 6=n

|Jnm|2(ϕ) ∼ −F (ϕ) (3.89)

Therefore, in the limit of high temperature

T ≫ ~ω ≃ Eg(0) (3.90)

where the sum of a large number of non diagonal matrix elements |Jnm(ϕ)|2
with m 6= n contribute to the phase dependence of χ′′

ND, the phase dependence
of χ′′

D and χ′′
ND are thus expected to be reversed from one another:

χ”ND(ϕ) ∼ −χ′′
D(ϕ) (3.91)

Results of numerical simulations presented in chap.4 agree with this qualitative
prediction.

3.5 Summary

The linear ac response of a diffusive SNS junction has been addressed theo-
retically by Virtanen et al. [95]. This work reproduces well the experimental
non-dissipative response; yet it disagrees with the dissipative one. To under-
stand this puzzling dissipation, we developed an alternative approach. Follow-
ing previous work on the dynamics of persistent currents in normal mesoscopic
Aharonov Bohm rings [23, 97] we developed a Kubo formula approach. In this
approach, χ splits naturally into three parts, χ = χJ + χD + χND, with :

χJ(ϕ, T ) = − 2π

Φ0

∂IJ
∂ϕ

(3.92)

χD(ω, ϕ, T ) = − iω

γD − iω

∑

n

i2n
∂fn
∂ǫn

(3.93)

χND(ω, ϕ, T ) = −
∑

n,m 6=n

|Jnm|2 fn − fm
ǫn − ǫm

i~ω

i(ǫn − ǫm)− i~ω + ~γnm
(3.94)

where IJ(ϕ) is the phase dependent Josephson supercurrent at equilibrium, ǫn
the energy of the nth ABS, fn its thermal occupation factor, Jnm the current
operator taken between states n and m with Jnn = in = − 2π

Φ0

∂ǫn
∂ϕ . γD and γnm

are relaxation rates which accounts for the finite lifetime of the states.
As sketched in fig.3.5, these three contributions describe (a) the Josephson

susceptibility χJ i.e. the adiabatic response of the supercurrent, (b) the diagonal
susceptibility χD due to the effect of the dynamic variation of Andreev states
population, (c) the non-diagonal susceptibility χND due to microwave induced
transitions between levels. The frequency dependence of these contributions is
schematically represented in fig.3.5. There are three different regimes for χ′:

❼ the adiabatic regime when ωτin ≪ 1

❼ the low frequency regime when ~ω/Eg . 1 where the non-diagonal con-
tribution is negligible
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❼ the high frequency regime when ~ω/Eg & 1 where the non-diagonal con-
tribution is not negligible

There are two different regimes for χ”:

❼ the regime where χ′′
D dominates when ωτin ∼ 1

❼ the regime where χ′′
NDdominates when ωEg/~ & 1

These three contributions and the way they are extracted from data are de-
scribed in more details in chap.6 where we show the complex evolution we
observe is well accounted for in this framework.
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Figure 3.5: Top: Sketch of the physical mechanisms at the origin of the finite-
frequency response: (Left:) the adiabatic response χJ ; (Middle:) the relaxation
of populations driven out-of-equilibrium by the finite-frequency phase-biasing,
denoted χD; (Right:) the microwave induced transitions among the spectrum,
denoted χND. Middle: Schematic frequency dependence of each contribution
for the non-dissipative (Top) and dissipative (Bottom) responses. At low fre-
quency, χ′

NDis negligible and χ”can be dominated by χ′′
Dfor ωτin ∼ 1. At high

frequency χ”is dominated by χ′′
ND. Bottom: Phase dependence of each con-

tribution. χJ is a cosine when the equilibrium current-phase relation is purely
sinusoidal, χDhas almost half the periodicity of χJ . The phase dependence
of χNDdepends on the temperature and frequency. At low temperature and
high frequency, χNDmimics the minigap whereas at low frequency and high
temperature χNDhas a phase dependence opposite to the one of χD.
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Susceptibility of a NS ring from Bogoliubov-de
Gennes hamiltonian diagonalization

This numerical work has been mainly motivated by our lack of understanding
of χ”and particularly χ′′

NDbut also to find an alternative approach to numerical
simulations of Usadel equations. The main programming work has been done
by Meydi Ferrier. It has progressed hand in hand with our experimental under-
standing. This model however does not aim at giving quantitative predictions
and comparisons with experiments but rather at providing some insights on
the role of the phase dependence of the non-diagonal elements of the current
operator.

4.1 Bogoliubov-de Gennes equation

The formation of pairs is described in the BCS theory by the exchange of
virtual phonons [4] but it can be equivalently formulated as an interaction be-
tween quasiparticles conjugated by time-reversal symmetry, without specifying
the nature of the coupling. In this point of view, the electron and hole are

coupled by the pairing hamiltonian ∆ =

(

0 ∆
∆∗ 0

)

Thus, the eigenstates of

the system no longer correspond to electron or hole-like quasiparticles but to a
superposition of them called Bogoliubons following [101]. The two correspond-
ing amplitudes u(~r) and v(~r) obey the Bogoliubov-de Gennes (BdG) equation
[9] :

(

H ∆
∆∗ −H∗

)(

u(~r)
v(~r)

)

= ǫ

(

u(~r)
v(~r)

)

(4.1)

where H is the usual electronic Hamiltonian containing the kinetic and poten-
tial terms and ∆ is the pair potential, to be determined self-consistently.

It can be shown [102] that the BdG equation can be viewed as a ”one-
particle” wave equation whose eigenstates can be filled up systematically to
describe the superconducting state, in the same way that one fills the eigen-
states of the Schrödinger equation to describe normal conductors. The only
difference with the normal case is that one needs to start from a special vac-
uum |V 〉, consisting of a full band of down-spin electrons, instead of the usual
vacuum devoid of all particles. Any quantity of interest, A (such as the charge
density or the current density), can be interpreted as the sum of a ”vacuum
contribution” AV AC due to the vacuum |V 〉 and a one-particle contribution
ABdG due to the filled eigenstates of the BdG equation. This one-particle is
what we called a bogoliubon and is a superposition of an up-spin electron and

45
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a down-spin hole. New creation and annihilation fermionic operators can be
defined as follow:

❼ γ†k± creates a bogoliubon at energy Ek± = ±
√

∆2 + ξ2k

❼ γk± annihilates a bogoliubon at energy Ek± = ±
√

∆2 + ξ2k

where ξk is the kinetic energy measured from the Fermi energy.
The ground state |G〉 is obtained by filling up all the eigenstates of the

BdG equation having energy smaller than the Fermi energy (i.e. the Ek−

states) starting from this special vacuum |V 〉:

|G〉 =
∏

k

γ†k− |V 〉 (4.2)

At finite temperature, the appropriate many-body state is obtained by filling
up the eigenstates of the BdG equation according to the Fermi function at that
temperature.

This description is well-adapted for photon absorption since an induced
transition corresponds to applying γ†k+γk− to the ground state, that is destroy
a particle from the lower band to create one in the upper band.

4.2 Tight binding model

We implement the Bogoliubov-de Gennes Hamiltonian described by the 4
blocks matrices,

H =

(

H − EF ∆
∆ EF −H∗

)

(4.3)

where H and −H∗ are N × N matrices which describe respectively the
electronic and hole wave function components of a hybrid NS ring within a
tight binding 2D Anderson model.

H =

N
∑

i=1

ǫi|i >< i|+
∑

i 6=j

tij |i >< j| (4.4)

The ring has N = NN +NS = Nx ×Ny sites on a square lattice of period
a, with a normal portion of NN = NN

x ×Ny sites in contact with a supercon-
ducting one of NS = NS

x × Ny sites. The on-site random energies ǫi of zero
average and varianceW 2 describe the disorder in the ring. The hopping matrix
element between nearest neighbors reads

tij = t exp iϕij (4.5)

where the phase factor is related to the superconducting phase difference through
the normal junction via:

ϕij = (π/2Φ0)

∫

~A~dl = (xi − xj)ϕ/N
N
x (4.6)

describes the effect of an Aharonov Bohm flux Φ = ANN
x a = Φ0ϕ/2π and

Φ0 = h/2e is the superconducting flux quantum. For sites in the S part φij = 0.
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S N

t eiφ

Δ Δ=0

t t

ij

Figure 4.1: Sketch summarizing our model : in the superconducting region S,
there is a coupling energy ∆ between e− and holes on site i and a purely real
hopping term of amplitude t. In the normal region N, ∆ = 0 but quasiparticles
acquire a phase ϕij at each hop. Stars symbolize on-site disorder and the
hopping amplitude is non-zero between the last N site and the first S site.

spectrum NN
x NS

x Ny t ∆ W ∆
ETh

fig.4.2 a 20 20 100 4 1 6 40
fig.4.2 b 60 50 24 4 1 6 75

Table 4.1: Typical parameters used for simulations

The N×N BCS diagonal matrix ∆ couples electron and hole states exclusively
in the S part: ∆i,i = ∆ for NN + 1 ≤ i ≤ N and is zero otherwise. We have
chosen the amplitude of the superconducting gap ∆ = t/4 such that the S
coherence length ξs = at/∆ ≪ NN in order to avoid the reduction of the
superconducting correlations in the S region by the inverse proximity effect.
The number of transverse channels and the disorder amplitude W correspond
to the diffusive regime where the length NN

x a of the normal region is longer
than the elastic mean free path

le ≃ a15(t/W )2 (4.7)

in 2D [100] and shorter than the localization lengthMle, where M is the number
of channel. We checked that the results do not depend of the position of the
Fermi energy, typically chosen at filling 1/4. Hereafter, all energies are taken
relatively to EF . Typical parameters used for simulations are gathered in
table.4.1.



48 χ from BdG hamiltonian diagonalization

-0.15

-0.10

-0.05

0

0.05

0.10

0.15

E
/∆

b)

3.20

3.15

3.10

3.05

3.00

E
/∆

c)

-0.2

-0.1

0

0.1

0.2

E
/∆

a) d)

0.20

0.15

0.10

0.05

0

E
/∆

π 2π0π 2π0

φ φ

Figure 4.2: Phase dependent spectrum of Andreev levels for NS rings of differ-
ent sizes. In the following, spectrum a. will be referred to as the ”large minigap
spectrum” whereas spectrum b. as the ”small minigap spectrum”. a.diffusive
ring with a larger number of transverse channels NN = NN

x ×Ny = 20 × 100
normal sites for a single disorder configuration of amplitude W/t = 1.5 with
t = 4∆. The number of S sites is NS = 20 × 100. b. diffusive ring with
NN = NN

x × Ny = 60 × 24 and NS = 50 × 24 for 3 different disorder con-
figurations (different colors) of amplitude W/t = 1.5 with t = 4∆ . Note the
symmetry of the spectra in a and b with respect to the Fermi level at zero
energy as well as the opening of the phase dependent minigap which ampli-
tude scales with the Thouless energy, ETh = δNNyle/N

Na where δN is the
energy level spacing in the normal region. c. Close-up view of low energies for
a spectrum of b. Note the 2π-periodicity which corresponds to quasiparticles
of charge 2e localized in the weak link. Dashed line is the analytical expres-
sion Eg(ϕ) ∝ |cos(ϕ/2)|. d. In contrast, the periodicity changes at energies
greater than the superconducting gap ∆. It is 4π-periodic, that corresponds
to quasiparticles of charge e delocalized all over the ring as for a normal ring.

4.3 Spectrum of a NS ring

Spectrum

Typical flux dependent spectra obtained upon diagonalization of the hamilto-
nian H (4.3) are shown in Fig.4.2. Note that due to spin degeneracy, each
levels of the spectra are doubly-degenerated.

Emergence of a minigap

The most striking feature in the spectrum is the emergence of a phase-dependent
gap in the normal metal’s density of states. It closes linearly at odd multi-
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ples of π in the limit of a very dense spectrum and can be well described by
Eg(ϕ) = Eg(0)| cos(ϕ/2)| as predicted in[67] (Fig.4.2 c). This closing of the
gap at ϕ = π is directly related to the existence of conductance channels of
transmission one in a large diffusive system [65, 64]. We define the Thouless
energy ETh in the following from:

Eg(0) = 3.1ETh (4.8)

Evolution of periodicity and level spacing with energy

At energies well below the superconducting gap, energy levels exhibit a mean
level spacing

δN = EF /N
N (4.9)

characteristic of the normal part to which the Andreev bound states are con-
fined and a Φ0 = h/2e periodicity (see fig.4.2c). These constitute the Andreev
spectrum. A denser spectrum is observed above the superconducting gap with
the periodicity h

e as expected for a normal ring, see Fig.4.2d. By construction
the spectrum is perfectly symmetric with respect to the Fermi energy. We ob-
serve disorder dependent fluctuations (Fig.4.2b) of the position of the energy
levels in the spectrum. At low energy, the amplitude of these fluctuations is of
the order of the mean level spacing δN .

4.4 Susceptibility of a NS ring from its spectrum and
wavefunctions

Knowing the set of {ǫn, |Ψn〉} given by numerical diagonalisation of the hamil-
tonian, the different contributions to the susceptibility can be computed.

Josephson contribution

The Josephson current IJ is given by:

IJ =
∑

n

fnǫn (4.10)

and the Josephson susceptibility by:

χJ = − 2π

Φ0

∂IJ
∂ϕ

(4.11)

IJ is calculated using the eigenenergies determined by the numerical diagonal-
ization of the Bogoliubov-de Gennes hamiltonian. The occupation distributions
are Fermi distributions:

fn =
1

1 + exp( ǫn
kBT )

(4.12)

IJ and χJ are calculated at several temperatures for the small minigap spec-
trum, the result after filtering is shown in fig.4.3.

Phase dependence of χJ
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Figure 4.3: Phase dependent Josephson current (Left) and susceptibility
(Middle) calculated from the Andreev spectrum shown in Fig.4.2b. The
temperatures correspond to 0.01,0.02,0.04,0.06 and 0.08 in the units of the
superconducting gap ∆. The amplitude of the minigap is 0.04 ∆, therefore
∆/ETh = 75. The anharmonicity is best revealed on the derivative dIJ

dϕ . Right
Temperature dependence of the critical current calculated from the bottom left
spectrum of fig.4.2. The data points are for the same temperatures as in left
and middle panels.

As shown in fig.4.3, the flux dependence of the Josephson current IJ(ϕ) and its
flux derivative at low temperature are sensitive to the anharmonicity of the flux
dependence of low energy levels and exhibit a slight skewness. IJ(ϕ) becomes
sinusoidal at temperatures larger than the Thouless energy of the order of 0.04∆
according to [79]. We will see in the following that the ac current response is
much more sensitive than the Josephson current to the strong anharmonicity
of the flux dependent minigap, and exhibits strong cusps at π which survive at
temperatures larger than the Thouless energy.

Temperature dependence of χJ

As shown in fig.4.3, the critical current and therefore the amplitude of
χJdecreases roughly like an exponential at high temperature. This is in quali-
tative agreement with quasiclassical theory in long and diffusive junction [5].

Evolution of the diagonal contribution

We discuss in the following the second term of expression 3.55 that we call
χD and is the finite frequency non-adiabatic contribution due to the thermal
relaxation of the populations fn of the Andreev levels with the characteristic
inelastic time τin [103, 20, 91, 95]. It reads:

χD(ω) =
iωτin

1− iωτin
F (ϕ, T ) (4.13)

where

F (ϕ, T ) = −
∑

n

i2n
∂fn
∂ǫn

(4.14)

contains the phase dependence of χD.

Phase dependence of χD
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Figure 4.4: Left. comparison of the numerical results (connected diamonds)
with the analytical expression 4.15 (continuous line) at a temperature equal
to the minigap 0.08∆.Right.phase dependence of the function F computed for
different temperatures increasing from the top to the bottom curves in units
of the total minigap 2Eg.

We have numerically evaluated this function deriving in from the phase deriva-
tive of each eigenenergy pictured in Fig.4.2. F (ϕ) is shown for different tem-
peratures in Fig.4.4. Due to its dependence on the square of the single level
currents, F (ϕ) has a strong second harmonics component and exhibits sharp
cusps at odd multiples of π for which the minigap closes. It has been deter-
mined analytically solving the Usadel equations by Virtanen et al. in the low
frequency limit (ω ≪ Eg). Its high temperature (T > 8ETh) limit FU (ϕ) is
well approximated by:

FU (ϕ) = [−π + (π + ϕ)[2π]] sin(ϕ)− | sin(ϕ)|
π

sin2(ϕ/2) (4.15)

As shown on Fig.4.4 this analytical form describes well the phase dependence
of the numerical results at temperatures larger than Eg(0).

Temperature dependence of χD

We find that our numerical simulations are in qualitative agreement with the
one of Virtanen et al. [95] (see fig.4.9) which consist in solving Usadel equations:
they have similar temperature dependences (see fig.4.5) and both show a change
of the position of the maximum with temperature; at low temperature the
first maximum for positive values of ϕ is closer to π than at high temperature.
Moreover, it is worth noting that at high temperature (T & 8ETh), the diagonal
contribution decreases as 1/T .

Evolution of the non-diagonal contribution

The non-diagonal contribution describes microwaves induced transitions within
the spectrum. It reads:

χND = −
∑

n,m 6=n

|Jnm|2 fn − fm
ǫn − ǫm

i~ω

i(ǫn − ǫm)− i~ω + ~γND
(4.16)
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Figure 4.5: Temperature dependence of the diagonal contribution from numer-
ical diagonalization of Bogoliubov-de Gennes hamiltonian (circles) and from
numerical simulations of Usadel equations done by Virtanen et al. (boxes).

In the preceding chapter (sec.3.4), we made a rough approximation based on
neglecting the phase dependence of the current elements to analytically deter-
mine the evolution of χ′′

ND. We are now able to compute these terms. In the
following we show that |Jnm(ϕ)|2 has a non-trivial evolution with n and m.

Phase dependence of the non-diagonal elements of the current
operator

The non-diagonal matrix elements of the current operator

~J =
−i~~∇− q ~A

m
(4.17)

along the ring are calculated from the eigen wavefunctions according to:

Jnm =
~

im

∑

j

Ψe∗
n (xj , yj)(Ψ

e
m(xj + 1, yj)−Ψe

m(xj , yj) + eA(xj)Ψ
e∗
m (xj , yj))

+Ψh∗
n (xj , yj)(Ψ

h
m(xj + 1, yj)−Ψh

m(xj , yj)− eA(xj)Ψ
h∗
m (xj , yj))

(4.18)
where Ψe

m(xj , yj) and Ψh
m(xj , yj) correspond respectively to the electron and

hole components of the wave function at point j of coordinates xj , yj in units
of a.

Phase dependence

The phase dependence of the square modulus of these matrix elements is shown
in Fig.4.6 for various values of indexes n and m on the same side or on oppo-
site sides of the minigap. The index n and m are taken respectively positive
above and negative below the minigap. Whereas |J−1,1(ϕ)|2 exhibits a strong
peak at ϕ = π the amplitude of |J−1n(ϕ)|2 is much smaller at n > 1. On
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from / to n

n dip at ϕ = π, amplitude decreases very fast (δ |J1|2 = 5δ |J2|2)

-n peak at ϕ = π, amplitude decreases slowly (δ |J−1,1|2 = 3δ |J−9,9|2)

m 6= n,−n small amplitude compared to |J−nn|2

Table 4.2: Evolution of |Jnm|2 with n and m. The slow decay with energy of

the |Jn,−n|2 terms indicates the existence of selection rules.

the other hand matrix elements |J−nn(ϕ)|2 corresponding to states symmetric
with respect to the minigap, i.e. electron hole symmetric states, keep a phase
dependence peaked at π similar but reversed in sign compared to |J1,1(ϕ)|2.
Their amplitude decreases only slowly with n in contrast to the fast ampli-
tude decrease of the diagonal matrix elements Jnn. This difference between
the phase dependence of |J−nn(ϕ)|2 compared to |J−1n(ϕ)|2 can qualitatively
explain the evolution of the shape of χND(ϕ) we derived analytically in sec.3.4:

❼ in the limit ω > Eg ≫ kBT the main contribution stems from matrix
elements |J−1n(ϕ)|2 where n ≫ 1 with a very small phase dependence.
χ′′
NDthus performs the minigap spectroscopy.

❼ In the opposite limit ω < Eg ≪ kBT a much larger number of matrix
elements contribute to χND including the electron-hole symmetrical ones
|J−nn(ϕ)|2 that strongly depends on the phase. Their phase dependence
is opposite to the one of i2n, leading to a χ”ND with a phase dependence
opposite to the one of χ′

D.

Evolution of the non-diagonal contribution including the phase
dependence of the non-diagonal elements of the current operator

χND(ϕ) is computed from these matrix elements and the related energy spec-
trum following Eq.4.16. We took γND = δN in order to reproduce the continu-
ous spectrum limit. The results concerning the imaginary component χ′′

ND(ϕ)
are shown in Fig.4.7. We find that:

❼ for ~ω > kBT , we find good qualitative agreement with our analyti-
cal findings neglecting the flux dependence of the |Jnm|2. In particular
χ′′
ND(ϕ) is peaked at π and its amplitude increases linearly with frequency

up to ~ω = 2Eg

❼ for ~ω < kBT , the shape of χ
′′
ND(ϕ) is very similar to the opposite of the

function F (ϕ) , with a characteristic bump at ϕ = 0.

A similar behavior is found for χ′
ND(ϕ).
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Figure 4.6: Phase dependence of the non-diagonal current matrix elements ob-
tained from the exact diagonalization of the spectrum of a NS ring whose nor-
mal region size is 90×30 andW/t = 2. The minigap amplitude is 2Eg(0) = 8δN .
Top: Phase dependence of the non diagonal current matrix elements |J−1,n|2
coupling the highest level below the minigap to levels above the minigap. In-
set: zoom on |J−1,n|2 with n > 1 which have a very small phase dependence
compared to |J−1,1|2 . Bottom: Phase dependence of the electron-hole sym-
metrical non-diagonal matrix elements compared to the diagonal ones (Inset).
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Figure 4.7: Evolution of the phase dependence of GND = χ′′
ND/ω obtained

from the exact diagonalisation of the spectrum of an NS ring (size 90 × 30)
W/t = 2 using Eq.4.16 γND = 2δN Top: kBT = 2δN and different frequencies
~ω > kBT below and of the order of the minigap, note the good agreement
with the data obtained fig.3.4, neglecting the phase dependence of the current
matrix elements. Bottom: ~ω = 2δN and different temperatures kBT > ~ω
below and of the order of the minigap. For the largest temperature the phase
dependence observed is close to the opposite of the function FU (ϕ), continuous
line.
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Non-diagonal elements of current operator as selection rules

We see from this numerical simulations that the non-diagonal elements of the
current operator act as phase-dependent selection rules: at ϕ = 0[2π], all

the transitions have a similar probability since all the |Jnm|2 have a similar
amplitude. In contrast, at odd multiples of π, the transitions between electron-
hole symmetrical states are greatly enhanced compared to the others with
|J−n,n|2 orders of magnitude larger than the others |Jnm|2.

4.5 Comparison between numerical resolution of Usadel
equations and diagonalization of Bogoliubov-de
Gennes hamiltonian

The results of numerical simulations are consistent with analytical predictions
within a Kubo-formula approach (sec.3.4). We found two contributions to
the dissipation. The first contribution, χ′′

D, is related to the relaxation of
Andreev states populations driven out-of-equilibrium by the finite-frequency
phase driving. It displays a phase dependence with almost half the periodicity
of the Josephson contribution (see fig.4.4). The second contribution, χ′′

ND, is
related to induced transitions within the spectrum. We found two limiting
behaviors for χ′′

ND:

❼ in the limit of low temperature and high frequency, the phase dependence
of χ′′

NDis due to microwave induced transitions and is reminiscent of the
minigap’s

❼ in the opposite limit of low frequency and high temperature, the phase
dependence of χ′′

NDis dominated by the one of |Jnm|2. It is similar to the
one of χ′′

Dbut reversed in sign.

As shown in fig.4.8 and detailed in chap.6, this picture is in agreement with
our experimental findings.

In [95], Virtanen et al. determined the linear ac response of diffusive SNS
junctions by solving Usadel equations. They show the admittance Y = χ/iω
can be split into three parts:

Y = Ysc + Ydy + Yqp (4.19)

that describe:

❼ for Ysc, the supercurrent

❼ for Ydy, the effect of the dynamic variation of the populations of the
Andreev levels

❼ for Yqp, the quasiparticle current driven directly by the field

As detailed previously, the dynamical contribution Ydy corresponds to what
we called diagonal contribution χD = iωYdy. This term contributes the dissi-
pation on the timescale of the inelastic scattering time. Another contribution
to dissipation originates from Yqp and Ysc. The phase dependent part of this
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Figure 4.8: Typical experimental phase dependences of χ”(symbols). At fre-
quencies close to τin (ωτin ∼ 1) and high temperature (T > Eg), χ”can be
dominated by its diagonal contribution χ′′

D. At high frequency (ω & Eg) ,
the phase dependence of χ”is almost the minigap’s. At low frequency and high
temperature, χ′′

NDphase dependence is almost the opposite of the one of the di-
agonal contribution (solid black line). In this regime χ′′

NDand χ′′
Dnearly cancel

each other.

contribution has to be compared with what we called the non-diagonal con-
tribution χ′′

ND. According to that mapping, we should have at low frequency
(ω < Eg):

χ′′
D =

ωτin
1 + ω2τ2in

GNE
2
Th

T
Q(ϕ, T ) (4.20)

and
χ”ND

ω
=
GNE

2
Th

T
P (ϕ, T ) (4.21)

with GN the normal state conductance and P (ϕ, T ) and Q(ϕ, T ) shown in
fig.4.9. Although P and χ′′

NDboth have a phase dependence reminiscent of the
minigap’s at low temperature, their high temperature phase dependences differ.
In particular, P does not display a phase dependence opposite to the one of Q.
This is in disagreement with our numerical and experimental findings.

In [104] the linear response of a short SNS junction is addressed. Kos et al.
considered two Andreev bound states (the ground and the excited states) plus
the continuum. As in our work, the response is split into several contributions.
In addition to the adiabatic response and the transition between electron-hole
symmetric states, Kos et al. considered (a) transitions from bottom to top
continuum bands, (b) transitions within the continuum, (c) transitions from
the excited Andreev bound state to the continuum and a last one (d) that cre-
ates one quasiparticle in the excited bound state and one in the band. These
contributions are analogous to what we called the non-diagonal susceptibility.
The distinction between continuum and Andreev bound states is however not
so clear in the case of a long and diffusive junction, one rather observe an evo-
lution from strongly phase-dependent levels close to the Fermi energy to almost
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Figure 4.9: Phase dependence of the dissipative parts of the response at several
temperatures: T/ETh = 16(△), 8(▽), 4(�), 2(◦), 1(+), 0.5(×). The dotted lines
represent the analytic high-temperature approximations to which Q and P tend
for T ≫ ETh. Left:Function Q(ϕ, T ) describing the phase-dependent dynamic
contribution to the response.Right: Function P (ϕ, T ) describing the phase
dependence of the dissipative part of the admittance at low frequencies. After
[95]

phase-independent levels at energies larger than ∆. They finally conclude that
dissipation is dominated by transitions from the ground Andreev bound state
to the excited one at frequencies smaller than the gap. In contrast with our
work, Kos et al. did not consider the relaxation of Andreev states populations.
Moreover, the latest contribution they describe (d) has been observed recently
in the context of superconducting atomic contacts [60].
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Experimental setup & physical quantities
measured

The experiment aims at measuring the evolution with phase, temperature and
frequency of the magnetic susceptibility of a NS ring in a linear regime. In-
phase susceptibility accounts for the non-dissipative response while the out-of-
phase part yields the dissipative response, we are thus interested in detecting
both. This is done by using a technique developed in the nineties to detect
the ac conductivity of an assembly of normal rings involving a multimode
resonator[36, 105, 37]. In the following, we start by detailing this technique,
then we describe the sample fabrication. Lastly we detail how the susceptibility
is obtained and how the out-of-phase signal is calibrated.

5.1 Experimental setup: a hybrid ring coupled to a
multimode resonator

The principle of the experiment, sketched in fig.5.1, is to couple a NS ring to
a resonator and to follow the modification of the eigenmodes of the resonator
when a magnetic field is applied. Indeed, the resonator basically can be con-
sidered as a LC circuit and the NS ring to a flux-dependent inductance that
modifies the resonator’s eigenmodes. The phase-dependent response, obtained
by scanning the magnetic field from 0 to a value equivalent to a phase change
of 2π, depends on the temperature and on the excitation frequency i.e. the
eigenfrequency of the resonator.

The experimental set-up is shown in Fig.5.2 and consists of a NS ring em-
bedded into a resonator. The resonator provides excitation and detection of the
NS ring’s ac linear response. Experiments can be carried out at the resonator’s
eigenfrequencies. The resonator consists of a double meander line etched out
of a 1 micron thick niobium film sputtered onto a sapphire substrate. A weak
capacitive coupling to the microwave generator preserves the high quality fac-
tor of the resonances, which can reach 5 104 up to 14 GHz. The resonator is
enclosed in a copper box, shielding it from electromagnetic noise, and cooled
down to mK temperature. In addition, it is possible to measure control samples
by dc techniques using a second sample holder (see fig. 5.3).

The NS ring fabrication process evolved during my thesis in order to broaden
the experimentally accessible range of temperature. The normal part however
did not change much and is made of Au fabricated using electron beam lithogra-
phy techniques. Following the work of F. Chiodi et al. [106], we started using
Focused ion beam(FIB)-deposited tungsten wires as a superconductor. We

59
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Figure 5.1: Principle of the experiment. Top left: A LC resonator is coupled
to a NS ring threaded by a dc flux Φdc. The current in the resonator oscillates
at frequency ω that creates an ac flux Φac in the loop. The induced ac current
in the loop in turn modifies the resonance of the resonator. Top right: A dc
phase value ϕdc is set with a coil (dashed line). Modulation of amplitude ϕac

around this value is provided by the resonator at its eigenfrequencies. ϕdc is
scanned from 0 to 2π to probe the whole spectrum. Bottom left: Reflection
amplitude at ϕdc = 0 and ϕdc = π. Note that the resonance frequency and the
quality factor change when phase is varied. Measuring these changes yields the
ring’s complex susceptibility χ = χ′ + iχ′′. Bottom right: The real part of
the susceptibility χ′ is related to the frequency shift by χ′ = −2 L

M2

δf
f and the

imaginary part χ′′ to a change of the inverse quality factor χ′′ = L
M2 δ

(

1
Q

)

.

Here L is the inductance of the resonator and M is the coupling inductance
between the ring and the resonator. The phase dependence of the susceptibility
is thus measured.
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measured one sample, named WAu2, made following this process. We finally
abandoned this technique in favor of electron-beam lithography and sputtering
of a PdNb bilayer.

In earlier experiments, the NS ring was placed between the lines of the
resonator. To avoid frequency dependent calibration difficulties, we decided to
place the NS ring in between the resonator coupling capacitances. It connects
the two lines at one end of the resonator, turning it into a λ/4 line with a
fundamental frequency of 190 MHz, and harmonics 380 MHz apart.

To summarize, three samples have been investigated:

❼ WAu1: made of FIB-deposited W, placed between the resonator’s lines.
Response measured at multiples of 360MHz [106].

❼ WAu2: made of FIB-deposited W, placed between the resonator’s contact
pads. Response measured at odd multiples of 190MHz.

❼ PdNbAu: made of sputtered PdNb, placed between the resonator’s con-
tact pads. Response measured at odd multiples of 190MHz.

We detail in the following the different fabrication steps and the reasons why
we changed materials.

Φ

Au
1 µm

Pd/Nb
W

25 µm

Au
W1.3 µ

15 µ

a

b

W

Figure 5.2: Setup used to explore the dynamics of Andreev states. Top left:
Overview of the resonator in which is embedded a hybrid NS ring. It is possible
to place the ring either between the lines (position a) or at the end of the
lines (position b). Top right: e-beam micrograph of WAu1 sample. The
superconducting part of the ring consist of FIB-deposited W wires and a part
of the resonator line in Nb. Bottom left: Close-up of the area where the
ring PdNbAu is located. Note the W wires used to connect the ring. Bottom
right: sample WAu2. It is similar to WAu1 but connected to the resonator’s
contact pads, as PdNbAu sample. Picture’s quality is bad because of charging
effects.
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NbTi coaxial cable

Copper box

DC stage

Figure 5.3: A copper box connected by NbTi coaxial cables (only one pad is
connected on the picture) is used to shield the resonator from electromagnetic
noise. Below, there is a second sample holder that allows to carry out dc
experiments. It is thus possible to characterize a control sample with similar
characteristics as the NS ring used in the high frequency experiment.

5.2 Sample fabrication

Samples are made in several steps: in a first step, about 30 resonators are
deposited on a sapphire 2” substrate, then, after the selection of a resonator
to work with, a gold wire is deposited by e-beam lithography and evaporation.
In a subsequent step, the S material is deposited, either W by FIB or PdNb
by e-beam lithography and sputtering.

Resonator

Resonators are made by UV lithography in the Laboratoire de Photonique et
Nanostructures since they require ultra-clean facilities. To deposit the Nb wires
thick enough, one can’t use standard evaporation/lift-off method. Instead, we
deposit by sputtering a Nb film 1µm thick over the substrate 1. By optical
lithography, we expose the resonator pattern, in which, after developing the
resist, we evaporate a 50 nm Al film. The Al film acting as a mask, we etch
all the non-protected Nb with a SF6 Reactive Ion Etching (Nb being more
reactive than Al to the fluorine). Finally, we dissolve the remaining Al in a
KOH solution.

1The film is made thick enough to reduce the magnetic field dependence of the resonance
frequency (see [97] for more details). This thickness can be reduced in future experiment
where a smaller magnetic field is applied.
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Superconducting material: FIB-deposited W

FIB-deposited W looks like an ideal candidate to contact Au with : due to its
amorphous nature2 the superconducting critical temperature of FIB-deposited
W is Tc = 4K. This technique yields very clean interface between the normal
and the superconducting metals since there is etching due to Ga+ ions prior
to deposition. This proves useful to contact a NS ring to a resonator since
resonators are 1µm thick and covered by an oxide layer. It has however many
drawbacks:

❼ because of the insulating sapphire substrate, resonator has to be grounded
before deposition. If the resonator is not well grounded, the deposited W
wires are not well defined (see appendix). Our first attempts were made
using tips to ground the resonator but this was not enough. The solution
we found was to bond every coupling capacitances of the resonator to a
copper plate.

❼ it is not so easy to obtain reproducible results, the quality of the deposited
wire depending on deposition conditions such as nozzle’s position (see
fig.5.4).

❼ it is quite time-consuming to implement because of numerous alignment
steps: it takes almost a day to make a couple of rings such as the one
shown in fig.5.2.

❼ there is a conducting contamination area of about 200 nm around the
deposited wire. The SNS junction can thus be shunted by contamination.

❼ As detailed in the appendix, it appeared that W has a large kinetic
inductance because it is a strongly disordered superconductor with a
rather low carrier density. That greatly reduces its interest for making
NS ring since a great inductance favors a hysteretical behavior. This last
point finally made us abandon that technique to connect gold wires3.

Superconducting material: PdNb bilayer

As detailed later on, hysteresis appears when β = 2πLlIc
Φ0

> 1 with Ll the ring’s
inductance and Ic(T ) its critical current. Because of W’s high inductance,
it seemed difficult to make NS ring with W without having hysteresis at low
temperature so we decided to change material and therefore technique. Nb was
a good candidate however the interface between Nb and Au is poor when the
two metals are not evaporated in the same vacuum4 but is greatly improved by
a thin (few nm) interlayer of Pd deposited just before Nb. We were inspired in
this by contacts on carbon nanotubes or graphene. The interface transparency
is however unknown. It may be improved doing the lithography of PdNb and
Au in a single step using angle-deposition technique or by doing Ion Beam

2to deposit W, a vapor of tungsten hexacarbonyl is decomposed by a focused Ga+ ion
beam. The wire produced is composed by W, C, Ga and O.

3This technique is however still useful when the wire to connect is oxidized as Bi nanowires
currently measured in the group.

4we measured Ic(T = 0) as low as 2µA for a wire roughly 0.7µm long, 300nm wide and
50nm thick
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nozzles: WCO vapor

ground tip

resonator

Ga+ ion beam

Figure 5.4: Overview of the focused ion beam fabrication process: a vapor of
tungsten hexacarbonyl emitted by a nozzle is decomposed by a focused Ga+

ion beam and produced a wire composed of W, C, Ga and O. To avoid charging
effects due to the insulating nature of the sapphire substrate, the sample has to
be grounded by connecting the resonator’s contact pads to a copper plate but
also by using a tip. We finally found that the best way to ground the sample
is to connect every contact pads of the resonator to the copper plate and stick
the substrate to the copper plate with conducting carbon tape.

Etching prior to PdNb deposition. Finally, because of the thickness of the
resonator (1µm) and the oxide layer on its surface, it is necessary to connect
the ring to the resonator using FIB-deposited W.

The main advantage of this technique is the ease of use5 of e-beam lithog-
raphy and its reproducibility.

Characteristics of the measured ring

The Au wire (4 micron long, 0.3 micron wide and 50 nm thick) is first de-
posited by e-beam deposition of 99.999% pure gold (Au 5.9) . The S part is
deposited in a second alignment step by sputtering of a Pd/Nb bilayer (6 nm
Pd, 100 nm Nb). The resulting uncovered length of the Au wire is 1µm. The
ring is connected to the Nb resonator in a subsequent step, using ion-beam
assisted deposition of a tungsten wire in a focused ion beam (FIB) microscope.
This process creates a good superconducting contact between the resonator
and the Pd/Nb part of the ring. The 6 nm-thick Pd buffer layer ensures a
good transparency at the NS interface, as demonstrated by the amplitude of
the critical current measured with dc transport measurements on control SNS
junctions fabricated simultaneously (it is about 50µA for wires roughly 1.5µm
long, 300nm wide and 50nm thick ; see chap.6).

Optimization of the coupling between the ring and the
resonator

In first experiments, the ring was placed in-between the resonator’s meanders
but it was soon realized this placement has many drawbacks : the amplitude of

5Sapphire is an insulating substrate, we get rid of charging effects using a conducting
espacer (espacer 300Z from Showa Denko Europe GmbH) over the usual PMMA/MAA resist.
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the signal is small and depends on the order of the harmonic of the resonance
because the amplitude of the current does (see fig.5.5). There is also a large
contribution of the magnetic field dependence of the resonator itself. We

Figure 5.5: Left: Magnetic field dependence of the fundamental resonance
frequency of the resonator at T=50 mK. After [36]. Right: Amplitude of the
current of the resonator as a function of the position inside the resonator for
several harmonics. Dashed line represent the position of WAu1 sample. From
[96]
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Figure 5.6: Comparison between signals of WAu1 and PdNbAu at T=1K.
Signal is at f=360 MHz (top left panel) and f=1.55 GHz (bottom left panel)
for WAu1 sample. The signal to noise ratio decreases with increasing frequency.
The signal to noise ratio at high frequency is greatly improved when the ring
is placed between contact pads, for instance at f=1.7 GHz for PdNbAu (right
panel).

finally decided to connect the ring between the coupling capacitances at the
end of the lines. This placement has many advantages :

❼ it is possible to characterize the sample with dc experiments such as
differential resistance measurements. It however requires to cut the su-
perconducting wire in parallel with the normal one.
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❼ there is magnetic field focusing between the large Nb pads constituting
the coupling capacitances (see fig.5.2): the field experienced by the ring is
about five time larger than the applied field. In practice, a field variation
of less than 2 G is applied. As shown in fig.5.5, close to zero field the
resonance frequency of the resonator does not change much on this field
scale. Therefore, the resonator’s field dependence does not have to be
taken into account.

❼ The position of the ring corresponds to a maximum of the current through
the resonator for all harmonics; there is therefore no frequency dependent
effects on the response.

This choice, in addition to the use of NbTi superconducting coaxial wires that
do not attenuate the signal over a wide frequency range, lead to an important
improvement of the signal to noise ratio : where it was necessary to aver-
age 30 to 100 curves to get a signal, a single measurement is enough in this
configuration (see fig.5.6).

5.3 Model of the resonator close to a resonance

Around resonance, the properties of the resonator can be well approximated by
those of a parallel RLC oscillator. In the following we discuss the importance
of the coupling between the resonator and the generator. Then we determine
its reflection coefficient at resonance. Finally we describe how we obtain a
physically meaningful quantity, the susceptibility, from this coefficient.

Different resonator/generator coupling regimes

Nb

Sapphire

Coupling 

capacitances

L
C

 l
in

es

Figure 5.7: Left: Close-up view of the Nb lines which are a distributed LC
circuit. Right: Overview of the resonator with its coupling capacitance. There
are three contact pads at each end of the lines to choose the coupling strength.

If the resonator were directly connected to the generator, its quality factor
would be greatly reduced since the losses of the circuit would be no more
due to the one of the resonator alone but also to the one of the generator
[107]. To preserve the quality factor of the resonator, a coupling capacitance
CK is inserted between the resonator and the generator. Its value is small
compared to the resonator’s capacitance: CK ≪ C. This coupling however
slightly modifies the resonator’s intrinsic resonance as shown in the following.
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Figure 5.8: Circuit equivalent to the resonator using a) Thévenin convention
and b) Norton convention.

The resonator can be described as a parallel RLC circuit of impedance
Zr connected to a high-frequency generator via a coupling capacitor CK (see
fig.5.8). The impedance of the resonator Zr reads :

Zr =
RL2ω2 + iR2Lω(1− LCω2)

L2ω2 +R2(1− LCω2)
(5.1)

At resonance, Im(Zr) = 0, thus the resonance frequency is :

ωn =
1√
LC

(5.2)

and the quality factor is

Qint = R

√

C

L
= RCωn ≫ 1 (5.3)

Close to the resonance, the real part of the resonator’s impedance has a lorentzian
shape:

Re(Zr) =
R

1 + 4Q2
int(

ω−ωn

ωn
)2

(5.4)

Taking into account the coupling capacitance, the impedance is :

Z =
1

iCKω
+ Zr (5.5)

Using Norton convention, it can be shown that, for Qint ≫ 1, the resonance
frequency and the quality factor become :

ω∗
n =

1
√

L(C + C∗)
≃ ωn (5.6)

and

QL =
ωnC

1
R + 1

R∗

(5.7)
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where

R∗ =
1 + ω2

nC
2
KR

2
L

ω2
nC

2
KRL

(5.8)

C∗ =
CK

1 + ω2
nC

2
KR

2
L

(5.9)

The quality factor of the connected circuit QL thus depends on the coupling
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Figure 5.9: Dependence of the connected resonator quality factor QL on the
coupling capacitance CK . Data points are measured quality factors. These
values are compared to predictions by a RLC model (solid). Dashed line in the
over-coupled regime is C/2ωnRLC

2
K , in the under-coupled regime it is RCωn.

After [108].

capacitance CK . Defining Qext = R∗Cωn as the quality factor of the environ-
ment, we have:

1

QL
=

1

Qint
+

1

Qext
(5.10)

As shown in fig.5.9, the quality factor of the connected resonator is governed
by the intrinsic quality factor for small coupling up to a critical coupling given
by:

RRLω
2
nC

2
K = 1 (5.11)

At larger coupling, the quality factor is dominated by the one of the external
circuit. On the contrary, we often prefer to work in the under-coupled regime to
preserve the quality factor of the resonator. We therefore drop the subscripts
in the following and denote the quality factor of the connected resonator Q
which is equal to the intrinsic quality factor. We measure quality factors of the
order of Q ∼ 5 104.

Quantities measured: frequency shift and inverse quality
factor change

The physical quantity of interest, the magnetic susceptibility χ, can be seen
as a phase-dependent inverse complex inductance. What is its impact on the
resonator?

The total inductance of the system made of the resonator and the NS ring
is LT = Lr + L. As shown in fig.5.10, we define Lr as the inductance of the
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resonator, Lc is the coupling inductance (i.e. the part of the ring in parallel with
the SNS junction), χ(ϕ) = 1/Lsns(ϕ) is the phase-dependent inverse complex
inductance of the SNS junction and LN its geometric inductance. The phase-
dependent inductance of the loop L is given by

1

L
=

1

Lc
+

1

LN + 1/χ
(5.12)

where χ is the only phase-dependent variable.

Lr/2

Lr/2
Lsns(φ)

Lc

resonator NS ring

LN

Figure 5.10: Circuit used to calculate the inductance change with the phase.

The relative variation of inductance with the phase δL is due to the branch
including the SNS junction:

δL = LT − (Lr + Lc) (5.13)

since Lr +Lc is the inductance of the circuit when the SNS junction is absent.
This yields

δL = − L2
cχ

1 + Llχ
(5.14)

where Ll = LN +Lc is the geometric inductance of the isolated loop. δL reads,
writing explicitly χ = χ′ + iχ” as a complex number,

δL

L2
c

=
χ′ − Ll(χ

′2 + χ”2)

(1− Llχ”)2 + (Llχ”)2
+ i

χ”

(1− Llχ”)2 + (Llχ”)2
(5.15)

In the case where Llχ≪ 1, eq.5.15 reduces to δL
L2

c
= χ′ + iχ”. As shown in

the following, in-phase δL′ and out-of-phase δL′′ variations of L are related to
characteristics of the resonance : its quality factor Q and resonance frequency
ωn. Measuring them thus yields χ.

The modification of the resonance by the ring is easier to describe with
a resonator modeled by a RLC circuit where the losses are described by a
small resistance r in series with the inductance. The resonance frequency of
the circuit is ωn = 1/

√
LrC and its quality factor is Q = Lrωn

r . An in-phase
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variation of inductance δL′ amounts to a resonance frequency change δωn such
that :

δL′

Lr
= −2

δωn

ωn
(5.16)

while an out-of-phase variation of inductance δL′′ amounts to adding a resis-
tance δr = ωnδL

′′ in series. The variation of the inverse quality factor is:

δ(
1

Q
) =

δr

Lrωn
− rδL′

L2
rωn

− rδωn

Lrω2
n

(5.17)

Using that ωn = 1/
√
LrC and Q = Lrωn

r we find:

δ(
1

Q
) =

δL′′

Lr
− 1

2Q

δL′

Lr
(5.18)

The last term of this equation can be neglected since Q ∼ 104 and δL′′ ∼ δL′.
Finally, the variations of the inverse of the quality factor can be related to an
out-of-phase variation of the inductance:

δ(
1

Q
) =

δL′′

Lr
(5.19)

To sum up, we have shown that in-phase χ′and out-of-phase χ”variations
of the susceptibility are related to variations of the resonator’s eigenmodes by:

−2
δf

f
=
δL′

Lr
=
L2
c

Lr

χ′ − Lc(χ
′2 + χ”2)

(1− Lcχ”)2 + (Lcχ”)2
(5.20)

δ(
1

Q
) =

δL′′

Lr
=
L2
c

Lr

χ”

(1− Lcχ”)2 + (Lcχ”)2
(5.21)

which simplify to:

−2
δf

f
=
L2
c

Lr
χ′ (5.22)

δ(
1

Q
) =

L2
c

Lr
χ” (5.23)

when Llχ≪ 1.
These equations show that the susceptibility can be accessed by measuring

the variations of resonance frequency and quality factor. Left the question of
how to measure these variations.

Resonance frequency detection

As previously described, the resonance is a Lorentzian whose resonance fre-
quency ωn and quality factor Q depends on the applied magnetic flux. Mea-
suring these variations yields the in-phase χ′and out-of-phase χ”susceptibility.

In this section we describe the setup used to detect the variations of the
eigenmodes of the resonator due to the dc flux threading the loop embedded in
the resonator. It is sketched in fig.5.11. The signal reflected by the resonator
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is measured while keeping the excitation frequency equal to the resonance fre-
quency thanks to a feedback loop. A high frequency generator provides ex-
citation Vg at frequency ωn

2π modulated at frequency
ωf

2π with an amplitude
ωm

2π :

Vg = V e
i
[

ωnt+
ωm
ωf

sin(ωf t)
]

(5.24)

ωn is set at the resonance frequency of the resonator. Excitation is split such
as half the power is sent toward the resonator whereas the other half is sent
toward a phase shifter. Before entering the resonator, the signal’s amplitude is
reduced so that experiment is carried in a linear regime. Reflected signal is then
amplified and finally multiplied by the reference signal which has been phase-
shifted to cancel the phase difference between the two signals. The first two
harmonics of the resulting signal are measured by lock-ins working at modula-
tion frequency ωf and twice the modulation frequency. First harmonic signal
is zero at resonance and changes sign when crossing the resonance. This allows
to implement a feedback loop with a proportional-integrator-derivative system
which lock the generator to the resonance frequency. Measuring the correction
voltage thus yields the deviation from resonance δf . Second harmonic signal
roughly amounts to measuring the curvature of the resonance which is pro-
portional to the square of the quality factor. However the amplitude of the
signal depends on the ratio between the resonance width and the modulation
amplitude ωmQ

ωn
and so calibration is necessary as detailed in the following.

Calibration of the dissipative response

We first introduce the principle of the measurement in the ideal case of an
infinitely small modulation then we detail the way we have calibrated the dis-
sipative response in the case of a finite amplitude modulation.

Principle of the measurement: ideal case of an infinitely small
modulation

We detail in the following the principle of the experiment by considering the
effect of a frequency modulation of amplitude much smaller than the width of
the resonance. We write the expression of the voltage after: a) reflection by
the resonator coupled to the circuit by a capacitance, b)after the phase shifter
and c)after the mixer. Finally the signal is written in d).

a) Reflected voltage
The voltage reflected by the resonator is

Vr(t) = V Γ(ω)e
i
[

ωnt+
ωm
ωf

sin(ωf t)
]

(5.25)

where Γ(ω) is the reflexion coefficient. It is defined by:

Γ(ω) =
Z(ω)−RL

Z(ω) +RL
(5.26)

with Z the impedance of the resonator and the coupling capacitance and RL =
50Ω is the characteristic impedance of the coaxial cables. When the coupling
between the resonator and the generator is optimum there is no reflected power
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Figure 5.11: Detection setup: A microwave signal locked to the resonance frequency of the sample is split in two half, one half being a
reference signal, the other half is sent toward the sample at low temperature (blue). After amplification at room temperature, the signal
reflected by the sample is mixed with the reference signal with the phase difference between the reference and the reflected signal corrected
thanks to a phase shifter. The reflected signal has a lorentzian shape. Its first harmonic, V1, is measured by a first lock-in (green) while
the second harmonic,V2, is detected by another lock-in (red). Since V1 is zero only at resonance, it is used to implement a feedback loop
to lock the microwave generator at resonance frequency. The correction signal, Vf , is measured by a voltmeter. V2 measures a voltage
proportional to the quality factor. This setup thus allows to detect the variations of the eigenmodes a resonator.
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and then Z = 50Ω. We however often work in the under-coupled limit to
preserve the quality factor of the resonator. In this limit we have

RRLC
2
Kω

2 ≪ 1 (5.27)

and
Re(Z(ω)) ≫ RL (5.28)

Then the reflexion coefficient is equal to unity far from the resonance and has
a lorentzian shape close to the resonance. Close to the resonance it reads:

Γ ∼ 1−RL/Z (5.29)

and its amplitude at resonance is proportional to the quality factor Q of the
resonator. At resonance the reflection coefficient reads:

Γ(ω∗
n) = 1− 2

C2
Kω

∗
n

C
Q (5.30)

where ω∗
n is the resonance frequency, CK the coupling capacitance and C the

capacitance as defined in the parallel RLC model described in sec.5.3.
b) Reference voltage

As just described, half of the excitation is sent toward the sample while the
second half is sent toward a phase shifter. This part of the excitation is used
as a reference signal.

c) Voltage at the output of the mixer
The mixer realizes the product of the reflected signal by the reference. If we
write the reference voltage as V0e

iωt+δ and the reflected voltage as V1e
iωt+δ′ ,

with V1 = V ′
1 + iV ′′

1 complex, their product reads:

Vm = Re(V0e
iωt+δ)Re(V1e

iωt+δ′) (5.31)

Vm =
1

2
V0V

′
1 (cos(2ωt+ δ + δ′) + cos(δ − δ′)) (5.32)

−1

2
V0V

′′
1 (sin(2ωt+ δ + δ′)− sin(δ − δ′))

The phase of the reference, δ, is then adjusted manually such as the dc
output is maximized i.e. when the reference and the reflected signal are in-
phase (δ = δ′). The high frequency part of the output is subsequently filtered
using a low-pass filter.

d) Signal
After high frequency filtering at the output of the mixer, the signal reads

Vm =
1

2
V 2Γ′(ω) (5.33)

where Γ′(ω) = Re(Γ(ω)) is modulated at frequency ωf with a small amplitude
ωm. The signal can be expanded into

Vm = V 2

[

Γ′(ωn) +
∂Γ′(ωn)

∂ω
ωm cosωf t+

∂2Γ′(ωn)

∂ω2
(ωm cosωf t)

2

]

(5.34)
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for small amplitudes of modulation. In the ideal case of an infinitely small
amplitude of modulation, the second harmonic voltage at resonance V2(ωn) is
proportional to the cube of the quality factor and thus the change of the inverse
quality factor δ(1/Q) = −δQ/Q2 can be accessed by measuring V2 = V2(ϕ = 0)
at resonance and its phase dependent change δV2(ϕ) = V2(ϕ)−V2. The relation
between these two quantities reads:

δV2(ϕ)

V2
= −3Q δ(

1

Q(ϕ)
) (5.35)

which is related to the dissipative response by eq.5.23. The dissipative response
is then accessed by measuring the second harmonic voltage of the reflection co-
efficient of the resonator. The relation between V2 and δ1/Q is however not
as simple as eq.5.35 in the case of a frequency modulation of finite amplitude.
A hand-waving explanation would be the following: the second-harmonic volt-
age is equivalent to the second-derivative with respect to the frequency of the
resonance but with a finite frequency step. Therefore, the larger the step, the
more different from the exact differentiation. Fig.5.12 shows that when the
amplitude of modulation is increased, the measured second-harmonic voltage
at resonance decreases.

Real case: modulation amplitude of the order of the resonance’s
width

Close to the resonance, the amplitude of the reflected signal A(ω, ϕ, t) after
multiplication by the reference in the mixer and for ωf ≪ ωn/Q reads:

A(ω, ϕ, t) ∝ Q(ϕ)

1 + (Q(ϕ)ωm

ωn
cosωf t)2

(5.36)

where ω = ωn + ωm cosωf t is the instantaneous frequency. It is a Lorentzian

with an amplitude proportional to Q and a width given by Qωm

ωn
. The LI used

to measure Q is working at 2ωf ; it thus measures the second harmonic, A2,

of A(ω, ϕ). A2 depends on the ratio Qωm

ωn
; therefore, when ϕ varies, Q changes

and so does A2(ω, ϕ). To calibrate this effect, we recast A2 as:

A2(ϕ,Q) ∝ Q(ϕ)H2(Q(ϕ)
ωm

ωn
) (5.37)

where H2(Q(ϕ)ωm

ωn
) accounts for the dependence on the modulation amplitude.

To determine the variation of H2 with ωmQ
ωn

, the second harmonic voltage of a

resonator has been measured at 4 K with varying ωmQ
ωn

for several frequencies.
More precisely, it is the modulation amplitude ωm which is varied, ωn and Q
being fixed and measured separately. As shown in fig.5.12, it is independent
of frequency when normalized to its maximum. From this second harmonic
voltage one can precisely measure the functionH2 and therefore the modulation
dependent exponent β defined as:

β =
d lnH2

dQ
(5.38)

If now we consider phase biased experiments, the quality factor changes the
measured voltage in two ways: first, by the amplitude of the resonance that
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is directly proportional to the quality factor; secondly by the amplitude of H2

that depends on the ratio ωmQ
ωn

. We found that α = β +1 decreases between 3

at small ωmQ
ωn

to 1 when ωmQ
ωn

= 1. Its dependence is plotted in fig.5.12.

Finally, the relation between the voltage of the second harmonic V2(ϕ) and
δ( 1

Q ) reads:

δ(
1

Q(ϕ)
) = − 1

α(ωmQ/ωn)

1

Q

V2(ϕ)− V2(ϕ = 0)

V2(ϕ = 0)
(5.39)

It can be seen from eq.5.39 that we need to independently measure Q at ϕ = 0
with a network analyzer to determine the phase dependence of δ( 1

Q(ϕ) ).
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at T = 4K for three different frequencies. Bottom right: the power α
relating the measured voltage and the quality factor depends on the amplitude
of modulation.

5.4 Data treatment

Before analyzing the evolution of the susceptibility with phase, temperature
and frequency, a translation from the measured voltages into quantities that
have a physical meaning is necessary.
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From δf and δ(Q−1) to χ′ and χ′′

In the general case, we have established in eqs. 5.20 and 5.21 relations between
δf, δ(Q−1), χ′and χ”. Defining Fv and Qv as :

Fv = −2
δf

f

Lr

L2
c

(5.40)

Qv = δ(
1

Q
)
Lr

L2
c

(5.41)

eqs. 5.20 and 5.21 can be inverted into :

χ′ =
Fv + Ll(F

2
v +Q2

v)

(1 + LlFv)2 + (LlQv)2
(5.42)

χ′′ =
Qv

(1 + LlFv)2 + (LlQv)2
(5.43)

To determine Fv and Qv and so χ′and χ”it is necessary to determine the
coupling inductance. It is given by the inductance of the superconducting
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wire in parallel with the normal wire. Its geometrical value is calculated using
the following formula, describing the self-inductance of a rectangular ring with
sides a and b of wire radius r[109]:

Lc =
µ0

2π

[

2a ln(
2a

r
) + 2b ln(

2b

r
)− 4(a+ b) + 4

√

a2 + b2 − 2a sinh−1(
a

b
)− 2b sinh−1(

b

a
)

]

(5.44)
For instance, an inductance of

Lc = 9pH (5.45)

is found for the sample labeled PdNbAu with a = 4µm, b = 5µm, r = 0.3µm.
The normal wire’s inductance is negligible and we have considered that the
loop’s inductance is equal to the coupling inductance: Ll ≃ Lc.

Choice of the offset position

The error signal and the amplitude of the 2nd harmonic have to be translated
into respectively a frequency shift and a quality factor change. These signals
are only relative phase-dependent variations and not absolute so there is an
offset to be determined. To do so, we assume that the frequency shift is such
that its integral between 0 and 2π vanishes since the current-phase relation
is centered around 0. Indeed in the adiabatic regime χ′measures the phase
derivative of the supercurrent. We also assume that

δQ−1(ϕ = 0) = 0 (5.46)

because we estimated that dissipation should be the smallest at ϕ = 0 when the
amplitude of the minigap if the largest in the regime ~ω, kBT ≪ Eg(ϕ = 0),
the dissipation has to be zero at ϕ = 0).

This choice of the offset position is important only when the condition
Llχ≪ 1 is not met and there is mixing between the in-phase and out-of-phase
signals. This mainly happens at low temperature and we have chosen to exploit
the data only where these corrections remain small.

Flux rescaling due to flux screening

Lastly, the screening of the magnetic field by the ring has to be taken into
account : the effective flux experienced by the ring Φint is different from the
applied flux Φext. The relation between the two reads :

Φint = Φext + LlIJ(Φint) (5.47)

where Ll is the loop’s inductance and IJ its supercurrent. When the current-
phase relation is sinusoidal, IJ = −Ic sin 2πΦint

Φ0
, eq.5.47 becomes :

Φext = Φint + LlIc sin(
2πΦint

Φ0
) (5.48)

This leads to a rescaling of the phase. It is important only at low temperature
when the term

β =
2πLlIc
Φ0

(5.49)
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grows closer to 1 i.e. once the Josephson inductance is greater than the geo-
metrical inductance, a hysteretic behavior appears. As shown in fig.5.14, when
β ≥ 1 the function Φint(Φext) is no more single valued for Φext close to odd
multiples of Φ0 and hysteresis appears. For the PdNbAu loop studied, hystere-
sis showed up at T . TH = 390mK. At this temperature the critical current
is about 35µA which is consistent with the geometrical value of the inductance
Ll = 9pH.
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Figure 5.14: Left: Dependence of the internal flux on the external flux for
β = 0.5 and β = 2. Hysteresis appears when the internal flux is not uniquely
defined at a given value of the external flux. Right: Internal flux vs. external
flux for β = 2. When increasing the external flux, the internal flux follows up
to A, where it jumps to B. Decreasing the external flux, the internal flux only
jumps back to D in C, creating an hysteresis cycle. The red lines mark the
internal flux range not accessible.

At larger temperature, flux screening leads to a rescaling of our data. To
take it into account, one has to determine the critical current temperature
dependence and the inductance of the NS ring. We determined the temperature
dependence of the critical current by making a control sample consisting of a
SNS junction with similar characteristics and done in the same batch as the
NS ring. This is detailed in the following. An alternative would be to perform

T =200 mK φ
φ

χ' 
(a

.u
.)

φ-2π 2π0 π-π

T=390 mK

φ-2π 2π0 π-π

Figure 5.15: Left: Response at f=1.7 GHz and T=200 mK. At this temperature
the critical current is so large that a hysteretic behavior is observed. Right:
Hysteresis disappears at temperature larger than 390mK.
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a first set of experiments in a junction geometry and subsequently transform it
into a loop so that phase-biased experiment are possible. Lastly, we confirmed
experimentally that the amplitude of χ′ in the adiabatic regime is 4πIc/Φ0 (see
chap. 6), therefore if one is confident enough in the calibration of the amplitude
of χ′, it could be used to determine the rescaling of the flux.

To determine the inductance of the loop, one can first consider its geometric
inductance which is of the order of 1µH/µm for such wires. If the ring displays
a hysteretic behavior below a temperature TH and the value of the critical
current at this temperature is known, the inductance can be determined using:

β(TH) =
2πLlIc(TH)

Φ0
= 1 (5.50)

Lastly, it is important to note that screening is negligible only at tempera-
ture large compare to the one where hysteresis appears; close to the hysteresis
the internal flux notably differs from the applied one. As a consequence, the
phase dependence of χ′ seems more peaked around π when the screening of the
flux is not taken into account, as shown, for instance, in fig. 5.16 for sample
PdNbAu.

5.5 Characterization of the setup

In this section we introduce the various preliminary results that are necessary
to analyze the signal measured in the ac experiment introduced in chap. 6.

Quality factor measurement

The reflexion coefficient of each resonance is measured thanks to a network ana-
lyzer. The quality factor is obtained by fitting the resonance with a Lorentzian
curve (see fig.5.17). It is about 50000 at low frequency and 10000 at high
frequency.

Verification of the linearity

It is crucial to check that experiments are carried out in a linear regime. To
do so, we check as in fig.5.18 that the signal does not depends on the applied
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of the flux modulation δΦ can be estimated by calculating the current in the
resonator Ir since δΦ = LcIr, where Lc is the coupling inductance. Ir can be
estimated thanks to the quality factor definition : Q is the ratio between the
stored energy LrI

2
r and P/ω, the energy dissipated in a time 1/ω. Assuming

there is a perfect coupling between the resonator and the generator (it is not
the case since we prefer to be under-coupled to preserve the quality factor),
this yields :

Ir =

√

PQ

Lrω
∼ 10−5A (5.51)

and so, with Q = 5.104, Lr = 1.5.10−7H and Lc ∼ 10pH, we find δΦ = 10−2Φ0

which is consistent with the fact that we are doing experiments in the linear
regime.
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The power dissipated in the ring can also be estimated: a small variation
δQ of the quality factor correspond to a dissipated power δP such as :

δP = LrI
2
rω

δQ

Q2
(5.52)

Using Ir ∼ 10µA, Lr ∼ 10−7H, ω ∼ 10−10rad.s−1 and that the variation of
the inverse of the quality factor δQ/Q2 is typically δQ/Q2 ∼ 10−7, we find
that the power dissipated in the ring is of the order of:

δP ∼ 10fW (5.53)

DC characterization of PdNb/Au junctions

In order to characterize SNS junctions made of PdNb and Au, the temperature
and magnetic field dependence of the critical current have been performed. The
presence of fractional Shapiro steps have also been observed.

Critical current’s magnetic field dependence

When a magnetic field is applied perpendicular to the plane of a SNS junction,
a decrease of the critical current is observed. The magnetic field dependence
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Figure 5.19: Magnetic field dependence of the differential resistance at T =
60mK for sample NL2. A flux quantum through the wire amounts to a field
H0 = 70G

depends on the geometry of the junction : if it is 2D, a Fraunhoffer pattern is
observed whereas it is a gaussian decay in 1D. This drop of the critical current
is related to the pair-breaking effect of the magnetic field and can be accounted
for analytically in 1D junction[110] and numerically for a junction of arbitrary
shape[111]. In a 1D junction, the critical current vanishes for a flux of about
4Φ0 through the N part of the junction.

In the experimental field dependence of sample NL2 shown in fig.5.19, the
critical current decreases very quickly, for fields apparently smaller than Φ0.
This is due to flux focusing by the huge Nb contacts between which the junction
is inserted. The magnetic field experienced by the junction is in fact about 7
times larger than the applied field.
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Microwave irradiation of a PdNb/Au junction

Sharp dips are observed in the differential resistance characteristic of a junc-
tion irradiated by microwaves (see fig.5.20). They correspond to steps in the
current-voltage characteristic called Shapiro steps [112]. They are due to beat-
ings of the irradiation at frequency ωr with the ac current oscillating at fre-
quency ωJ = 2eV

~
when the junction is biased with a voltage V. They reflect

the harmonic contents of the current-phase relation, albeit out-of-equilibrium:
for the harmonic n of the current-phase relation, there is a Shapiro step at volt-
age V = 1

n
~ωr

2e . Fractional Shapiro steps have been observed in SNS junctions
[17, 18], at temperatures where the current-phase relation is purely sinusoidal.
It has been shown in [113] that this higher harmonic contents does not stem
from multiple Andreev reflections. The fractional Shapiro steps can be inter-
preted by out-of-equilibrium effects; it has been shown indeed that microwave
irradiation modifies the harmonic contents of the current-phase relation [80].
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Figure 5.20: Differential resistance of sample NL2 at T = 60mK under mi-
crowave irradiation at f = 6.2GHz, P = 35dB. Note the presence of a frac-
tional dip (n=1/2) larger than the integer one (n=1).

We also observed fractional Shapiro steps (fraction n=1/2) in a test junction
made of a 6nm/100nm thick Pd/Nb bilayer connecting a gold wire (see fig.5.20).
Interestingly, the n = 1/2 dip is deeper than the n = 1 dip, indicating an out-
of-equilibrium current-phase relation dominated by its second harmonic.

Critical current’s temperature dependence

Before doing ac experiments, differential resistance experiments have been car-
ried out to measure the temperature dependence of the critical current and so
the Thouless energy of PdNb/Au junctions of given length, width and thick-
ness. These experiments have been done for two batches. The first batch
(samples d2 and g3 ) served as a benchmark to determine the reproducibility
of the amplitude of the critical current and of the Thouless energy of PdNb-Au
junctions. The second batch (sample 1f) has been co-evaporated with the NS
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Figure 5.21: Left: Differential resistance of the test sample labeled 1f (see
table 5.1) at several temperatures. Right: Temperature dependence in semi-
log scale of the control sample (circles) along with its fit according to the Usadel
theory [72].

ring (PdNbAu sample) and served as a control sample. The characteristics of
these different samples are summarized in table 5.1.

sample NL2 d2 g3 1f NS ring
total normal length (µm) 6 6 6 4 4

normal length (µm) 1.6 1.4 1.4 1.4 1.4
normal thickness (nm) 50 50 50 50 50
normal width (nm) 200 200 200 300 300

Rd (Ω) 3 1.1 1.5 0.9 ?
RN (Ω) not determined 1 1.1 0.7 0.7
Ic(0) (µA) 1.5 29 25 65 ?
ETh (mK) not determined 57 41 70 71

Table 5.1: Characteristics of PdNb/Au junctions (NL2,d2,g3,1f) and PdNb/Au
ring (denoted NS ring). The total normal length is the length of the normal
wire whereas the normal length is defined as the length of the normal wire
which is not covered by PdNb. The normal thickness and width are the thick-
ness and width of the normal wire. Rd is the resistance found by fitting the
temperature dependence of the critical current by theoretical predictions [18]
whereas RN is the normal state resistance, the differential resistance of the
junction after switching from the non-dissipative to the dissipative state. Ic(0)
is the extrapolated value of the critical current at T = 0. ETh is the Thouless
energy of the junction. The double bars distinguish between the co-evaporated
samples. Co-evaporated samples have similar characteristics but there are im-
portant batch-to-batch variations due to changes in the fabrication process.

The control sample (labeled 1f) has a normal-state differential resistance
Rd = 0.9Ω slightly larger than the value determined by the high temperature
fit RN = 0.7Ω. We use the latter value since there could be a small contribution
of the electrodes, heated by the normal wire, to the resistance or also from the
non-perfect interfaces. The estimated critical current at zero temperature is
Ic(T = 0) ≃ 70µA and the high temperature fit gives ETh = 70mK. This
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yields
eRNIc
ETh

≃ 8 (5.54)

This value, to be compared with a value of 10.8 for a perfect interface, indi-
cates that the interfaces are not perfectly transparent but are though quite
good. Following [79], a value eRNIc

ETh
≃ 8 is computed for an interface resistance

equal to RI = 0.2RN . This value reduces the Thouless energy by 14%. The
amplitude of the critical current also shows that Pd does not have a dramatic
influence on the critical current, even though it is a metal close to a ferro-
magnetic transition and therefore hosts magnetic excitations [114, 115]. Due
to the difficulty to theoretically describe the case of interfaces of intermediate
transparency, we will not consider the effect of non-perfect interfaces in the
following.

In agreement with findings by Dubos et al. [5], we do not observe a drop in
the differential resistance in the resistive branch at low voltage bias for junctions
having a narrow N wire. Indeed, Dubos et al. emphasize that it is necessary to
measure the differential resistance of junctions with a large conductance (i.e.
a large section) for this drop to be observed. According to Dubos et al., this
resistance drop is due to the relaxation of Andreev pairs to equilibrium. In
agreement with this analysis, our work (see sec.6) shows that the relaxation
term dominates the conductance only when ωJτin ∼ 1. Therefore for a given
Vin = ~

2eτin
, if GN is small the relaxation term is dominant at a bias current

Iin = GNVin that is smaller than the critical current and no drop in the
differential conductance is observed; if GN is large enough, the relaxation term
can be dominant at bias currents larger than the critical current and a drop in
the differential resistance is observed.

5.6 Summary

The experimental setup consists of a NS ring inserted into a Nb multimode
resonator to measure the ring’s susceptibility χ at the resonator’s eigenfre-
quencies. The in-phase part of the susceptibility χ′is related to a frequency
shift δf and the out-of-phase part χ”to a change in the inverse of the quality
factor δ(1/Q) of the resonator. δf and δ(1/Q) are obtained by measuring the
reflexion coefficient of the resonator while magnetic field is swept and detection
setup being locked at resonance thanks to a feedback loop. As compared to
the previous experiment by F. Chiodi et al., we improved the setup by using
50Ω NbTi superconducting coaxial wires, optimizing the ring’s position inside
the resonator, changing the superconducting material and calibrating the out-
of-phase signal. This calibration was necessary to quantitatively measure the
dissipative response χ”.

In addition, several corrections have to be taken into account to obtain the
exact value of χ′and χ”. However these corrections are important only at low
temperature and are negligible at T ∼ 1K when 2πLlIc

Φ0
≪ 1. In this case, the

relation betweenχ′and δf and χ”and δQ−1 simply reads :

−2
δf

f
=
L2
c

L
χ′ (5.55)

δ(
1

Q
) =

L2
c

L
χ” (5.56)
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Finally the parameters necessary to analyze the data have been determined
by doing preliminar experiments. In particular, the quality factor of each
eigenfrequencies of the resonator have been measured using a network analyzer
and the temperature dependence of a control sample, which has characteristic
similar to the ones of the PdNbAu ring, have been determined.

The next chapter is devoted to the presentation and the analysis of the linear
response of a long and diffusive NS ring within the Kubo formula approach we
developed in chap. 3 and 4.





6

Measurement of the linear response of a NS ring

The experimental evolution of the susceptibility of a PdNb/Au ring with phase,
temperature and frequency is introduced in this chapter. This evolution is
deduced from the variations of the eigenmodes of a multimode resonator at
temperatures ranging from 400 mK to 1.2 K and frequencies from 190 MHz up
to 14 GHz. In a first place, the characterization of the ring is described, then
the evolution of susceptibility is introduced and analyzed. Though several
samples (WAu1,WAu2 and PdNbAu) have been measured, we focus on the
results from the PdNbAu ring which are clearer.

We explored the response of a PdNbAu ring at frequencies ranging from 190
MHz up to 14 GHz. We however observed a qualitative change in the in-phase
susceptibility at frequencies higher than 3 GHz, with the emergence of a sharp
dip at ϕ = π in its phase dependence. We thus focus on the low frequency
regime in the following. The response at high frequency is more exploratory
and is introduced in sec.6.4.

As shown in fig.6.1 and 6.2 we find a rich evolution of χ with tempera-
ture and frequency. At our lowest accessible frequency (f0 = 190MHz) and
high temperature (T = 1.2K ≃ 17ETh), we find a cosine phase dependence
(see fig.6.1) characteristic of the usual Josephson current-phase dependence,
sinusoidal for T & Eg(ϕ = 0) [80]. At higher frequencies we find a greater har-
monic content with an important contribution of the 2nd harmonic whereas
the amplitude of the response does not change. A surprising feature is the
appearance of dissipation even when χ′has recovered a purely sinusoidal phase
dependence. χ”phase dependence strongly depends on the frequency with a
signal dominated by its second harmonic at low frequency turning into a signal
with an almost opposite phase dependence at high frequency (see fig.6.1). It is
worth noting that even though at low frequency χ”strongly differs from what
has been previously observed in W/Au rings (see fig.2.5), there is a regime
where a similar phase dependence, close to the one of the minigap, is observed
for these two different samples.

In the following, we analyze these data in the light of the Kubo formula
approach we introduced in chapters 3 and 4. We show that our findings are
well accounted for within this framework where the response is described as the
sum of three contributions : the Josephson adiabatic response, the relaxation
of populations and the induced transitions. We describe how these different
contributions are deduced from the data and characterize them.
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the sake of clarity, χ”(2GHz) is offset by -1 and χ”(2.8GHz) by -3.

6.1 Josephson contribution: adiabatic response

The Josephson contribution :

χJ = − 2π

Φ0

∂IJ
∂ϕ

(6.1)

is related to the supercurrent and is therefore purely real (non-dissipative) and
frequency independent. For frequencies such as ωτin ≪ 1 diagonal and non-
diagonal contributions are negligible (adiabatic regime) and so χ′ = χJ is just
a measure of the current-phase relation at equilibrium. In the case of a weak
link being a diffusive N wire, the current-phase relation is IJ(ϕ) = Ic sin(ϕ)
at temperatures sufficiently high to suppress higher harmonics of the current-
phase relation [80]. δπ−0χ

′ is related to the critical current by:

δπ−0χ
′ =

4π

Φ0
Ic (6.2)
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This adiabatic limit is almost never reached in the current experiment but
the conclusion remains unchanged since δπ−0χ

′
D = 0, χ′

Ddoes not modify the
amplitude of the signal. This analysis is valid until the frequency is too high
(ω & Eg) so that χ′

NDcomes into play. We thus have access to the critical
current temperature dependence via the amplitude of χ′.

δπ−0χ
′(T ) perfectly reflects the expected, roughly exponential, decay of the

Josephson critical current with temperature IJ(T ) = IJ(0) exp(−kBT/3.6ETh)
[72]. Fitting this dependence yields :

ETh ≡ 71mK (6.3)

The analysis of the amplitude of χ′in the low frequency regime thus allows
to perfectly characterize the junction with the knowledge of the total minigap
width :

2Eg(0)/h ≡ 9GHz (6.4)

and the corresponding diffusion time across the junction :

τD = 0.1ns (6.5)
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ETh = 71mK is found.

Critical current’s temperature dependence

The amplitude of the signal is related to the critical current by δχ′ = 4π
Φ0
Ic.

This relation yields the temperature dependence of the critical current and so
the Thouless energy. Following [72], fitting this temperature dependence with
Ic ∝ exp(− πkBT

11.9ETh
) yields ETh = 71mK = 1.5GHz. It gives us a precious

information since it sets the relevant scale for temperature and frequency.
Lastly, we can note that since the control sample and the PdNbAu ring share

the same geometrical characteristics and similar critical current temperature
dependences, a similar value for the resistance can be assumed.

We now turn to the diagonal contribution which is the first frequency-
dependent term that contributes to χ′.

6.2 Diagonal contribution: relaxation of populations

This second contribution describes the relaxation of population driven
out-of-equilibrium by the finite frequency phase biasing. It is called
diagonal contribution since it only involves diagonal elements of the current
operator. In the following we detail how this contribution is extracted from
the data. The analysis of its phase, temperature and frequency dependence
let’s perfectly characterize this contribution and yields an important parame-
ter: the inelastic scattering time τin. This finite frequency contribution
is also interpreted as a zero-frequency supercurrent noise. This is a
central result of this work.

Extraction of the diagonal contribution

Noting that δπ−0χD = 0 (see for instance fig.3.2) whereas δπ−0χND 6= 0 (see
for instance fig.3.4) and having an amplitude of χ′almost independent of fre-
quency1 for f ≤ 2.8GHz as shown in fig.6.4 proves χ′

NDcan be neglected at

1a non-monotonic variation of about 10% is observed
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low frequency. One can then access the non-dissipative part of the diagonal
contribution : χ′

D = χ′ − χJ (see fig.6.5.b). The dissipative part of the diago-
nal contribution is more difficult to access since we still lack a good analytical
prediction for χND(ϕ), a term that gives a large contribution to χ′′(ϕ) even
at low frequency. χ′′ is however dominated by χ′′

D in the range of temperature
and frequency where ωτin ∼ 1. For instance, this is experimentally the case at
T = 1.2K and f = 560MHz (see fig.6.1). Otherwise, we have overcome this
difficulty by subtracting the flux dependence of χ′′

ND estimated from the high
frequency data (2.8 GHz) as shown in fig.6.5c and d . However this is not such
a good approximation. Indeed, this assumes the phase dependence of χ′′

NDis
frequency independent which is not well verified as detailed in sec. and can be
easily inferred remembering χ′′

NDdescribes microwave-induced transitions.
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Figure 6.4: Temperature dependence of the amplitude of χ′at every explored
frequency. δπ−0χ

′ does not depend on frequency in the range of temperatures
and frequencies explored. The inset shows that the variations of δπ−0χ

′ are
non-monotonic with frequency. This means χ′

NDcan be neglected since it would
manifest itself by a decreasing of δπ−0χ

′ with frequency.

Phase dependence of the diagonal contribution: dominant
contribution of the 2nd harmonic

The extracted χ′
Dand χ′′

Dexhibit a sharp cusp at ϕ = π. These experimental
phase dependences can be compared with the predicted flux dependence of χD,
given by the function F

F (ϕ, T ) = −
∑

n

i2n
∂fn
∂ǫn

, (6.6)

As detailed in sec.2.2, this function was first introduced by Lempitsky [91]
to describe the I(V) characteristics of SNS junctions, and was calculated nu-
merically using Usadel equations by Virtanen et al.[95]. At large temperature
compared to ETh, F (ϕ) can be approximated by the following analytical form:

FU (ϕ) ∝ [(−π + (π + ϕ)[2π])] sin(ϕ)− | sin(ϕ)| sin2(ϕ/2)/π (6.7)
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′ cos(ϕ) to χ′. This can be done at each

frequency and temperature explored. c. Most of the time, χ”is not clearly
dominated by χ′′

Ddue to the compensation between χ′′
Dand χ′′

ND. χ′′
Dis then

extracted using χ′′(f = 2.8GHz), the dissipative signal at 2.8 GHz, assuming
that it is dominated by χ′′

NDand that the phase dependence of χ′′
NDdoes not

depend on frequency. As shown is sec.6.3 this is not such a good approximation
(see in particular fig.6.13). The resulting χ′′

Dis shown in d.

It is dominated by its second harmonics with in addition a sharp linear singular-
ity at odd multiples of π (see Fig.6.6). This is due to the dominant contribution
of Andreev levels close to the minigap whose flux dependence is singular as in
a highly transmitting superconducting single channel point contact [116].

In fig.6.6 we compare the independently measured flux dependences of χ′−
χJ and χ′′ at high temperature (T=1.2 K) with theoretical predictions from
the Usadel equations, FU (ϕ). This is done for several frequencies and a good
agreement is found.
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Frequency dependence of the diagonal contribution:
extraction of τin

We now look at the frequency dependence of the diagonal contribution. We first
follow the frequency dependence of the amplitude of χ′

D(ϕ) = χ′(ϕ) − χJ(ϕ)
at fixed temperature, and check that the shape of χ′

D(ϕ) does not change with
frequency and is the same as that of χ′′

D, as predicted for the temperature and
frequency regime where the contribution of χ′′

ND can be neglected. As shown
on Fig.6.6 it is then possible to fit the frequency dependence of the amplitude
of χ′

D(ϕ) by the expected

A′(ω) =
(ωτin)

2

1 + (ωτin)2
(6.8)

and determine the characteristic time τin for several temperatures according to
Eq.6.8 . We find values of τin varying between 0.2 and 0.8 ns. The temperature
dependence of τin is shown in fig.6.7 and is consistent with a T−3 law. This de-
pendence is discussed in more details in sec.6.2. Anticipating on the following,
we represented in fig.6.7 the supercurrent noise frequency dependence which is
related to τin.
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It is interesting to note that our results can be described by a single inelastic
time, independent of ϕ, whereas a phase dependent τin is expected for electron
phonon collisions in SNS junctions [117]. This is probably due to the fact that
temperature is larger than Eg(0) in our case which somehow washes out the
effect of the minigap.

A similar analysis can be done on χ′′ , the quality of the calibration is
however not as good as on χ′. Moreover χ′′

Dis extracted using χ′′
NDfrom higher

frequency measurements which is not such a good approximation. The resulting
amplitude δχ′′

D(ω) however agrees with the expected frequency dependence in

A′′(ω) =
ωτin

1 + (ωτin)2
(6.9)

as shown in Fig. 6.6. At 1150 mK, a τin of about 0.1 ns is found from the
frequency dependence of −δχ′

D whereas a τin of about 0.2 ns is found from the
frequency dependence of δχ′′

D. These values are in reasonable agreement with
one another, taking into account the delicate calibration of χ′′

D(ϕ).
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as its value at 1K is the same as the one measured in Au 5.9 by Pierre et
al. [118]. Right: Frequency dependence of supercurrent noise deduced from
χ′′
Dmeasurements. It is finite with amplitude

∑

i2n
∂fn
∂ǫn

at zero frequency and

depends on frequency as (1 + ω2τ2in)
−1.

The data agrees with the phase and frequency dependence expected from
the relaxation of Andreev populations. This is the main source of dissipation
when ωτin ∼ 1 at high temperature.

Temperature dependence of the diagonal contribution

The non-dissipative diagonal contribution χ′
Dis shown for several temperatures

in fig.6.8. In qualitative agreement with predictions by Virtanen et al., the
position of the first positive maximum ϕM slightly changes with temperature
and saturates at high temperature [95]. As shown in fig.6.8, the amplitude of
χ′
Ddecreases as a power law with temperature with an exponent that depends

on frequency, increasing roughly linearly with frequency. The origin of this
behavior remains unclear.
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To compare the experimental temperature dependence of the diagonal con-
tribution to theoretical predictions by Virtanen et al. [95], one has to input the
experimentally determined Thouless energy ETh and inelastic scattering time
τin(T ) into :

χ′
D,th =

ω2τ2in
1 + ω2τ2in

GNE
2
Th

~kBT
Q(ϕ, T ) (6.10)

where GN is the normal state conductance and is taken as unity2 and Q(ϕ, T )
has been calculated numerically by Virtanen et al. [95] (see fig.4.9).

The temperature dependence of the frequency dependent prefactor

A′(ω, T ) =
ω2τ2in

1 + ω2τ2in
(6.11)

2The exact value of the normal state conductance does not impact the temperature
dependence of F
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determined using the T−3 fit of the experimental τin(T ) is displayed in fig.6.9.
Whereas its amplitude strongly depends on temperature at low frequency
(when ωτin . 1 in the whole temperature range), it is almost constant and
equal to unity at high frequency (when ωτin ≫ 1 in the whole temperature
range).

The temperature dependence of χ′
D,th also comes from the one of

F = GN
E2

Th

~kBT
Q(ϕ, T ) (6.12)

Defining δF as the amplitude of the phase dependence of F and using the nu-
merically determined Q(ϕ, T ), one can see that the temperature dependence of
−δF simply follows a 1/T law (see fig.6.9). Indeed, even though the amplitude
of Q(ϕ, T ) strongly depends on temperature at low temperature compare to
ETh, it is almost temperature independent in the explored regime of tempera-
tures of about 8 to 16 ETh. This 1/T temperature dependence is the one of the
energy derivative of the Fermi distribution at high temperature since F writes
in the discrete spectrum limit:

F = −
∑

n

i2n
∂fn
∂ǫn

(6.13)

The comparison between theoretical predictions and experiment is done
for several frequencies in the middle and bottom panels of fig.6.9. One sees
that at high temperature, when the prefactor A′(ω, T ) is not saturated to 1,
the temperature dependence of −δχ′

D,th is similar to the experimental one.
This is however not the case at lower temperature when A′(ω, T ) saturates to
unity. This discrepancy can be due to an overestimated τin at low temperature,
indeed if A′(ω, T ) were smaller than 1, the temperature dependence of −δχ′

D,th

would be larger. This overestimation could be due to the fact that the effect
of screening of the applied magnetic field by the inductance of the ring is not
totally taken into account at low temperature when screening is the strongest.

Interpretations of the diagonal contribution

Comparison with fractional Shapiro steps

As we have seen, the diagonal contribution related to the relaxation of An-
dreev states populations is dominated by its second harmonics. That means
that when a SNS junction is voltage biased, the diagonal contribution modi-
fies the current-phase relation with the addition of a 2nd and higher harmonic
contributions [91, 92]. This becomes important at voltages such as ωJτin & 1.
Therefore, the relaxation of Andreev states populations could partly3 explain
the emergence of fractional Shapiro steps, as already mentioned in [96, 119]. A
quantitative comparison between the temperature dependence of the harmon-
ics of the diagonal contribution and the fractional Shapiro steps is necessary to
confidently ascribe the origin of fractional Shapiro steps to this phenomenon.
This has to be done in junctions made of the same materials due to the impor-
tance of the temperature dependence of the inelastic scattering time.

3Relaxation is one among other non-adiabatic effects that can change the harmonic con-
tents of the current-phase relation.
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Fluctuations of the supercurrent

Theoretically, it was predicted that, in contrast to tunnel Josephson junctions
[120] and because of the smallness of the induced gap, SNS junctions should
exhibit low frequency supercurrent fluctuations at equilibrium [116]. Accord-
ing to the fluctuation dissipation theorem, in the linear response regime, such
equilibrium fluctuations lead to a dissipative current under an ac flux excitation
[71, 95]. This dissipative current is measured via χ′′

D.
Using fluctuation-dissipation theorem, one can estimate the related ther-

modynamic current noise as:

SI(ω) =
2

π

kBTχ
′′
D(ω)

ω
=

2

π
kBT

∑

n

i2n(ϕ)
∂fn
∂ǫn

[

τin
1 + (ωτin)2

]

(6.14)

This dissipative response is directly related to the low frequency thermal noise
of the Josephson current, with a flux dependence proportional to the average
square of the spectral (or single level) current, and can be precisely described
by theoretical predictions.

Interestingly, the expression of this noise becomes particularly simple when
temperature is much larger than the minigap, so that ∂fn

∂ǫn
≡ 1

kBT . One then
finds that the frequency integrated current noise is just

δI2 =
∑

i2n (6.15)

which corresponds to independent current fluctuations for each Andreev level.
It is interesting to compare our findings to earlier experiments specifically

aiming at revealing the noise of a SNS junction [90, 85]. These experiments are
done in a voltage biased regime and show a divergence of the noise at voltages
smaller than ETh. This divergence is due to Multiple Andreev Reflexion which
exist whatever small the bias voltage is. This shows that, since MAR are a
non-equilibrium process, equilibrium noise can not be measured in a voltage
biased configuration. In this context, it should be emphasized that the equi-
librium supercurrent noise revealed in our experiment is finite in the limit of
zero frequency. In addition, in contrast with these voltage-biased experiments
with no control over phase, measuring χ”yields the phase dependence of noise.
This phase dependence is very recognizable : it has almost half the period of
Josephson current due to its dependence on the square of the single levels and
show cusps at odd multiples of π reflecting the closing of the minigap.

A new look over earlier results: a puzzling relaxation
mechanism

In lights of the Kubo formula approach we developed, which agrees well with
results of PdNbAu sample, we reconsidered the data from WAu1 and WAu2
samples. We got rid of calibration errors by normalizing their χ′. Then we
follow the same method as for PdNbAu sample to extract the inelastic scatter-
ing time: we subtract a cosine to χ′to extract the diagonal contribution (see
fig.6.10); then the frequency dependence of the amplitude of the diagonal con-

tribution is compared to the expected
ω2τ2

in

1+ω2τ2
in

. This analysis is performed at

three different temperatures for sample WAu2. The resulting τin is shown in
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fig.6.11 along with the T−3 fit of τin in PdNbAu sample. They are of the same
order of magnitude. A similar analysis could be performed for sample WAu1,
there is unfortunately not enough data points to determine the inelastic scat-
tering time. It can be noted though that they are expected to be of the same
order of magnitude than the values measured in WAu1 and PdNbAu samples
since a similar evolution of the phase dependence of χ′(ϕ) is observed for the
three samples.

The inelastic scattering time extracted from these different experiments
is quite surprising: its temperature dependence is consistent with a T−3 law
whereas in this range of temperature (T < 1K) a T−1 law due to the dominant
electron-electron interaction is expected [121, 122]. It could be argued that due
to the weakness of electron-electron interaction the observed T−3 law is due
to electron-phonon interaction. The magnitude of the extracted τin however
disagrees with this picture: a τin one order of magnitude larger is expected at
1K [118].

In [123], inelastic scattering due to paramagnons, magnetic excitations in Pd
[114, 115], was invoked to account for the observed short τin. This affirmation
is contradicted by the observation of τin of similar magnitude in WAu samples.
On the other hand, W is a disordered superconductor that exhibits subgap
states which might induce relaxation [124].

Lastly, we emphasize that gold of different purities (5.9 for PdNbAu sample,
6.9 for WAu samples) have been deposited using different techniques (Joule
heating for WAu, electron gun for PdNbAu) to fabricate the different samples.

6.3 Non-diagonal contribution: induced transitions

The last contribution χND, called non-diagonal contribution since it only in-
volves non-diagonal elements of the Hamiltonian, describes microwave induced
transitions between different energy levels. Due to the great number of levels
involved, its evolution with temperature and frequency is more complex than
the diagonal contribution. As detailed in sec.3.4, it is important in the low
frequency range (~ω . Eg(0)) only in the dissipative part of the response.
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Figure 6.11: Left: Frequency dependence of δχ′
D: the maximum of

−χ′
D(ϕ), at different temperatures (symbols) along with their fit to eq.6.8.

Right:Temperature dependence of the inelastic scattering time. It is extracted
from the fits of the frequency dependence of δχ′

D at different temperatures.
Solid line is a T−3 fit of data from PdNbAu sample, symbols from sample
WAu2.

Extraction of the non-diagonal contribution

The dissipative response is dominated by this non-diagonal contribution at
high frequency when ωτin ≫ 1. As shown in fig.6.12a, the phase dependence of
χ′′
NDdepends on temperature. At low temperature it is peaked at odd multiples

of π whereas at high temperature there is the emergence of a local maximum
around 0 in addition to the peak at π. At lower frequency χ′′

NDis extracted
from the signal using χD. Indeed,

χ′′
ND = χ′′ +

1

ωτin
χ′
D (6.16)

since (see eq.3.68 and 3.69)

χ′′
D = − 1

ωτin
χ′
D (6.17)

A careful calibration of χ”is then necessary to obtain the right phase depen-
dence. This has been done only for PdNbAu sample.

One can note that similar phase dependences, with a peak at π and a bump
around 0, are observed either at low frequency (~ω < Eg) or high temperature
(kBT > Eg).

Phase dependence of the non-diagonal contribution

As shown in fig.6.13, χ′′
NDphase dependence strongly depends on temperature

and frequency. As shown in chapters 3 and 4 (see in particular fig.4.7), there
are two limiting cases:

❼ at high temperature and low frequency, the contribution of non-diagonal
elements of current operator is important which yields a phase depen-
dence almost opposite in sign to the one of χ′′

D

❼ at low temperature and high frequency, the current operator elements
are considered as phase independent. It describes induced transitions
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D
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to the measured χ”. Note that the phase dependence of

χ′′
NDstrongly depends on temperature and frequency contrary to the one of
χD.

across the minigap between almost phase independent states deep in the
spectrum.The phase dependence of χ′′

NDis then just peaked at ϕ = π. Its
phase dependence is similar to the minigap’s when ~ω ≥ 2Eg(0)

These two extreme cases are represented in fig.6.13 where χ′′
NDexhibit a local

maximum around ϕ = 0 that decreases with decreasing temperature at a given
frequency or with increasing frequency at a given temperature.

Interestingly, as shown in fig.6.14, the similarity between χ” and the mini-
gap can be accidental. If we were indeed performing the minigap spectroscopy,
the phase dependence should not change with increasing frequency, even less
sharpen. This similarity is actually due to the cancellation between the diag-
onal and non-diagonal contributions that have almost opposite phase depen-
dences in the regime of high temperature.
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frequency dependence of the non-diagonal contribution

In agreement with analytical predictions and numerical simulations, the am-
plitude of χ′′

NDincreases linearly with frequency for frequencies lower than
Eg

h = 4.5Ghz as shown in fig.6.15.
Using the value of RN = 0.7Ω deduced from the high temperature fit of the

control sample’s critical current temperature dependence, we found that ωGN

is larger than δπ−0χ” at every explored frequency. We however expect that
δπ−0χ” = ωGN at temperatures smaller than the minigap.

Relation between χ′′

ND and χ′

As detailed in sec.3.1, Kramers-Kronig relation relates the frequency depen-
dence of χ”to the one of χ′. Under the assumption that |J(E,E′)|2 does
not depend much on the energy on a range kBT , we predicted that the ratio
δπ−0χ

′′
ND/δπ−0χ

′ has two extreme behaviors:

❼ at low temperature δπ−0χ
′′
ND/δπ−0χ

′ ∝ ~ω
Eg

❼ at high temperature δπ−0χ
′′
ND/δπ−0χ

′ ∝ ~ω
kBT

Therefore, at a given frequency and high temperature, the temperature de-
pendence of δπ−0χ

′′ = δπ−0χ
′′
ND is the same as the one of δπ−0χ

′/T which is
indeed observed experimentally (see fig.6.15).

As shown in fig.6.16, at a given temperature the ratio δπ−0χ
′′
ND/δπ−0χ

′

depends linearly on the frequency. Let τKK be the slope of δπ−0χ
′′
ND/δπ−0χ

′:

δπ−0χ
′′
ND/δπ−0χ

′ = ωτKK (6.18)

We found that 1/τKK increases linearly with temperature. It is always
larger than the diffusion time estimated from the temperature dependence of χ′.
This finding is consistent with the observation for WAu sample that δπ−0χ

′′ ∝
δπ−0χ

′ with the proportionality coefficient related to the diffusion time. This
was accounted for by a phenomenological model and is actually related to the
Kramers-Kronig relation.

In agreement with theoretical predictions presented in chap.4, one can easily
imagine that there is a crossover from a temperature independent 1/τKK =

Eg

~

to a temperature dependent 1/τKK = kBT
~

at T = 2Eg.

6.4 High frequency / Low temperature response

In the preceding, we found that the response is well described in the regime
T & 2Eg and f . Eg by a model where the susceptibility is given by the sum of
an adiabatic contribution, a diagonal contribution and a non-diagonal contri-
bution. Here we report experiments at the frontier of this regime that does not
seem to fit with that picture. As shown in fig.6.18, the non-dissipative response
exhibits dips at odd multiple of π while the dissipative one displays broad max-
ima around odd multiples of π. The results presented here are still preliminary
since their analysis is in progress. We however present some hypothesis about
the origin of this response and describe qualitatively its evolution with tem-
perature and frequency.
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Figure 6.15: (Left) Frequency and (Right) temperature dependence of
δπ−0χ”ND. Temperature dependence is for f=560 MHz . A close-up view
of the frequency dependence of δπ−0χ”ND at 1150 mK is shown in the inset.
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The dips in χ′(ϕ) in the vicinity of π are first observed at f = 2.45GHz
and T = 430mK (see fig.6.17). They broaden with frequency and are more
pronounced at low temperature (see fig.6.18). The latter is in contrast with
experiments in non-linear regime [106] that display similar phase dependences
but with a dip deepening when T increases. As shown in fig.6.19, we checked
that experiments were carried in linear regime: the response does not depend
on the applied power. Moreover spurious effects such as power being send to
the sample through the mixer can be discarded since the amplitude of V2, the
second-harmonic of the signal, depends on the applied power.

At higher frequency (for instance at 14 GHz) the change of sign of χ′ close
to π corresponds to an inversion of the supercurrent; there is thus a 0 − π
transition. Such a 0 − π transition has been observed in non-linear regime
experiments where quasiparticles obeys a non-equilibrium double-step distri-
bution function [76, 77] or in SNS junctions under microwave irradiation [80].

A tentative interpretation of our high frequency data would rely on Landau-
Zener effect: at ϕ = π, quasiparticles do not adiabatically follow the low energy
levels and have a finite probability to tunnel to the positive energy levels. The
probability however depends on the applied power which is in contradiction
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with the observation of a linear response behavior.
An alternative explanation would be as follow: as put forward by Buttiker

in the context of mesoscopic normal ring, a sinusoidal modulation of the phase
of amplitude Vac at frequency ω gives rise to sidebands at energies E + ~ω
and E − ~ω [21]. Such sidebands would modify the spectrum by lowering the
positive energy band and pulling up the negative energy band. This would
be analogous to the Tien-Gordon effect [125] which is also a non-linear effect.
Again, we emphasize that our experiments are in a linear regime. It seems
reasonable to consider that the observed phase dependence are explained by
an out-of-equilibrium distribution, we are however unable to describe a mech-
anism that would yield such a non-equilibrium distribution in a linear regime.
It might be that we observed a non-linear effect in a saturated regime, thus ex-
plaining the absence of dependence on the applied power. We emphasize that
these interpretations are still extremely preliminary. A complete investigation
of these high frequency effects is left for future studies, all the more that a
description of these features may be possible within Usadel formalism [126].
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Conclusion

We probed the physics of a quantum system by playing with its fundamental
degree of freedom, the phase of the wavefunctions, and by performing a non-
invasive measurement of the ac susceptibility χ = χ′+ iχ′′ close to equilibrium.
Our results, made in the specific case of a long and diffusive SNS junction,
should hold in any system provided it exhibits a phase-dependent spectrum.
Such systems are, for instance, any Josephson junction or mesocopic normal
rings. These systems exhibit non-dissipative currents at equilibrium due to
the phase-dependence of their spectrum. In the case of long and diffusive SNS
junctions the non-dissipative current is carried by Andreev pairs: a coherent
superposition of electron and hole states. They populate Andreev bound states
that form a quasi-continuous spectrum except for a phase-dependent gap at low
energy: the minigap.

Our experiment revealed the evolution with phase, temperature and fre-
quency of both the non-dissipative χ′and dissipative χ”responses. We found
out a wealth of behaviors related to the dynamics of Andreev pairs. We un-
veiled the existence of two timescales : the inelastic scattering time τin and a
”minigap time” τg = ~/Eg = τD/π. These timescales are related to the onset
of resistance in a phase-coherent system at finite frequency. To analyze the
complex evolution of susceptibility we developed a Kubo-formula approach.
Within this approach, we recast the susceptibility into three distinct contribu-
tions, related to distinct physical processes.

We called Josephson contribution χJ the adiabatic response. It is purely
non-dissipative and corresponds to the phase derivative of the supercurrent. It
is frequency independent and has the temperature dependence of the critical
current. The study of this contribution allows to characterize the system by
determining the diffusion time τD and so the minigap Eg/~ = π/τD.

The first frequency-dependent contribution is related to the relaxation of
Andreev pairs driven out-of-equilibrium by the time-dependent phase bias-
ing and therefore emerges on the timescale of the inelastic scattering time τin.
We called this contribution the diagonal susceptibility χDsince it only involves
the diagonal elements of the density matrix. χDhas a very specific double-peak
phase dependence dominated by its second harmonic due to its dependence on
the square of the single level currents. Its temperature dependence is related
to the inelastic scattering and therefore depends on the relaxation mechanism
relevant to the system. Its non-dissipative part χ′

Dmodifies the overall phase
dependence of the adiabatic response,adding higher harmonics, but does not
change its amplitude. The amplitude of χ′

Dsaturates at frequencies of a few
τin. Its dissipative part χ

′′
Dcontributes the conductance and can be much larger
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than the Drude conductance. It is peaked at frequencies close to the inelastic
scattering rate. The relaxation of Andreev pairs dominates the con-
ductance at frequencies close to the inelastic scattering rate. Using
fluctuation-dissipation theorem, χ′′

Dcan be related to thermal noise at equi-
librium in a SNS junction. This noise may seem surprising since usually
fluctuations are seen in systems having a resistance at zero frequency. In the
present case there are fluctuations but no resistance at zero frequency.

The second frequency-dependent contribution described microwave-induced
transitions across the minigap and is therefore related to Eg. We called
this contribution the non-diagonal susceptibility χND since it only involves
the non-diagonal elements of the density matrix. Due to its dependence on
the non-diagonal elements of the current operator as well as on the ener-
gies, it exhibits a rich behavior. At low temperature and high frequency it
has a phase-dependence reminiscent of the minigap’s. Its high temperature
and low frequency phase dependence sharply contrasts: it is the opposite of
the one of χ′′

D. This surprising behavior is observed at high frequency and is
supported by numerical simulations. These simulations pointed out the exis-
tence of selections rules: the amplitude of the non-diagonal current operator
is non-negligible only for transitions between electron-hole symmetric
Andreev states.

Since the non-dissipative part of the non-diagonal susceptibility χ′
NDis neg-

ligible in the regime of high temperature and low frequency we focused on, we
only considered the evolution its dissipative part χ′′

ND. It has been studied
via Kramers-Kronig relations that relates the non-dissipative susceptibility to
the dissipative one. We found the ratio of the amplitudes to be proportional
to the frequency δπ−0χ”ND

δπ−0χ′
= 1

τKK(T )ω with τKK ∝ T in the high tempera-

ture regime. Our experimental findings are consistent with the prediction that
τKK saturates at low temperature (T < 2Eg) with τKK =

Eg

~
, reflecting the

presence of the minigap in the density of states of the normal metal.

We have thus developed a robust set of theory and experiment which
accounts for the linear response of a quantum system under a frequency-
dependent phase driving. It gives a very simple picture that consists in de-
scribing a system by its spectrum and its occupation, as in many quantum
physics problem. It however suffers from some flaws: the non-dissipative re-
sponse is still puzzling in the low temperature / high frequency regime with
the emergence of a dip where the minigap closes. This feature may be de-
scribed by our model but a more thorough study is necessary. In addition, we
found a surprisingly short τin whose temperature dependence in T−3 is not yet
understood.

Before concluding this dissertation with the perspectives offered by this
work, we want to emphasize the fundamental difference between phase biasing
and voltage biasing. In contrast with voltage biasing, phase biasing
is free of any non-equilibrium spurious effect such as multiple Andreev
reflections and solely probe the dynamics of Andreev pairs. Dynamical effects
lead to the emergence of higher harmonics in the current-phase relation and
may explain the appearance of fractional Shapiro steps in the current-voltage
characteristics of microwave-irradiated SNS junctions. We thus emphasize this
limit to the usage of Shapiro steps to determine equilibrium proper-
ties of Josephson junctions all the more in the current context where one
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of the expected signature of novel excitations such as Majorana fermions is a
4π-periodic current-phase relation [127].

This work also opens new perspectives: at the time of writing this disserta-
tion, we have not been able to go to the quantum regime where the tempera-
ture is much smaller than the excitation frequency even though it is currently
within reach. It has been predicted that the spectroscopy of the minigap could
be achievable in this regime. A direct improvement would also be the im-
plementation of a tunable resonator with the use of Josephson junctions as
non-linear impedance. This would allow to explore more precisely the low
frequency regime.

This setup would prove of great interest to determine the properties of
exotic materials. For instance there are several exciting predictions for SNS
junctions where the weak-link is a wire with strong spin-orbit scattering or a
topological insulator [128, 129, 130, 131].





Appendix: Focused Ion Beam fabrication
technique

Focused Ion Beam (FIB) is a versatile technique: it allows to etch a surface and
to deposit material. We used it to deposit W wires that are superconducting
at 4K and have a critical field of Hc ∼ 7T . It has been used in the group for
several years [132] and more recently to make SNS junctions and NS rings [106].
We start using this technique to make NS rings embed into resonators because
it yields good interfaces between W (S) and Au (N) thanks to an etching step
prior to deposition and also because it is a mask-free technique that allows to
easily redesign a sample.

In the following we detail the technique and balance its pros and cons to
make SNS junctions and NS rings.

A brief description of the technique

A metallo-organic vapor of tungsten hexacarbonyl is injected over the sample.
This vapor is decomposed by a focused Ga+ ion beam, and a disordered W alloy
is deposited on the substrate (see fig.1). The wires produced are composed of
tungsten, carbon and gallium in varying proportions (in our case, the atomic
concentrations are roughly 30% W, 50% C and 20% Ga). The superconducting
critical temperature of the wires produced is Tc ∼ 4K, an order of magnitude
higher than the bulk Tc of W. This could be due to the inclusion of Ga, which
is itself a superconductor with Tc = 1K. The W wires are 200 nm wide and 100
nm thick. There is a ”contaminated” conducting area of about 200nm around
the W wire (see fig.2). The dependence of the superconducting properties of
these wires on the deposition conditions have been investigated in detail by W.
Li et al. [133].

Another difficulty arose in our case: since we are using sapphire substrates
which are insulating, charges cannot evacuate easily. Such a charging effect
leads to image distortions and to the deposition of W wires of poor quality. It
can be avoided by grounding the sample (see fig.1).

Characterization of WAuW junctions

We have measured the temperature dependence of the critical current of several
junctions whose geometrical characteristics are gathered in table 1 (see cap-
tion for the definition of the different parameters). Even though these different
junctions have similar geometrical properties (i.e. similar length, thickness and
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nozzles: WCO vapor
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Figure 1: Top left:Nozzles inject a WCO vapor which is decomposed by a Ga+

ion beam. A disordered W alloy is then deposited on the substrate (see bottom
panel). Sample has to be grounded to avoid shifting during W deposition. If
the grounding is not good enough, deposited wires are not well defined. Top
right: To efficiently ground the sample, all contact pads of the resonator have
to be connected to a copper plate. Bottom: Overview of a WAu ring embed
into a Nb resonator. The top close-up view shows the possibility to redesign
a sample by cutting wires somewhere using the Ga+ ion beam and depositing
another W wire elsewhere. Bottom close-up view shows that deposited wires
can be not well-defined. This shifting can be due to a poorly grounded sample
or to the fact that the sample’s temperature is not stable yet: it takes some
time before temperature stabilizes after the nozzles have been brought close to
the sample for deposition.
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Figure 2: Left: FIB allows to deposit W wires and also to deeply etch a mate-
rial. For instance here, a 1 micron thick Nb film has been dug and then filled
by W. A halo of about 200nm around the W wire correspond to a ”contami-
nated” conducting area. Right: Temperature dependence of the resistance of
a WAuW junction. W wires turn superconducting at Tc ∼ 4K.

sample LN (µm) t (nm) w (nm) RN (Ω) Ic(T = 0) (µA) ETh (mK)
F 1.5 50 340 X 2.4 35

1d 1.3 50 230 4.5 1.8 22
1m 1.3 50 230 4 3.2 79

1j 1.4 50 390 2.8 40 75
1k 1.2 50 340 2.5 86 68

Table 1: Characteristics of several WAu junctions. Parameters are: the dis-
tance between superconducting leads LN ; the thickness t, the width w and
the normal state resistance RN of the normal wire; the critical current at zero
temperature Ic(T = 0) and the Thouless energy ETh of the junction. Different
batches are separated by double lines.

width), we observe large sample-to-sample variations for the critical currents
and the Thouless energy (see table 1 ). It may be due to the variations of de-
position conditions that play a role on the superconducting properties of W or
a variation of the interfaces quality. One may also have to consider the asym-
metry between left and right contacts: as shown in the top left panel of fig.3,
there is an extra length of Au on the left-hand side of the left contact whereas
the right contact is almost at the end of the Au wire. Such an asymmetry vary
from junction to junction and its effect is difficult to take into account.

Kinetic inductance of W wires

The concept of inductance reflects the fact that electric circuits oppose to a
change in electromotive force which results in a phase lag in voltage. A change
in electromotive force can be opposed either by the finite rate of change of
magnetic flux in an inductor, this is the magnetic self-inductance and is a
consequence of Faraday’s law, either by the inertia of the charge carriers, this
is the kinetic inductance.

Kinetic inductance (LK) arises naturally in the Drude model. In the ex-
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Figure 3: Top: Micrographs of sample 1k (left) and sample 1d (right, the poor
quality of the micrograph is due to charging effect).Bottom: temperature
dependence of the critical current of two similar WAu junctions: Left: sample
1k and Right: sample 1d. Whereas they have similar geometrical properties,
their critical current and Thouless energy strongly differ from one another (see
table 1).

pression of the conductivity σ, given by

σ =
ne2τ

m(1 + ω2τ2)
− i

ne2ωτ2

m(1 + ω2τ2)
(6.19)

the imaginary part arises from kinetic inductance. In normal metals the colli-
sion time τ is typically ≈ 10−14s, so for frequencies < 100 GHz the term ω2τ2

is very small and can be ignored, leaving the magnetic self-inductance alone.
In a superconductor, however, the dc resistance is zero and the impedance
from dc to GHz frequencies can be dominated by the kinetic inductance of the
supercurrent.

For a superconducting wire, the kinetic inductance can be calculated by
equating the total kinetic energy of the Cooper pairs with an equivalent induc-
tive energy[134]:

1

2
(2mv2)(nslA) =

1

2
LKI

2 (6.20)

where m is the electron mass, v is the average Cooper pair velocity, ns is the
density of Cooper pairs, l is the length of the wire, A is the wire cross-sectional
area, and I is the current. Using the fact that the current I = 2evnsA, where
e is the electron charge, this yields:

LK =

(

m

2nse2

)(

l

A

)

(6.21)
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The kinetic inductance increases as the carrier density decreases. Physically,
this is because a smaller number of carriers must have a greater velocity than
a larger number of carriers in order to achieve the same current. As a conse-
quence, superconductors with a small carrier density such as FIB-deposited W
should display a large kinetic inductance.

Estimation of the kinetic inductance of W wires

In the low frequency limit (hf ≪ kBT ), the Mattis-Bardeen formula for the
complex conductivity can be written in terms of the ratio of the imaginary
conductivity σ2 to the normal state conductivity σN as [101]

σ2
σN

=
π∆

hf
tanh(

∆

2kBT
) (6.22)

where ∆ is superconducting energy gap4. The imaginary component of the
impedance is due to kinetic inductance, and hence we can write equation 6.22
as

LK =
RNh

2π2∆

1

tanh( ∆
2kBT )

(6.23)

where RN is the resistance in the non-superconducting state. In the limit of
low temperature (kBT ≪ ∆), it simply reads:

LK =
RNh

2π2∆
(6.24)

The kinetic inductance of the FIB-deposited W wires can be estimated
using that ∆/kB = 1.76Tc ≃ 7K and using that the resistance of a 200 nm
wide and 100 nm thick wire is about 100Ω/µm. These numbers yield a kinetic
inductance of

LK ∼ 210pH (6.25)

for a 600 nm wide, 100 nm thick and 18µm long wire such as the one used for
the NS ring in sample 1m (see fig.1).

Experimental observation of the kinetic inductance of W
wires

Kinetic inductance can lead to hysteresis in the magnetic susceptibility of a
NS ring. Due to screening of the magnetic field by the ring the effective flux
experienced by the ring Φint is different from the applied flux Φext. Assuming
a sinusoidal current-phase relation, the relation between the two reads :

Φext = Φint + LlIc sin(2πΦint/Φ0) (6.26)

where Ll is the loop’s inductance and Ic the critical current of the weak link.
Hysteresis appears when the parameter

β =
2πLlIc
Φ0

(6.27)

4we assume here a temperature independent gap in absence of bias current
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Φ0
.

is larger than 1. Indeed, as shown in fig.4, when β ≥ 1 the function Φint(Φext)
is no more single valued for Φext close to odd multiples of Φ0 and hysteresis
appears. One can then associate a given value of β to a given amount of
screened flux which is the experimentally accessible quantity.

To avoid the presence of hysteresis in the phase dependence of WAu rings’
susceptibility, we have measured first the temperature dependence of a WAuW
junction’s critical current and close it afterward. To determine the perimeter
of the loop to be made, we had wrongly considered only the magnetic self-
inductance of the wire Lg which is typically 1pH/µm and therefore fabricated
a loop such as

2πLgIc(T = 0)

Φ0
. 1 (6.28)

During our first set of experiments we found a large hysteresis at low tempera-
ture. Unfortunately due to a leakage in the dilution fridge the experiment had
to stop and this hysteresis could not be well estimated. We however decided to
reduce the size of the ring (sample 1m) and make the wires three times larger
(see fig.1). Then after we observed hysteresis at temperatures below 390 mK.
Using the temperature dependence of Φs, the range of flux which is not ac-
cessible due to hysteresis, we could determined the temperature dependence of
β at several frequencies. Knowing the critical current previously measured by
transport experiments, we could determined the kinetic inductance of the ring
(see fig.5). It is about 220pH, ten times larger than the magnetic inductance.

Conclusion

In conclusion, FIB-deposition is a technique that allows to deeply etch already
present structures, thus ensuring a transparent interface between the structure
and the deposited wire. It also allows to easily redesign sample. Moreover, FIB-
deposited W wires have a rather large critical temperature Tc ≃ 4K and a large
critical magnetic field Hc ≃ 7T . We however found a lack of reproducibility
for the WAuW we have made with a large variation of the critical current
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Figure 6: FIB-deposited W is used to connect a PdNbAu ring to a 1µ thick
Nb resonator

and Thouless energy of apparently similar junctions. Yet there is room from
improvement if care is taken about the position of the contacts.

Concerning the use of W wires for the fabrication of NS rings, we observed
that they have a large inductance that is not compatible with the condition
of a small LIc product necessary avoid a hysteretic behavior. That is why we
abandoned this technique to make NS ring, replacing W by a PdNb bilayer.
It is however still used to obtain a good contact between the resonator and
the NS ring (see fig.6). Indeed, the resonator is 1µm thick and its surface is
oxidized, etching before deposition is thus necessary to obtain a good contact.

Lastly, along the lines of [134], it is worth mentioning that superconducting
nanowires offer a large inductance that depends only weakly on current in a
geometry that is relatively easy to fabricate. This makes them attractive for use
in a variety of superconducting microwave circuits, including photon detectors
[135], metamaterials [136], low-loss compact filters [137], and quantum bits
[138].
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[113] F Chiodi, M Ferrier, and S Guéron. Geometry-related magnetic interfer-
ence patterns in long SNS Josephson junctions. Physical Review B, pages
1–5, 2012. Cited page 82

[114] W. Belzig M. Wolz, C. Debuschewitz and E. Scheer. Phys. Rev.B,
84:104516, 2011. 2 citations pages 84 and 99

[115] H. Raffy et al. J. Physique, 46:627, 1985. 2 citations pages 84 and 99

[116] A Mart́ın-Rodero, Levy Yeyati A, and Fj Garćıa-Vidal. Thermal noise in
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[117] T. Heikkilä and Francesco Giazotto. Phase sensitive electron-phonon
coupling in a superconducting proximity structure. Physical Review B,
79(9):094514, March 2009. Cited page 94

[118] F Pierre. Interactions électron-électron dans les fils mésoscopiques.
PhD thesis, 2001. Available at http://tel.archives-ouvertes.fr/

tel-00591514. 2 citations pages 94 and 99

[119] KS Tikhonov and MV Feigel’man. AC Josephson effect in the long
voltage-biased SINIS junction. JETP letters, 89(4):205–211, 2009.

Cited page 96

[120] D Rogovin and DJ Scalapino. Fluctuation phenomena in tunnel junc-
tions. Annals of Physics, 90:1–90, 1974. Cited page 98

[121] Y. Blanter. electron-electron scattering rate in didisorder mesoscopic
systems. Phys. Rev. B, 54:12807, 1997. Cited page 99

[122] Christophe Texier and Gilles Montambaux. Dephasing due to electron-
electron interaction in a diffusive ring. Physical Review B, 72(11):1–20,
September 2005. Cited page 99

http://tel.archives-ouvertes.fr/tel-00591514
http://tel.archives-ouvertes.fr/tel-00591514


128 Bibliography

[123] B. Dassonneville, M. Ferrier, S. Guéron, and H. Bouchiat. Dis-
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