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## Abbreviation

| ACS | $:$ Acute coronary syndrome |  |
| :--- | :--- | :--- |
| AD | $:$ | Applicability domain |
| ADP | $:$ | Adenosine diphosphate |
| AUC | $:$ | Area under ROC curve |
| BA | $:$ | Balanced Accuracy |
| CoMFA | $:$ | Comparative Molecular Field Analysis |
| FPT | $:$ | ISIDA fuzzy pH-dependent pharmacophore triplets |
| ISIDA | $:$ | In Silico Design and Data Analysis |
| MIDAS |  | Metal Ion-Dependent Adhesion Site |
| MOE | $:$ Molecular Operating Environment |  |
| PASS | $:$ Prediction of Activity Spectra for Substances |  |
| PLANTS | $:$ Protein-Ligand ANT System |  |
| QSAR | $:$ Quantitative structure-activity relationship |  |
| RF | $:$ Random forest method |  |
| RMSD | $:$ Root-mean-square deviation |  |
| RMSE | $:$ Root mean-squared error |  |
| ROC | $:$ Receiver Operating Characteristic |  |
| ROCS | $:$ Rapid Overlay of Chemical Structures |  |
| SiRMS | $:$ Simplex representation of molecular structure |  |
| SMF | $:$ Substructure molecular fragments |  |
| TF | $:$ Tissue factor |  |
| TP | $:$ Thromboxane A2 receptor |  |
| TXA2 | $:$ Thromboxane A2 |  |
| vWF | $:$ | von Willebrand factor |
| XED | $:$ | eXtended Electron Distribution force field |
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## Introduction

Thrombotic deaseases cause high mortality worlwide. The thrombogenic process is complex and multi-staged. A lot of receptor systems are involved in pathogenic thrombosis. Receptors found on the surface of platelets are actively paticipating in this process, in particular, integrin $\alpha_{\text {IIb }} \beta_{3}$ and thromboxane A2 receptors. The first one is responsible for the interaction of platelets with fibrinogen to form clots, and the second one is responsible for the platelet activation by one of agonists excreted by adjucent platelets - thromboxane A2.

The classical antagonists of the $\alpha_{\text {IIb }} \beta_{3}$ receptor, RGD peptidomimetics, have proven their usefulness in reducing the risk of periprocedural myocardial infarction and urgent target vessel revascularization during catheterization and have claimed a place in therapy for these indications. Nowadays three antagonists of the $\alpha_{\text {IIb }} \beta_{3}$ receptor are commercial drugs: Abciximab, Eptifibatide and Tirofiban. They are pretty expensive and have some severe side effects, such as thrombocytopenia and bleeding. This motivates researchers to develop novel potent $\alpha_{\text {IIb }} \beta_{3}$ receptor antagonists.

Thrombocytopenia is assosiated with the conformational changes of the $\alpha_{\text {IIb }} \beta_{3}$ receptors, which are induced by binding of known antagonists. Recently, Coller et al. [1-2] reported development of new non-classical $\alpha_{\text {III }} \beta_{3}$ receptor antagonists RUC-1 and RUC-2. Unlike the above mentioned marketed drugs, which bind the open form of the $\alpha_{\text {IIb }} \beta_{3}$ receptor, the discovered ligands bind its closed form. This doesn't induce the conformational changes of the protein and, hence, the risk of undesirable side effects is reduced. Thus, the development of ligands having binding mechanisms similar to RUC1 and RUC-2 represents a promising way to design novel antithrombotic agents.

Antagonists of thromboxane A2 receptors (TP receptor) could be particularly useful in treament of acute myocardial ischemia, heart failure and exhibit cardioprotective effects. However, up to now no marketed antagonists of the TP receptor are available. All investigated agents are less efficient than aspirin. The latter is not an antagonist of TP receptor as such, but targets platelet thromboxane A2 synthesis by irreversibly acetylating cyclooxygenase-1 and 2 . Aspirin has some adverse effects: gastrointestinal toxicity, resistance, hemorrhagic events, especially minor, gastrointestinal, and total bleeding, and stroke. At the pharmacological level, thromboxane A2 receptor antagonists could be more advantegeous than low-dose aspirin. Indeed, thromboxane A 2 receptor antagonists inhibit the deleterious effects of other endogenous thromboxane A2 receptor ligands such as endoperoxides, prostanoids and isoprostanes, whose
formation would not be affected by aspirin, other COX inhibitors or thromboxane synthase inhibitors.

The given work has been carried out in the framework of collaboration between the University of Strasbourg and the A.V. Bogatsky Physico-Chemical Institute of National Academy of Sciences of Ukraine (PCI). The Medicinal department of PCI deals with the development of new anti-thrombotic agent, having less pronounced side effects and lower price than commercial drugs. During last decade, a lot of row data for the molecules possessing concerning anti-thrombotic agents has been accumulated in PCI. However, this information was never used for computer-aided design of new compounds. Discovery of drugs involves difficult, expensive and time consuming procedures, which require a lot of human effort. Chemoinformatics may minimize many of the above efforts. For example, identification of potential lead compounds in the drug discovery life cycle helps to reduce the cost and time of clinical trials. There are a lot of well established tools in chemoinformatics, which have both advantages as well as disadavantages. The consensus approach should be used to reduce the disadavantages and obtain more reliable results. In this study, the ensemble of modern computational approaches was used - QSAR, pharmacophore modeling, molecular docking, molecular fields and molecular shapes similarity analysis integrated in virtual screening workflow. This work represents the first (and successful) attempt of an in silico design of new anti-thrombotic agents using both experimental data collected in PCI and available literature data.

Our study resulted in suggestion of new potential antagonists of $\alpha_{\text {IIb }} \beta_{3}$ and TP receptors. Suggested antagonists of $\alpha_{\text {IIb }} \beta_{3}$ able to bind either open or closed form of the receptor have been synthesized and tested experimentally in PCI. Experiments show that some of theoretically designed compounds are more efficient than Tirofiban - the commercialized drug molecule. They are expected to be inexpensive and, hence, more accessible for the population of Ukraine. The recommended antagonists of TP receptor have been already synthesized in PCI but biological tests have not been completed yet.

This manuscript consists of four parts. The first one represents a bibliographic review describing the mechanism of thrombosis and known agents for antithrombotic therapy. The second part describes the virtual screening methods used in this study. Two other parts concern computer-aided design of (i) new antagonists of $\alpha_{\text {IIb }} \beta_{3}$ receptor and (ii) antagonists of thromboxane A2 receptor.

## Chapter 1.

## Bibliographic overview

## 1. Mechanism of thrombosis

Hemostasis is the host defense system aimed at preserving the integrity of the circulatory system in mammals. It is a highly complex and tightly regulated process, which maintains the balance between pro-coagulation and anti-coagulation factors. The endothelium is a surface that separates blood cells and soluble plasma proteins involved in blood coagulation from subendothelial vessel components possessing pro-coagulation properties. Physiologically, hemostasis is activated after injury of the vessel wall. Exposure of the subendothelial matrix is one of the most important events following vessel injury. After the exposure of an endothelial surface to the blood flow, which is rich in negatively charged phospholipids, they can bind coagulation factors and other hemostatic molecules (such as the tissue factor), thereby promoting prothrombotic signaling. Once tissue factor was released from injured endothelial cells, inactive blood coagulation proteins (zymogens) are sequentially converted into the corresponding active enzymes, through a cascade of sequential, calcium-dependent enzymatic reactions. The rapid production of thrombin marks the initiation of thrombus formation.[3]

Pathological thrombosis occurs when the hemostatic pathway is so strongly activated that it exceeds the normal regulatory counterbalance by anticoagulant factors [3]. Arterial and venous thromboses differ in both their composition and conditions of formation. Thrombi in the arterial circulation are mainly platelet-rich and are formed under high shear stress, whereas thrombi in the venous circulation are fibrin-rich and are formed under low shear stress conditions[4]. Pathological arterial thrombosis represents the most frequent cause of death worldwide and is preceded by a complex interplay between environmental and genetic factors[5]. It is supposed that the main reason for such strong activation of the coagulation pathway in arteries can be the rupture of atherosclerotic plaque [6-9]. Plaque erosion and rupture are promoted by the relative abundance of the various subgroups of inflammatory leukocytes, a paucity of collagen, high expression of tissue factor, matrix-degrading proteinases, and oxidative stress-mediated apoptosis of cells contained in the atherosclerotic plaque[8]. Plaque rupture exposes the subendothelial matrix and a variety of thrombogenic material located in the core of the plaque to the arterial circulation. Atherosclerotic plaques contain such platelet activating molecules as tissue factor, von Willebrand factor (vWF), various types of collagens, fibronectin, vitronectin and many others [10-12]. When they are released into the arterial circulation, these molecules actively stimulate adhesion and aggregation of platelets, as well as their activation and secretion of their dense granules [9, 13] (Figure 1).


Figure 1. General scheme of pathological coagulation
Initially, platelets bind to the exposed extracellular matrix by interaction of GPIb-V-IX receptor complex with vWF , which itself is absorbed by collagen. This is the main primary interaction capable of tethering platelets to a surface of the vessel [14-15]. This interactions help to stabilize the platelet attachment at sites of injury or plaque rupture by reducing the velocity of platelets contacting the surface under high flow conditions, thereby increasing the time for other interactions[16]. The vWF molecule can act as signal transducer, in particular it has capacity to activate integrin $\alpha_{\text {IIь }} \beta_{3}[14]$.

Platelets bind to collagen via the immunoglobulin superfamily receptor, GPVI, and integrin $\alpha_{2} \beta_{1}$. GPVI was found to be important for aggregate formation, but not for primary adhesion unlike to GPIb- and $\alpha_{2} \beta_{1}$ receptors [17], which both are involved in primary hemostasis [18]. By itself, collagen is unable to mediate adhesion as it has low affinity to the receptor, but it plays important role in signaling. It triggers the intracellular signal that activates platelets. Activated platelets release the content of their $\alpha$ - and dense granules and switch platelets integrins, such as $\alpha_{2} \beta_{1}$ and $\alpha_{\text {IIb }} \beta_{3}$ to high-affinity state[19].

The platelets contain two classes of secretory granules. The first ones are dense granules that secrete ADP and calcium ions, which reinforce platelet-platelet and platelet-surface coagulation. The second ones are $\alpha$ granules, which secrete such proteins as vWF, platelet factor 4, fibrinogen and plasma proteins, such as albumin and $\operatorname{IgG}$ [20-21].

The agonists from dense granules, secondary mediators such as adenosine diphosphate (ADP) together with locally produced thrombin contribute to cellular activation by stimulating corresponding receptors that couple to heterodimeric $G$ proteins, which induce different
signalling events and act synergistically to induce full platelet activation. If these agonists present in the blood flow in high concentration platelets can be activated independently of collagen [14].

ADP activates platelets both in an autocrine and a paracrine fashion [22]. Two types of ADP GPCR receptors ( $\mathrm{P} 2 \mathrm{Y}_{1}$ and $\mathrm{P} 2 \mathrm{Y}_{12}$ ) coupled with $\mathrm{G}_{\mathrm{q}}[23]$ and $\mathrm{G}_{\mathrm{i} 2}[24]$ proteins, respectively, exist on the surface of platelets: the $\mathrm{P}_{2} \mathrm{Y}_{1}$ receptor initiates platelet shape change and ADPinduced aggregation through the mobilization of internal calcium stores, and the $\mathrm{P}_{2} \mathrm{Y}_{12}$ receptor is necessary for full aggregation response to ADP and the stabilization of aggregates [25]. Concomitant intracellular signaling from both ADP receptors is essential for normal ADPinduced platelet aggregation and inhibition of signaling through either receptor, by specific antagonists, is sufficient to block ADP-induced platelet aggregation [26].

Activated platelets produce another positive-feedback mediator - thromboxane A2 (TXA2), which binds with thromboxane A2 receptor (TP) [27-28]. One of the most important physiological and pathophysiological actions of TXA2 is platelet activation, that leads to platelet shape change, secretion, increasing of the expression of $\alpha_{\text {IIb }} \beta_{3}$ receptors[27-28]. TP is a G protein-coupled receptor [29] as well as ADP receptors. It couples with multiple G proteins, but signalling through $\mathrm{G}_{\mathrm{q}}$ and $\mathrm{G}_{12 / 13}$ proteins appear most relevant to TP function [30-31]. This leads to different biological responses, such as an increase in level of intracellular free calcium ions and exposure of $\alpha_{\text {IIb }} \beta_{3}$ binding sites [28, 32]

Thrombin is a critical contributor to secondary hemostasis via coagulation cascades. Its generation springs from tissue factor (TF), a type-I integral membrane protein, which circulates in the blood[33] and is contained in the endothelium and atherosclerotic plaques [34-35]. In the extrinsic coagulation pathway, TF plays a role of obligate cofactor for activation of zymogen factor X by formed complex with factor VIIa, so it converts to Xa factor. Factor Xa itself forms a complex with factor Va, which converts prothrombin to active thrombin [36] (Figure 2). The intrinsic (contact) coagulation pathway can be triggered by different ways, in particular via activation of factor IX with complex of TF-VIIa [37] and via activation of factor XI by thrombin [38]. This pathway leads to fast thrombin generation and is considered as an amplification of the extrinsic pathway [39].


Figure 2. Extrinsic and intrinsic coagulation pathways [40]. Roman numerals indicate unactivated coagulation factors, and activated factors are indicated by a lower case "a". Nonenzymatic cofactors are indicated by numerals in black ovals. White arrows indicate reactions of the intrinsic pathway, and dotted lines indicate reactions that are not part of the standard cascade/waterfall model. The black arrows indicate the common pathway. TF - tissue factor.

Another thrombin function is activation of platelets through two protease-activated G-protein-coupled receptors (PAR1 and PAR4). PARs are activated when thrombin cleaves its Nterminal extracellular domain, which unmasks a new N terminus that acts as a tethered ligand "binding" to the receptor body (changing its conformation \& orientation with respect to the rest of the protein), to effect trans-membrane signaling. Cleavage of the PAR receptors is irreversible, so they intervene only once, after which they are recycled by lysosomes [41]. Both PARs can couple to the $\mathrm{G}_{12 / 13}, \mathrm{G}_{\mathrm{q}}$ and $\mathrm{G}_{\mathrm{i}}$ proteins, which triggers a lot of intracellular effects [42], such as platelets shape changes, $\mathrm{Ca}^{2+}$ release [43-44].

One of the main functions of thrombin is a conversion of fibrinogen to fibrin. Fibrinogen is a glycoprotein synthesized by hepatocytes. It contains two symmetric parts, each consisting of three different polypeptide chains termed $\mathrm{A} \alpha, \mathrm{B} \beta$ and $\gamma[45]$ that are held together by a series of disulphide bonds, where A and B designate corresponding fibrinopeptides. The fibrinogen molecule (Figure 3) has three distinct domains: two terminal D domains, linked to a single central E domain by a triple-stranded array of the polypeptide chains that are thought to exist in the form of $\alpha$ helical coiled coils[46]. The E domain contains the $N$-terminal regions of $\alpha$ - and $\beta$ chains designated as fibrinopeptide A (FPA) and B (FPB), which are cleaved by the thrombin [47]. These cleavages expose new N-terminal sequences, and convert fibrinogen into fibrin monomers which can spontaneously polymerize to form fibrin protofibrils [48].


Figure 3. Scheme of fibrinogen structure [48]
Fibrin can polymerize in different ways (Figure 4), what depends on relative rates of release of the FPA and FPB, the solution environment, including pH , ionic strength, temperature and presence or absence of other small molecules and proteins [49]. The linear growth of the fibrils predominates until they exceed 600 nm in length, afterwards lateral aggregation of fibrils into thicker fibers begins and fibers subsequently branch to form the three-dimensional fibrin network[50].


Figure 4. Schematic diagram of fibrin polymerization [48].

The last step in thrombus formation is a stabilization of formed clot, one of the main roles in this process plays integrin $\alpha_{\text {IIb }} \beta_{3}$ receptor. It is one of the most abundant glycoprotein on platelets. Resting platelets contain about 80,000 surface copies of $\alpha_{\text {IIb }} \beta_{3}$, with additional pools of $\alpha \mathrm{IIb} \beta_{3}$ in the membranes of $\alpha$-storage granules and the open-canalicular system [51-53].

Integrins are cell surface-adhesion receptors consisting of noncovalently associated $\alpha$ and $\beta$-subunits [54] (Figure 5). In the rest state of platelets, $\alpha_{\text {IIb }} \beta_{3}$ receptors are found in a closed form, such as the $\alpha_{\text {IIb }}$ - and $\beta_{3}$-subunits are each bent at their knees. The bend brings receptor head and upper-leg domains into intimate contact with the lower-leg domains [55-56]. The bent conformation represents the low affinity state of the integrin. Regulation of affinity of integrin is associated with the transition from closed to open headpiece conformation [55, 57].


Figure 5. Conformational changes in $\alpha_{\text {IIb }} \beta_{3}$ during the activation.[58]
In resting platelets, low-affinity conformation of $\alpha_{\text {IIb }} \beta_{3}$ is stabilized by a "clasp" formed between the GFFKR sequence in $\alpha_{\mathrm{Ib}}$ and the NPxY motif in $\beta_{3}$ [59], basically a salt bridge between $\alpha_{\text {IIb }} \operatorname{Arg} 995$ and $\beta_{3} \operatorname{Asp} 723$ [60]. The integrin can be activated by such cytoskeleton proteins as talin and kindlin which interact with cytoplasmic tail of $\beta 3$-subunit[61]. Talin activation (see Figure 6) can be caused by increase of cytoplasmic concentration of $\mathrm{Ca}^{2+}$ and diacylglycerol. Talin disrupts the clasp between $\alpha_{\text {IIb }}$ and $\beta_{3}$ subunits, what provokes conformational changes in the structure of the receptor and switches the integrin in "high"affinity activated state. [62]


Figure 6. Integrin activation at the membrane-cytoplasm interface. (a) The inactive state of the integrin is represented by the complex formed between the transmembrane segments of the $\alpha_{\text {IIb }}$ (light blue) and $\beta_{3}$ (red) integrin subunits. (b) The complex formed between the $\beta$ cytoplasmic tail (red) and the F2 (cyan) and F3 (yellow) subdomains of the talin head illustrates the activated integrin. [63]

In their high-affinity state $\alpha_{\text {IIb }} \beta_{3}$ receptors can bind ligands containing an Arg-Gly-Asp (RGD) sequence, such as fibrinogen, fibrin, vWF, fibronectin, thrombospondin, and vitronectin [54]. The major ligand is fibrinogen, which binds to integrin via three recognition sequences RGDS [64], RGDF [65] that are placed on $\alpha$-chain of fibrinogen and HHLGGAKQAGDV on $\gamma$ chain [66]. Binding of platelets to fibrin network completes the thrombus formation.

## 2. Known agents for antithrombotic therapy

There are 3 main subgroups of antithrombotic agents which differ by their mechanism of action: anticoagulants, antiplatelet, and thrombolytic drugs [67]. Anticoagulant therapies primarily limit fibrin formation by decreasing the production of thrombin[68]. They are expected to be effective in preventing and treating venous thromboembolism, acute ischemic stroke, deep vein thrombosis, pulmonary embolism [69-71]. There are several marketed anticoagulant drugs: heparin and its derivatives, vitamin K antagonists (such as warfarin or coumadin) [69], dabigatran [72], rivaroxaban [73] and apixaban [74].

Heparin works by activating antithrombin III, which controls activities of thrombin inhibition and activates clotting factors IX, X, XI, and the tissue factor (VIIa complex); therefore, heparin affects the intrinsic clotting cascade [75]. It is effective in the initial treatment of patients with acute coronary syndromes [76-77], and in the prevention and treatment of venous thromboembolism [78-79].

The vitamin K antagonists (such as warfarin, coumadin, acenocoumarol or phenprocoumon) are the most frequently used anticoagulant agents for long-term prevention and treatment of a wide range of cardiovascular diseases [80]. For example, warfarin is indicated for the primary and secondary prevention of venous thromboembolism, prevention of embolism in patients with atrial fibrillation and prosthetic heart valves, and reduction of the risk of recurrent myocardial infarction.[81] Warfarin produces its anticoagulant effect by inhibiting the synthesis of the vitamin K-dependent clotting factors (factors II, VII, IX, and X) as well as the coagulation proteins C and S.[81-83]

Dabigatran [72] is a low molecular weight prodrug that directly inhibits both free and fibrin-bound thrombin, which allows it to exert effects on both the coagulation cascade and platelets.

Rivaroxaban [73] is a synthetic molecule that selectively inhibits factor Xa, disrupting interactions with platelets, thrombi, or prothrombinase complex. Apixaban [74] is another direct factor Xa inhibitor; it binds factor Xa whether free or bound to platelets, thrombi, or prothrombinase complexes.

Thrombolytic drugs accelerate the transition of plasminogen to the active enzyme plasmin which degrades fibrin clots [84]. The purpose of their usage in clinical practice is the rapid lysis of formed clots in the body. The first-generation drug streptokinase (Streptase) binds to fibrin-bound plasminogen as well as free plasminogen that create a systemic fibrinolysis. The principal adverse effect associated with thrombolytic therapy is bleeding due to fibrinogenolysis or fibrinolysis at the site of vascular injury. By contrast to streptokinase, the second- and third-
generation agents (alteplase, reteplase (Retavase recombinant), tenecteplase) cause less extensive fibrinogenolysis, but bleeding occurs with a similar incidence for all agents [83]. These agents are indicated for patients with ST-segment elevation myocardial infarction, ischemic stroke, pulmonary embolism [69-70, 77, 85].

Antiplatelet therapy is the main therapy for the prevention and treatment of arterial thrombosis [86-87]. Aspirin[88], inhibitors of ADP receptors [85, 89-90] and antagonists of $\alpha_{\text {IIb }} \beta_{3}$ [91-92] are effective in the treatment of patients with acute coronary syndromes, an acute myocardial infarction or ischemic stroke, unstable or stable angina, and in those undergoing percutaneous coronary intervention (Figure 7).


Figure 7. Known drugs and antagonist for antiplatelet therapy.

The known inhibitors that were approved as drugs are clopidogrel, prasugrel, cangrelor, and ticagrelor (Figure 8). These drugs inhibit $\mathrm{P}_{2} \mathrm{Y}_{12}$ receptors. Clopidogrel is widely used in the treatment of cardiovascular diseases, including prevention of stroke, vascular disease, and myocardial infarction [93]. It is a second generation [94] prodrug that needs to be metabolized to its active derivative [95]. Afterwards it irreversibly interacts and blocks the function of the P2Y ${ }_{12}$ receptors. The disadvantage of clopidogrel is a high variation of inter-individual pharmacological response [96] and its delayed onset and offset of action [86].

Prasugrel is a third generation prodrug, which as well as clopidogrel is metabolized, and its metabolite blocks the $\mathrm{P}_{2} \mathrm{Y}_{12}$ receptor irreversibly by interaction with Cys97 and Cys175 residues[97]. In comparison to clopidogrel it has faster onset of action [98]. Although, prasugrel has benefits to clopidogrel, it has greater rate of life-threatening bleeding, including the fatal and nonfatal bleeding in comparison with clopidogrel [90].

In contrast to prasugrel and clopidogrel, cangrelor is a reversible drug with intravenous administration and rapid effect, because it doesn't need to be metabolized[99]. Despite these favourable pharmacodynamics properties, cangrelor was not superior to clopidogrel in reducing the incidence of ischemic events [100].As well as cangrelor, ticagrelor is characterized with rapid onset and reversibility [101]. It is better than clopidogrel in preventing major adverse cardiac events in ACS patients [102], but similar to prasugrel, ticagrelor is associated with high frequencies of bleeding complications [103-104].


Clopidogrel


Prasugrel
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Figure 8. Antagonists of $\mathrm{P}_{2} \mathrm{Y}_{12}$ receptor
No PAR-1 antagonist is currently approved for clinical use [105]. For now there are two orally active PAR1 antagonists, which are assessed in clinical trials for the prevention of arterial thrombosis, vorapaxar and atopaxar (Figure 9). Development of PAR4 antagonists is not thought
to be meaningful, since the affinity of PAR-1 for thrombin is higher and PAR-1 is activated by relatively lower concentrations of thrombin than PAR-4 receptor [106-107]. Vorapaxar is an orally active, reversible non-peptide antagonist of PAR1 which is rapidly absorbed and slowly eliminated [108-109]. It represents a fourth generation thrombin receptor antagonists. Vorapaxar causes a significant dose-related inhibition of thrombin-induced platelet aggregation without effect on platelet aggregation induced by ADP, TXA2, collagen, or PAR4 activating peptides [109]. Therefore it does not increase bleeding time [107, 109].

Atopaxar is another powerful oral PAR1 antagonist without affectation of the bleeding times [110]. It has a slower onset of its effects and lower half-life in comparison with vorapaxar, what makes atopaxar more suitable for patients who may need rapid suspension of drug effects (e.g. in case of surgery). However atopaxar is associated with liver dysfunction. Although both drugs show an increase in bleeding with higher doses, they demonstrated a safety bleeding risk profile when used in combination with current standard therapy [111].
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Figure 9. Antagonists PAR1 receptor
Aspirin irreversibly inhibits cyclooxygenase-1 and thus blocks the TXA2 and TXA2dependent activation pathway. Aspirin has some adverse effects: gastrointestinal toxicity, resistance, hemorrhagic events, especially minor, gastrointestinal, and bleeding, and stroke [112114]. Despite that numerous TPs antagonists have been developed, only few of them have progressed beyond phase II trials and are still under investigation [106, 115] (Figure 10). One of them, terutroban, is oral selective and reversible TP antagonist [116], which also has important vascular properties, but without the toxicity associated with aspirin [117]. It displayed strong and persistent antithrombotic effects in animal models and humans [118-119]. But this agent didn't show significant advantages over aspirin in a randomized, double-blind, parallel-group trial and
its study was stopped prematurely [120]. The second antagonist is picotamide, as well as terutroban inhibits TP, but also inhibits thromboxane synthase at equivalent concentration [121].
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Figure 10. Antagonists of TP receptor
The last group, antagonists of $\alpha_{\text {IIb }} \beta_{3}$, is represented by three commercial drugs (Figure 11): abciximab, eptifibatide, tirofiban. Abciximab is a non-competitive antagonist of $\alpha_{\text {IIb }} \beta_{3}$. It is the humanised chimeric Fab-fragment of the monoclonal mouse antibody 7E3 [122]. Abciximab also interacts with two other integrins $\alpha_{v} \beta_{3}$ [123] and $\alpha_{M} \beta_{2}$ [124]. Eptifibatide [125] and tirofiban [126-127] are small molecules mimicking the RGD sequence of fibrinogen and thus block the binding site. Unlike abciximab, they are competitive antagonist of $\alpha_{\text {IIb }} \beta_{3}$. All these drugs are pretty expensive [128] and have some severe side effects like thrombocytopenia [129-131].
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Figure 11. Antagonists of $\alpha_{\text {IIb }} \beta_{3}$ receptor

Chapter 2
Used methodologies and their applications

## 3. Virtual screening funnel

Virtual screening is the computational or in silico analogue of biological screening. The aim of virtual screening is to score, rank and/or filter a set of structures using one or more computational procedures. Virtual screening can be used, for example, to help to decide which compounds to synthesize and which ones to purchase from a library. It may also be used for analysis of the results of experimental high-throughput screening data [132]. There exist many tools available to perform virtual screening (Figure 12). They can be categorized as being ligandbased or structure-based. The ligand-based methods use information provided by a compound or set of compounds, which are known to bind to the desired target, in order to identify other compounds in the corporate database or external databases with similar properties. They include such methods as filters (e.g., Lipinski's "rules of five"), similarity search, QSAR, pharmacophore modeling, 3D shape matching, etc. The structure-based methods can be used only in the case when the information about the target protein is available. They involve pharmacophore modeling and molecular docking. [133]


Figure 12. General scheme of virtual screening funnel
In this work we used both ligand-based (pharmacophore models, QSAR models, molecular fields and shapes comparison models) and structure-based (pharmacophore models, molecular docking) modeling methods.

### 3.1. QSAR approach

The QSAR approach can be generally described as an application of data analysis methods and statistics to developing models that could accurately predict biological activities or properties of compounds based on their structures.

The development of a QSAR model requires three components: (1) a dataset providing both chemical structures of the compounds and their experimental biological activity or property values; (2) molecular descriptors encoding chemical structures; and (3) machine-learning methods to obtain and validate the relationship between structures (encoded by descriptors) and activities [134].

### 3.1.1. Molecular descriptors

The QSAR methods differ mainly by the principles and levels of representation and the description of molecular structure. It varies from the one-dimensional (1D) to four-dimensional (4D) level [135]:

- One-dimensional molecular descriptors consider only the brute formula of a molecule (for example, alanine: $\mathrm{C}_{3} \mathrm{H}_{7} \mathrm{NO}_{2}$ ).
- Two-dimensional ones describe the information stored in the molecular graph, i.e., they reflect only the topology of the molecule.
- Three-dimensional molecular descriptors depend on 3D spatial coordinates of atoms and characterize one conformer only.
- Four-dimensional ones are similar to 3D molecular descriptors with the difference that they consider the structural information for a set of conformers.

Three different fragmental approaches for representation of molecular structure at 2D level have been used: Simplex representation (SiRMS) [136-138] and two types of ISIDA descriptors - Substructure molecular fragments (SMF) [139] and fuzzy pH -dependent pharmacophore triplets (FPT) [140-141].

### 3.1.1.1. Simplex representation of molecular structure

Two-dimensional (2D) simplexes [137-138, 142] are four-atom fragments with fixed composition and topology. Simplexes are called "bounded" if all vertices are connected (Figure 13). The descriptor vector is defined as the number of occurrences of each simplexes in a molecule.

Besides atom types, different physico-chemical characteristics of atoms can be used for atom labeling in simplexes, e.g. partial charge, lipophilicity, refraction and donor/acceptor propensity in hydrogen-bond formation (Figure 13). For atom properties the binning procedure are used to transform real values to four categories corresponding to their: (i) partial charge $\mathrm{A} \leq-$ $0.05<\mathrm{B} \leq 0<\mathrm{C} \leq 0.05<\mathrm{D}$, (ii) lipophilicity $\mathrm{A} \leq-0.5<\mathrm{B} \leq 0<\mathrm{C} \leq 0.5<\mathrm{D}$, (iii) refraction A $\leq$ $1.5<\mathrm{B} \leq 3<\mathrm{C} \leq 8<\mathrm{D}$, and (iv) electronegativity $\mathrm{A} \leq 2.19<\mathrm{B} \leq 2.5<\mathrm{C} \leq 3<\mathrm{D}$. Three characteristics of atom H -bond formation ability were specified A (acceptor of hydrogen in H bond), D (donor of hydrogen in H-bond), and I (indifferent atom).


Figure 13. Example of generation of simplex descriptors.

### 3.1.1.2. ISIDA substructure molecular fragments

The Substructure molecular fragment method [139, 143] was implemented in ISIDA/QSPR software and is used to generate molecular fragments (Figure 14). Several different types of molecular subgraphs such as atom/bond "sequences", "augmented" atoms and bonds and "terminal groups" are considered.

The sequences are represented by consecutive set of atoms linked by chemical bonds, where either atom types ( $\mathrm{C}, \mathrm{N}, \mathrm{O}, \ldots$ ) or bond types (single, double, ...) or both of them are considered explicitly. Only shortest paths for each pairs of atoms were used. The terminal groups correspond to the sequences with the shortest paths but defined by length (the number of atoms in square brackets, for example $\mathrm{N}=[4]=\mathrm{C}$ ) and explicit identification of beginning atom and bond and ending bond and atom [144]. For searching the shortest paths, the Floyd algorithm [145] is used. For each type of sequences, the minimal $\left(n_{\min }\right)$ and maximal $\left(n_{\max }\right)$ number of constituent atoms is defined. For the given combination $n_{\min }$ and $n_{\max }$, all intermediate shortest paths with $n$ atoms ( $n_{\text {min }}<n<n_{\max }$ ) are also generated. Each type of fragment is considered as descriptors whereas its occurrence is the descriptor's value.
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Figure 14. ISIDA fragment descriptors. Two classes of substructural fragments ( $2<n<4$ ): atom/bond sequences and terminal groups.

### 3.1.1.3. ISIDA fuzzy $\mathbf{p H}$-dependent pharmacophore triplets

A basis set of reference pharmacophore triplets is chosen, enumerating all possible combinations of pharmacophore features (H-donor, H-acceptor, aromatic, hydrophobic, anion, cation) of the triplet corners, with defined minimal and maximal edge length. Next, all triplets of features represented in a molecule are analyzed, following a protonation state-dependent pharmacophore typing of the atoms, using shortest-path topological interatomic distances as actual edge lengths. Molecular triplets are then mapped onto basis triplets, using fuzzy logic (each molecular triplet may contribute to the population levels of several similar basis triplets, by increments directly related to their degree of similarity). Total population levels of basis triplets form a sparse vector (Figure 15) [140].


Figure 15. Example of fuzzy pH -dependent pharmacophore triplet vector in which every element stands for occurrence count (fuzzy) of given basis triplets.[140]

### 3.1.2. Machine-learning methods

The role of a machine-learning method is to establish an empirical relationships of the form $\mathrm{P}_{\mathrm{i}}=\Phi\left(\mathrm{D}_{1}, \mathrm{D}_{2}, \ldots, \mathrm{D}_{\mathrm{n}}\right)$, where $\mathrm{P}_{\mathrm{i}}$ are biological activities (or other properties of interest) of molecules, $\mathrm{D}_{1}, \mathrm{D}_{2}, \ldots, \mathrm{D}_{\mathrm{n}}$ are calculated (or, sometimes, experimentally measured) molecular descriptors, and $\Phi$ is the empirically established mathematical transformation that should be applied to descriptors in order to estimate the property values for the given molecule [146].

The most widely used methods include multiple linear regression (MLR), partial least squares (PLS), artificial neural networks (ANNs), k-Nearest Neighbor (kNN) and Random Forest (RF) methods. In this work only the latter approach was used.

### 3.1.2.1. Random Forest

Random forest method [147] (implemented in the CF software [148]) was used for QSAR modeling. RF is an effective statistical technique which is appropriate for analysis of large databases [149-152]. The main features of RF are listed below:
a) it is possible to analyse compounds with different mechanism of action within one dataset;
b) there is no need to pre-select descriptors;
c) the method has its own reliable procedure for the estimation of model quality and internal measure of its predictive ability;
d) obtained models are tolerant to "noise" in experimental data.

RF is an ensemble of single decision trees built by a Classification and Regression Trees algorithm (CART) [153]. Each tree has been grown according to the following rules:

1. Bootstrap samples which will be used as a training set for the current tree are produced from the whole training set of N compounds. About one-third of the compounds which aren't in the current training set are placed in the out-of bag (OOB) set. This is used to get an unbiased estimate of the model error and variable importance.
2. The best split among the $m$ randomly selected descriptors taken from the whole set of $M$ ones in each node is chosen. The value of $m$ is the only tuning parameter for which RF models are sensitive.
3. Each tree is grown to the largest possible extent. There is no pruning.

RF possesses its own reliable statistical characteristics, which is used for validation and model selection. The major criterion for estimation of internal predictive ability of the RF models and model selection is the prediction performance for the out-of-bag set.

### 3.1.2.2. Applicability domain

The minimum spanning tree applicability domain (AD) approach [149, 152] implemented in CF software was used. The tree is built in the space of decision tree predictions for the given RF model using Kruskal's algorithm [154]. Then average distance ( $\mathrm{d}_{\mathrm{av}}$ ) and root-mean-square deviation ( $\sigma$ ) among all minimum spanning tree edges are calculated. Substantially, such distance is the characteristic of average density of molecules distribution in the considered space. If any of external set molecules is situated on the distance bigger than $d_{a v}+3 \sigma$ from the nearest training set point, it means that this external set molecule is situated outside of AD (Figure 16).


Figure 16. Scheme of local applicability domain (AD) approach based on minimum spanning tree. $\bullet$ - training set molecules, $\circ$ - test set compounds within AD, $\times$ - test set compounds outside $A D$, radius of each sphere is $R=d_{a v}+$ 3б.

To obtain more accurate predictions the consensus approach, which has proven itself in other studies [155], was applied. The consensus approach consists in averaging of the predictions from all individual models. To estimate the applicability domain for the consensus models the standard deviation of the prediction, obtained from the ensemble of models, was used. The general idea is that if different models yield significantly different predictions for a particular compound, then the prediction for this compound is more likely to be unreliable.

### 3.1.2.3. Criteria for estimation of the performance of QSAR models

### 3.1.2.3.1. Regression models

The predictive ability of obtained regression models is estimated by coefficient of determination ( $\mathrm{R}^{2}$ ) and root mean-squared error (RMSE):

$$
\begin{equation*}
R_{c v / o o b}^{2}=1-\frac{\sum_{i=1}^{n}\left(y_{\text {pred }, i}-y_{\text {exp }, i}\right)^{2}}{\sum_{i=1}^{n}\left(y_{\text {exp }, i}-\bar{y}_{\text {training }}\right)^{2}}, \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
R M S E=\sqrt{\frac{1}{n-1} \sum_{i=1}^{n}\left(y_{p r e d, i}-y_{e x p, i}\right)^{2}} \tag{2}
\end{equation*}
$$

where $n$ - number of compounds in an external set; $y_{\text {exp,i }}$ observed activity value of i-th compound in an external set; $y_{\text {pred, }}$ - predicted activity value of i-th compounds in an external set; $\bar{y}_{\text {training }}$ - mean activity value for compounds of a training set.

### 3.1.2.3.2. Classification models

There are several ways of evaluating the performance of classification models. Measures of the quality of classification is built from a confusion matrix, shown on Table 1, where TP are number of true positive, FP - false positive, FN - false negative, and TN - true negative.

Table 1. A confusion matrix for binary classification

| Class $\backslash$ Recognized | as Positive | as Negative |
| :---: | :---: | :---: |
| Positive | TP | FN |
| Negative | FP | TN |

Among the various evaluation criteria, the measures which were used in the current work are precision, recall, sensitivity, specificity, ROC curve and AUC.
I. Precision is defined as the proportion of the true positives against all the positive results (both true positives and false positives)

$$
\begin{equation*}
\text { Precision }=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FP}} \tag{3}
\end{equation*}
$$

II. Recall, (or Sensitivity) measures the proportion of actual positives which are correctly identified as such.

$$
\begin{equation*}
\text { Recall }=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FN}} \tag{4}
\end{equation*}
$$

III. Specificity measures the proportion of negatives which are correctly identified as such.

$$
\begin{equation*}
\text { Specificity }=\frac{\mathrm{TN}}{\mathrm{TN}+\mathrm{FP}} \tag{5}
\end{equation*}
$$

IV. Balanced accuracy assesses the overall effectiveness of the classifier

$$
\begin{equation*}
\text { Balanced Accuracy }(\mathrm{BA})=\frac{0.5 \cdot \mathrm{TP}}{\mathrm{TP}+\mathrm{FN}}+\frac{0.5 \cdot \mathrm{TN}}{\mathrm{TN}+\mathrm{FP}} \tag{6}
\end{equation*}
$$

### 3.1.2.3.3. The ROC curve (Receiving Operating Characteristics)

The ROC curves (Figure 17) serve to evaluate and to compare the developed models. On the curve, the performance of a binary classifier varies as function of the discrimination threshold; namely, it plots the fraction of true positives out of the positives (TPR = true positive rate) vs. the fraction of false positives out of the negatives (FPR = false positive rate), at various threshold settings. TPR is also known as sensitivity (also called recall), and FPR is one minus the specificity or true negative rate. It is possible to calculate the parameter from the obtained curve, called AUC (the area under the curve). It defines the probability of a model to rank active molecules higher than expectable from blind chance [156].


Figure 17. Three hypothetical ROC curves representing the accuracy: the perfect classification, curve A (AUC=1), a typical ROC curve $B(A U C=0.85)$, and a diagonal line $C$ corresponding to random chance ( $A U C=0.5$ ).

### 3.1.2.4. Validation of QSAR models

Model validation implies quantitative assessment of model robustness and its predictive power. In this work the validation of the obtained models was estimated by a 5 -fold external cross-validation procedure [157-158]. In this procedure, the entire modelling data set is divided in 5 non-overlapping pairs of training and test sets. Each training set covers $4 / 5$ of the data set,
while the related test set covers the remaining $1 / 5$. Since each molecule belongs to only one of 5 test sets, all molecules from the initial data set are predicted. In such a way, one can avoid an ambiguity linked to selection of one only test set.

### 3.1.3. ADME/Tox assessments of novel compounds

As an additional filter in the virtual screening systems some ADME/Tox properties, such as mutagenicity, and solubility were estimated using previously developed QSAR models. The classification 2D QSAR model [155] based on the Ames mutagenicity dataset [159] was applied for prediction of mutagenicity of novel compounds. Both models were developed using Random Forest method and based on the simplex representation of molecular structure.

The aqueous solubility of screened compounds was predicted by two 2D QSAR models in order to make average consensus prediction. The former is based on ISIDA descriptors and developed using Multiple Linear Regression method [160] and the latter was developed using Random Forest method in combination with simplex descriptors [161].

### 3.1.4. PASS

PASS (Prediction of Activity Spectra for Substances) is a tool for evaluation of biological responses of chemical compounds. PASS predicts about 2500 kinds of biological activities based on the structural formula of chemical compound. Biological types include main and side pharmacological effects (e.g. antihypertensive, hepatoprotective, sedative, etc.), mechanisms of action (5-hydroxytryptamine agonist, acetylcholinesterase inhibitor, etc.), specific toxicities (mutagenicity, carcinogenicity, teratogenicity, etc.) and names of metabolizing enzymes (CYP1A substrate, CYP3A4 substrate, etc.) [162]. The PASS approach is based on the analysis of structure-activity relationships (SAR) for the training set currently including about 60,000 drugs, drug-candidates, leads and toxic compounds whose biological activity was determined experimentally [163].These SARs are obtained during the training procedure and they are stored in the knowledge base. Results of prediction are a list of activity types, with the probability of presence $\left(\mathrm{P}_{\mathrm{a}}\right)$ and absence $\left(\mathrm{P}_{\mathrm{i}}\right)$ for each particular activity. By definition the probabilities $\mathrm{P}_{\mathrm{a}}$ and $P_{i}$ can be also interpreted as the measures of belonging to fuzzy subsets of "active" and "inactive" compounds, or as the probabilities of the $1^{\text {st }}$ and $2^{\text {nd }}$ kinds of errors of prediction. By default, $\mathrm{P}_{\mathrm{a}}>\mathrm{P}_{\mathrm{i}}$ value is used as a threshold that provides the mean accuracy of prediction about $90 \%$ in leave-one-out cross-validation for training set [162].

### 3.2. Molecular shape-similarity

A set of different ligands that bind to the same receptor site, given rise to a similar pharmacological response, are expected to possess not only similar molecular fields but similar molecular shapes also [164]. There are two types of basic algorithms for analysis the molecular shape: superposition-free and superposition-based. The former calculates shape similarity based on rotation-and-translation invariants that are computed from different representations of molecular objects, and thus, it does not depend on the orientation or alignment of the two molecular objects. Zauhar's shape signatures[165] and the more recent USR method [166-167] belong to this category. The second calculates shape-matching quality after an optimal superposition of the two objects [168]. The popular ROCS program (Rapid Overlay of Chemical Structures) [169] of the OpenEye software belongs to the latter category.

### 3.2.1. ROCS. Rapid Overlay of Chemical Structures

ROCS performs shape-based overlays of conformers of a candidate molecule to a query molecule. There are several possible alternatives of query creation. This approach is dependent on the conformation of the query molecule. If the structure of protein-ligand complex is available, then the information about the conformation of the reference ligand can be taken from there. When the "bioactive" conformation of the query molecule is unknown the lowest energy conformer, which is generated by Omega tool, is used as a reference structure. If there are several known active ligands, it would be preferable to use a query which is an alignment of active ligands in their "bioactive" or low energy conformations. ROCS also allows colored shape match, which is identical to field matching.

The overlays can be performed very quickly based on a representation of the molecules as atom-centered Gaussian functions. The algorithm searches and assesses the maximal overlap of the volumes of two molecules. Therefore, the query and search molecules are virtually independent of the atom types and bonding patterns present in them [170]. The shape Tanimoto (see eq. 7) is used to measure the overlap of the shapes of two molecules:

$$
\begin{equation*}
T_{A, B}=\frac{O_{A, B}}{\left(O_{A, A}+O_{B, B}-O_{A, B}\right)}, \tag{7}
\end{equation*}
$$

where $\mathrm{O}_{\mathrm{A}, \mathrm{B}}$ - overlap between molecule A and $\mathrm{B} ; \mathrm{O}_{\mathrm{A}, \mathrm{A},}, \mathrm{O}_{\mathrm{B}, \mathrm{B}}-$ self-volume overlaps of each molecule.
Shape Tanimoto is 1.0 if two shapes are identical, and 0.0 if completely different. Two shapes are never completely different, i.e., have zero overlap, but shapes may be identical for different molecules [170].

In addition to shape-alignments ROCS optionally considers chemical features alignment ("color" alignment). The chemical features include hydrogen-bond donors, hydrogen-bond acceptors, hydrophobic centers, anions, cations, and aromatic rings, which are represented as Gaussians and displayed as colored spheres. The color force field, which can be represented as an Implicit Mills Dean or Explicit Mills Dean force fields[171], is used to measure chemical similarity between the query and the database molecule and to refine shape-based overlays. The chemical similarity (Color Tanimoto) is measured in the same way as for the shapes (eq. 7). Both similarity metrics for shapes and for chemical features can be used as separately as well as in combination. Their sum gives new metrics called TanimotoCombo. [172]

The validation of the generated molecular shape model is carried out in the same way as for the molecular field model.

### 3.3. Molecular field similarity

It is known that the compounds of quite different molecular structures may bind to the same protein site and produce an identical biological response. As the chemical structures of these active compounds are different, this suggests that using an atom and bond connectivity depiction of molecules may not provide the best insight into predicting activity across different chemotypes. The atoms and bonds describe the skeleton of a molecule, but give little information on the surface and electrostatic properties that govern the interaction of that molecule with other molecules. It is assumed that molecular field calculations can provide a clearer view on molecular similarity because the molecular fields depict the outside surface of a molecule and better represent the ligand as it is 'seen' by a protein active site[173].

Molecular fields can be calculated for any molecule of known 3D structure. They describe the spatial variation of the interaction energy between a molecular target and a chosen probe. The target may be a macromolecule or a low molecular weight compound or a molecular complex. The probe may be a molecule or a fragment of a molecule. At its simplest, the probe is a unit positive charge representing a proton. Most probes are spheres parameterized to represent a specific atom or ion type (e.g. a carbonyl carbon atom, a methyl $\mathrm{CH}_{3}$ group). Non-spherical probes containing more than one non-hydrogen atom may also be used (e.g. a carboxylate group) [174].

Most commonly used representations of molecular fields are based on grids (GRID, CoMFA, Volsurf), but they produce too many data points for fast processing, or they are restricted in their accuracy by low grid resolution. Grids also suffer from "gauge variance": if a molecule is rotated marginally within the grid, the values of those grid points change depending
on the resolution of the grid and the degree of rotation [173]. Describing fields in terms of Gaussians [175] (CoMSIA) is elegant and quicker than grids, but works best when describing fields which can be approximated by overlapping spheres (such as molecular volumes) and is less appropriate for probe-interaction energy fields. Another field similarity approach was implemented by Cresset. This approach is faster than earlier described methods and thus it is more appropriate for virtual screening.

### 3.3.1. Cresset FieldAlign approach

Here, molecular fields are represented as a set of molecular field extrema [176-178] to overcome problems of other molecular fields modeling methods. The molecular field extrema are local minimum and maximum field points [179], which are derived from calculating the interaction energy of a "probe" with the target molecule [173]. One hundred twenty points are generated at regular intervals over a slightly diminished solvent accessible surface of each atom of the molecule. A probe atom is placed at each point and its interaction energy with the molecule is optimized with a simplex method that finds a true extremal point and avoids grid techniques. The probe is given the van der Waals parameters of oxygen, and its charge is adjusted according to the field type. Extrema with very small values of the interaction energy are insignificant and filtered out [180]. The generated "field points" are represented as color-coded spheres, whose diameters are proportional to the magnitude of the extrema. There are four molecular fields implemented in Cresset software[179]:

- Positive electrostatic (coloured red);
- Negative electrostatic (coloured blue);
- Van der Waals attractive, that is "steric" (coloured yellow);
- Hydrophobic (coloured orange).

In field similarity-driven virtual screening, the reference molecule is chosen and all screened molecules are compared to it, in terms of field pattern matches (see further on). As a consequence obtained results of the comparison are sensitive to the conformation of the reference compound. Thus, the same principles as for the ROCS approach can be applied to choose the correct ("bioactive") conformation of the active reference molecule. Alignments to a single reference molecule generally work well. If two or more active compounds are known then it might be better to align them and derive their common molecular field, which will be used as a reference in the screening.

For screened molecules, conformers are generated by means of XED force field and one conformer with the best alignment to the reference compound is chosen for each molecule. A

Dice field similarity metric is used to score alignments [180]. To determine the similarity of a pair of conformations of two molecules, A and B, the field points of A ( $\mathrm{fp}_{\mathrm{A}}$ ) are used as sampling points for the entire potentials of B :
$E_{A \rightarrow B}=\sum_{f p_{A}} \sqrt{\operatorname{size}\left(f p_{A}\right) \cdot F_{B}\left(\text { position }\left[f p_{A}\right]\right)}$,
where $E_{A \rightarrow B}$ is a similarity of a pair of conformations of two molecules, A and $\mathrm{B} ; f p_{A}, f p B$ are field points for molecule $A$ and $B$, respectively; $F_{B}(x)$ is the value of the appropriate field on $B$ at position $x$, and the sum is over all field points on A ; the size of field point is determined from the depth of the potential energy.

This score is asymmetric, so the calculation is repeated for the field points of B sampling into the actual field of A and the two are averaged to give a symmetric score $\mathrm{E}_{\mathrm{AB}}$. The score can then be normalized to give a Dice field similarity metric and maximizing this metric between two conformations A and B gives both the best overlay (in terms of field similarity) and a single field similarity value for the two conformations.

$$
\begin{equation*}
S_{A B}=\frac{2 E_{A B}}{E_{A A}+E_{B B}}, \tag{9}
\end{equation*}
$$

where $S_{A B}$ is the field similarity over all possible relative orientations; $\mathrm{E}_{\mathrm{AB}}$ is average value between $E_{A \rightarrow B}$ and $E_{B \rightarrow A} ; \mathrm{E}_{\mathrm{AA}}$ is the energy of molecule A fitted to itself; $\mathrm{E}_{\mathrm{BB}}$ is the energy of B fitted to itself.

As the energies are analytically recalculated, the entire 'true' field is used in the calculation, and the potential well widths are implicitly included. However, only a few field values need to be calculated at any given orientation so the technique is fast enough to be applied to large structures and many conformations in reasonable computing time. The fields of each molecule are sampled at only a few places, but the use of the field extrema of the other molecule as the sampling points ensures that the fields are sampled at biologically relevant points. It is also worth noting that this calculation is gauge-invariant and hence avoids many of the issues involved in grid-based similarity metrics [180].

One of the advantages of the Cresset software is a possibility to design new compounds. Since different molecular fragments can produce the similar fields, much greater levels of structural diversity can be inserted into design process of new compounds. Once the new compound is designed based on the reference one, it can be seen how the modifications affects the molecular fields, and activity of new compounds can be interpreted in terms of field similarity.

The other advantage of the Cresset's molecular fields over pharmacophore approach is that there is no need to identify specific pharmacophore groups. For example, usage of pre-
defined set of groups can miss CH group, which can act as an H -bond donor due to the electronic influence of adjacent groups, as it has been identified in some kinase inhibitors [173].

For the validation of the generated molecular fields the dataset of ligands with known activity are collected. The validation dataset runs against the created query and AUC value is calculated to estimate how well the query discriminates the active and inactive compounds. The validated query then can be used in the virtual screening.

### 3.4. Pharmacophore modeling

A pharmacophore model is an ensemble of steric and electronic features that is necessary to ensure the optimal supramolecular interactions with a specific biological target structure and to trigger (or to block) its biological response [181]. The "classical" pharmacophore features are H-bond acceptors and donors, charged or ionisable groups, hydrophobic residue and aromatic rings. The use of such features is a natural extension of the concept of bioisosterism, which recognizes that certain functional groups have similar biological, chemical and physical properties.

The spatial relationships between the features in a 3D pharmacophore model can be specified as distances or distance ranges or by defining the ( $x y z$ ) locations of the features together with some distance tolerance (typically as a spherical tolerance region). [132]

There are different possibilities to derive pharmacophore models: based on the available three-dimensional structure of a ligand-protein complex (structure-based modeling) or based on the structural information of active compounds only (ligand-based modeling) [182].

Catalyst [183], MOE [184], Phase [185] and LigandScout [186] are popular pharmacophore modeling tools applied for lead discovery. Although their pharmacophore-based screening algorithms differ in detail, the common rationale of all these screening tools is the use of a pharmacophore model as query for virtual screening of databases consisting of 3D structures of small molecules [187]. The single database molecules are usually represented by a set of conformers that include the bioactive geometry adopted during the interaction with the target protein. All conformers of screened compounds that match a user-specified number of model features are stored in a hit list [188]. Depending on the selectivity of the pharmacophore model, such a virtual screening of chemical databases consisting of millions of small molecules can result in tens to thousands of hits [189]. For ranking the molecules and to determine the quality of matching between the pharmacophore model and each molecule of the virtual screening hit list a score is calculated. [190]

### 3.4.1. LigandScout

LigandScout was used in the current work. LigandScout significantly differs from established methods in translating the 3D conformer into a set of pharmacophore features instead of directly using atom positions to align the compound to the model. This concept allows an intuitive comparison of molecules in terms of bioisosterism and expands the range of possible applications for this algorithm. Thus, the algorithm can be used not only for pharmacophorebased virtual screening but for common-feature elucidation and 3D-QSAR studies [191-192]. Besides ligand-based models, the automatic generation of the structure-based models featuring exclusion volumes is implemented in LigandScout [186].

The main difference of LigandScout from other packages (Catalyst, MOE and Phase) is the fast alignment algorithm due to the efficiency of the implementation and the advanced geometric similarity measure for the chemical features. In this algorithm, the first step concerns the generation of the 3D pharmacophore features identified for each database conformer. Then, the algorithm creates for each feature type a set of inter-feature distances. The distance sets created for the pharmacophore model and for the conformer pharmacophore features are then compared in a pairwise manner. In order to perform a pair assignment, the so-called Hungarian matching algorithm is executed. Finally, the feature distances between model and conformer are minimized using Kabsch alignment algorithm [186, 192].

For estimation of alignment quality, four different scoring functions are implemented in LigandScout. The pharmacophore fit score is a simple geometric scoring function, which favors solutions with a high number of geometric matched feature pairs and penalizes those with higher RMS deviations among those feature pairs. The overlap of atom van der Waals spheres is characterized by the atom sphere overlap score, whereas an overlap of Gaussian function representation of molecular volume is measured to obtain Gaussian shape similarity score. The last one is a combo score of the first two scores and named pharmacophore fit and atom overlap score [193]. In this study the default scoring function pharmacophore fit score had been used (see eqs. 10 and 11).
$S_{R M S}=9-3 \cdot \min \left(R M S_{F P}, 3\right) ;$
$S_{F C R}=c \cdot N_{M F P}+S_{R M S} ;$
where $S_{\text {RMS }}$ is the matched feature pair RMSD score in the range [0,9];
$R M S_{F P}$ is the RMSD of the matched feature pair distances;
$S_{F C R}$ is the feature count/RMS distance score;
$c$ is a weighting factor for the number of matched feature pairs (currently 10.0)
$N_{M F P}$ is the number of geometrically matched feature pairs.

Two types of ligand-based model can be derived due to different generation process. The model generation is a pair-wise process. In each step one pharmacophore for two molecules is created. It can be done by including to the model only common features of a ligand set (Shared feature pharmacophore) or by taking all features of a ligand set (Merged feature pharmacophore). In the latter case each feature is scored and those are removed that do not match all input molecules.

In ligand-based mode of LigandScout there is an option to cluster the active compounds that helps to find those having similar patterns of interactions with a target protein. The conformers are generated for each compound. Afterwards the compounds are clustered according to the RMSD values calculated between centers of corresponding pharmacophore features of selected conformers of each compound.

To perform consensus virtual screening on several pharmacophore models the boolean expressions can be specified to combine output of these models, e.g. " $\left(3^{\text {rd }}\right.$ or $\left.2^{\text {nd }}\right)$ and $1^{\text {st }}$.

For the validation of the generated pharmacophore models the dataset of ligands with known activity can be used. The validation dataset runs against the created pharmacophore model and statistical indices, (see eqs. 3 and 4) showing how well the model discriminates the active and inactive compound, is calculated. The validated model then can be used in the virtual screening.

In the LigandScout the "classical" pharmacophore features implemented are shown in Figure 18. Each feature of the generated pharmacophore can be marked as optional, what means that it won't be mandatory to find a valid alignment. During the screening process, a molecule is still valid hit when the feature marked as optional is not matched.

In order to adjust the specificity of the pharmacophore model one can increase or decrease the tolerance of the selected feature, in other words change the volume of sphere of the selected feature.


Figure 18. Pharmacophore features definition in LigandScout.

### 3.5. Omega

In the current study, the Omega tool of OpenEye software was used for generation of stereoisomers and conformers while using LigandScout and vROCS programs. It is a widely used rule-based generator which rapidly produces conformational ensembles of small molecules.

Omega contains a precomputed fragment database which contains one or more 3D conformations for every entry. This database is generated by fragmenting a very large collection of commercially available compounds into contiguous ring systems and small linear linkers. One or more 3D conformations for each fragment are generated by the following procedure: a distance bounds matrix is generated based on the connection table of the fragment; the distance bounds are augmented by volume constraints for chirality and planarity; the coordinates of each atom are randomly embedded in a Cartesian space and optimized to fulfill the bounds and constraints; the fragment is further refined with a modified version of the Merck molecular force field (MMFF94) [194], in which the electrostatic and attractive van der Waals terms are removed [195]. Each studied molecule is fragmented in the same manner as the fragment database and fragment conformations are drawn directly from the fragment database. If a molecular fragment was not found in the fragment database, the coordinates for the missing fragment are generated on-the-fly by a distance geometry method with a modified version of the MMFF94 force field [194].

In the subsequent step, torsion driving on the 3D structure assembled from these fragments is performed to generate a large initial "raw" conformer ensemble. This torsion driving is governed by a set of rules for torsion angles contained in a torsion library. In the final stage, this raw conformer ensemble produced from torsion driving is pruned by geometric diversity and conformational strain energy (calculated using the same modification to MMFF94 used to calculate fragment geometries) to produce the output conformer ensemble [196]. The generated conformers are ordered using a simple scoring function that eliminates conformers with internal clashes. Next, beginning with the lowest scoring conformer, all higher scoring conformers that are less than a user-defined RMSD to the lower scoring conformer are eliminated [195].

Hawkins et al. analyzed the failures of conformer generation with Omega tool. Their close analysis of the failures revealed that most of them were due to under-sampling the large low-energy conformational space accessible to molecules with eight or more rotatable bonds, and simple adjustment of the maximum number of conformations generated for these more flexible ligands prevented most of the failures[196].

### 3.6. Docking

Molecular docking is a widely-used computational tool for studying of ligand-receptor recognition. Its aims are prediction of a binding pose of a ligand and "binding free energy" of a ligand to a receptor. Determination of the binding pose and "binding free energy" is crucial for understanding the important ligand-receptor interactions and mechanism of action, thus valuable in the design of new drugs. In molecular docking thousands of possible poses of a ligand inside a receptor cavity are tried and evaluated; the pose with the lowest energy score is predicted as the "best match", i.e. the binding pose [197].

A typical protein-ligand docking program consists of two essential components: sampling and scoring. Sampling refers to the generation of putative ligand binding orientations/conformations into a binding site of a protein and can be further divided into two aspects: ligand sampling and protein flexibility [197]. Identification of the putative orientations/conformations of the ligand in an active site of a receptor is challenging, as even relatively simple organic molecules can contain many conformational degrees of freedom. Sampling these degrees of freedom must be performed with sufficient accuracy to identify the conformation that best matches the receptor structure, and must be fast enough to perform the evaluation of thousands of compounds [198-199]. In reference to the second aspect of the sampling, ligand binding commonly induces protein conformational changes, which range from local rearrangements of side-chains to large domain motions. Due to the large size and many degrees of freedom of proteins, modeling of protein flexibility may be the most challenging issue in molecular docking [200-205].

Scoring is the prediction of the binding strength for individual ligand orientations/conformations with a physical or empirical energy function. Speed and accuracy are two important characteristics of a scoring function. Scoring functions can be classified into three main categories [199]: empirical scoring functions, knowledge-based potentials and force-field methods.

Empirical scoring functions include several terms describing properties known to be important in drug binding to construct a master equation for predicting binding affinity. These terms generally describe polar and apolar interactions, loss of ligand flexibility (entropy) and eventually also desolvation effects. The major disadvantage of the empirical scoring functions is the need for a training set to derive the weight factors of the individual energy terms. Force-field scoring functions are based on the non-bonded terms of a classical molecular mechanics force field (e.g. AMBER, CHARMM, etc.). The main drawback of force-field calculations is the omission of the entropic component of the binding free energy. Knowledge-based scoring
functions encode structural information gathered from protein-ligand X-ray coordinates into Helmholtz free interaction energies of protein-ligand atom pairs. The score is defined as the sum over all interatomic interactions of the protein-ligand complex [206]. The disadvantage is that their derivation is essentially based on information implicitly encoded in limited sets of proteinligand complex structures [199].

In addition to mentioned problems, there is a problem of preparation of binding sites for docking simulation. The difficulties are caused by low resolution of crystallographic structures of proteins and their complexes, position of N and O atoms in side chains of asparagine and glutamine, correct tautomeric state of some amino acids, the appropriate position and orientation of water molecules, which can participate in protein-ligand interactions.[199, 207]

### 3.6.1. MOE, FlexX, PLANTS

Three programs were used for ligand to protein docking in the framework of this study: MOE [208], FlexX [199] and PLANTS [209]. All of them have different sampling algorithms and scoring functions. In all three approaches the ligand is flexible and the protein is kept rigid, but in contrast to other two programs, PLANTS includes the flexibility of some protein's amino acid side chains [209-210]. Moreover they use different procedures of binding site preparation.

A prepared binding site in FlexX includes all protein atoms within a distance of up to 6.5 $\AA$ to $8 \AA$ from any atom of the co-crystallized ligand. This distance is set by visual inspection such that the binding site is completely enclosed. The protonation states and orientation of mobile hydrogen atoms of side chains of amino acids in the protein-binding site are defined manually. Water molecules and metal ions which are known to play a critical role in ligand binding are kept. All these steps require some expert supervision.

FlexX is a fragment-based sampling tool using a systematic search algorithm [199]. The key step of the algorithm is the choice of the base fragment of the ligand, which should be responsible for principal interactions with target protein. The ligand is fragmented into components by severing at all acyclic single bonds [211]. Then FlexX automatically forms a set of alternative base fragments by selecting single components or their combinations. During the selection of the base fragment some parameters are taken into account: number of centers of tight interactions, the total number of the interaction centers and number of conformations of the fragment [212]. After identification of the base fragments, they are placed into the active site of the receptor. The complete ligand is constructed by adding the remaining components one after another. At each step of reconstruction a specified number of optimal partial solutions are selected for the next extension step [211].

For the ranking of the generated solutions FlexX uses an empirical modified Böhm scoring function, which estimates the free energy $\Delta G$ of the protein-ligand complex (eq. 12). It includes such terms as entropic, hydrogen bonding, ionic, aromatic and lipophilic [213].
$\Delta G=\Delta G_{0}+\Delta G_{\text {rot }} \cdot N_{\text {rot }}+\Delta G_{h b} \sum_{\text {neutralH -bond }} f(\Delta R, \Delta \alpha)+\Delta G_{i o} \sum_{\text {ionicint } .} f(\Delta R, \Delta \alpha)+$ $+\Delta G_{\text {aro }} \sum_{\text {aroint } .} f(\Delta R, \Delta \propto)+\Delta G_{\text {lipo }} \sum_{\text {lipo.cont. }} f^{*}(\Delta R)$,
where $\Delta G$ designates different energetic terms, $\Delta G_{0}$ - the energetic contribution which accounts for the reduction in translation and rotational entropy; $\Delta G_{r o t}$ - the energetic contribution which describes the loss of binding energy due to freezing of internal degrees of freedom in the ligand; $N_{\text {rot }}$ - number of free rotatable bonds; $\Delta G_{h b}$ - the energetic contribution from an ideal hydrogen bond; $f(\Delta R, \Delta \propto)$ - scaling function penalizing deviations from the ideal geometry; $\Delta G_{i o}$ - the energetic contribution from an unperturbed ionic interaction; $\Delta G_{\text {aro }}$-the energetic contribution from interactions of aromatic groups; $\Delta G_{l i p o}$ - the energetic contribution from lipophilic interactions; $f^{*}(\Delta R)$ - scaling factor which accounts for contacts with "ideal" distance but penalize for close contacts.

The various contributions to the function are the following:

- a fixed term $\left(\Delta G_{0}\right)$,
- an entropic term $\Delta G_{r o t} \cdot N_{r o t}$ taking into account the loss of entropy during ligand binding.
- contributions for matched and charged hydrogen bonds, salt bridges, aromatic and hydrophobic interactions. Each of these terms consists of a fixed contribution per interaction ( $\Delta G_{h b}$, for example) multiplied by a penalty function $f(\Delta R, \Delta \propto)$. The penalty functions are piecewise linear functions scaling the contribution of an interaction with respect to its optimal geometry [212], and implicitly penalizing clashes.

A binding site in PLANTS includes by default all protein atoms within $12 \AA$ distance from the geometric center of a ligand. A Structure PrOtonation and REcognition System (SPORES) is used for normalization of raw PDB structures of complexes and determination of tautomeric and protonation states of binding site amino acids. Water molecules and metal ions which are known to play a critical role in ligand binding are kept after manual inspection.

The PLANTS docking algorithm is based on one of stochastic optimization algorithms called ant colony optimization (ACO). ACO is inspired by the behavior of ants finding a shortest path between their nest and food source [210]. While walking, ants deposit pheromones to mark paths they follow. When they have to choose between several paths to follow, paths with higher pheromone concentration are chosen with higher probability. ACO algorithms use virtual pheromones to imitate this behavior. They are represented as numerical values that are associated with each possible solution component [209].

Two empirical scoring functions are implemented in PLANTS: PLANTS PLP and PLANTS $_{\text {CHEMPLP }}$ (eqs. 13 and 14) [209]. They are based on parts of already published scoring functions and force fields. The piecewise linear potential (PLP) scoring function is used in both cases to model steric complementarity of the protein and the ligand. In PLANTS CHEMPLP, terms of GOLD's Chemscore implementation are used to introduce angle-dependent terms for hydrogen bonding and metal binding. The torsional potential from the Tripos force field together with a heavy-atom clash term is employed to account for intra-ligand interactions.
$f P L A N T S_{P L P}=f_{\text {plp }}+f_{\text {tors }}+f_{\text {clash }}+C_{\text {site }}$
$f$ PLANTS ChempLP $=f_{\text {plp }}+f_{\text {hb }}+f_{\text {hb-ch }}+f_{\text {hb-Cho }}+f_{\text {met }}+f_{\text {met-coord }}+f_{\text {met-ch }}+f_{\text {met-coord-ch }}+f_{\text {clash }}+f_{\text {tors }}+C_{\text {site }}$,
where $f_{\text {plp }}$ - the piecewice linear potential; $f_{\text {tors }}$ - the torsional potential; $f_{\text {clash }}$ - the empirical heavy-atom potential; $\mathrm{C}_{\text {site }}$ - quadratic potential; $\mathrm{f}_{\mathrm{hb}}$ - potential for the donor-acceptor pairs; $\mathrm{f}_{\mathrm{hb} \text {-ch }}$ - potential for the charged donor and charged acceptor pairs; $\mathrm{f}_{\text {hb-сно }}$-potential for the hydrogen bonding pairs containing an oxygen-acceptor; $\mathrm{f}_{\text {met }}-$ distance- and angle-dependent potential; $f_{\text {met-coord }}$ - coordination polyhedra; $f_{\text {met-ch }}$-potential for charged acceptor atom, involved in a metal interaction; $\mathrm{f}_{\text {met-coord-ch }}$-potential for charged acceptor atom, involved in a metal interaction.

The preparation of the binding site in MOE includes several steps. The protonation of the whole complex is performed followed by energy minimization with MMFF94 force field. As in the previous cases water molecules and metal ions which are known to play a critical role in ligand binding are kept in the binding site.

In MOE it is possible to use two different protocols: simulated annealing and tabu search to optimize the spatial contacts and the electrostatic interactions between the molecules [208]. Simulated annealing is based on the Monte Carlo method [214]. The following parameters control the search: number of cycles per run, iteration limit, and initial temperature. Tabu search performs a stochastic search maintaining a list of previously visited conformations that are forbidden to future moves. The new conformations are compared to the visited conformations using the root mean square deviation. The parameters that control the search process are number of steps per run, number of moves per step, and tabu list length [208].

Ligands poses are ranked by one of the implemented scoring functions based on different geometrical and energetic terms. For instance, the London $\Delta G$ scoring function (eq. 15) estimates the free energy of binding of the ligand in a given pose by taking into account entropy, desolvation, hydrogen bonding, metal ligation and ligand flexibility [215].

$$
\begin{equation*}
\Delta G=c+E_{f l e x}+\sum_{h-\text { bonds }} C_{H B} f_{H B}+\sum_{m-\text { lig }} C_{M} f_{M}+\sum_{\text {atoms } i} \Delta D_{i} \tag{15}
\end{equation*}
$$

where $c$ - the average gain/loss of rotational and translational entropy; $E_{\text {flex }}$ - the energy due to the loss of flexibility of the ligand (calculated from ligand topology only); $f_{H B}$ - geometric imperfections of hydrogen bonds; $C_{H B^{-}}$the energy of an ideal hydrogen bond; $f_{M}$ - geometric imperfections of metal ligations; $C_{M}$ - the energy of an ideal metal ligation; $D_{i}$ - the desolvation energy of atom $i$.

The quality of the docking can be benchmarked by the RMSD between poses of crystallized and docked ligand obtained in re-docking and cross-docking procedures. Re-docking consists in docking of the ligand extracted from the X-ray structure of a ligand/protein complex back into this binding site. Cross-docking consists in docking of the ligand extracted from the Xray structure of a ligand/protein complex into a slightly different shaped protein binding site of another complex or of the ligand-free protein. RMSD values lower than $2 \AA$ are considered satisfactory.

Also for the validation purpose of the docking study library containing active and inactive compounds is screened. The compounds are docked into a protein binding site and are ranked according to the docking score, with which ROC curve and AUC value are evaluated.

## Chapter 3.

RGD-peptidomimetics - antagonists of integrin $\alpha_{11 b} \beta_{3}$ receptor

Here, we give some information about previously performed modeling studies on RGDpeptidomimetics (Section 4) followed by the results obtained in this work (Section 5).

## 4. Previously reported models

### 4.1. Pharmacophore models

In the early works the pharmacophore models of fibrinogen antagonists were represented as a simple two-point model which consists of positive and negative charged groups with distance between them is within $10-20 \AA$ (approximating the distance between central carbons of the positively and negatively charged groups) [126, 216]. The known antithrombotic drug tirofiban was found using such two-point pharmacophore model. In further works other authors have added the hydrophobic feature to the existed two-point model for a more accurate model definition (Figure 19) [217-218].


Figure 19. Simplified pharmacophore model for antithrombotic agents from references [217-218].

In later works the authors used alignment tools to generate 3D pharmacophore models which helped to extend the already known simple two-point model [219-222]. Thus, Okumura et al. [221] based on the set of known fibrinogen antagonists concluded that
(i) two functional groups (amidino or guanidino group and carboxyl group) are essential for the activity, and
(ii) a spacer should be properly selected in order to correctly position these two functional groups.
To search the spatial position and orientation of the two functional groups vital for the activity, alignment of five compounds was performed using the DISCO module of SYBYL 6.3. The cyclic structure (5) obtained from the Cambridge Structure Database was used as a template (Figure 20). The distances between pharmacophore features were extracted from the alignments of the compounds used for model generation (Figure 21). The distance between the amidino/guanidino and carboxylate groups carbons ranged from 13.5 to $14.5 \AA$. The distance
between the atoms carrying the amidino and carboxylate groups respectively ranged from 11.5 to $13.0 \AA$. The " $\alpha$ " angle $\mathrm{C}^{1}-\mathrm{A}-\mathrm{B}$ ranged from $150^{\circ}$ to $170^{\circ}$, and " $\beta$ " defined $\mathrm{C}^{2}-\mathrm{B}-\mathrm{A}$ ranged from $85^{\circ}$ to $110^{\circ}$, respectively [221].
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Figure 20.The compounds used for the alignment


Figure 21. Schematic representation of 3D pharmacophore model from reference [221]

The work of Dixon et al. [185] in which a 3D pharmacophore model has also been developed using PHASE, describes the fibrinogen antagonists more widely. The studied dataset contained $49 \alpha_{\mathrm{If}} \beta_{3}$ antagonists (benzodiazepine series and 1,3,4-trisubstituted 2-oxopiperazine derivatives) for which affinity values were available. The dataset was divided in training (23 compounds) and test sets ( 26 compounds) for the generation and validation of 3D pharmacophore models. Nine training set compounds with affinity values lower than 100 nM were considered as active, whereas five compounds with affinity values greater $1 \mu \mathrm{M}$ as inactives. A maximum of 500 conformations were generated for each molecule using MacroModel torsional sampling with OPLS_2005-based post-processing. The developed pharmacophore model based on nine actives contained four features: positive and negative ionic centers at a distance of $14 \AA$ and two H-bond acceptors (Figure 22). Unfortunately, the authors didn't give any other spatial information about the pharmacophore model. The model was scored according to superposition of pharmacophore site points, alignment of vector characteristics, overlap of molecular volumes, and penalization of matches to inactive training set molecules.


Figure 22. 3D pharmacophore model developed by Dixon et al [185]. The positive and negative ionic features are indicated by cyan and red spheres, while the hydrogen bond acceptor features are rendered as pink spheres with lone pair vectors.

For purposes of QSAR development, van der Waals models of the aligned training set molecules were placed in a regular grid of cubes, with each cube allotted zero or more "bits" to account for the different types of atoms in the training set that occupy the cube. This representation gives rise to binary-valued occupation patterns that can be used as independent variables to created PLS QSAR models. The model was validated using the test set. The obtained correlation coefficient $\left(\mathrm{Q}^{2}\right)$ was 0.40 , the root mean-squared error $(\mathrm{RMSE})=0.89$ and Pearson$\mathrm{R}=0.67$.

The developed pharmacophore model was used to carry out a search of the ASINEX and ACB databases of 226000 molecules, preliminarily seeded with eight high-affinity $\alpha_{\text {IIb }} \beta_{3}$ antagonists belonging to five distinct chemical classes apart from those used in the training and test sets. This search recovered five of the eight known actives and only one false-positive that corresponds to an enrichment of $(5 / 6) \div(8 / 226000) \approx 23500$.

### 4.2. QSAR modeling

There are several three-dimensional QSAR studies that examined antagonists of the $\alpha_{\text {IIb }} \beta_{3}$ receptor. The group of Miyashita et al. [223] examined a series of RGD-mimetics using Comparative Molecular Field Analysis (CoMFA), Hydrophobic Interaction (HINT), and Comparative Molecular Similarity Indices Analysis (CoMSIA) approaches. All of 63 compounds in this series contained an amidino- or guanidinophenyl groups as Arg-mimetic and piperidine-4acetic acid or piperidine 4-carboxylic acid as Asp-mimetic. For all compounds the values of $\mathrm{IC}_{50}$ (the $50 \%$ inhibitory concentration in $\mathrm{mol} / \mathrm{l}$ for platelet aggregation induced by collagen) were given. The 3D structures of the compounds in this study were generated by the molecular software package SYBYL 6.5.33. Systematic search was used to obtain the low-energy conformations and the structures were minimized using molecular mechanics calculation performed with the Tripos force field. During the systematic search and energy minimization, the distance between the carbon atoms of the amidino and carboxylate groups was constrained to be greater than $12 \AA$ since cationic and anionic groups are strongly attractive. The structure minimized by molecular mechanics was fully optimized by the semiempirical molecular orbital method, (PM3). For the purpose of alignment the compound which has relatively high potency and a fairly fixed conformation was used as template (Figure 23). The carbon atoms of the amidino and carboxylate groups and the carbon atoms adjacent to both the benzene and piperidine rings were taken as the key atoms for alignment.

The steric and electrostatic field energies were calculated by CoMFA. The obtained data was analyzed by the partial least squares (PLS) method. The obtained 3D QSAR model was validated by leave-one-out cross-validation (Table 2): the correlation coefficient was 0.714 and the standard error -0.774 .


Figure 23. Template compound used for the alignment in CoMFA study [223]. Key atoms for alignment are marked by circles.

Using HINT, hydrophobic fields were incorporated into CoMFA to evaluate hydrophobic interactions as a component of 3D QSAR model, the obtained leave-one-out cross-validation correlation coefficient (Table 2) was 0.72 and the standard error equaled 0.77 . Also the analysis of steric, electrostatic and hydrophobic fields was performed with CoMSIA module of SYBYL. The obtained CoMSIA model which included steric and electrostatic fields was characterized by
the leave-one-out cross-validation correlation coefficient 0.66 and the standard error 0.85 . The CoMSIA model incorporated all three field types (steric, electrostatic and hydrophobic) had the correlation coefficient 0.70 and the standard error 0.84 . In both cases the quality of CoMFA models was better than CoMSIA models in terms of the leave-one-out cross-validation procedure.

Table 2. Statistics for developed 3D-QSAR models by Miyashita et al.

| Model | Methods | Conventional ${ }^{\text {a }}$ |  | Crossvalidated ${ }^{\text {b }}$ |  | RC ${ }^{\text {c }}$ |  |  | Eqno. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | S | $\mathrm{R}^{2}$ | $\mathrm{S}_{\text {press }}$ | $\mathrm{Q}^{2}$ | St | El | Hp |  |
| 1 | CoMFA | 0.49 | 0.89 | 0.77 | 0.71 | 80.2 | 19.8 | - | 16 |
| 2 | CoMFA+HINT | 0.48 | 0.89 | 0.77 | 0.72 | 44.2 | 10.4 | 45.3 | 17 |
| 3 | CoMSIA(St+El) | 0.51 | 0.88 | 0.85 | 0.66 | 34.2 | 65.8 | - | 18 |
| 4 | CoMSIA(St+El+Hp) | 0.17 | 0.99 | 0.84 | 0.70 | 15.3 | 30.6 | 54.1 | 19 |

${ }^{\text {a }}$ Calculated using training set; ${ }^{\mathrm{b}}$ Calculated using the leave-one-out cross-validation; ${ }^{\mathrm{c}}$ Relative contribution (\%) of St: steric, El: electrostatic, Hp: hydrophobic effects. S - the standard error of estimate; Spress - the standard error calculated using the leave-one-out cross-validation procedure.

The authors supposed that CoMFA better characterized the studied dataset than CoMSIA, since compounds in the dataset were diverse structurally rather than electrostatically and CoMFA emphasized steric interactions. Although, the statistics of model (2) was better than for model (1), the found hydrophobic regions failed to satisfactorily explain the variations in inhibitory activity. Thus, the CoMFA model (1) was chosen as best one.

The generated CoMFA field map showed that the positive electrostatic regions around the ligand which are favorable for high activity surrounded the amidino group and negative electrostatic regions appeared near the carboxylate group. These electrostatic fields indicate the importance of cationic and anionic functional groups in the RGD mimetics for high activity. The optimal distance between these groups was close to $15.3 \AA$. Also they have found that negative electrostatic regions above carbonyl groups that are placed close to the cationic and anionic functional groups suggested that electrostatic interactions or hydrogen bonds between these oxygen atoms and the receptor contributes to an increase in activity [223].

A sterically favorable region for higher activity is found around $\alpha$ and $\beta$ carbon atoms of $\beta$-alanine fragment, and presence of steric forbidden regions near basic amidino-NH group has a negative effect.[223]

Later on, the group of Yan et al. [224] has investigated $\alpha_{\mathrm{v}} \beta_{3} / \alpha_{\text {IIb }} \beta_{3}$ dual antagonists that could be potential drugs for treating of acute ischemic diseases. The studied dataset was
composed of 101 tricyclic piperazine/piperidine-containing dual $\alpha_{V} \beta_{3} / \alpha_{\text {IIb }} \beta_{3}$ antagonists with associated affinity values ( $\mathrm{IC}_{50}$ ). For model development the authors also used CoMFA and CoMSIA approaches.

The whole dataset was divided into training ( 81 compounds) and test ( 20 compounds) sets, respectively. The test set molecules were selected manually such that low, moderate, and high activity compounds were present in approximately equal proportions in both sets, so that training and test sets cover the same potency range. The 3D-QSAR studies were performed using the SYBYL 6.9 molecular modeling software package. Energy minimization and conformational search were performed using Tripos molecular mechanics force field.

The most potent dual antagonist was chosen as a template (Figure 24) to fit the remaining compounds of training and test sets. To evaluate the reliability of the obtained PLS models, cross-validation analysis was accomplished with the leave-one-out methodology. The predictive ability of the best generated models was evaluated on the external validation set of 20 compounds. The obtained correlation coefficients ( $\mathrm{R}^{2}$ ) between observed and predicted affinity values for $\alpha_{\text {IIb }} \beta_{3}$ receptor of test set compounds were shown in Table 3.

Table 3. Statistics for developed 3D-QSAR models by Yan et al.

| Methods | Training set |  |  | Training set |  | Contribution ${ }^{\text {a }}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Q ${ }^{2}$ | $\mathrm{R}^{2}$ | SEE | $\mathrm{R}^{2}$ pred | SEP |  |  |  |  |  |
|  |  |  |  |  |  | St | El | Hp | HBD | HBA |
| CoMFA | 0.50 | 0.85 | 0.52 | 0.72 | 0.65 | 58 | 42 | - | - | - |
| CoMSIA | 0.52 | 0.88 | 0.45 | 0.47 | 0.62 | 17 | 16 | 20 | 29 | 18 |

$\mathrm{Q}^{2}$ - cross-validated correlation coefficient after the leave-one-out procedure; $\mathrm{R}^{2}$ - Pearson correlation coefficient; SEE - standard error of estimate; $\mathrm{R}_{\text {pred }}^{2}$ - predicted correlation coefficient for the test set of compounds; SEP standard error of prediction. ${ }^{\text {a Contribution (\%) of St: steric, El: electrostatic, Hp: hydrophobic effects, HBD: }}$ hydrogen-bond donor; HBA: hydrogen-bond acceptor.

In CoMFA, the steric and electrostatic fields were calculated, whereas in CoMSIA, the steric, electrostatic, hydrophobic, and hydrogen-bond donor and acceptor descriptors were used (Table 3). The analysis of calculated steric CoMFA field showed that bulkier groups near the benzene ring D are favorable and vice versa the bulkier substituents near the 4 -aminopiperidine ring B decrease the activity. Also the calculated electrostatic contour map confirmed the importance of positive and negative charged groups for antagonistic activity of ligands of $\alpha_{\text {IIb }} \beta_{3}$ receptor.


Figure 24. The template compound chosen for CoMFA/CoMSIA studies [224]. The fragment used as a reference during alignment is marked in bold.

Analysis of CoMSIA results showed that the following factors may be relevant:
i) the substitution at positions 15,19 and 24 by hydrophilic groups,
ii) H-bond acceptors near benzene ring C ,
iii) strong H-bond acceptor over position 24 and 25 is detrimental to the biological activity.

Additionally the docking study with Surflex from SYBYL was carried out into the X-ray structure of $\alpha_{\text {IIb }} \beta_{3}$ receptor (PDB: 2VDM). All studied compounds were docked into the prepared binding site. During the docking process, the protein was considered as a rigid one and the antagonists molecules as flexible ones.


Figure 25. Docked template compound in the binding site of $\alpha_{\text {IIb }} \beta_{3}$ receptor from reference [224]

According to the authors, the docking results concur with the ones of CoMFA and CoMSIA studies. Several hydrogen bonds were observed for the docked template in same area as it was seen in CoMSIA maps (from 20 to 25 positions). Two hydrogen bonds were formed by Arg214 with the $-\mathrm{C}=\mathrm{O}$ group at position 26 in the template compound, Asn 215 - with -OH group at position 27, Tyr190 - with-NH- group at position 21 and the sulfonamide group - with Ser123. Also near the ring D the amino acid residues in the docked model were absent, what, similar to CoMFA and CoMSIA maps, shows that steric interaction is favorable there. In
addition, hydrophilic amino acids Arg214, Asn215 appear around sulfonamide substituent, which is similar to the CoMSIA hydrophobic contour maps at position 24 of template compound.

There are some drawbacks in the described QSAR studies. In first one, the external validation is lacking, failing to assess the real predictive ability of the developed models. Among the problems with the second study one may cite:

1) the usage of the neutral forms of compounds for the molecular fields and docking studies (as it was shown by pharmacophore models the two charged features of the ligands are essential for compounds binding),
2) the distorted conformation of the sulfonamide group of template ligand, that could lead to the misrepresentation of the generated molecular fields and wrong docking poses and scoring.

Despite the mentioned drawbacks, the described studies bring useful information about $\alpha_{\text {IIb }} \beta_{3}$ antagonists. Both studies found that the steric effects make much more contribution to the variation of the activity of the antagonists than electrostatic ones, what can be explained by the high similarity of the structures in the used training sets. It can be supposed that the electrostatic effects don`t change significantly from one molecule to another, that's why the electrostatic effects have less contribution to the variation of the activity.

The presence of cationic and anionic centers is considered as preferable for activity, as well as presence of hydrogen bonds. In one of the work the optimal distance between cationic and anionic center was measured and was $15.3 \AA$, which is also in agreement with pharmacophore models.

### 4.3. Molecular docking

Since the X-ray structure of $\alpha_{\text {IIb }} \beta_{3}$ receptor was determined recently, a modeled receptor has been used in the earlier docking studies of fibrinogen antagonists. Usually, for modeling of $\alpha_{\text {IIb }} \beta_{3}$ the authors have used $\alpha_{v} \beta_{3}$ integrin, a member of the same superfamily of cell surface glycoproteins. Integrins are highly homologous ( $38 \%$ identity and $54 \%$ homology for $\alpha_{V}$ and $\alpha_{\text {IIb }}$ ) [225-227]. Both receptors, $\alpha_{\text {IIb }} \beta_{3}$ and $\alpha_{v} \beta_{3}$, have some similar characteristics, they are known to bind an Arg-Gly-Asp (RGD) segment of such peptides as fibrinogen and vitronectin [228]. Also, their binding sites include a MIDAS motif $\left(\mathrm{Mg}^{2+}\right.$ ion in the $\beta_{3}$ metal ion-dependent adhesion site), observed after crystal structures were determined [229-230].

The molecular model of the $\alpha_{\text {IIb }} \beta_{3}$ receptor has been developed based on the crystal structure of $\alpha_{v} \beta_{3}$ receptor by Feuston et al. and used for docking studies [226]. The studied dataset consisted of nine RGD-peptidomimetics, three of them belonged to sulfonamide class of
compounds and were specific antagonists of $\alpha_{\text {IIb }} \beta_{3}$, one - also a sulfonamide, was a dual antagonist. Other four compounds were selective antagonists of $\alpha_{v} \beta_{3}$ receptor and the remaining one was ineffective against either integrin. To define the active binding site two compounds were docked. The first one is RGD-peptidomimetic, a specific antagonist of $\alpha_{\text {IIb }} \beta_{3}$ receptor, while the second one was selective inhibitor of $\alpha_{V} \beta_{3}$ receptor used as the counter example for the modeled receptor. For docking purpose, the ligands were formally charged. While the docking procedure for the first ligand resulted in a reasonable binding mode, it failed for the second one, as expected. The important interactions for ligand binding were defined for $\alpha_{\text {IIb }}$ : Glu117, Tyr190, and $\beta_{3}$ : $\operatorname{Arg} 214$; with the critical distance between the charged residues (Glu117-Arg214) in $15.3 \AA$ (Figure 26). After the active binding site was defined, the remaining compounds were docked. [226]



Figure 26. The binding mode of one of the specific antagonists of $\alpha_{\text {IIb }} \beta_{3}$ from reference [226] (left) and the binding mode of Tirofiban from the X-ray structure (right).

Comparing the modeled receptor with the X-ray structure (PDB: 2VDM), it can be seen that there are some differences which can influence the binding mode. The $\mathrm{Mg}^{2+}$ ion, which, as was seen latter, is responsible for interaction with Asp-mimicking fragment of RGD-mimetics [231], is absent in the modeled receptor. Residue $\alpha_{\text {IIb }}$ Glu117, which according to the docking study is one of the key hot spots, is turned out of the binding site in the X-ray structure, by contrast to the modeled receptor.

In the latter work of Chatterjee et al. [232] a docking study was carried out to define the binding mode of the designed compounds. For the purpose of design, the cyclic hexapeptide cyclo (-G $\mathrm{G}^{1} \mathrm{R}^{2} \mathrm{G}^{3} \mathrm{D}^{4} \mathrm{f}^{5} \mathrm{~L}^{6}$-) (Figure 27) was used. It was designed a small library of seven derivatives in which only the externally oriented (solvent exposed) amide protons were N -methylated. N methylation was used for enhancement of selectivity of $\alpha_{\text {IIb }} \beta_{3}$ receptor antagonists by reduction
in the flexibility of arginine and glycine residues that presented the peptide backbone in an extended orientation.


Figure 27. Template compound used for design in reference [232].
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Figure 28. The compounds used for docking studies in reference [232].


Figure 29. Docked 6 (yellow) and 7 (pink) in the $\alpha_{\text {IIb }} \beta_{3}$ integrin. The $\alpha_{\text {IIb }}$ subunit of the receptor is represented by the green surface, while the $\beta_{3}$ subunit is represented by the violet surface. In both subunits, important side chains are highlighted as sticks. The metal ion in the MIDAS region is represented by a magenta sphere. The loss of $\pi-\pi$ interaction of D-Phe residue of 7 with Tyr122 is shown by the yellow arrow, and the improper orientation of Leu CO of 7 to form a hydrogen bond with the $\operatorname{Arg} 214$ side chain is shown by the white arrow.

For two compounds (Figure 28) from the designed library, the docking studies (Figure 29) based on the complex of $\alpha_{\text {II }} \beta_{3}$ and Eptifibatide (PDB: 1TY6) were performed using Autodock. In both peptides, the carboxylate group of Asp was found to coordinate the metal ion at the MIDAS region, whereas the Arg side chain extended into the deep $\beta$-propeller pocket, forming a hydrogen bond to the $\alpha_{\text {IIb }}$ Asp224 carboxylate group. There are some differences in the predicted binding modes of the compounds 6 and 7. Due to multiple N-methylation in 7, and especially due to the N -methylation of D -Phe residue, 7 , compared to 6 , seems to lower its $\pi-\pi$ interaction with $\beta_{3}$ Tyr 122 and didn't properly orient the Leu carbonyl group to hydrogen bond with the $\beta_{3} \operatorname{Arg} 214$ side chain.

In conclusion, the authors considered that the selectivity of their library arises predominantly due to the reduced flexibility of the peptide. Thus, multiple N-methylation of peptides could be straightforward and simplistic to obtain highly potent and selective ligands [232].

Recently, Bollinger et al. [233] reported a docking study and drug design of $\alpha_{\text {IIb }} \beta_{3}$ antagonists. They investigated new phosphorus-containing integrin ligands with the aim of unraveling the steric and electrostatic requirements of the MIDAS region. The essential carboxyl group of tirofiban analogs was replaced by different phosphorus-containing groups and four compounds were designed (Figure 30). Docking with AutoDock targeted the active site of the complex of $\alpha_{\text {II }} \beta_{3}$ and tirofiban (PDB: 2VDM). The reliability of this approach was assessed through re-docking.
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Figure 30. Designed phosphoryl-containing analogues of tirofiban (Figure 11) tested in docking study by Bollinger et al. [233].

As a result of docking, the predicted binding mode of all designed compounds is very similar to that of tirofiban. All compounds in (R)-configuration bound to the MIDAS similar to tirofiban and additionally form some H -bonds with $\beta_{3}$ Asn215 and $\beta_{3}$ Tyr122. All other interactions are similar to those formed by tirofiban. In order to understand how the different chirality of the carbon bearing phosphinic/phosphonic group influences the inhibitory activity, docking calculations on the corresponding ( S )-enantiomers of the most potent compounds 8-10 were performed. The results showed that in the ( S )-configuration, all the three compounds are able to coordinate the metal - with some differences in the binding mode with respect to the corresponding (R)-enantiomers. While in the $\alpha_{\text {IIb }}$ subunits both interactions with Asp224 and Ser225 are conserved, in the $\beta_{3}$ subunit a loss of the hydrogen bond between the sulfonamide group and $\beta_{3} A s n 215$ and the benzenesulfonamide moiety is not located in the $\alpha_{\text {IIb }} \beta_{3}$ aromatic pocket is observed. [233]

The authors assert that phosphinates as well as phosphonate monomethyl esters are suitable isosteres for the carboxyl group in integrin ligands, while phosphate and thiophosphate groups are not: highly negatively charged metal-coordinating groups are not well tolerated in the $\alpha_{\text {IIb }} \beta_{3}$ MIDAS [233].

The docking studies described above, except the one of Feuston et al., confirm the interactions which can be seen in the X-ray structure. There are some useful conclusions that
emerge: 1) reduction in the flexibility of ligand can enhance the selectivity; 2) highly negatively charged metal-coordinating groups are not well tolerated in the $\alpha_{\text {IIb }} \beta_{3}$ MIDAS.

### 4.4. Conclusions

The analysis of the studies described above showed that all of them are consistent about the importance of cationic and anionic centers. The pharmacophore and 3D QSAR models determine the distance $\sim 15 \AA$ between these centers as optimal. The described docking studies revealed that reduction in the flexibility of ligand can enhance the selectivity and highly negatively charged metal-coordinating groups are not well tolerated in the $\alpha_{\text {IIb }} \beta_{3}$ MIDAS.

Some results of the described studies are questionable and can lead to wrong conclusions. Improperly charged ligands could negatively influence on the estimation of electrostatic interactions in molecular docking and CoMFA modeling. The using of compounds with high similarity as training sets in 3D QSAR modelling could result in controversial judgment that the steric effects contribute more to the variation of activity in contrast to the electrostatic ones. Since N - and C-terminal groups of ligands varied a little across the training sets one can expect that the electrostatic fields are very similar for all compounds and thus electrostatic effects could not be estimated properly. High similarity of training set compounds may substantially decrease the number of possible binding modes described by ligand-based pharmacophore models. Also it should be noted that some of the models were not validated on external datasets.

## 5. Computer-aided design of new RGD-peptidomimetics

In this section we will describe the virtual screening of RGD peptidomimetics. It include as structure-based as well as ligand-based approaches.


Figure 31. Virtual screening workflow used to discover new RGD-peptidomimetics.

### 5.1. Dataset description

Two datasets of RGD-peptidomimetics which report either affinity for $\alpha_{\text {IIb }} \beta_{3}$ or antiaggregation activity have been provided by PCI. All of those compounds have been synthesized and tested for affinity for $\alpha_{\text {IIb }} \beta_{3}$ and anti-aggregation activity at the Medicinal Chemistry Department of A.V. Bogatsky Physical-Chemical Institute (see Appendix 1). Anti-aggregation activity of compounds was measured by Born's method on human platelet rich plasma [234]. Affinity for $\alpha_{\text {IIb }} \beta_{3}$ was measured as inhibition of fluorescein isothiocyanate-labeled fibrinogen binding to activated human platelets by tested compounds [235]. These two datasets contained relatively small numbers of compounds ( 45 compounds with reported affinity values and 53 with reported anti-aggregation activity) and they were significantly imbalanced because they contained mostly active compounds (Figure 32). Due to this fact these datasets have been expanded by data from the other source - CHEMBL database (version 7) [236], which is a publicly available collection of organic compounds with associated bioactivity data taken from the leading medicinal chemistry journals. The compounds from CHEMBL have been selected taking into account similarity of the used bioassays with respect to used in PCI tests. This was the crucial step, because activity values for the same compound obtained in different assays may differ more than by one order of magnitude [237].

Curation of the compounds structures of both datasets has been performed by using ChemAxon Standardizer tool [238]: (i) mixtures and inorganics were removed, (ii) normalization of specific chemotypes (aromaticity and nitro groups were checked) were
performed, (iii) explicit hydrogen atoms were added. Entries featured both achiral and chiral compounds (single stereoisomers and racemic mixtures). Therefore, separate stereoisomers were excluded if corresponding racemic compounds were present in the dataset. Duplicates in the datasets have been removed using ChemAxon Instant JChem [239]. All values of affinity for $\alpha_{\text {IIb }} \beta_{3}$ and anti-aggregation activity of compounds were converted to $\mathrm{pIC}_{50}\left(-\operatorname{lgIC}_{50}, \mathrm{IC}_{50}\right.$ in $\mathrm{mol} / \mathrm{l})$. Thus, two modeling sets - Affinity and Anti-aggregation - were created, see Table 4 and Figure 32.

Table 4. Size and composition of the modeling sets.

|  | PCI data | Literature data | Overall size of the dataset |
| :--- | :---: | :---: | :---: |
| Affinity set | 45 | 293 | 338 |
| Anti-aggregation set | 53 | 400 | 453 |



Figure 32. Distribution of experimental $\mathrm{pIC}_{50}\left(-\operatorname{lgIC} \mathrm{C}_{50}, \mathrm{IC}_{50}\right.$ in $\left.\mathrm{mol} / \mathrm{l}\right)$ values for the Affinity (left) and Antiaggregation (right) datasets. See Table 4 for the details.

Each RGD peptidomimetic could formally be represented by three parts: Arg-mimicking fragments (positively charged), linkers or Gly-mimicking fragments and Asp-mimicking fragments (negatively charged). In the collected datasets, the Arg-mimicking fragment is represented by primary, secondary and aromatic amines, which may be both linear (e.g. alkyl guanidine) or cyclic fragments (e.g. piperidine, piperazine, pyridine, benzamidine, tetrahydroisoquinoline etc.). Asp-mimicking fragments are $\alpha, \beta$-substituted, hydroxyl, keto- and amino acids (Val, Phe, $\beta$-amino acids, etc). Linkers are linear or branched chains, as well as cyclic fragments, such as benzene, piperidine, piperazine, indole, diazepane, pyrrolidine and thiophene (see Figure 34).

It should be noted that for the actives from the Affinity set (for which pIC50 > 6) the topological distance between positively charged nitrogen atom in Arg-mimetic and negatively charged COO group in Asp-mimetic is larger or equal to 13 (see Figure 33).


Figure 33. The topological distance between positively charged nitrogen atom in Arg-mimetic and negatively charged COO group in Asp-mimetic for the compounds with $\mathrm{pIC}_{50}>6$.
cotic

Figure 34. Examples of Arg-, Asp-mimetics and linkers encountered in the collected datasets.

### 5.2. QSAR modeling

Bounded and unbounded two-dimensional simplex descriptors were generated using Hierarchical QSAR Technology (HiT QSAR) software [137]. Besides, atom type also other physico-chemical characteristics of an atom, such as partial charge, lipophilicity, electronegativity, refraction, and the ability for atom to be a donor or acceptor in hydrogen bond formation were calculated for atom differentiation in SiRMS. The SMF descriptors were generated by ISIDA/QSPR software. As types of molecular subgraphs sequences of atoms and bonds and "terminal" groups were calculated. In affinity models, the length of bonds sequences were selected in the range from 2 to 8 , whilst longer sequences (from 2 to 15 ) were included for modeling the anti-aggregation activity. FPT descriptors were also generated, with default parameters. The edge length of basis triangles, i.e., the number of bonds between two pharmacophore types was in range from 2 to 12 .

In order to clarify the complementarity of the two sets of compounds collected from different sources - PCI and ChEMBL, Kohonen maps of the distribution of compounds in space of descriptors were obtained. Three types of descriptors were used (SIRMS, SMF and FPT), with tuning parameters mentioned above.

The maps were built using the Kohonen package implemented in the R package. The Kohonen map clusters the input compounds in such a way that compounds which are similar in chemical space are mapped in the same node. Euclidian distance was used as a similarity measure. The size of the circles represents the portion of compounds in comparison with the whole.


Figure 35. Kohonen maps of the distribution of compounds in space of descriptors. ChEMBL compounds are shown in grey, PCI in black.

Additionally, average inter-set PCI vs. ChEMBL Tanimoto scores were estimated and are shown in Table 5. The calculations were performed with SIRMS, SMF and FPT descriptors.

Table 5. Average value of Tanimoto coefficient for pairwise similarities of the compounds from PCI and CHEMBL sets.

| SIRMS | SMF | FPT |
| :---: | :---: | :---: |
| Affinity dataset |  |  |
| 0.54 | 0.56 | 0.34 |
| Anti-aggregation dataset |  |  |
| 0.65 | 0.57 | 0.36 |

The mapping of both sets of compounds in three types of descriptors spaces and Tanimoto coefficients shows ChEMBL and PCI collections are largely non-overlapping in
chemical space. Thus, it can be expected that one subset will not be able to reliably predict another one, which was confirmed by QSAR analysis.

A priori, two learning scenarios can be envisaged: 1) training on CHEMBL, validation against PCI compounds; 2) training on PCI, validation against CHEMBL compounds.

Table 6. Statistics for 2D QSAR models of affinity for $\alpha_{\text {IIb }} \beta_{3}$

|  | Training set |  | Test set |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{R}_{\text {oob }}{ }^{2}$ | RMSE $_{\text {oob }}$ | $\mathrm{R}^{2}$ | RMSE |
| Descriptors | CHEMBL |  | PCI |  |
| SIRMS | 0.73 | 0.76 | -0.64 | 2.48 |
| FPT | 0.77 | 0.67 | -0.24 | 2.16 |
| SMF | 0.73 | 0.76 | -0.44 | 2.33 |
|  | PCI |  | CHEMBL |  |
| SIRMS | 0.17 | 0.75 | 0.43 | 1.72 |
| FPT | 0.07 | 0.80 | 0.3 | 1.9 |
| SMF | 0.06 | 0.80 | 0.29 | 1.92 |

Table 7. Statistics for 2D QSAR models of anti-aggregation activity

|  | Training set |  | Test set |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{R}_{\text {oob }}{ }^{2}$ | RMSE $_{\text {oob }}$ | $\mathrm{R}^{2}$ | RMSE |
| Descriptors | CHEMBL |  | PCI |  |
| SIRMS | 0.58 | 0.70 | -0.08 | 1.38 |
| FPT | 0.61 | 0.68 | -0.17 | 1.44 |
| SMF | 0.56 | 0.72 | -0.03 | 1.35 |
|  | PCI |  | CHEMBL |  |
| SIRMS | 0.52 | 0.89 | -0.16 | 1.22 |
| FPT | 0.50 | 0.91 | -0.18 | 1.24 |
| SMF | 0.46 | 0.94 | -0.53 | 1.41 |

As expected, QSAR models based on the joint usage of both subsets should fare better, due to data better coverage of chemical space. Three individual 2D models for each joint dataset were developed using Random Forest method in combination with three types of descriptors, such as SiRMS, FPT and SMF described above. Predictive ability of the obtained models was estimated by 5 -fold external cross-validation procedure (Table 8). The consensus QSAR models were developed by averaging predictions of the corresponding individual models (see Figure 36).

To estimate the applicability domain for the consensus models the standard deviation of the prediction, obtained from the ensemble of models, was used. As a threshold, 0.5 of the standard deviation, which is close to the experimental error (see Appendix 1), was taken. For the models of affinity for $\alpha_{I I} \beta_{3}$ and anti-aggregation activity - 10 compounds and 6 compounds, respectively, were out of applicability domain. The reason of unreliable predictions for some of these compounds can be easily explained. It was found that the biological experiments which were used to test some of the compounds differ. This obviously influences on the accuracy of their activity predictions. Since we assess AD of the consensus model by concordance between predictions of different models, and their predictions were inaccurate and differ a lot, so these compounds were out of the AD.

Table 8. 5-Fold external cross-validation statistics for 2D QSAR models of affinity for $\alpha_{\text {IIb }} \beta_{3}$ and anti-aggregation activity performed on combined CHEMBL+PCI sets.

| Descriptors | $\mathrm{R}^{2}$ | RMSE | $\mathrm{R}^{2}{ }_{\text {AD }}{ }^{\text {a }}$ | $\mathrm{RMSE}_{\text {AD }}{ }^{\text {a }}$ | AD coverage |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Affinity for $\alpha_{\text {IIb }} \beta_{3}$ |  |  |  |  |  |
| SiRMS | 0.73 | 0.79 | 0.79 | 0.70 | 0.89 |
| SMF | 0.74 | 0.77 | 0.78 | 0.71 | 0.91 |
| FPT | 0.75 | 0.76 | 0.81 | 0.67 | 0.86 |
| consensus | 0.75 | 0.76 | 0.76 | 0.72 | 0.97 |
| Anti-aggregation activity |  |  |  |  |  |
| SiRMS | 0.52 | 0.76 | 0.64 | 0.67 | 0.86 |
| SMF | 0.50 | 0.78 | 0.66 | 0.65 | 0.88 |
| FPT | 0.53 | 0.76 | 0.62 | 0.68 | 0.91 |
| consensus | 0.52 | 0.77 | 0.54 | 0.74 | 0.99 |

${ }^{3}$ results within applicability domain of the model


Figure 36. Observed versus predicted values of affinity for $\alpha_{\text {IIb }} \beta_{3}$ and anti-aggregation activity of 5-fold external cross-validation procedure of consensus models.

Relatively big error (RMSE $\approx 0.65-0.74$ log units) in predicted affinity for $\alpha_{\text {IIb }} \beta_{3}$ and antiaggregation activity can be explained by various reasons: difference of experimental conditions and high inter-individual variability of $\alpha_{\text {IIb }} \beta_{3}$ population on platelets (see Appendix 1).

Predictive performance of the consensus model is similar to that of individual models (SiRMS, SMF, FPT) for both Affinity and Anti-aggregation sets (Table 7). However, the coverage of consensus models is much higher and, therefore, they were selected for virtual screening.

### 5.3. Pharmacophore models

In this chapter we will describe the development of the pharmacophore models for the antagonists of $\alpha_{\text {IIb }} \beta_{3}$ receptor. Both structure-based and ligand-based models were developed. The models performance has been assessed in virtual screening on the validation set composed from the Affinity set (from which molecules used for the training were excluded) and a subset of decoys.

In our calculations, we consider as active molecules with $\mathrm{pIC}_{50} \geq 6$. With this threshold, the total number of actives in the Affinity set is 234 . The whole Affinity set was used in validation of structure-based models. In case of ligand-based pharmacophore, Affinity set were used with exclusion of training set molecules (the number of training molecules varies from 2 to 50)

A subset of 1518 decoys was selected from the ChEMBL database in such a way that some physic-chemical parameters (the number of H -donors and H -acceptors, $\log \mathrm{D}$, molecular weight, the number of rotatable bonds, topological polar surface area and partial charge) were similar to the compounds from the Affinity set. Thus, the number of inactives in the validation set was 1622 both for structure- and ligand-based models.

The general scheme for pharmacophore model obtaining and optimization is shown on Figure 37.


Figure 37. Workflow for pharmacophore model development

### 5.3.1. Structure-based models

Three structure-based pharmacophore models (Figure 38, left) were built with LigandScout, using 3 available X-ray structures of $\alpha_{\text {IIb }} \beta_{3}$ complexes with its antagonists L739,758, tirofiban, eptifibatide (PDB codes 2VC2, 2VDM, 2VDN, respectively). For this purpose, all ligands in complexes were ionized and minimized using the MMFF94 force field. All models were generated with exclusion volumes.
Precision = 0.86 , Recall $=0.13$

Figure 38. Structure-based pharmacophore models for $\alpha_{\text {IIb }} \beta_{3}$ complexes. Two kinds of models are presented for each protein-ligand complex: automatically developed by LigandScout (left) and manually optimized (right).The color-coding of the pharmacophore features is shown on Figure 18.

The three models (Figure 38, left) have several main common features: positive and negative charges separated by 15.9-16.5 $\AA$ and one or two hydrophobic features situated between
them; near the positive and negative centers there are several hydrogen bond donors and acceptors, respectively.

The models were validated against the Affinity dataset. For the purpose of pharmacophore models validation the dataset was prepared in several steps. (i) All of the compounds were ionized using Filter tool from OpenEye software. (ii) For each compound with unspecified stereocenters, all possible stereoisomers were generated using Omega from OpenEye. (iii) At most 200 conformers within $10 \mathrm{kcal} / \mathrm{mol}$ energy window were generated for each stereoisomer using also Omega.

A validation set compound was predicted as active if at least one of its conformers (issued from either of its stereoisomers, if stereochemistry was ambiguous) fit the pharmacophore model. The screening results were ranked with respect to the pharmacophore fit scoring function, which takes into account only chemical features overlap.

Obtained structure-based models were not selective in discrimination of active and inactive compounds. All three models 2VC2, 2VDN and 2VDM returned no hits.

Since automatically developed pharmacophore models displayed little efficacy in virtual screening, an effort has been to modify them manually. Two essential features, the centers of positive and negative charges, which are common in all models, were always kept enabled whereas other features present in the automated models were alternatively toggled on or off. The best models having high precision and recall values are presented on Figure 38 (right). Joint application of these three tuned models resulted in precision $=0.81$ and recall= 0.36 . In these experiments, a compound was predicted as active if it fit at least one model of three.

To summarize, the structure-based models are not efficient enough to recover all actives in the database. This could be explained by the fact that they include only 3 or 4 features which probably is not sufficient to fully describe protein-ligand binding.

### 5.3.2. Ligand-based models

Ligand-based models were built using structures of active compounds from the Affinity dataset. A pharmacophore extraction subset was used, and a high activity value $\mathrm{pIC}_{50} \geq 8$ was chosen as a threshold to divide active and inactive compounds. 83 selected active compounds were ionized with Filter. For each compound having unspecified stereocenters, all possible stereoisomers were generated and at most 200 conformers within $10 \mathrm{kcal} /$ mol energy window were produced for each stereoisomer using Omega.

Because of high flexibility of the ligands, the sets of conformers contained many folded and bend structures, which could seriously distort the obtaining models (Figure 39). To avoid
this problem, generated conformers were pre-filtered based on a simple rule: the distance between positively and negatively charged atoms should be within the interval 16-18A. An inhouse Python script based on OpenEye OEChem [240] has been written for this purpose. Discarding useless conformers resulted in a database containing 1756 3D structures corresponding to 61 compounds. The model built on these structures performs reasonably well in virtual screening (Figure 40). However, this model is extremely simple because it contains only few features and, therefore, it doesn't sufficiently describe the complexity of ligand interactions with the integrin binding site. Indeed, one may distinguish two types of interactions: (i) strong electrostatic interactions via the positively and negatively charged sites conserved in all ligands and, (ii) van der Waals and/or H-bond interactions which may vary from one type of ligands to another. Therefore, we decided to perform a clustering of the dataset, expecting each cluster to correspond to a particular binding mode.


Figure 39. Pharmacophore model based on compounds in bend conformations. One can see that the distance between positive and negative features is too small for efficient binding with the receptor.


Figure 40. Pharmacophore model built on database containing 1756 3D structures corresponding to 61 compounds. Virtual screening on the remaining part of the Affinity set (277 compounds) lead to Precision $=0.70$ and Recall $=$ 0.99 .

The clustering performed with LigandScout (default setting) resulted in 7 clusters and 5 singletons. All 7 clusters were taken to prepare shared pharmacophore models with exclusion volumes. Virtual screening with these models resulted to very low recall values (see Figure 41).
Nocore Pharmacophore models

Figure 41. Shared pharmacophore models (left) and the most representative compounds from each cluster (right). See Figure 18 for the details of feature color-coding.

There are some similarities and differences between generated structure-based and ligandbased models. Both types of models contain positive and negative charges separated by 15.9 $16.5 \AA$ (in structure-based) or by 14.3-16.9 $\AA$ (in ligand-based) which fits experimentally detected distances [126, 216], and one or two hydrophobic features.

Since the performance of the individual models didn't lead to success, we decided to use the ensemble of generated ligand-based models (see Figure 41), which resulted in reasonable precision $=0.67$ and recall $=0.93$. Attempt to combine structure-based and ligand-based models didn't lead to any variation of these parameters. Therefore, only ligand-based models issued from Clusters 1-7 have been further used in virtual screening. We believe that this is more reasonable than using a simple model described on Figure 40 because of the possibility to distinguish binding modes of different sub-families of the screened compounds.

Notice, that pharmacophores developed in this work have some characteristics in common with earlier reported models. It concerns the presence of cationic and anionic groups and the hydrophobic feature detected in the models by Cheng [211] and by Ojima [217-218] (Figure 19). Two hydrogen bond acceptors in the Dixon's model (Figure 22) [185], one near the anionic center and another one in the center of the ligand, were also observed in the generated ligandbased models. However, our models developed on larger datasets contain more features, the distances are better tuned and, hence, they are more selective compared to earlier reported pharmacophores.

### 5.4. Docking

This section describes the molecular docking study. At the first step, we focused on two main tasks: (1) selection and preparation of the binding site of $\alpha_{\text {IIb }} \beta_{3}$ receptor and (2) the choice of the appropriate docking program. At the second step, we used this docking setup to study a series of new RGD peptidomimetics recently synthesized and studied in PCI.

### 5.4.1. Choice of the docking software and binding site preparation.

Three complexes (PDB codes 2VC2, 2VDM, 2VDN) of the $\alpha_{\text {IIb }} \beta_{3}$ headpiece in its open form, with three different ligands (L-739,758, tirofiban, eptifibatide respectively) were used. The binding pockets in these complexes are quite different. Thus, their pairwise comparison resulted in RMSD (all atoms) $=2.9 \AA$ for $2 \mathrm{VDM} / 2 \mathrm{VC} 2,3.2 \AA$ for $2 \mathrm{VDM} / 2 \mathrm{VDN}$ and $4.9 \AA$ for $2 \mathrm{VC} 2 / 2 \mathrm{VDN}$. On the other hand, in each complex roughly the same ensemble of amino acid residues is responsible for interactions with the ligand.

Antagonists mainly interact with $\alpha_{\mathrm{Ib}}$ Asp224 and $\alpha_{\mathrm{IIb}}$ Ser225 residues, $\mathrm{Mg}^{2+}$ metal iondependent adhesion site (MIDAS) and $\beta_{3} \operatorname{Ser} 121, \beta_{3}$ Asn215 residues [231] (Figure 42). In all complexes, the MIDAS $\mathrm{Mg}^{2+}$ ion has two coordinated water molecules which seem important for binding and correct orientation of the ligand in the protein pocket. Re-docking and crossdocking experiments were performed in order to choose appropriate binding pocket and docking program which provide with an "optimal" ligand pose.


Figure 42. Schematic representation of interactions between tirofiban and $\alpha_{\mathrm{II}} \beta_{3}$ receptor in the 2VDM complex
Three programs have been used to carry out the docking studies: PLANTS, FlexX, MOE. For each program the complexes have been prepared individually. Each program uses its own scoring function: CHEMPLP (PLANTS), London $\Delta G$ (MOE) and empirical (FlexX).

Since there is no evidence about importance of two water molecules coordinating $\mathrm{Mg}^{2+}$, two docking experiments were performed: with and without these molecules. Although, in both cases we obtained similar RMSD values, results for tirofiban and L-739,758, (more similar to the ligands from our datasets than eptifibatide), indicate that the presence of these water molecules is preferable because it results in more accurate poses with $\mathrm{RMSD} \leq 2 \AA$. It has also been found that MOE provides better results for tirofiban and L-739,758 (RMSD $=1.15-2.14 \AA$ ) than FlexX (1.85-3.55 $\AA$ ) and PLANTS (2.07-8.87 $\AA$ ).

Table 9. RMSD values in re-docking and cross-docking studies of complexes 2VC2, 2VDM, 2VDN with MOE, FlexX and PLANTS programs.

| Binding <br> site | with water |  |  | without water |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Tirofiban | L-739758 | Eptifibatide | Tirofiban | L-739758 | Eptifibatide |  |
| MOE |  |  |  |  |  |  |  |
| 2VDM | $\mathbf{1 . 1 5}$ | 2.14 | 3.20 | $\mathbf{0 . 9 8}$ | 2.16 | 3.20 |  |
| 2VC2 | $\mathbf{1 . 3 7}$ | $\mathbf{1 . 2 6}$ | 8.70 | $\mathbf{1 . 3 1}$ | 6.58 | 8.13 |  |
| 2VDN | $\mathbf{1 . 7 2}$ | $\mathbf{1 . 8 8}$ | 3.36 | $\mathbf{1 . 6 9}$ | $\mathbf{1 . 8 4}$ | 8.15 |  |
| FlexX |  |  |  |  |  |  |  |
| 2VDM | 3.55 | 3.39 | 5.81 | 3.61 | 6.13 | 9.39 |  |
| 2VC2 | $\mathbf{1 . 8 5}$ | 2.25 | 5.15 | $\mathbf{1 . 8 8}$ | 9.10 | 2.25 |  |
| 2VDN | 2.52 | 2.15 | 8.54 | 2.53 | 6.91 | 2.16 |  |
|  |  |  | PLANTS |  |  |  |  |
| 2VDM | 2.07 | 4.46 | 5.74 | 5.89 | 5.85 | 2.17 |  |
| 2VC2 | 8.87 | 3.49 | 8.43 | 2.70 | 4.06 | $\mathbf{1 . 3 1}$ |  |
| 2VDN | 4.46 | 4.62 | 8.90 | 3.37 | 4.59 | $\mathbf{1 . 2 3}$ |  |

Additional tests were performed in virtual screening the Affinity dataset on 2VDM binding pocket by all three programs. For the analysis of the docking results, the scores of stereoisomers were averaged. In order to obtain ROC curves (Figure 43), the compounds from Affinity dataset were divided on actives and inactives using $\mathrm{pIC}_{50}=6$ as a threshold. The following ROC AUC values have been obtained: 0.47 (FlexX), 0.62 (PLANTS) and 0.74 (MOE). The enrichment ratio for the $10 \%$ subset was $1.44,1.03$ and 1.03 for MOE, FlexX and PLANTS, respectively.

Ensemble of performed tests clearly shows that MOE outperforms two other programs. Thus, 2VDM binding pocket containing the two water molecules at the MIDAS site and the MOE program were chosen for further screening experiments (see section 3.2.3.2. and our publication in Bioorganic \& Medicinal Chemistry Letters [241]).


Figure 43. ROC curves corresponding to screening of the Affinity dataset on 2VDM binding pocket by FlexX (blue curve), PLANTS (green) and MOE (red).

Comparing pharmacophore and docking approaches, one can conclude that the proteinligand interaction patterns described by ligand-based pharmacophore models are consistent with those observed in docking. This is demonstrated on Figure 44 where the shared ligand-based pharmacophore issued from cluster 5 is compared with the docking pose of one of the compound from the same cluster.


Figure 44. Pharmacophore model (top) obtained on cluster 5 and schematic 2D representation of the docking pose of the ligand belonging to the cluster 5 . One can see that the pharmacophore model is consistent with most of protein-ligand interactions observed in the docking experiments.

One can clearly see that : (1) the two hydrogen bond acceptors and associated with them negative charged feature correspond to two oxygens of the carboxyl group interacting with $\beta_{3} \operatorname{Asn} 215, \beta_{3} \operatorname{Ser} 121, \beta_{3} \operatorname{Ser} 123$ and $\mathrm{Mg}^{2+}$; (2) the hydrogen bond donor and associated positive charged feature correspond to piperidine ring which interact with $\alpha_{\text {IIb }}$ Asp224, $\alpha_{\text {IIb }} \operatorname{Ser} 225$; (3) the hydrogen bond acceptor in the pharmacophore corresponds to hydrogen bond between pyridine and $\beta_{3} \operatorname{Arg} 214$. For two hydrogen bond acceptor $(3,4)$ and donor (5), no related interactions were observed in docking. One may suppose that they interact with water molecules which were removed at the stage of binding site preparation.

### 5.4.2. Docking experiments on selected subsets of RGD peptidomimetics.

In this section we report docking studies on two series of RGD peptidomimetics recently synthesized and tested on affinity for $\alpha_{\text {II }} \beta_{3}$ and anti-aggregation activity in the Medicinal department of PCI. Our goal was to give a microscopic insight into experimentally observed structure-property relationships.

The first series consisted of 14 RGD peptidomimetics containing a phthalimidine fragment is represented in Table 10 (see Figure 45) [241].


Figure 45. RGD peptidomimetics containing a phthalimidine fragment

Table 10. Biological properties of first series of RGD peptidomimetics, RGDS peptide and Tirofiban

| Compounds | Aa | n | R | $\mathrm{IC}_{50}, \mu \mathrm{M}(\mathrm{PRP})^{\mathrm{a}}$ | $\begin{gathered} \mathrm{IC}_{50}, \mu \mathrm{M} \\ \left(\mathrm{FITC}-\mathrm{Fg} / \alpha_{\mathrm{II}} \beta_{3}\right)^{\mathrm{b}} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 12a |  | 0 | H | $66.0 \pm 9.0$ | - |
| 12b |  | 0 | H | $24.0 \pm 3.0$ | $0.27 \pm 0.06$ |
| 12c |  | 0 | H | $120.0 \pm 20.0$ | $1.2 \pm 0.1$ |
| 12d |  | 1 | H | $5.9 \pm 0.6$ | $0.0055 \pm 0.009$ |
| 12e |  | 1 | H | $9.6 \pm 1.9$ | $0.0068 \pm 0.0012$ |
| 12 f |  | 1 | H | $0.54 \pm 0.06$ | - |
| 12g | HN | 1 | H | $1.1 \pm 0.1$ | $0.0065 \pm 0.0005$ |
| 12h |  | 1 | $\mathrm{CH}_{3}$ | $5.4 \pm 1.0$ | $0.35 \pm 0.03$ |
| 12 i |  | 1 | $\mathrm{CH}_{3}$ | $6.2 \pm 1.2$ | - |
| 12j | NO~OO | 1 | $\mathrm{CH}_{3}$ | $3.74 \pm 0.51$ | $0.037 \pm 0.08$ |
| 12k | $1$ | 1 | $\mathrm{CH}_{3}$ | $0.086 \pm 0.007$ | $0.0065 \pm 0.0012$ |
| 121 |  | 2 | H | $51.0 \pm 30.0$ | - |
| 12m |  | 2 | H | $410.0 \pm 60.0$ | - |
| 12n |  | 2 | H | $330.0 \pm 50.0$ | - |
|  | RGDS |  |  | $31.0 \pm 2.0$ | $13.0 \pm 1.6$ |
|  | Tirofiban |  |  | 0.032 |  |

${ }^{\mathrm{a}}$ Concentration required to reduce ADP-induced human platelet aggregation response by $50 \%$. The $\mathrm{IC}_{50}$ values are expressed as the average of at least two determinations. The average error for the $\mathrm{IC}_{50}$ determinations was $15 \%$. ${ }^{\mathrm{b}}$ Concentration required to reduce binding of FITC-Fg to $\alpha_{\text {IIb }} \beta_{3}$ on the suspension of washed human platelets by $50 \%$. The $\mathrm{IC}_{50}$ values are expressed as the average of at least two determinations. The average error for the $\mathrm{IC}_{50}$ determinations was $15 \%$.

The docking study was carried out using setup established in section 3.2.3.1: the protein binding site from the 2VDM complex in combination with MOE. The docking experiments of the synthesized compounds reveal several common binding patterns observed for the most of molecules in the studied dataset. In particularly, the nitrogen atom of Arg-isosteres (the fragments of 4-piperidine-4-yl-butyric, 4-piperidine-4-yl-benzoic, 4-piperazine-4-yl-benzoic and 1,2,3,4-tetrahydroisoquinoline-7-carboxylic acids) interacts with two amino acid residues of $\alpha_{\text {Ib }}$ chain of $\alpha_{\text {IIb }} \beta_{3}$ receptor, namely with carboxyl group of Asp224 side chain and Ser225 amide bond. The carboxyl group of peptidomimetics is involved in coordination sphere of $\mathrm{Mg}^{2+}$, and also interacts with Tyr122 amide bond and amide group of Asn215 side chain incorporated in the $\beta_{3}$ chain, see Figure 46 as an example.


Figure 46. Binding of molecule $\mathbf{1 2 g}$ to the $\alpha_{\text {IIb }} \beta_{3}$ receptor observed in docking experiments.
Our studies show that S-enantiomers of compounds $\mathbf{1 2 i}$ and $\mathbf{1 2 j}$ (see Table 10) bind to the receptor stronger than the corresponding R -enantiomers. On the other hand, no significant differences in values of scoring function for $S$ and $R$-enantiomers of the compounds $\mathbf{1 2 h}$ and $\mathbf{1 2 k}$ were observed.

The second series presents 21 RGD peptidomimetics which are shown in Table 11 [242]. Since the affinity value is available only for a small subset thereof, the anti-aggregation activity was used for investigation of correlation, which may still be apparent if docking predicts affinities well, and affinity is in itself the main parameter controlling anti-aggregation propensity. The docking study performed with MOE didn't show, however, correlation between the docking score and anti-aggregation activity $\left(\mathrm{R}_{\text {Spearman }}=-0.06\right)$. Therefore docking study was repeated with FlexX. The correlation was still poor $\left(\mathrm{R}_{\text {Spearman }}=0.35\right)$. However, in the case of FlexX exclusion of one outlier significantly improves the correlation $\left(\mathrm{R}_{\text {Spearman }}=0.52\right.$, Figure 47).

Table 11. Biological properties of the second series of RGD peptidomimetics, RGDS peptide and Tirofiban

| Compounds | Aa | N | R | $\mathrm{IC}_{50}, \mu \mathrm{M}(\mathrm{PRP})^{\mathrm{a}}$ | $\begin{gathered} \mathrm{IC}_{50}, \mu \mathrm{M} \\ \left(\mathrm{FITC}-\mathrm{Fg} / \alpha_{\mathrm{IIb}} \beta_{3}\right)^{\mathrm{b}} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 13a |  | 0 | H | 51 |  |
| 13b |  | 0 | H | $66.0 \pm 9.0$ | - |
| 13c |  | 0 | H | $24.0 \pm 3.0$ | $0.27 \pm 0.06$ |
| 13d |  | 0 | H | 3.3 |  |
| 13e |  | 0 | H | $120.0 \pm 20.0$ | $1.2 \pm 0.1$ |
| 13 f |  | 1 | H | 7.4 |  |
| 13g |  | 1 | H | $5.9 \pm 0.6$ | $0.0055 \pm 0.009$ |
| 13h |  | 1 | H | $9.6 \pm 1.9$ | $0.0068 \pm 0.0012$ |
| 13i |  | 1 | H | $0.54 \pm 0.06$ | - |
| 13j |  | 1 | H | $1.1 \pm 0.1$ | $0.0065 \pm 0.0005$ |
| 13k |  | 1 | H | 2.7 |  |
| 131 | $2$ | 1 | $\mathrm{CH}_{3}$ | 2.7 |  |
| 13m |  | 1 | $\mathrm{CH}_{3}$ | $5.4 \pm 1.0$ | $0.35 \pm 0.03$ |
| 13n |  | 1 | $\mathrm{CH}_{3}$ | $6.2 \pm 1.2$ | - |
| 130 |  | 1 | $\mathrm{CH}_{3}$ | $3.74 \pm 0.51$ | $0.037 \pm 0.08$ |
| 13p |  | 1 | $\mathrm{CH}_{3}$ | $0.086 \pm 0.007$ | $0.0065 \pm 0.0012$ |
| 13q |  | 1 | $\mathrm{CH}_{3}$ |  |  |
| 13r |  | 2 | H | 1.8 |  |

Continuation of Table 11.

| Compounds | Aa | N | R | $\mathrm{IC}_{50}, \mu \mathrm{M}(\mathrm{PRP})^{\text {a }}$ | $\begin{gathered} \mathrm{IC}_{50}, \mu \mathrm{M} \\ \left(\mathrm{FITC}-\mathrm{Fg} / \alpha_{\mathrm{IIb}} \beta_{3}\right)^{\mathrm{b}} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 13s |  | 2 | H | $51.0 \pm 30.0$ | - |
| 13 t |  | 2 | H | $410.0 \pm 60.0$ | - |
| 13u |  | 2 | H | $330.0 \pm 50.0$ | - |
|  | RGDS |  |  | $31.0 \pm 2.0$ | $13.0 \pm 1.6$ |
|  | Tirofiban |  |  | 0.032 |  |

${ }^{\mathrm{a}}$ Concentration required to reduce ADP-induced human platelet aggregation response by $50 \%$. The $\mathrm{IC}_{50}$ values are expressed as the average of at least two determinations. The average error for the $\mathrm{IC}_{50}$ determinations was $15 \%$. ${ }^{\mathrm{b}}$ Concentration required to reduce binding of FITC-Fg to $\alpha_{\text {IIb }} \beta_{3}$ on the suspension of washed human platelets by $50 \%$. The $\mathrm{IC}_{50}$ values are expressed as the average of at least two determinations. The average error for the $\mathrm{IC}_{50}$ determinations was $15 \%$.


Figure 47. Plots of anti-aggregative activity of synthesized compounds against docking score obtained by FlexX. Excluded outlier is shown inside the circle.

Observed on Figure 47 correlation suggests that the docking score obtained by FlexX can be used for the assessment of anti-aggregative activity of the compounds. Thus, higher antiaggregative potency of $\mathbf{1 3 f} \mathbf{- j}$ compared to 13a-e could be explained by the fact that the former form additional H -bonds to OH -group of $\alpha_{\mathrm{II}} \mathrm{Tyr} 190$ or to water molecules connected with $\alpha_{\text {Ib }}$ Asp232, whereas the latter can't form hydrogen bonds to OH -group of $\alpha_{\text {IIb }}$ Tyr190 due to the steric reasons (Figure 48, compounds 13e and 13j).

Compounds 13s,t resulted from the increase of the length of the Asp-mimetic part of 13g,h are too big compared to the cavity and, therefore they don't interact efficiently with the protein residues (Figure 48, compounds $\mathbf{1 3 h}$ and $\mathbf{1 3 t}$ ).The difference between activity of the compound 13b and 13r, which have the same topological length between Asp- and Arg-mimetic parts, can be explained by different protein-ligand interaction patterns. The carboxylic acid group of $\mathbf{1 3 r}$ is buried deeper in the receptor pocket and interacts with $\beta_{3} \mathrm{Asn} 215$ as well as with

MIDAS, and carbonyl group of 2,3-dihydroisoindol - one moiety forms H-bond with OH -group of $\alpha_{\mathrm{II}}$ Tyr190. On the other hand, carboxylic acid group of 13b interacts only with MIDAS, whereas carbonyl group of 4-piperidin-4-yl-butanoyl forms H -bond with water molecules coordinated to $\alpha_{\text {IIb }}$ Asp232 (Figure 48, compounds 13b and 13r). Comparison of the docking pose of $\mathbf{1 3 i}$ with that of $\mathbf{1 3 d}$ shows that $\mathbf{1 3 i}$ is characterized by a bent conformation whereas $\mathbf{1 3 d}$ adopts an almost linear form. Furthermore, 13i is characterized by higher docking score value compared to $\mathbf{1 3 d}$ ( 38.6 vs 36.4 ).
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Figure 48. Docking poses and interactions of compounds $\mathbf{1 3 b}, \mathbf{e}, \mathbf{h}, \mathbf{j}, \mathbf{r}, \mathbf{t , d , \mathbf { i }}$ inside the $\alpha_{\text {IIb }} \beta_{3}$ receptor cavity obtained by FlexX.

### 5.5. Molecular shape-based comparison

The shape-based superposition method implemented in ROCS package of OpenEye software was used for generation of molecular shape models for the purpose of virtual screening. The developed models were validated using Affinity dataset, which contained 234 active and 104 inactive molecules. The validation set has been prepared in the same way as for the pharmacophore models described above. The compound of the validation set was predicted as active if at least one of its stereoisomers fit the shape-based model.

Goodness-of-fit measure of screened compounds has been estimated using TanimotoCombo score which has been averaged among different stereoisomers of the same compound from the validation set. Model quality has been estimated by AUC values calculated from ROC curves.

ROCS is a 3D approach and it requires "bioactive" conformers for model generation. For this reason, we used the ligands from the same complexes as for the docking. But in this case only two of the ligands were chosen for model generation (tirofiban and L-739,758), since there are none representatives in the training set of the third one, eptifibatide, which is a cyclic peptide. Tirofiban and L-739,758 were extracted from their complexes (2VDM and 2VC2), which were preliminary minimized using MMFF94 force field implemented in MOE. Both ligands were ionized using Filter.

An attempt to obtain individual shape-based models for tirofiban and for L-739,758 was not successful: the ROC AUC value didn't exceed 0.42 . Any modifications didn't help to improve the results.

Since the individual models were unsuccessful it was decided to build a new one based on both ligands. For this purpose the ligands have been pre-aligned by the rigid alignment method implemented in MOE. The developed model based on both compounds had also low AUC value. Since actives do not have to comply with the shape constraints extrapolated from the two ligands, the method performed poorly in terms of retrieval of actives - presumably using, in part, different anchoring points to bind to the site (Figure 49). The model is too detailed and therefore too selective: it contains too many chemical features.


Figure 49. The initial shape-based model and corresponding ROC curve ( $\mathrm{AUC}=0.49$ ). The chemical features are color-coded: negative ionizable feature (red sphere), positive ionizable feature (blue sphere), hydrophobic feature (beige sphere), H -bond acceptor (red grid sphere), H -bond donor (blue grid sphere), aromatic ring (grin sphere).

A manual "pruning" of this automated model was thus undertaken, in order to keep only the essential anchoring groups (positive and negative charge, hydrogen bond acceptor and hydrophobic center seen in pharmacophore \& docking models).


Figure 50. The modified shape-based model and corresponding ROC curve ( $\mathrm{AUC}=0.64$ ). The color-coded see Figure 49. The threshold (TanimotoCombo score $=0.64$ ) for virtual screening corresponds to the point $(*)$ where the gradient of ROC decreases.

Taking into account this information, several combinations of the most important chemical features were tried. The model which showed the best AUC value (Figure 50) was chosen for further virtual screening. Virtual screening with the TanimotoCombo score $=0.64$ as threshold lead to precision $=0.85$ and recall $=0.41$.

The selected shape-based model contained such chemical features as positive and negative ionizable features, three hydrogen bond acceptors and one donor, hydrophobic feature and aromatic ring.

### 5.6. Molecular fields similarity

The FieldAlign tool of Cresset was used for comparison of molecular fields of $\alpha_{\text {IIb }} \beta_{3}$ receptor antagonists. The Affinity dataset was used as a validation set. For each compound with unspecified stereocenter all possible stereoisomers were generated using Omega tool from the OpenEye software. 100 conformations for each compound were generated using the Normal settings of FieldAlign software. The compound of the validation set was predicted as active if at least one of its stereoisomer fit the field-based model.

As well as for the ROCS package the proper "bioactive" conformation is required for field generation, so tirofiban and L-739,758 ligands were used for models generation as well as for the shape-based models.

The obtained field similarity value was used to compare the screened compounds with the model and was averaged over different stereoisomers of the same compound from the validation set. Models performance was estimated by ROC AUC values. For this purpose, as in the previous case, the compounds from Affinity dataset were divided on two classes using $\mathrm{pIC}_{50}=6$ as a threshold.

Similarly to shape-based models, the individual models didn't perform well. Any modifications of both models didn't improve their performance. A joint model has been built using information about the ligands from both complexes. The information about protein binding site was used to assign excluded volume features. Screening of the obtained model on validation dataset lead to $\mathrm{AUC}=0.61$.

The FieldAlign software gives user an opportunity to vary (increase or decrease) the value of generated molecular fields. Any molecule with field points which doesn't match the constrained field points will have a penalty applied to its field similarity score. This option was used to tune the initial model. The initial values of fields (constrains) were modified according to previously made observations. Thus, we took into account the importance of the anionic and cationic groups, the hydrogen bond acceptor, which is able to interact with $\beta_{3}$ Asn215 amino acid residue, and another hydrogen bond acceptor able to bind to $\alpha_{\text {Ib }} \mathrm{Asp} 232$. The weights of the negative, hydrogen bond acceptors and positive field points were increased whereas the weights of the hydrophobic field points were decreased. These modifications lead to acceptable AUC
value (AUC $=0.68$, Figure 52). The model was chosen for virtual screening. Virtual screening with the similarity value $=0.12$ as threshold lead to precision $=0.77$ and recall $=0.89$.


Figure 51.The initial field-based model and corresponding ROC curve ( $\mathrm{AUC}=0.61$ ). The molecular fields are represented as points: negative field (blue points), positive field (red), van der Waals surface field (yellow), hydrophobic field (beige).


Figure 52. The ROC curve for the modified field-based model (AUC $=0.68$ ). The threshold (Similarity value $=$ 0.12 ) for virtual screening corresponds to the point $\left(^{*}\right)$ where the gradient of ROC decreases.

### 5.7. Virtual screening of databases of commercially available compounds

Here, we will describe virtual screening of BioInfoDB database applying previously developed models.

BioInfoDB [243], containing ~3 million commercially available chemical compounds from different manufacturers, was screened for novel antagonists of $\alpha_{I I} \beta_{3}$ receptors using a multistage procedure comprising all developed models. Compounds were preliminary
standardized with Chemaxon Standardizer and charged with Filter. The two-feature 2D pharmacophore model, derived from 3D structure-based pharmacophore model has been used for quickly filtering of standardized compounds. The model takes into account the most relevant features: centers of positive and negative charges separated by not less than 13 bonds (see section 5.1). The latter roughly corresponds to $16 \AA$ distance between the centers in the 3D pharmacophore models. 210 compounds fit the 2D model, they were screened by two 3D ligandbased pharmacophore models and 2D QSAR models (see Figure 53). This screening resulted in no hits.


Figure 53. Discovering of novel $\alpha_{\text {IIb }} \beta_{3}$ antagonists.

### 5.8. Design and screening of $\boldsymbol{\alpha}_{\text {IIb }} \boldsymbol{\beta}_{\mathbf{3}}$-focused virtual compound library

Since screening of BioInfoDB was not successful, a $\alpha_{\text {IIb }} \beta_{3}$-focused virtual compound library has been generated. Design of new ligands of $\alpha_{\text {IIb }} \beta_{3}$ was based mostly on obtained pharmacophore models and docking studies. The following rules for ligand generation were derived: (i) positively and negatively charged groups should be present in the structure of a ligand on a distance at least $16 \AA$; (ii) lipophilic fragments near the basic and acidic part of a molecule are favorable for its higher affinity for $\alpha_{\text {IIb }} \beta_{3}$; and (iii) lipophilic fragments near the acidic part of a molecule should be connected to an acceptor of H -bond (in order to form an H bond with $\operatorname{Arg} 214$ residue of $\alpha_{\text {IIb }} \beta_{3}$ ). According to these rules various Arg- and Asp-Phe-mimetic fragments and different linker groups (see Figure 54 ) were used to generate combinatorial virtual library with in-house computer program. After exclusion of synthetically irrelevant structures, 6930 structures have been retained for the screening.







$n=0-1$
$\mathrm{m}=0-1$
$k=1-3$




$x=2-3$


R1 = alkyl, phenyl, tolyl, pyridyl $\mathrm{R} 2=\mathrm{Cl}, \mathrm{OCH} 3, \mathrm{COOH}, \mathrm{CH} 2 \mathrm{COOH}$, $\mathrm{OCH} 2 \mathrm{O}, \mathrm{C} 6 \mathrm{H} 5 \mathrm{CH} 2 \mathrm{O}$, SO2NH2, SO3H
 R3 = 9-fluorenyloxy, iso-butyloxy, aryl $\mathrm{h}=0-1$ $\mathrm{g}=0-3$ $\mathrm{f}=2-3$

Figure 54. Examples of fragments used for $\alpha_{\text {II }} \beta_{3}$ focused library generation.

Since some information issued from the pharmacophore models was implicitly used for library generation, significant number of structures (2065) fit the 3D ligand-based pharmacophore models (Figure 55). Screening with consensus QSAR models resulted in 141 compounds corresponding to the specified threshold values: for affinity $\mathrm{pIC}_{50} \geq 8.0$, for antiaggregation activity $\mathrm{pIC}_{50} \geq 7.0$. 310 individual stereoisomers of 93 compounds were docked into the $\alpha_{\text {III }} \beta_{3}$ receptor pocket (2VDM), and 164 stereoisomers of 75 compounds with the highest values of scoring function were selected for further consideration. The selected 164 stereoisomers were screened with previously obtained shape- and field-based models (Figure 50
and Figure 52), the screening resulted in 49 stereoisomers of 20 compounds. For these structures some ADME/Tox properties (water solubility [160-161], mutagenicity in Ames test [155]) have been predicted using earlier reported QSAR models whereas their polypharmacological profiles were estimated with the PASS program. None of these compounds were predicted as mutagen, all compounds had moderate predicted values of solubility in water $10^{-2}-10^{-5} \mathrm{~mol} / \mathrm{l}$, which are much higher than predicted $\mathrm{pIC}_{50}$ values of anti-aggregation activity. The PASS predictions were used to exclude compounds with high probability of other biological responses. The compounds were filtered out if the difference between $\mathrm{P}_{\mathrm{a}}$ and $\mathrm{P}_{\mathrm{i}}$ of possible adverse effects or toxicity exceeded 0.6. Two hits which were represented by $S$ enantiomers (molecules I and II, Table 12) have been finally chosen for their synthesis and biological evaluation considering their synthetic feasibility.


Figure 55. Workflow of the virtual screening of the designed $\alpha_{\text {IIb }} \beta_{3}$-focused library.

### 5.9. Experimental validation

Both S- and R-enantiomers of suggested theoretically molecules I and II have been synthesized and tested at PCI. The stereoisomers of compound I display a high affinity for $\alpha_{\text {IIb }} \beta_{3}$ and anti-aggregation activity, even higher than predicted values. Docking correctly differentiated the stereoisomers: the more active compound I-S has higher docking score than I-R.

Table 12. Affinity for $\alpha_{\text {IIb }} \beta_{3}$ and anti-aggregation activity of designed compounds and reference compound tirofiban.

|  | Compound | Affinity for $\alpha_{\text {IIb }} \beta_{3}, \mathrm{pIC}_{50}$ |  | Antiaggregation activity, $\mathrm{pIC}_{50}$ |  | Docking score |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | pred | obs | pred | obs |  |
| I-S |  | 8.32 | 9.66 | 7.37 | 8.21 | 61.9 |
| I-R |  | 8.32 | 9.02 | 7.37 | 7.60 | 60.0 |
| II-S |  | 8.24 | 7.21 | 7.27 | 6.49 | 62.4 |
| II-R |  | 8.24 | 7.1 | 7.27 | 6.17 | 59.5 |
| Tirofiban |  |  | 8.62 |  | 7.48 |  |

### 5.10. Conclusions

This section describes computer-aided design of new potent antagonists of the open form of integrin $\alpha_{\text {IIb }} \beta_{3}$. At the first stage, different types of models have been developed using experimentally available information on affinity for $\alpha_{\text {IIb }} \beta_{3}$ and anti-aggregation activity, and
structure of protein-ligand complexes. This concerns: QSAR models (CF), structure-based and ligand-based 3D pharmacophore models (LigandScout), 2D pharmacophore model, shape-based model (ROCS) and molecular field-based model (FieldAlign, Cresset). Application of these models to virtual screening of BioInfoDB database resulted in no hits. Large, zwitterionic compounds are underrepresented in commercial databases - therefore, a small virtual combinatorial library of 6930 compounds has been generated from the list of preselected fragments. Its screening using the above models and ligand to protein docking (MOE) leads to several hits, 4 of which were synthesized and experimentally studied in PCI. One of these compounds is found more active than tirofiban, a commercial drug molecule.

Chapter 4
Development of RUC-1 and RUC-2 analogs antagonists of $\alpha_{11 b} \beta_{3}$ receptor

## 6. Development of RUC-1 and RUC-2 ligands

All commercialized antagonists of $\alpha_{\text {IIb }} \beta_{3}$ integrin (abciximab, eptifibatide and tirofiban) target the receptor only in its open form. Intravenous injection of these drugs, administered during percutaneous coronary intervention, reduce the risk of death and risk of myocardial infarction for the period from 30 days to six months [244]. On the other hand, it increases a risk of severe bleeding [244] and thrombocytopenia [245]. It has been suggested that these undesired side effects are associated with conformational transformations of the receptor caused by the binding of the antagonists [246-248].

Recently, RUC-1, a novel antagonist of $\alpha_{\text {IIb }} \beta_{3}$ receptor, has been discovered experimentally in the screening of 33264 compounds [58]. According to mutagenesis studies RUC-1 binds only to the $\alpha_{\text {Ib }}$ subunit of the integrin, this contrasts with tirofiban, eptifibatide and other $\alpha_{\text {IIb }} \beta_{3}$ antagonists which coordinate to MIDAS $\mathrm{Mg}^{2+}$ ion in the $\beta_{3}$ subunit. Also RUC-1 doesn't induce transition to an open headpiece form of the integrin as determined by gel filtration and dynamic light scattering studies.
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Figure 56. Interactions of RUC-1 and RUC-2 ligands with $\alpha_{\text {IIb }} \beta_{3}$ integrin in the X-ray structures of corresponding complexes 3NIF and 3T3M (pictures prepared with MOE).

Later on, these observations were confirmed by X-ray structure of the complex of RUC-1 with $\alpha_{\text {IIb }} \beta_{3}$. RUC-1 has weak inhibition potency of ADP-induced aggregation tested on human
platelet rich plasma $\left(\mathrm{IC}_{50}=13 \pm 5 \mu \mathrm{M}\right)$ [1]. In order to explore the $\alpha_{\text {IIb }} \beta_{3}$ binding pocket and to obtain additional information on the links between the binding mechanism and the induction of conformational changes in the receptor, a series of derivatives of RUC-1 guided by structural considerations have been synthesized. One of discovered compounds, RUC-2, was more than 100 times more potent than RUC-1 in inhibiting ADP-induced platelet aggregation $\left(\mathrm{IC}_{50}=\right.$ $0.096 \pm 5 \mu \mathrm{M})$ [2]. RUC-2 binds to Asp224 residue of the $\alpha_{\text {Ibb }}$ subunit similarly RUC-1, but additionally RUC-2 binds to Glu220 residue of the $\beta_{3}$ subunit and thus it displaces $\mathrm{Mg}^{2+}$ ion from MIDAS (Figure 56). At the same time RUC-2 doesn't induce change in conformational state of the $\alpha_{\text {IIb }} \beta_{3}$ headpiece.

The goal of this study is the development of analogs of RUC-1 and RUC-2 with improved anti-aggregation potency. This can be achieved by two ways: i) virtual screening of commercial databases; ii) design of new compounds and their virtual screening. Since only information about structures of complexes is available, docking and structure-based approaches are applied.

## 6. 1. Previously reported in silico screening study

Negri et al. [249] performed a structure-based in silico screening study aimed to identify $\alpha_{\text {IIb }} \beta_{3}$ antagonists which have the similar binding mode with RUC-2 ligand. Since at that moment the X-ray structure of RUC-2 wasn't available, the screening was performed using the binding pocket extracted from the crystal structure of the complex of RUC-1 with $\alpha_{\text {IIb }} \beta_{3}$ (PDB: 3NIF). When the crystal structure of the RUC-2- $\alpha_{\text {IIb }} \beta_{3}$ complex (PDB: 3T3M) became available, the authors performed an additional screening using this structure, but no additional hits have been discovered.

A subset of ZINC database containing over 2.5 million commercially available compounds was docked into the $\alpha_{\text {III }} \beta_{3}$ pocket (PDB: 3NIF) using DOCK3.5.54 program. All non-protein atoms, except for the adjacent to MIDAS (ADMIDAS) and the synergetic metal binding site (SyMBS) metal ions, were removed from the pocket and the most probable protonation state at pH 7.4 was assigned to the ionizable protein residues. The protein was kept rigid, the ligands flexible. An energy-based score corresponding to the sum of the receptorligand electrostatic and van der Waals interaction energies, corrected for ligand desolvation, was used to evaluate the docking of each molecule of the ligand set into the $\alpha_{\text {IIb }} \beta_{3}$ binding site.

The 500 top-scoring docking hits were visually inspected. Four small molecules (Figure 57) were extracted based on the following criteria: (1) The presence of hydrogen bond interactions between the ligand and both the $\alpha_{\mathrm{Ib}} \mathrm{Asp} 224$ and the $\beta_{3} \mathrm{Glu} 220$ residues, or as an alternative, the $\alpha_{\text {Ib }} \mathrm{Asp} 232$ and $\beta_{3}$ Glu220 residues; (2) chemotype diversity; and (3)
purchasability. Two compounds (MSSM-3 and MSSM-4) were removed since they produced small inhibition of platelet adhesion to fibrinogen. Remaining compounds (MSSM-1 and MSSM-2) were active enough in the platelet adhesion assay and therefore, they were further tested as inhibitors at the initial wave of ADP-induced platelet aggregation of citrated PRP.


MSSM-1 $\left(61 \pm 6 \% ;{ }^{\mathrm{a}} \mathrm{IC}_{50}=12.5 \pm 1.19 \mu \mathrm{M}\right)$


MSSM-3 (10 $\pm 3 \%$ )


MSSM-2 $\left(36 \pm 9 \% ;{ }^{\mathrm{a}} \mathrm{IC}_{50}=47.7 \pm 4.7 \mu \mathrm{M}\right)$


MSSM-4 ( $0 \pm 0 \%$ )

Figure 57. Selected compounds from ZINC database. ${ }^{\text {a }}$ Ability to inhibit the initial wave of ADP-induced platelet aggregation of citrated PRP. Inhibition of adhesion is given between parenthesis.

According to docking experiments, these compounds interact with key interaction sites of RUC-2, including $\alpha_{\text {IIb }}$ Asp224, $\alpha_{\text {IIb }}$ Tyr190 and $\beta_{3}$ Glu220. One of the compounds, MSSM-1, has been declared as a potent serine protease inhibitor [250], in 2005 it was licensed as Nafamostat in Korea, where citrate anticoagulation in CRRT is unavailable [251]. Nafamostat has been reported to inhibit platelet aggregation induced by ADP $\left(\mathrm{IC}_{50}=9.3 \pm 2.8 \mu \mathrm{M}\right)$ [252-253]. Based on the experimental data Negri et al. concluded that MSSM-1 and MSSM-2, similarly to RUC-1 and RUC-2, do not induce major conformational changes in the receptor. Therefore, they represent promising starting points for structure-based ligand optimization.

## 7. Computer-aided design of antagonists of $\alpha_{\text {III }} \beta_{3}$ receptor found in closed form

This section describes the search of novel antagonists of $\alpha_{\text {III }} \beta_{3}$ receptor found in closed form using a workflow shown on Figure 58.


Figure 58. Virtual screening workflow used to discover binders of the closed form of $\alpha_{\text {IIb }} \beta_{3}$ receptor.

### 7.1. Pharmacophore models

The structure-based pharmacophore models have been produced by LigandScout, based on the structures of complexes RUC-1 and RUC-2 with $\alpha_{\text {IIb }} \beta_{3}$ integrin (PDB codes are 3NIF and 3T3M, respectively). The initial structure-based model for RUC-1 contained eight features (see Figure 59) : 1) the positive ionizable area associated with two H -bond donors directed to Asp224 of the $\alpha_{\text {IIb }}$ subunit of the receptor, 2) three H -bond acceptors associated with carbonyl group of the ligand, which binds to Asp232 residue via water molecules, 3) H -bond acceptor associated with aromatic nitrogen atom, which doesn't have any specific binding point, 4) hydrophobic area.

Since RUC-1 has a weak anti-aggregation activity $\left(\mathrm{IC}_{50}=13 \pm 5 \mu \mathrm{M}\right)$ there is no sense to develop direct analogs. That's why the initial pharmacophore model was modified. The acceptor features, representing binding to Asp232 via water molecules, have been deleted and the center of positive charge has been added to the model in order to replace those water molecules. All other H -bond donor and acceptor features were removed. Two aromatic rings features have been added to the pharmacophore, since a heterocyclic moiety of RUC-1 ligand may interact with the complementary Tyr190 residue. The importance of Tyr190 residue for RUC-1 binding was confirmed by point mutagenesis studies [58]. Thus, two derivatives of initial model were developed (Figure 59).


Figure 59. RUC-1 structure-based pharmacophore models. For details of feature color-coding see Figure 18.
The initial RUC-2 structure-based pharmacophore model contained: 1) two positive ionizable areas with approximately $15.8 \AA$ between them, 2 ) five H -bond donors associated with positive ionizable areas, two of them are directed to $\alpha_{\text {Ib }}$ Asp224 amino acid and three - to $\beta_{3}$ Glu220,3) three H-bond acceptors associated with carbonyl group of the ligand, which binds to $\alpha_{\text {IIb }}$ Asp232 residue via water molecules, 4) H -bond donor group bounded with $\beta_{3} \mathrm{Asn} 215$, 5) H bond acceptor in C-terminal part of the molecule, 6) hydrophobic area (Figure 60).


Figure 60. The initial RUC-2 structure-based pharmacophore model and its derivatives. For details of feature colorcoding see Figure 18.

Ideas similar to those used for modification of the initial RUC-1 pharmacophore model were applied for the initial RUC-2 structure-based pharmacophore model: 1) two aromatic ring features were added, 2) a center of positive charge was added to replace water molecules bound to Asp232 residue, 3) some features which seem not so important for ligand binding were set as optional or were removed. Overall, two new models were produced according to the mentioned rules and they were used for virtual screening along with the initial RUC-2 pharmacophore model.

### 7.2. Ligand to Protein docking

This section describes ligand to protein docking. Two tasks have been solved: 1) preparation of the binding site of $\alpha_{\text {IIb }} \beta_{3}$ receptor found in closed form; 2) selection of the appropriate docking program.

Two programs have been used to carry out the docking study: FlexX and MOE. For each program binding sites of 3NIF and 3T3M complexes have been prepared. Important water molecules that stabilize the ligand in the binding site have been remained. For the 3NIF complex with RUC-1 as well as for the 3T3M complex with RUC-2, two water molecules that make hydrogen bonds with Asp232 residue have been kept. Re-docking was performed in order to choose the appropriate binding pocket and docking program which provide with an "optimal" ligand pose.

Native ligands have been re-docked in the corresponding binding sites to reproduce their poses. The re-docking for RUC-1 ligand with MOE gave good results, the program reproduced the X-ray pose ( $\mathrm{RMSD}=0.78 \AA$ ). In case of re-docking of RUC-2 MOE wasn't able to reproduce the pose: RMSD value was quite high $2.2 \AA$ and no interaction with $\beta_{3}$ Glu 220 residue were observed.



Figure 61. The re-docking of RUC-1 (left) and RUC-2 (right) with MOE. The X-ray ligand is represented in purple, docked ligand - in green, the receptor amino acid is shown in turquoise.

With FlexX, the above-mentioned kept water molecules have been set as freely rotatable. The re-docking results had been successful for both ligands (RMSD between original pose of RUC-1 and RUC-2 and their docked poses was $0.65 \AA$ and $0.78 \AA$, respectively). Since the redocking results were better with FlexX, this tool was chosen for virtual screening.


Figure 62. The re-docking of RUC-1 (left) and RUC-2 (right) with FlexX. The X-ray ligand is represented in purple, docked ligand - in green, the receptor amino acid is shown in turquoise.

### 7.3. Virtual screening of commercially available compounds

Three databases have been used for virtual screening in the current study: i) advanced and HTS Enamine databases, which contain collection of 1.5 M structurally diverse compounds; ii) REAL Enamine database, which contains $\sim 17 \mathrm{M}$ of synthetically feasible compounds; iii) ZINC database, which comprises collections of compounds from different vendors with overall more than 17 M compounds. The compounds from the selected databases were ionized using Filter tool from OpenEye software.

For faster screening, three prepared databases have been filtered by simplified 2D pharmacophore models developed for RUC-1 and for RUC-2 ligands. 2D models included two the most restrictive features of corresponding 3D pharmacophore models and the distance between those features translated to the minimal number of bonds, which could connect chosen features. For RUC-1, the 2D pharmacophore model included two centers of positive charge, which were not tertiary nitrogens and not aromatic atoms, at a distance of at least of 7 bonds (that should cover $8 \AA$ distance in 3D). For RUC-2 2D, two remote centers of positive charges, which were not tertiary nitrogens and not aromatic atoms, were set at more than 12 bonds apart (15.9 $\AA$ in 3D).

The compounds fitting 2D pharmacophore models have been filtered by corresponding 3D pharmacophore models (Figure 59, Figure 60). For this purpose all remaining compounds were aromatized, the explicit hydrogens were added; solvents and small fragments were removed using ChemAxon Standardizer. For the compounds with unspecified stereochemistry all possible stereoisomers were generated using Omega tool from OpenEye software and at most 200 conformers for each stereoisomer with energy window $10 \mathrm{kcal} / \mathrm{mol}$ were produced by Omega.

The compounds, which passed 3D pharmacophore filter, have been docked by FlexX. Since the screening was aimed to find the compounds which should interact with $\alpha_{\text {IIb }}$ Asp232 residue directly, water molecules were removed during the docking procedure.

To choose the most promising compounds out of well-docked virtual hits, the spectrum of their potential pharmacological effects has been predicted with PASS (the compounds were filtered out if the difference between $\mathrm{P}_{\mathrm{a}}$ and $\mathrm{P}_{\mathrm{i}}$ of possible adverse effects or toxicity exceeded 0.6 ) and some of their ADME/Tox properties like aqueous solubility and mutagenicity have been predicted by earlier published QSAR models.

As a result of virtual screening 18 analogs of RUC-1 and 2 analogs of RUC-2 ligands were found.


Figure 63. Screening workflow of RUC-1 analogs


Figure 64. Screening workflow of RUC-2 analogs

One of the remained compounds has been identified as already known drug - Nafamostat, a synthetic serine protease inhibitor [254]. This compound was also found by Negri et al. in their structure-based virtual screening [249] (section 6.1).

Nafamostat possesses activity to a lot of proteins, such as thrombin, urokinase, trypsin, plasmin et al.[255-258] (see Table 13) It is noteworthy that Nafamostat was introduced as an alternative anticoagulant in continuous renal replacement therapy (CRRT) in 1990, but its usage has been mainly limited to Japan [259-260]. In 2005, Nafamostat was licensed in Korea where citrate anticoagulation in CRRT is unavailable [251].

Table 13. Several known inhibitory activities of Nafamostat shown in reference [255]

| Proteins | $\mathrm{K}_{\mathrm{i}}, \mathrm{M}$ |
| :---: | :--- |
| urokinase | $1.92 \cdot 10^{-8} \pm 1.02 \cdot 10^{-9}$ |
| t-PA | $1.92 \cdot 10^{-8} \pm 1.02 \cdot 10^{-9}$ |
| kallikrein | $1.23 \cdot 10^{-8} \pm 2.11 \cdot 10^{-9}$ |
| trypsin | $1.62 \cdot 10^{-8} \pm 2.42 \cdot 10^{-9}$ |
| prot Ca | $1.14 \cdot 10^{-7} \pm 3.38 \cdot 10^{-8}$ |
| F XIIa | $1.05 \cdot 10^{-7} \pm 1.25 \cdot 10^{-8}$ |
| plasmin | $3.74 \cdot 10^{-6} \pm 3.47 \cdot 10^{-7}$ |
| thrombin | $1.44 \cdot 10^{-5} \pm 3.90 \cdot 10^{-6}$ |
| F Xa | $1.15 \cdot 10^{-4} \pm 6.53 \cdot 10^{-5}$ |

None of the remained compounds after screening procedure has been found in the catalogs of the companies for purchase, therefore it was decided to design the analogs of RUC-1 and RUC-2 taking into consideration the observation made during the modeling.

### 7.4. Design of focused libraries

Since the virtual screening of databases with commercially available compounds was not successful, we designed two small virtual libraries of analogs of RUC-1 and RUC-2 ligands. During the design of analogs of RUC-1 and RUC-2, information obtained from mutagenesis studies, developed structure-based 3D pharmacophore models and molecular docking.

The following considerations have been used for modification of RUC-1 and RUC-2 structures and for design of their analogs (Figure 65):
i) a designed ligand should comprise positively charged group, which can interact with $\alpha_{\text {IIb }}$ Asp224 residue;
ii) a heterocyclic moiety of a ligand can be replaced with other ones but its position should be remained near the same, since it can interact with the complementary $\alpha_{\mathrm{IIb}} \mathrm{Tyr} 190$ residue;
iii) an acceptor group which interact with $\alpha_{\text {Ib }} \mathrm{Asp} 232$ residue should be remained or it can be replaced with the group, which can displace water molecules surrounding $\alpha_{\text {IIb }}$ Asp232 residue and interact directly with this residue.
iv) additionally RUC-2 analogs should contain positively charged group which can interact with $\beta_{3}$ Glu220 residue and displace $\mathrm{Mg}^{2+}$ ion.

Figure 65. Principles of design of novel antagonists of $\alpha_{\text {III }} \beta_{3}$ integrin - analogs of RUC-1 and RUC-2.

19 analogs of RUC-1 and 28 of RUC-2 have been designed using described considerations and taking into account synthetic feasibility of designed compounds (Figure 66).
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Figure 66. Structures of designed analogs of RUC-1 and RUC-2.

### 7.5. Virtual screening of designed compounds

For the purpose of screening all designed compounds were standardized using Standardizer of ChemAxon software. Afterwards the compounds were ionized using Filter. Since compounds of focused libraries have been designed with consideration of the main ligandprotein interactions reflected in pharmacophore models, these compounds have not been filtered by 3D pharmacophore models, but have been docked. 19 analogs of RUC-1 and 4 analogs of RUC-2 have been kept after the docking.

Additionally, as in previous case kept compounds were assessed for the potential pharmacological activities with help of PASS program (the compounds were filtered out if the difference between $\mathrm{P}_{\mathrm{a}}$ and $\mathrm{P}_{\mathrm{i}}$ of possible adverse effects or toxicity exceeded 0.6) and for some ADME/Tox properties, like aqueous solubility and mutagenicity by earlier published QSAR models [149, 155, 160-161]. All compounds were not mutagenic and possessed satisfactory predicted solubility values ( $\sim 0.001 \mathrm{~mol} / \mathrm{l}$ ). According to prediction of PASS these compounds didn't have any toxic or side effects.

### 7.6. Experimental validation

One of the analogs of RUC-1 and four analogs of RUC-2 were synthesized tested on their affinity for $\alpha_{\text {IIb }} \beta_{3}$ in PCI. All of the compounds showed high affinity for $\alpha_{\text {IIb }} \beta_{3}$ receptor. According to the molecular docking of RUC-2 analogs two of them (derivatives of $\gamma$ aminobutyric (II), $\delta$-aminovaleric acids (III)) had the same binding mode as RUC-2 ligand, while two others (derivatives of $\beta$-alanine (I) and piperidine-carboxylic acid (IV)) bind to $\beta_{3} \operatorname{Asn} 215$ instead of $\beta_{3}$ Glu 220 residue. But it cannot be excluded that the latter ones can bind to $\beta_{3}$ Glu 220 via water molecules which are present in the binding site.

It also can be observed that compound (I) can be compared with synthesized RUC-1 analog (derivatives of $\beta$-alanine ( $\mathbf{V}$ )). As can be seen this compound has one order of magnitude higher affinity value than analog of RUC-1. This can be an evidence of importance of amino group, the second positively charged group, for the binding of non-classical ligands.
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Figure 67. Docking poses of remained analogs of RUC-2

Table 14.Affinity for $\alpha_{\text {IIb }} \beta_{3}$ receptor of designed RUC-2 analogs
(s) Affinity for $\alpha_{\mathrm{II} 6} \beta_{3}, \mathrm{pIC}_{50}$

### 7.7. Conclusions

This section of the work is dedicated to computer-aided design of new potent antagonists of the closed form of integrin $\alpha_{\text {IIb }} \beta_{3}$, analogs of RUC-1 and RUC-2 ligands. The structure of protein-ligand complexes were used to develop the structure-based 3D pharmacophore models
(LigandScout), which subsequently were used to obtain 2D pharmacophore models. Using of these models and ligand to protein docking (FlexX) for the virtual screening of the $\sim 35 \mathrm{M}$ commercially available compounds resulted in 18 analogs of RUC-1 ligand and 2 analogs of RUC-2 ligand. Kept compounds were evaluated on the basis of some ADME/Tox properties (mutagenicity, and solubility) and potential pharmacological activities (PASS). One of the RUC2 analogs was a known drug, Nafamostat, with already described anti-aggregation properties, whereas others analogs were no longer commercially available. Therefore, the virtual library which contains 19 analogs of RUC-1 and 28 of RUC-2 has been designed from the list of preselected fragments. Since the compounds have been designed with consideration of the main ligand-protein interactions reflected in pharmacophore models, these compounds have not been filtered by 3D pharmacophore models but have been docked. Kept compounds were also assessed on some ADME/Tox properties and potential pharmacological activities. 19 hits analogs of RUC-1 and 4 hits analogs of RUC-2 were retrieved by virtual screening. One RUC-1 analog and four analogs of RUC-2 were synthesized and experimentally studied in PCI. It was observed that all synthesized analogs of RUC-2 ligand possess affinity comparable to tirofiban.

## Chapter 5.

## Development of antagonists of thromboxane A2 receptor

In this part of the work, some of the previously performed modeling studies on antagonists of thromboxane A2 receptor (TP) (Section 8) and the results of computer-aided design obtained in this work (Section 9) will be reported.

## 8. Previously reported models

According to the mutation analysis, there are hypothesis about the existence of TPspecific ligands which interact with different residues in the ligand-binding pocket. Khasawneh et al. [261] provided investigation of coordination of two structurally different antagonists of the TP receptor (i.e. SQ29,548 and BM13.505). The results have identified four key amino acids Phe184, Thr186, Ser191, and Asp193 that participate in TP antagonists binding. Mutation of all four amino acids produced dramatic effects on SQ29,548 binding, while for BM13.505 Phe184, Thr186 and Ser191 did not appear to be critical. These findings suggest the possibility of different ways of binding of structurally different TP antagonists.

### 8.1. Pharmacophore models

According to Farmer's three site-ligand concept [262], at least three recognition sites of the antagonists are required for high affinity. Based on this assertion, Jin et al.[263] distinguish three recognition sites (S1, S2, S3) in TP (see Figure 68): (i) S1 - binding a carboxylic acid group, which is hypothesized to act as a primary recognition site, (ii) S2, binder of a carbonyl or carbonyl-like hydrogen bond acceptor group and (iii) S3 is assumed to harbor the head of the SQ series of compounds (7-oxabicyclo[2.2.1]-heptane ring).




Figure 68. Three recognition sites presented by Jin et al. [263]

To refine the existing pharmacophore model, Jin et al identified the distance between the sites using low-energy conformations of three TP antagonists SQ 29,548, SQ 28,668, SQ 27,427
(see Figure 69 and Figure 70). After analysis, the authors concluded that obtained conformations fit well within a common envelope, with exception of the benzene ring of SQ 29,548. Since SQ 29,548 is more potent than SQ 28,668 or SQ 27,427, the space occupied by the benzene ring may permit intermolecular interactions which are responsible for the potency differences among these three antagonists. It is reasonable to hypothesize that the hydrophobic benzene ring of SQ 29,548 may interact with an additional hydrophobic pocket (S4) in the TP receptor to enhance potency.


SQ 29,548


SQ 28,668


SQ 27,427
Figure 69. Studied antagonists of TP receptor from reference [263].

S1: ionic interaction or hydrogen binding site.
S2: hydrogen bond acceptor group.
S3: steric hydrophobic site.
S4: steric hydrophobic site.

Figure 70. The proposed pharmacophore model from reference [263]

Later on, the group of Wei et al [264] presented generation of 3D pharmacophore models for TP antagonists using both HypoGenRefine and HipHop modules of the CATALYST software package.

The HypoGenRefine is extensions of the HypoGen algorithm with addition of excluded volumes, which define the space which the ligand shouldn't occupy [265]. HypoGen generates an activity-based pharmacophore model which can be used to estimate activities of new compounds [266]. It tries to correlate the three-dimensional arrangement of chemical features with the biological activities of training set molecules [265]. HipHop provides feature-based alignment of a collection of compounds without considering activity [266].

Two specific ligand-based pharmacophore models were obtained by Wei et al [264]. For validation purpose, the authors selected 30 TP antagonists to form the test set for the HypoGenRefine model, and 12 TP antagonists - for the HipHop model. The HypoGenRefine model (Hypo-1, see Figure 71) obtained was developed on the basis of 25 antagonists. It consists of two hydrophobic groups, one aromatic ring, one hydrogen-bond acceptor and excluded volumes. It is characterized by a correlation coefficient between measured and estimated activities of 0.91 .


Figure 71. The best quantitative model Hypo-1 obtained using HypoGenRefine (left) and the best qualitative model Hypo-2 built using HipHop (right) from reference [264]. Pharmacophore features are color-code with green for hydrogen bond acceptor, cyan for hydrophobic, orange for aromatic ring, and black for excluded volumes.

Seven highly active antagonists with various structures were used to generate the second model (see Figure 71, right) using HipHop module. Hypo-2 model contains two hydrophobic groups and two hydrogen-bond acceptors.

In spite of above-mentioned existence of various different binding modes [261] allowing for putatively different pharmacophore models, the developed models have some common attributes. All include the key carboxylic group: in the first model is represented as anionic center (Figure 70), and as a hydrogen bond acceptor in the other (see Figure 71). Also, developed models confirm the importance of hydrophobic interactions for binding of TP antagonists.

### 8.2. QSAR modeling

Kawashima et al. [267] have reported the QSAR analysis of 4-[2-(4-substituted phenylsulfonylamino)ethylthio]phenoxyacetic acids (see Figure 72), which showed potent TP receptor inhibition activity. The dataset contained 36 antagonists for which inhibition of platelet aggregation was measured ( $\mathrm{IC}_{50}$ ). The QSAR studies used the Hansch-Fujita method. In the parameterization of structural features for the Hansch study, the authors investigated physicochemical descriptors generally used in QSAR studies. For validation of the QSAR models leave-one-out cross-validation procedure was applied.

In the obtained eqs. 20-22 (see Table 15), $\pi_{R}$ and $\pi_{\mathrm{X}, \mathrm{Y}, \mathrm{W}-\mathrm{COOH}}$ are hydrophobicity parameters, and $F_{R}$ is the Swain-Lupton field constant for substituent $\mathbf{R}$ cited from the complication by Hansch and Leo. $\sum \mathrm{Q}_{(1)-(6)}$ is the total electronic charge on the $\mathbf{B}$ benzene ring. $\mathrm{Q}_{\mathrm{ac}}$ is the electronic charge of the carbon atom adjacent to the carboxylate anion. $\mathrm{L}_{\mathrm{R}}, \mathrm{B}_{1}$, and $\mathrm{B}_{5}$ are the Sterimol parameters for the length, minimum width, and maximum width of substituted $\mathbf{R}$; $\mathrm{L}_{\mathrm{W}-\mathrm{CоOн}}$ is for the length of the $\mathbf{W}$-COOH moiety.

Table 15. Results of Hansch-Fujita analysis for 36 TP receptor antagonists from reference [267]

| № | Regression equation | $\mathrm{R}^{\mathrm{a}}$ | $\mathrm{S}^{\mathrm{b}}$ | $\mathrm{R}_{(\text {pred })}{ }^{\mathrm{a}}$ |
| :--- | :--- | :--- | :--- | :--- |
| 20 | $-\operatorname{logC}=1.06 \mathrm{~B}_{1}-0.98 \mathrm{~L}_{\mathrm{W}-\mathrm{COOH}}+2.09 \pi_{\mathrm{X}, \mathrm{Y}, \mathrm{W}-\mathrm{COOH}}+3.04 \sum \mathrm{Q}_{(1)-(6)}$ <br> +10.12 | 0.93 | 0.27 | 0.91 |
| 21 | $-\operatorname{logC}=0.61 \pi_{\mathrm{R}}+1.14 \mathrm{~F}_{\mathrm{R}}-9.33 \mathrm{Q}_{\mathrm{aC}}+4.99 \sum \mathrm{Q}_{(1)-(6)}+3.93$ | 0.94 | 0.25 | 0.92 |
| 22 | $-\operatorname{logC}=0.78 \mathrm{~L}_{\mathrm{R}}-0.12\left(\mathrm{~B}_{5}\right)^{2}-9.47 \mathrm{Q}_{\mathrm{aC}}+5.00 \sum \mathrm{Q}_{(1)-(6)}+2.48$ | 0.94 | 0.25 | 0.92 |

a) Correlation coefficient for training set. b) Standard error of estimate. c) Correlation coefficient obtained in leave-one-out cross-validation procedure.


Figure 72. 4-[2-(4-substituted phenylsulfonylamino)ethylthio]phenoxyacetic acids (R: $\mathrm{H}, \mathrm{F}, \mathrm{Cl}, \mathrm{Br}, \mathrm{NO}_{2}, \mathrm{CH}_{3}$, $\left.\mathrm{OCH}_{3} ; \mathbf{W}: \mathrm{CH}_{2}, \mathrm{CH}_{2} \mathrm{CH}_{2}, \mathrm{OCH}_{2} ; \mathbf{X}, \mathbf{Y}: \mathrm{H}, \mathrm{F} ; \mathbf{n}: 0,1\right)$

Analyzing the results of the QSAR study the authors suggested that a hydrophobic and electron-withdrawing substituent $\mathbf{R}\left(\mathrm{F}, \mathrm{Cl}, \mathrm{NO}_{2}\right.$, etc.) at the para-position of the phenylsulfonyl moiety is required to improve the activity. Furthermore, a long length and moderate width for a
substituent $\mathbf{R}$ was suggested to be preferable for the higher activity. For the benzene moiety $\mathbf{B}$, the positive coefficients for $\pi_{\mathrm{X}, \mathrm{Y}, \mathrm{W}-\text { соон }}$ and $\sum \mathrm{Q}_{(1)-(6)}$ may indicate that insertion of a hydrophobic electron-withdrawing group on the benzene ring enhances the activity. Also the length of the $\mathbf{W}$ COOH moiety may be important [267].

The group of Kontogiorgis et al [268] built a QSAR of TP antagonists by using the CQSAR suite of programs. The C-QSAR is a database of over 18000 equations that relate to biological or physico-chemical properties of molecules to various molecular descriptors. The data used to derive the quantitative structure activity relationships are taken from various high quality journals. C-QSAR comprises two databases, one for structure-activity information biological systems and the other for physico-chemical properties of organic systems.[269]

For QSAR model development only calculated $\log \mathrm{P}$ values and CMR calculated molar refractivities have been used. All calculated values were obtained for the neutral forms. The values of substituent constants F and $\mathrm{B}_{1 \text {-4ph }}$ have been taken from the literature.


Figure 73. The general structure of studied compounds from reference [268]. (R: - $\mathrm{C}_{6} \mathrm{H}_{5}$, $-\left(\mathrm{CH}_{2}\right)_{\mathrm{n}}-\mathrm{C}_{6} \mathrm{H}_{4},-\mathrm{C}_{6} \mathrm{H}_{4} \mathrm{NO}_{2}$, $\mathrm{C}_{6} \mathrm{H}_{4} \mathrm{OH}$, etc.)

The dataset of 14 compounds for which $\mathrm{IC}_{50}$ values, referred to the inhibition of rabbit PRP aggregation induced by arachidonic acid, was used to derive the quantitative structureactivity relationship given in Eq. 23. In all equations $n$ represents the number of data points, $R$ is the correlation coefficient between observed and predicted from the equation activity values, $S$ is the standard deviation of the regression equation, $Q^{2}$ defines the cross-validated $R^{2}, F$ the SwainLupton factor for inductive field electronic effect refers to substituents in all positions of phenyl ring.

$$
\begin{gather*}
\log 1 / \mathrm{IC}_{50}=-1.056( \pm 0.269) \mathrm{CMR}+0.955( \pm 0.916) \mathrm{F}_{-\mathrm{Ph}}+16.841( \pm 3.024)  \tag{23}\\
\mathrm{n}=14, \mathrm{R}=0.953, \mathrm{Q}^{2}=0.830, \mathrm{R}^{2}=0.909, \mathrm{~S}=0.319, \mathrm{~F}_{2,11}=37.263
\end{gather*}
$$

In this expression CMR is the overall calculated molar refractivity of the molecule. Authors concluded that its negative sign suggested the steric hindrance either directly or through
a conformational change in the receptor. The positive sign of $\mathbf{F}$ suggests that electron withdrawing property of substituents in benzene ring enhances activity as it has already been shown in the work of Kawashima et al [267].

In order to better delineate the physico-chemical parameter that governs the effect of the substituent in the position 4, the second equation (eq. 24) was derived using dataset of 15 compounds, for which inhibition of the aggregation of rabbit PRP is available:
$\log 1 / \mathrm{IC}_{50}=-1.278( \pm 0.244) \mathrm{CMR}+0.851( \pm 0.643) \mathrm{B}_{1-4 \mathrm{ph}}+18.314( \pm 2.568)$

$$
\begin{equation*}
\mathrm{n}=15, \mathrm{R}=0.957, \mathrm{R}^{2}=0.916, \mathrm{Q}^{2}=0.848, \mathrm{~S}=0.303, \mathrm{~F}_{2,12}=100.866 \tag{24}
\end{equation*}
$$

The $\mathrm{B}_{1-4 \mathrm{ph}}$ term (the Sterimol smallest width of the substituent) appears to confirm a positive steric effect for 4 -substituents of the phenyl ring, which is in accordance with the previous study of Kawashima et al. [267]. The larger the atom attached to the ring, the more effective the acid derivative will be.

Another attempt was made by authors to develop a QSAR model, for a dataset of 20 compounds with the inhibitory activity on rat washed platelets aggregation:

$$
\begin{gather*}
\log 1 / I \mathrm{IC}_{50}=4.608( \pm 1.784) \mathrm{CMR}-0.207( \pm 0.084) \mathrm{CMR}^{2}-20.257( \pm 9.445)  \tag{25}\\
\mathrm{n}=17, \mathrm{R}=0.859, \mathrm{R}^{2}=0.738, \mathrm{Q}^{2}=-0.197, \mathrm{~S}=0.290, \mathrm{~F}_{2,14}=19.69
\end{gather*}
$$

Three compounds were omitted from the studied dataset since they were poorly predicted and didn't fit well the parabolic relationship. One of the compounds was a benzamide, with the lowest activity, whereas other compounds are sulfonyl derivatives. No role for an electronic factor was found from this equation. Also no correlation for a lipophilic effect was found, although in the previous work [267] the lipophilic and steric properties were found as important.

Later on, the same group of researchers [270] performed several QSAR studies using CQSAR. The first one was devoted to analysis of the dataset contained 11 azulene derivatives (Figure 74), which were tested for contraction's inhibitory activity on rabbit aorta, which is highly populated by TP receptors and often used as a test system for studying of TP antagonists. The following equation was derived:
$\log 1 / \mathrm{IC}_{50}=-0.810( \pm 0.640) \mathrm{I}_{\mathrm{COOH}}+2.128( \pm 0.926) \mathrm{B}_{1 \mathrm{R}}+3.126(1.104)$

$$
\begin{equation*}
\mathrm{n}=11, \mathrm{R}=0.933, \mathrm{R}^{2}=0.870, \mathrm{Q}^{2}=0.798, \mathrm{~S}=0.385, \mathrm{~F}_{2,9}=26.789 \tag{26}
\end{equation*}
$$

$\mathrm{B}_{1 \mathrm{R}}$ is the Sterimol parameter of Verloop for the smallest width of $\mathbf{R}$. $\mathrm{I}_{\mathrm{COOH}}$ is indicator, which assigns the value 1 for the presence of carboxylic group at substituent $\mathrm{R}_{1}$ and 0 for the absence.

Analyzing the results of QSAR model, the authors make an assumption that the smaller width of substituent increases the biological activity. Also the presence of a COOH group as the $\mathrm{R}_{1}$ substituent seems to decrease the biological response.


Figure 74. General structure of studied azulene derivatives (R: $\mathrm{H}, \mathrm{Cl}, \mathrm{OCH}_{3} ; \mathrm{R}_{1}$ : $\mathrm{COOH}, \mathrm{SO}_{3} \mathrm{Na}, \mathrm{CH}_{2} \mathrm{COOH}$, $\mathrm{CH}=\mathrm{CHCOOH} ; \mathrm{n}=2-5$ )

The conclusion of the authors about COOH group is doubtful, since in the dataset the substitution $\mathrm{R}_{1}$ may be COOH or $\mathrm{SO}_{3} \mathrm{Na}$ groups, and they are mostly identical in possibility to form hydrogen bonds.

The second analysis describes a series of novel azulene-1carboxylic acid derivatives (Figure 75). The thromboxane receptor antagonistic activity is expressed as $\log 1 / \mathrm{IC}_{50}$ of inhibition of U-46619 induced contraction of rat aorta. Based on the dataset of 45 compounds, the following equation (see eq. 27) was derived:
$\log 1 / \mathrm{IC}_{50}=0.470( \pm 0.186) \mathrm{Clog} \mathrm{P}-0.606( \pm 0.313) \mathrm{MR}-\mathrm{R}_{1-7} 0.348( \pm 0.075) \mathrm{MR}^{2}-\mathrm{R}_{3}$ $+3.923( \pm 1.222)$
$\mathrm{n}=43, \mathrm{R}=0.912, \mathrm{R}^{2}=0.832, \mathrm{~S}=0.575, \mathrm{~F}_{3,41}=64.488$

Two compounds from the dataset were omitted. One of which was least active and presented the lowest MR- $\mathrm{R}_{3}$ values (molar refractivity for substituent $\mathrm{R}_{3}$ ), whereas the second one was the only derivative with a trans $\mathrm{R}_{3}$. Analyzing the equation the authors made a suggestion that the larger $\mathrm{R}_{3}$ substituent is the higher the antagonistic activity. Also, the electronic effects are appeared unimportant.


Figure 75. General structure of azulene-1 carboxylic acid derivatives $\left(\mathrm{R}_{1}: \mathrm{H}, 6,7\right.$-isopropyl; $\mathrm{R}_{2}: \mathrm{CH}_{3}, \mathrm{n}, \mathrm{i}-\mathrm{C}_{3} \mathrm{H}_{7}$, $\left(\mathrm{CH}_{2}\right)_{\mathrm{n}} \mathrm{NHSO}_{2}-\mathrm{Ph}$, cis, trans- $\left(\mathrm{CH}_{2}\right)_{2} \mathrm{CH}=\mathrm{CH}\left(\mathrm{CH}_{2}\right)_{2}$, etc.; $\mathrm{R}_{3}: \quad \mathrm{SO}_{2} \mathrm{NH}_{2} \mathrm{CH}_{2}-\mathrm{p}-\mathrm{C}_{6} \mathrm{H}_{4}-\mathrm{OCH}_{2} \mathrm{COOH}, \quad \mathrm{COOH}$, $\mathrm{CH}_{2} \mathrm{COOH}$, trans $-\mathrm{CH}=\mathrm{CHCOOH}$ )

Besides the 2D QSAR, a 3D QSAR study has been made by Sairam et al [271]. They investigated some [[1-Aryl(or Benzyl)-1-(benzenesulphonamino)methyl]phenyl] Alkanoic acid derivatives by using the receptor surface analysis (RSA) method. This method is effective for the analysis of data sets where activity information is available but the structure of the receptor site is unknown. Receptor surface models provide compact, quantitative descriptors which capture three-dimensional information about a putative receptor site. These descriptors may be used alone or in combination with more traditional 2D descriptors [272].

The studied dataset contained 31 antagonists from which 25 were considered as training set and the rest - as a test set. For all compounds concentration needed to inhibit U-46619 $(2 \mu \mathrm{~g} / \mathrm{ml})$-induced platelet aggregation in guinea-pig platelet-rich plasma ( $\mathrm{pIC}_{50}$ ) was available. The 3D-molecular structure were generated and optimized with OFF in Cerius2, while AM1 calculations were used for further geometric optimizations following eigenvector methods. Optimized molecular structures and partial atomic charges were used for the molecular alignment with respect to the most active molecule. The receptor surface was generated for the aligned molecules with weights proportional to the biological activity. The steric and electrostatic interaction energies between each molecule and the receptor surface were evaluated and included in the QSAR study. Regression analysis was carried out using the Genetic Partial Least Squares method consisting nearly 20000 cross-over generations.

The QSAR model with 25 molecules yielded $\mathrm{R}^{2}{ }_{\mathrm{cv}}=0.758$ for cross-validation and PRESS $=3.613$ (the root mean square error of all target predictions). Analyzing the results the authors make an assumption that the polar substituents on the aromatic rings $\mathbf{A}$ and $\mathbf{B}$ are almost ineffective. Increase in electron withdrawing power near to acid group will enhance the electrostatic interaction energy in that region leading to higher activities. Thus, it seems that nonpolar substituents on ring $\mathbf{B}$ may increase the activity while subtle variations in the nature as well as conformation of the acid group may result in a very significant change towards the activity. Furthermore, the substituents on the $\mathbf{A}$ ring are almost totally ineffective and may not directly contribute towards activity.
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Figure 76. [[1-Aryl(or Benzyl)-1-(benzenesulphonamino)methyl]phenyl] Alkanoic Acid derivatives.
Most described QSAR studies have some drawbacks, such as: 1) the datasets are small and homogeneous, so the developed models have too narrow applicability domains; 2) there is no external validation, so it is impossible to estimate the real predictive ability of the model. Nevertheless in most cases the authors point out that the increase in electron withdrawing power near to acid group will enhance the electrostatic interaction energy in that region, leading to higher activities.

### 8.3. Ligand to Protein docking

The TP receptor is a member of the G protein-coupled receptor family with seven transmembrane segments. Since its X-ray structure could not be determined, there are a lot of studies of docking study with a modeled receptor.

The first attempts of TP modeling have been made when only few 3D structures of GPCRs have been determined - by Yamamoto et al., for example [273], using the only so-far solved GPCR structure, bacteriorhodopsin (bR) as a template. As a first step, the authors constructed a model for the $\beta 2$-adrenergic receptor using the structure of bR receptor as a template, since abundant mutational data was available [274]. Then, a model for the TP receptor was constructed from the model of $\beta 2$ receptor. In order to examine the mode of the receptorligand interaction, the authors first docked (R)-(+)-7-(4-fluomphenyl)-7[2-hydroxy-5-(hydroxymethyl)-3,4,6-trimethylphenyllheptanoic acid (see Figure 77), a potent nonprostanoid antagonist with relatively rigid conformation. It was observed that its nonphenolic benzene ring was directed downward and the methylene chain adopted an extended conformation. The hydroxyl group of $\mathrm{CH}_{2} \mathrm{OH}$ formed a hydrogen bond with Ser201, the carboxyl group interacted
with Arg295, and the nonphenolic benzene ring was surrounded by hydrophobic residues and the phenolic hydroxyl formed a hydrogen bond with the backbone oxygen of $\operatorname{Trp258}$.


Figure 77. (R)-(+)-7-(4-fluomphenyl)-7[-2-hydroxy-5-(hydroxymethyl)-3,4,6- trimethylphenyllh eptanoic acid, the compounds used for docking from reference [273].

The same strategy for modeling of the TP receptor was used by Wouters et al. [275]. Seratrobast (see Figure 32), a potent thromboxane A2 receptor antagonist, has been docked in the modeled receptor. Both the R and S isomers were studied. Manual docking of the ligand into the receptor placed the terminal carboxylic group of Seratrobast within binding distance to the lateral chain of Arg295, as suggested in the previous work [273]. The rest part of the antagonist was adjusted in the binding site of the receptor in order to minimize unfavorable steric contacts. The binding of the R isomer to the TP receptor is predicted to be favored with respect to the binding of the S isomer, which is consistent with biological data [276].


Figure 78. Structure of Seratrobast [275].

Later on, a different strategy was adopted by Ruan et al. [277], who tried to mimic the extracellular loops of the TP receptor by "computation-guided constrained peptide synthesis" for the structural determination using 2D NMR spectroscopy.

Since three-dimensional structures of the second [278] and the third extracellular loop [279] regions of the TP receptor have been already individually experimentally determined, only the first one was determined by authors, using two-dimensional NMR spectroscopy. The obtained information was combined with the known NMR structures of the second and the third extracellular loop domains to construct a solution structure, which includes all three extracellular
loops connected to the conserved transmembrane helices of the TP receptor. The threedimensional structural model for the seven transmembrane helices was constructed using homology modeling based on the bovine rhodopsin crystallographic structure.

The obtained model of TP receptor has been used to carry out the ligand to protein docking of thromboxane antagonist SQ 29,548 [280]. The initial docking was set up by the three contacts of the antagonist with Val176, Thr186 and Leu187.

The authors hypothesize two ligand interaction sites: first, the ligand is coming into contact with the recognition site on the extracellular domain and then it enters the TM (transmembrane) pocket causing the conformation change of the receptor with the G protein in the intracellular domains. To test this hypothesis, the authors docked the ligand (SQ29,548) into the identified ligand recognition pocket, and then the ligand was moved into the transmembrane binding pocket. It was observed that in the transmembrane domain SQ29,548 interact with Ser201 and Arg295, similarly to other docking studies described above [273, 275]. The distance between the two sites was about $23.0 \AA$ based on the NMR structural model.


Figure 79. Docking of the TP receptor with SQ29,548 ligand from reference [277]. (A) SQ29 548 docking onto the identified ligand recognition pocket. (B) SQ29 548 at the TM binding pocket. TM- transmembrane domain; eLP1, eLP2, eLP3 - first, second and third extracellular loops, respectively.

### 8.4. Conclusions

According to the mutagenic studies there are two possible binding modes of TP antagonists. Therefore comparison between the results of the models obtained on different datasets should be carried out cautiously. Despite of this fact the pharmacophore models have
some common attributes: ionic and hydrophobic interactions which can be important for activity of TP antagonists. QSAR studies confirm the importance of hydrophobic interactions and showed that increasing in electron withdrawing power of substituents near carboxylic and sulfonic acid groups of ligands is favorable for higher activity. Docking studies were performed on modeled TP receptors since no X-ray structure is available. All docked ligands were different in their shape, size and flexibility. Besides the ligands adopt different binding poses all of them interact with the same residues Arg295 and Ser201.

Since the datasets used in QSAR modeling contained small congeneric sets of TP antagonists they have very little applicability for virtual screening. Obtained models were not validated on external datasets, so their real predictive ability is undefined. Therefore most of the described models can`t be used for virtual screening.

## 9. Computer-aided design of thromboxane $\mathbf{A} 2$ receptor antagonists

Here, we will describe virtual screening for discovering of new antagonists of thromboxane A2 receptor.


Figure 80. Virtual screening workflow used to discover novel antagonists of thromboxane A2 receptor.

### 9.1. Dataset preparation

The CHEMBL database version 9 has been chosen as source of affinity data for thromboxane A2 receptor and anti-aggregation activity. Compounds with assessed affinity for TP, in assays on human platelets, have been included in the Affinity dataset. Values of inhibition constants $\left(\mathrm{K}_{\mathrm{i}}\right)$ expressed in mol/l units have been converted to $\mathrm{pK}_{\mathrm{i}}=-\lg \mathrm{K}_{\mathrm{i}}$. Compounds which had been tested by Born's turbidimetry assay [234] on human platelet rich plasma using U46619 as agonist have been collected in the Anti-aggregation dataset $\left(\mathrm{IC}_{50}\right)$. All values of $\mathrm{IC}_{50}$ expressed in $\mathrm{mol} / \mathrm{l}$ units have been converted to $\mathrm{pIC}_{50}=-\operatorname{lgIC}{ }_{50}$. The observed significant imbalance in distribution of $\mathrm{pIC}_{50}$ values for the Anti-aggregation dataset (Figure 81) is caused by the presence of qualitative results like $\mathrm{pIC}_{50}<6$, which were widely reported by authors. If such results are excluded, the representativeness of the dataset would be significantly decreased.

Both datasets have been standardized with ChemAxon Standardizer, afterwards the duplicates have been removed using ChemAxon InstantJChem. During datasets curation single stereoisomers have been removed if corresponding compounds with unspecified stereo centers (racemate) have been present in the dataset.


Figure 81. Distribution of experimental $\mathrm{pK}_{\mathrm{i}}\left(-\lg \mathrm{K}_{\mathrm{i}}, \mathrm{K}_{\mathrm{i}}\right.$ in $\left.\mathrm{mol} / \mathrm{l}\right)$ and $\mathrm{pIC}_{50}\left(-\operatorname{lgIC} \mathrm{C}_{50}, \mathrm{IC}_{50}\right.$ in $\left.\mathrm{mol} / \mathrm{l}\right)$ values for the Affinity (80 actives and 94 inactives) and Anti-aggregation (44 actives and 49 inactives) datasets.

The TP antagonists from both collected datasets belong to the classes of carboxylic acids and esters. The compounds from the Affinity dataset are represented mainly by four scaffolds (Figure 82): (i) 11-substituted-6,11-dihydrodibenz[b,e]oxepin derivatives (scaffold A), (ii) 2-substitutedN-benzyl benzimidazole derivatives (scaffold B), (iii) tetrahydropyridoindole derivatives, (iv) benzofuran-7-oxyacetic acid derivatives (scaffold C).
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Figure 82. Most commonly found scaffolds in the Affinity dataset. Scaffold A: $\mathrm{R}_{1}=\mathrm{H}, \mathrm{NO}_{2},(\mathrm{MeO})_{2}, \mathrm{Me}, \mathrm{Me}_{2}, \mathrm{Cl}$, etc. Scaffold B: X - $-\mathrm{SCH}_{2}-,-\mathrm{SOCH}_{2}-,-\mathrm{CH}_{2}-$, $-\mathrm{NH}-,-\mathrm{NHCH}_{2}-,-(\mathrm{CH})_{2}-,-\left(\mathrm{CH}_{2}\right)_{2}-$. Scaffold C: n=0-1, R1 = aryl, $\mathrm{R}_{2}$ $=$ halogen, $\mathrm{SO}_{2} \mathrm{Me}, \mathrm{SO}_{2} \mathrm{NMe}_{2}, \mathrm{H}$, etc. Scaffold D: $\mathrm{n}=0-2, \mathrm{~m}=1-3$; Ph - phenyl

The Anti-aggregation dataset contains four main series of compounds: (i) prostenoic acid derivatives (scaffold A and B), (ii) oxa-prostanoid derivatives (scaffold C) and (iii) bicyclo[3.3.0]octanecarbacyclic derivatives (scaffold D).
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Figure 83. Scaffold A and B: $\mathrm{R}_{1}=$ phenyl, fluorophenyl, difluorophenyl, nitrophenyl, chlorophenyl, naphthyl; $\mathrm{X}-$ -$\mathrm{CH}=\mathrm{CH}-\left(\mathrm{CH}_{2}\right)_{3}-,-\mathrm{CH}=\mathrm{CH}-\left(\mathrm{CH}_{2}\right)_{2^{-}},-\left(\mathrm{CH}_{2}\right)_{3} \mathrm{OCH}_{2}-;$ Scaffold $\mathrm{D}: \mathrm{R}_{1}=$ mono/di- aryl-substituted methyl.

### 9.2. QSAR modeling

The Affinity and Anti-aggregation datasets have been used for QSAR modeling. In both cases three different types of 2D molecular descriptors in combination with Random Forest
method (CF software) have been used in this study: SiRMS and two types of ISIDA descriptors - SMF and FPT. The prediction accuracy of the developed regression models have been estimated by determination coefficient $\left(\mathrm{R}^{2}\right)$ and root mean square error (RMSE). Classification model quality was reported in terms of specificity, sensitivity and balanced accuracy (see section 2.2.4).

Three individual regression QSAR models have been developed for the Affinity dataset. Predictive ability of the obtained models was estimated by a 5 -fold external cross-validation procedure (Table 16). For more reliable prediction, the consensus model was defined by averaging of predictions of the individual models. Predictive ability of the consensus model (Figure 84, Table 16) was a bit better than individual ones, and it was chosen for the virtual screening purpose.

To estimate the applicability domain for the consensus models the standard deviation of the prediction, obtained from the ensemble of models, was used. As a threshold 0.5 of the standard deviation was taken. 8 compounds were found out of the applicability domain.

Table 16. 5-Fold external cross-validation statistics for 2D QSAR models of affinity for TP receptor

| Descriptors $^{1}$ | $\mathrm{R}^{2}$ | RMSE | $\mathrm{R}^{2}{ }^{2}{ }^{\mathrm{a}}$ | RMSE $_{A D}{ }^{\mathrm{a}}$ | AD coverage |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SiRMS | 0.62 | 0.65 | 0.63 | 0.61 | 0.95 |
| SMF | 0.59 | 0.67 | 0.62 | 0.62 | 0.95 |
| FPT | 0.66 | 0.61 | 0.66 | 0.61 | 0.99 |
| consensus | $\mathbf{0 . 6 6}$ | $\mathbf{0 . 6 1}$ | $\mathbf{0 . 6 6}$ | $\mathbf{0 . 5 9}$ | $\mathbf{0 . 9 5}$ |

${ }^{1}$ SiRMS - simplex representation of molecular structure, FPT - pH-dependent fuzzy pharmacophoric triplets, SMF - ISIDA fragmental descriptors of 2-15 length and terminal groups. ${ }^{\text {a }}$ Results within applicability domain of the model.


Figure 84. Observed vs. predicted values of affinity for TP receptors for the consensus model.

Since the Anti-aggregation dataset contains many qualitative experimental results, it has been used to develop classification models. The compounds of the dataset have been split on active and inactive according to specified threshold $-\mathrm{pIC}_{50} \geq 6$ for active compounds and $\mathrm{pIC}_{50}<$ 6 for inactive ones. Since the Anti-aggregation dataset contained several compounds represented by different diastereoisomers, the corresponding racemic compounds have been included in the training set if all their diastereoisomers got the same activity class, otherwise such compounds have been discarded.

Three individual classification models have been developed. Since they had low accuracy, the consensus predictions have been made by majority vote of individual classification models (Table 17). The obtained consensus Random Forest model had higher accuracy and sensitivity than individual ones. Therefore, the consensus model has been chosen to use in the virtual screening process.

Table 17. Statistical characteristics of classification 2D QSAR models for Anti-aggregation dataset.

| Descriptors $^{1}$ | TN | FP | FN | TP | Specificity | Sensitivity | Balanced accuracy |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SiRMS | 34 | 6 | 12 | 17 | 0.85 | 0.59 | 0.72 |
| FPT | 30 | 10 | 8 | 21 | 0.75 | 0.72 | 0.74 |
| SMF | 33 | 7 | 11 | 18 | 0.83 | 0.62 | 0.72 |
| Consensus | 33 | 7 | 6 | 23 | 0.83 | 0.79 | 0.81 |

${ }^{1}$ SiRMS - simplex representation of molecular structure, FPT - pH-dependent fuzzy pharmacophoric triplets, SMF

- ISIDA fragmental descriptors of 2-15 length and terminal groups.


### 9.3. Pharmacophore models

In absence of an X-ray structure, only ligand-based pharmacophore models have been produced based on the Affinity dataset by LigandScout program.

Validation sets have been prepared from the Affinity dataset. The molecules used for the model building were excluded from the validation set. For remaining compounds, in the validation dataset all possible stereoisomers and then at most 50 conformers within $10 \mathrm{kcal} / \mathrm{mol}$ generated by Omega have been considered. Compounds have been split on active ( $\mathrm{pKi} \geq 6$ ) and inactive ( $\mathrm{pKi}<6$ ) ones. A compound considered as active if at least one of its generated stereoisomers fit this model. Prediction performance of the validation set was estimated by precision and recall (see eq. 3 and 4).

For the purpose of pharmacophore model generation, 77 compounds from the Affinity dataset, which had at most one (specified or unspecified) stereocenter and $\mathrm{pKi} \geq 7$, have been
selected. If unspecified, the stereocenter was systematically set to $S$ configuration. The selected compounds have been ionized with Filter tool of OpenEye software and for each compound at most 50 conformers within $10 \mathrm{kcal} / \mathrm{mol}$ have been generated by Omega.

The prepared set has been clustered using LigandScout (default parameters), what resulted in 4 clusters and one singleton. Thus, four shared pharmacophore models have been produced (see Figure 85).

Originally obtained pharmacophore models were very specific or have low selectivity. Therefore, we made an attempt to optimize the model obtained on first cluster. We removed both aromatic features and decreased the tolerance of the hydrophobic feature between negative charge and H -bond acceptor, this modification helped to include the compounds from other clusters (precision 0.81 and recall 0.17 , see Figure 86). As one can see, the modification didn't help to increase the performance of the model. Therefore, we joined the results of all three initially built pharmacophore models and the optimized one on first cluster (see Figure 85), and obtained reasonable precision $=0.60$ and recall $=0.73$. The ensemble of these models was chosen for virtual screening.

As it was explained in section 8, the pharmacophore model for TP antagonists may diverge if they were obtained on compounds with possibly a different way of binding. Thus, the developed pharmacophore models (see Figure 85) can correlate only with model shown on Figure 71 (left). They have some common features: the anionic group represented by carboxylic group, which corresponds to hydrogen bond acceptor in other model (Figure 71) and two hydrophobic features. Moreover, despite the fact that other described models were obtained on compounds different from models on Figure 85, they also have an ionic center represented by carboxylic group, which confirms its importance for antagonist binding.
№

Figure 85. Shared pharmacophore models (left) and the most representative compounds from each cluster (right). See Figure 18 for the details of feature color-coding. Exclusion volumes are not shown.


Figure 86. Optimization of ligand-based model built on first cluster (precision 0.81 and recall 0.17).

### 9.4. Molecular shape-based comparison

The shape-based superposition method implemented in ROCS package of OpenEye software was used for generation of molecular shape models for the purpose of virtual screening. Since ROCS is a 3D approach it's necessary to choose proper "bioactive" conformers for model generation. Two ways of solving this problem have been applied and two training sets were formed. The first training set was prepared from 51 active compounds ( $\mathrm{pK}_{\mathrm{i}} \geq 7$ ) which were achiral or had specified configuration of all stereocenters and double bonds. The conformational search based on stochastic method implemented in MOE was used and the conformers with the lowest energy were considered as "bioactive". The second one contained conformers of 28 active compounds $\left(\mathrm{pK}_{\mathrm{i}} \geq 7\right)$ from the entire Affinity dataset, which fit the pharmacophore model obtained above (cluster 1, Figure 86). Validation sets for each generated model have been prepared in the same way as for the pharmacophore models described above. Goodness-of-fit measure of screened compounds has been estimated using the TanimotoCombo score, averaged over different stereoisomers of the same compound from the validation set. For consensus prediction TanimotoCombo score of selected individual models have been averaged. Models quality has been estimated by AUC value calculated from ROC curves.

For the first training set the generated conformers were pre-aligned with MOE and all combinations of two and three compounds have been used for model generation. The best model (see Figure 87, Model I) contained three compounds had a good predictive ability AUC $=0.78$.

For the second training set initially no pre-alignment has been made. All combinations of two and three compounds have been used for model development. The best model (see Figure 87, Model II) contained two molecules and had satisfactory AUC value 0.76 . Before a second
run for comparison purposes, all molecules have been pre-aligned by the rigid alignment method implemented in MOE. Again, all combinations of two and three compounds have been used for model generation. The best model contained three compounds and had insignificantly high AUC value 0.80 (see Figure 87, Model III). It can be concluded that using the pharmacophore model as a pre-alignment tool for shape-based models development can be a reasonable strategy, but in this case the models obtained with pre-alignment showed better results.


Figure 87. The shape-based ROCS models and corresponding ROC curves. Model I is obtained on ligands from first training; Model II is obtained on ligands from the second training set which fit the pharmacophore model; Model III is obtained on ligands from the second training set pre-aligned in MOE (the threshold (TanimotoCombo score $=0.67)$ for virtual screening corresponds to the point $\left({ }^{*}\right)$ where the gradient of ROC decreases. $)$.

All possible combinations of the obtained models were tested for usage in consensus prediction. Below, the prediction performance derived from consensus prediction (Figure 88) of all 3 models was demonstrated, at $\mathrm{AUC}=0.80$. Using the consensus predictions didn't significantly improve the predictive power, that's why for the purpose of virtual screening it was decided to choose the model obtained on the second training set with AUC $=0.80$ (see Figure 87, Model III). TanimotoCombo score $=0.67$ was chosen as threshold, it leads to precision $=0.91$ and recall $=0.49$. The chosen model is comparable to developed pharmacophore model since it contains the same set of features in same position: anionic center, five hydrogen bond acceptors, four aromatic rings and hydrophobic feature.


Figure 88. The consensus prediction based on five generated models ( $\mathrm{AUC}=0.80$ ).

### 9.5. Molecular fields similarity

The FieldAlign software has been used for molecular field similarity of TP antagonists. As well as for ROCS it's necessary to choose proper "bioactive" conformers for molecular field generation in FieldAlign. For model generation, the most active compound which is rather conformationally rigid with $\mathrm{pK}_{\mathrm{i}}=8.92$ was chosen as a reference. The conformation of the chosen compound corresponded to the one obtained by pharmacophore model (cluster 1, Figure 86) was taken for model generation. The molecular fields were automatically generated by the FieldAlign software. The developed model was validated with Affinity dataset. The screening was performed using Normal settings from FieldAlign, including generation of 100 conformations with $0.5 \mathrm{kcal} / \mathrm{mol}$ for each compound. The obtained field similarity was used to obtain ROC curve and AUC value to assess the generated model. As well as for ROCS models the Affinity dataset was divided on classes with threshold $\mathrm{pK}_{\mathrm{i}}=7$. The generated molecular field
model showed high AUC value (see Figure 89) and was chosen for virtual screening. For the purpose of virtual screening as a threshold the Similarity value $=0.67$ was chosen, it correspond to precision $=0.78$ and recall $=0.49$.




Figure 89. The compound chosen for virtual screening $(\mathrm{AUC}=0.79)$. The molecular fields are represented as points: negative field (blue points), positive field (red), van der Waals surface field (yellow), hydrophobic field (beige). The threshold (Similarity value $=0.67$ ) for virtual screening corresponds to the point $\left(^{*}\right.$ ) where the gradient of ROC decreases.

### 9.6. Virtual screening of BioInfoDB

The BioInfoDB database has been screened for novel TP receptor antagonists, using the multistage workflow comprised all developed models. First, all compounds have been filtered by a simplified 2D pharmacophore (Figure 90), which had been derived from 3D ligand-based pharmacophore (cluster 1, Figure 85). The three most restrictive features of the 3D pharmacophore model have been transferred to the 2D pharmacophore: the negative charge and two H-bond acceptors. Distances between selected features in 3D pharmacophore model have
been translated in minimum number of single carbon-carbon bonds, which could cover specified distances. Filtering has been performed by an in-house Python script, which used OpenEye OEChem toolkit. About 42000 compounds have been fit the obtained simplified 2D pharmacophore model (Figure 90). For the passing compounds, in case of unspecified stereocenters all possible stereoisomers have been generated with Omega, and then for all compounds at most 50 conformers, within $10 \mathrm{kcal} / \mathrm{mol}$, were built. These have been subsequently screened with the 3D pharmacophore model. Compounds fitting the pharmacophore model have been, at a next stage, evaluated by the selected ROCS and molecular field models and 2D QSAR models.


Figure 90. The simplified 2D pharmacophore model derived from the 3D ligand-based pharmacophore model (the spheres - H-bond acceptors, a star - center of negative charge).


Figure 91. Multistage workflow used for virtual screening of BioInfoDB.

### 9.7. Library design by pharmacophore fragment-based approach

Since screening of the database of commercially available compounds didn't return any reliable hits, a virtual library of potential antagonists of TP receptor has been generated using the novel pharmacophore fragment-based approach. 3D ligand-based pharmacophore model obtained earlier (cluster 1, see Figure 86) has been split on two parts each consisted of three features and one feature of them has been common (Figure 92). The Prestwick fragment database, which contains 2800 fragments, derived from known drugs, has been screened on both new pharmacophores, and fitted fragments have been combinatorial linked together in molecules of new library using MOE. Thus 171 compounds have been generated.


Figure 92. Library design using pharmacophore fragment-based approach.

### 9.8. Library design based on molecular fields similarity

As an alternative for the previous approach, bioisosteric replacement based on molecular fields similarity has been applied for generation of another virtual library of potential antagonists of TP receptor. The highly active compound $\left(\mathrm{pK}_{\mathrm{i}}=8.92\right)$ from the Affinity dataset (Figure 89) has been chosen as a lead for further structural optimization. Conformation of this compound has been fixed and corresponded to the 3D pharmacophore model.

The complementarity of the molecular fields in terms of four properties, positive and negative electrostatics, van der Waals attraction and hydrophobicity, are considered while comparison of molecules with the lead one. Manual replacement and changing of some structural fragments gave 52 novel compounds with high molecular fields similarity, which has been estimated by FieldAlign program.


Reference compound


Similarity 0.82


Similarity 0.81

Figure 93. Example of manual modification.

### 9.9. Virtual screening of designed libraries

The same workflow as for the BioInfoDB has been applied. All designed datasets have been combined and screened on 3D ligand-based pharmacophore model, followed by comparison of molecular fields, molecular shapes and prediction of affinity for TP receptor and anti-aggregation activity by consensus QSAR models. Additionally selected compounds have been estimated by PASS. The compounds were filtered out if the difference between $P_{a}$ and $P_{i}$ of possible adverse effects or toxicity exceeded 0.6 . The remained compounds possessed satisfactory predicted solubility values ( $0.001-0.0004 \mathrm{~mol} / \mathrm{l}$ ) and were not mutagenic. According to prediction of PASS these compounds didn't have any toxic or side effects.


Figure 94. Workflow used for virtual screening of designed library.

As a result of virtual screening five perspective compounds (Figure 95) were selected for synthesis and further biological evaluation.


Figure 95. Design of new antagonists of thromboxane A2 receptor: the hits recommended for the synthesis and experimental tests.

### 9.10. Conclusions

The computer-aided design of new potent antagonists of thromboxane A2 receptor is described in the current section. At first, experimentally available information on affinity for TP and anti-aggregation activity have been used to develop different models, such as QSAR models (CF), ligand-based 3D pharmacophore model (LigandScout), 2D pharmacophore model, shapebased model (ROCS) and molecular field-based model (FieldAlign, Cresset). Application of these models to virtual screening of BioInfoDB database resulted in no hits. For this reason, the design of virtual library was performed using two approaches: pharmacophore fragments-based approach and bioisosteric replacement based on molecular fields similarity. The virtual screening of the designed virtual library resulted in five hits. Additionally the found hits were assessed on some ADME/Tox properties (mutagenicity, solubility) and on possible biological responses (PASS). These compounds have been already synthesized in PCI but biological tests have not been completed yet.

## General conclusions

This work deals with computer-aided design of new anti-thrombotic agents able to inhibit two types of receptors located on the surface of the platelets. The first one - integrin $\alpha_{\text {IIb }} \beta_{3}$ - is responsible for the interaction of activated platelets with fibrinogen to form clots, whereas the second one - thromboxane A2 - is responsible for platelet activation by one of agonists excreted by adjucent platelets.

Three commercialized antagonists of the $\alpha_{\text {IIb }} \beta_{3}$ receptor - abciximab, eptifibatide and tirofiban - have severe side effects, such as thrombocytopenia and bleeding. The former is assosiated with the conformational changes of integrin $\alpha_{\text {IIb }} \beta_{3}$, which are induced by binding of "classical" antagonists - RGD peptidomimetics. In contrast, recently discovered non-classical $\alpha_{\text {IIb }} \beta_{3}$ receptor antagonists RUC-1 and RUC-2 bind its closed form. This doesn't induce the conformational changes of the protein and, hence, reduces the risk of undesirable side effects.

Antagonists of thromboxane A2 receptor could be particularly useful in treament of acute myocardial ischemia, heart failure and exhibit cardioprotective effects. However, up to now no marketed drugs of this type are available because of insufficient potency of studied compounds.

Our goal was to design new anti-thrombotic agents, which are, at least, as potent as commercial drugs and, desirably, don't possess side effects. For $\alpha_{\text {IIb }} \beta_{3}$ receptor, we considered inhibitors with classical and non-classical binding modes. Thus, the entire work was split onto three projects: development of (i) classical RGD-peptidomimetics - antagonists of $\alpha_{\text {IIb }} \beta_{3}$ receptor; (ii) RUC-1 and RUC-2 analogs and (iii) antagonists of thromboxane A2 receptor. Each project included several stages: (i) assembling and curation of available experimental data, (ii) models obtaining and validation, (iii) screening a database of commercial compounds, and (iv) generation and screening a virtual library.

Various structure- and ligand-based methods have been used: QSAR, 2D and 3D pharmacophores, ligand to protein docking, shape and field similarity techniques. Although these approaches are conceptually different, they are closely related. Thus, in pharmacophore modeling of peptidomimetics their conformational space was restricted using the information extracted from X-ray structure of $\alpha_{\text {IIb }} \beta_{3}$ - ligand complexes. In turn, ligand- and structure-based pharmacophores obtained with LigandScout were used to select several reference molecules for shape and field similarity studies performed, respectively, with the ROCS (OpenEye) and FieldAlign (Cresset) programs. Rigorous re-docking and cross-docking procedures have been used to prepare the protein binding pocket (with or without water molecules) and to select the most appropriate tool among three available programs - MOE, FlexX and PLANTS. Additionally, a correlation between scoring function and experimental activities of the compounds has been checked. The screening workflow included also 2D pharmacophores
(Python script developed in this work) and QSAR models based on the fragment descriptors (Simplex and SMF/ISIDA) invented in the partner laboratories in Odessa and Strasbourg. Previously developed in our laboratories models for aqueous solubility, as well as the PASS program have been used to obtain ADME/Tox profiles of selected hits.

Surprisingly, virtual screening of large commercial databases using all these complementary approaches resulted in no valuable hits. This motivated us to generate focused combinatorial library screening of which led to very few compounds suggested for the synthesis and biological studies.

To sum up, two out of three projects have been accomplished by preparation of real compounds with minimal synthetic efforts. Two compounds, each representing by two enantiomers, - "classical" antagonists of the $\alpha_{\text {IIb }} \beta_{3}$ receptor have been synthesized. They display high binding and anti-aggregation affinities; moreover, one of them was found more active than commercial drug tirofiban. Developed in this work QSAR model correctly estimated their activity values, whereas the docking score was a good indication of relative potencies of R and S enantiomers. Four "non-classical" $\alpha_{\text {IIb }} \beta_{3}$ antagonists (RUC-2) analogues have been synthesized; one of this compounds was found bettter protein binder than tirofiban. The only part of this work which still needs experimental validation concerns the development of new antagonists of thromboxane A2 receptors. Five molecules selected in virtual screening will be synthesized and tested in the nearest future in the Bogatsky Physico-Chemical Institute of Odessa.

Although, some success has been achieved in this work, the design of new antithrombotics is still in its infancy. At least, two new projects could be suggested as perspective studies in this field. Up to now, only one binding site of integrin $\alpha_{\text {III }} \beta_{3}$ is considered in drug design projects. We believe that an effort should be done to discover complementary allosteric binding sites which could give rise to discovery of novel types of ligands. Another suggestion concerns design of antagonists of the thromboxane A2 receptor. Experimental X-ray structure of this protein is not still available. Therefore, its modeled structure could become a valuable support for further structure-based studies.

It should be noticed that this work may have important social impact. The point is that the commercial antithrombotic drugs abciximab, eptifibatide and tirofiban are rather expensive, and, therefore, their use may not be afforded by the part of Ukrainian population. Although, the distance between designed here antagonists of the $\alpha_{\text {IIb }} \beta_{3}$ receptor and real drugs is still too long, this work could become a first step in the development of new generation of antithrombotics.

Last, but not least: this PhD thesis has become a bridge between the research teams from the University of Strasbourg and the Bogatsky Physico-Chemical Institute of Odessa. A success
achieved in this work resulted from joint efforts of theoretical and experimental chemists from both institutions.
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## APPENDIX 1.

## Biological experiments for antagonists of integrin $\alpha_{116} \beta_{3}$

## 1. Biological experiments for antagonists of integrin $\alpha_{\text {IIb }} \beta_{3}$

In this section, we describe experimental techniques used in PCI to investigate antiaggregation activity and affinity for integrin $\alpha_{\text {IIb }} \beta_{3}$ of the compounds theoretically designed in this work.

The anti-aggregation activity can be determined by platelet aggregometry test. It represents one of the most widely utilized test procedures for assessing platelet function. Platelet aggregometry can represent a diagnostic test procedure and primary hemostasis. There are two main types of instruments available [281]: (i) light transmission aggregometry (LTA), which represents the original methodology developed in the works of Born and O'Brien[234, 282], and (ii) whole blood aggregometry (WBA).

LTA measures light transmission through a test sample containing platelets in suspension that increases when platelets are aggregated by an agonistb [283]. LTA is performed using a light transmission aggregometer, comprised of a light source, cuvette holder, a heater to provide a constant $\left(37^{\circ} \mathrm{C}\right)$ sample temperature, and a photoelectric cell to measure the light beam after its passage through the platelet suspension [281].LTA is a time consuming and technically challenging technique that is affected by many pre-analytical and analytical variables that must be carefully controlled. For example, the preparation of the platelet-rich-plasma (PRP) requires a centrifugation step and this not only takes time, but can also lead to test artifacts, as highlighted later. Hence, LTA should be performed only in highly specialized laboratories by experienced personnel [281]. The mostly used LTA test is Born's method [234] (described below), which was also used in PCI.

In vitro inhibition of platelet aggregation in human platelet-rich plasma. PRP was prepared by centrifugation of whole blood at 150 g for 10 min , and the platelet count was adjusted to $1 \cdot 10^{8}$ platelets $/ \mathrm{mL}$ with time matched platelet-poor plasma (PPP). PRP ( $250 \mu \mathrm{l}$ ) was preincubated with $50 \mu \mathrm{l}$ of various concentrations of compounds to be tested, or saline, for 2 min at $37^{\circ} \mathrm{C}$ prior to the addition of ADP ( $\left.10 \mu \mathrm{l}\right)$. Platelet aggregation was measured by the change of light transmittance (PPP represents $100 \%$ ) under stirring conditions ( 1000 rpm ) on a "THROMLITE-1006 A" aggregometer. The ability of the compounds to inhibit platelet aggregation was measured and the $\mathrm{IC}_{50}$ was determined as the concentration of the compound required to produce $50 \%$ inhibition of the response to ADP[234].

Born's method had several issues which can cause poor reproducibility of results in different laboratories: different platelet counts in samples, which usually varied in range 200$300 \times 10^{-9} / \mathrm{L}$; changing of pH during storage of platelet rich plasma due to loss of $\mathrm{CO}_{2}$ from the
sample; low stirring speed of the sample during analysis leads to decrease in aggregation slope curves, whereas too high speed can lead to damage of platelets; starting time and duration of the experiment is an important factor too, because platelet responses to agonists change in time [281].

The tests for affinity are necessary for understanding the mechanism of binding of fibrinogen to $\alpha_{\text {IIb }} \beta_{3}$. Until recently radioactive labeling of fibrinogen extensively has been used to detect the expression of $\alpha_{\text {IIb }} \beta_{3}$ receptors[284], the affinity[285-286] and kinetics[287] of fibrinogen binding. However, radioactive fibrinogen studies can neither detect platelet subpopulation responses[288], nor dynamically monitor binding kinetics.

An alternative approach uses flow cytometry with fluorescein isothiocyanate (FITC), which conjugates antibodies specific to various domains of immobilized and/or soluble fibrinogen, such as 9F9[289], a polyclonal rabbit anti-human Fg [290] and anti-Fg-RIBS[291292]. Using FITC-labeled Fg instead of radioactively labeled Fg saves complicated sample handling, and helps to avoid the problems of short storage period. With the help of flow cytometry, FITC-labeling of Fg also enables dynamic studies of Fg binding on platelets for determining $\mathrm{K}_{\mathrm{D}}$ values, which is not feasible with the anti-FgmAb 9F9, as well as for determining kinetics of binding[293]. Addition of FITC-Fg to PRP enables direct studies of Fg binding to platelets in native plasma, without the complications of platelet isolation, and can readily be extended to studies of diluted whole blood as previously reported for studies with labeled antibodies [289-290]. This approach was used in PCI to measure the affinity for $\alpha_{\text {III }} \beta_{3}$ receptor.

In vitro inhibition of FITC-labeled fibrinogen binding to activated human platelets. Fresh platelet concentrate was centrifuged $(900 \mathrm{~g}, 15 \mathrm{~min})$, and the platelet pellet was washed at pH 5.6 in the presence of $\mathrm{PGE}_{1}$ and finally resuspended carefully in Tyrode's buffer, containing BSA, pH 7.4. Platelet suspension was incubated for 30 min with peptidomimetics at concentrations in the range from 0.001 nM to $1 \mu \mathrm{M}$ at $37^{\circ} \mathrm{C}$. FITC-Fg was added after addition of agonist (ADP, $2 \mu \mathrm{M}$ ). Following 60 min incubation at room temperature (under protection with the light), the reaction mixtures were layered onto a $20 \%$ sucrose cushion and centrifuged at 6000 rpm for 15 min . The tips of each tube were clipped off, and the platelet pellet, containing the bound fibrinogen, solubilized with a $3 \%$ SDS solution. The bound FITC-Fg was calculated spectrofluorimetrically [235].

As well as Born's method this approach also have some drawbacks. Thus a high interindividual variability of $\alpha_{\text {IIb }} \beta_{3}$ population levels on platelets, which can vary in range 1000044000 fibrinogen binding sites per platelet [235, 294], can lead to significant difference in dissociation constants of fibrinogen $\left(K_{D}=70-255 \mathrm{nM}\right)$ [295] and differences in affinity values of
antagonists of fibrinogen receptors (for example, clinically relevant concentration of tirofiban caused inhibition of fibrinogen binding ranging from $17 \%$ to $88 \%$ [296]).
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#### Abstract

The novel RGD mimetics with phthalimidine central fragment were synthesized with the use of 4-piperidine-4-yl-butyric, 4-piperidine-4-yl-benzoic, 4-piperazine-4-yl-benzoic and 1,2,3,4-tetrahydroiso-quinoline-7-carboxylic acids as surrogates of Arg motif. The synthesized compounds potently inhibited platelet aggregation in vitro and blocked FITC-Fg binding to $\alpha_{\mathrm{Ib}} \beta_{3}$ integrin in a suspension of washed human platelets. The key $\alpha_{\mathrm{IIb}} \beta_{3}$ protein-ligand interactions were determined in docking experiments.
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Over the last twenty years, the fibrinogen receptor GP IIb/IIIa (or integrin $\alpha_{\mathrm{IIb}} \beta_{3}$ ), has attracted a considerable attention as a promising therapeutic target and its antagonists were applied for treatment of thrombotic disorders such as unstable angina, myocardial infarction, ischemic disease, atherosclerosis, and stroke. ${ }^{1}$ In the majority of cases, the design of $\alpha_{\mathrm{IIb}} \beta_{3}$ antagonists has been based on the modeling of Arg-Gly-Asp (RGD) sequence. ${ }^{1 b, 2}$ The main binding sites of RGD sequence are $\delta$-guanidine of arginine and $\beta$-carboxylic group of aspartyl. Previously, to create non-peptide fibrinogen receptor antagonists mimicking RGD sequence, $p$-benzamidine, piperidine, isoindoline, tetrahydroisoquinoline ${ }^{1 \mathrm{~b}, 2,3}$ and $\beta$-alanine ${ }^{4}$ containing fragments were successfully utilised as bioisosteres of arginine and Asp moieties correspondingly. This approach led the development of Tirofiban (Aggrastat ${ }^{\circledR}$ ) approved for treatment of patients with unstable angina. ${ }^{5}$ Numerous bicyclic scaffolds have been also used as RGD peptidomimetic blocks including indole, ${ }^{6} 3,4$-dihy-dro-2 H -benzopyran, ${ }^{7}$ tetrahydronaphthalene, ${ }^{7 \mathrm{~b}}$ 1,2,3,4-tetrahydroisoquinoline, ${ }^{7 \mathrm{c}}$ 3-oxo-1,4-benzodiazepine, ${ }^{8}$ 3,4-dihydro- $2 \mathrm{H}-1$, 4-benzoxazine, ${ }^{9}$ benzimidazole, benzoxazole, ${ }^{10}$ 1,2,4-triazolo[3,4a]pyridine, ${ }^{11}$ etc. ${ }^{1 \mathrm{~b}}$

Phthalimidines (2,3-dihydroisoindol-1-one) exhibit a wide spectrum of biological activities, for example, antagonism of

[^0]serotonin $5-\mathrm{HT}^{12 \mathrm{a}-\mathrm{c}}$ and dopamine $\mathrm{D}^{12 \mathrm{c}}$ receptors, inhibition of TNF- $\alpha^{12 \mathrm{~d}}$ and thromboxane $\mathrm{A} 2^{12 \mathrm{e}}$ as well as documented antifungal and antibacterial activity. ${ }^{12 f}$ Indobufen, a phthalimidine derivative, is a platelet aggregation inhibitor. ${ }^{12 g}$ The antagonist of $\alpha_{\text {IIb }} \beta_{3} \mathbf{L}-709,780$ containing phthalimidine fragment inhibits ADPinduced platelet aggregation of human gel-filtered platelets with an $\mathrm{IC}_{50}$ of $0.025 \mu \mathrm{M}$. ${ }^{12 \mathrm{~h}}$

This Letter describes the synthesis of new RGD mimetics containing a phthalimidine fragment and the study of their anti-aggregative properties. Furthermore, we demonstrate the utility of 4-piperidine-4-yl-butyric, 4-piperidine-4-yl-benzoic, 4-piperazine-4-yl-benzoic and 1,2,3,4-tetrahydroisoquinoline-7carboxylic acid residues as Arg surrogates for RGD mimetic design.

Initial Boc derivatives of 4-piperidine-4-yl-butyric (6a), ${ }^{13}$ 4-piperidine-4-yl-benzoic (6b), ${ }^{14}$ 4-piperazine-4-yl-benzoic $(\mathbf{6 c})^{15}$ and 1,2,3,4-tetrahydroisoquinoline-7-carboxylic (6d) ${ }^{16}$ acids have been synthesized using previously published methods.

The synthesis of aminophthalimidine building blocks 5a-d is shown in Scheme 1 and the synthesis of target RGD mimetics $\mathbf{8 a - i}$ is presented in Scheme 2. The central step of formation of phthalimidines $\mathbf{5 a - d}$ is the reduction of phthalimides $\mathbf{1 a - d}$ using zinc amalgam. The nitro derivatives 3a-d obtained by nitration of the compounds $\mathbf{2 a}-\mathbf{d}$ were further reduced by $\mathrm{H}_{2} / \mathrm{Pd}(\mathrm{C})$.

Condensation of acids 6a-c with amines 5a-d was carried out using HATU. Subsequent saponification of ester groups of compounds 7a-n and elimination of Boc-protective groups yielded


Scheme 1. Synthesis of aminophthalimidines. Reagents and conditions: (a) $\mathrm{Zn}(\mathrm{Hg}), \mathrm{HCl}, \mathrm{reflux}, 4 \mathrm{~h}, 65-70 \%$; (b) $\mathrm{HNO}_{3}, \mathrm{H}_{2} \mathrm{SO}_{4},-5{ }^{\circ} \mathrm{C}, 6 \mathrm{~h}, 54-65 \%$; (c) $\left.\mathrm{MeOH}\left(\mathrm{H}_{2} \mathrm{SO}\right)_{4}\right)$, reflux, $3 \mathrm{~h}, 74-87 \%$; (d) $\mathrm{H}_{2} / \mathrm{Pd}$ (C), MeOH , room temperature, $7 \mathrm{~h}, 82-92 \%$.

 temperature, overnight; (ii) $1 \mathrm{M} \mathrm{HCl}, 73-81 \%$; (c) $\mathrm{CH}_{2} \mathrm{Cl}_{2}, \mathrm{HCl}$ gas, $0^{\circ} \mathrm{C}, 1 \mathrm{~h}$ or $\mathrm{CH}_{2} \mathrm{Cl}_{2}, \mathrm{TFA}, 0^{\circ} \mathrm{C}, 2 \mathrm{~h}, 92-96 \%$.
the target mimetics $\mathbf{9 a} \mathbf{- n}$. Mimetics $\mathbf{9 h} \mathbf{- k}$ were obtained only as racemic mixtures in order to reveal potent compounds and to determinate general characteristics of structure-activity relationships.

Biological activity was assessed in vitro by measuring the ability of synthesized compounds to inhibit the binding of fluoresceiniso-thiocyanate-labeled fibrinogen (FITC-Fg) ${ }^{17}$ to $\alpha_{\mathrm{II}} \beta_{3}$ (in a suspension of human washed platelets). ${ }^{18}$ Functional activity was determined by measuring the inhibition of ADP induced platelet aggregation in human platelet-rich plasma (PRP) by Born's method. ${ }^{19}$

Experimental data (Table 1) demonstrate that mimetics 9 are potent inhibitors of FITC-Fg binding to $\alpha_{\text {IIb }} \beta_{3}$ in activated platelets. We found that peptidomimetics $\mathbf{9 d} \mathbf{- k}$ with the $\beta$-alanine fragment exhibited higher antiaggregative activities compared to compounds $\mathbf{9 a - c}$ and $\mathbf{9 1}-\mathbf{n}$. This suggests that $\beta$-amino acids might be the optimal blocks for the $\alpha_{\mathrm{IIb}} \beta_{3}$ antagonists design. The compounds $\mathbf{9 f}$ and $\mathbf{9 g}$ displayed the highest antiaggregative activity among the synthesized mimetics with unsubstituted $\beta$-alanine as the Asp bioisostere (Table 1), whereas the antiaggregative activity of $\mathbf{9 g}$ exceeds that of 9 d nearly fivefold, and that of $\mathbf{9 e}$ nearly ninefold.

Comparison of antiaggregative properties of the mimetic $9 \mathbf{9}$ with the previously described compound $\mathbf{1 0}$ (Fig. 1) containing
fragments of 1,2,3,4-tetrahydroisoquinoline-7-carboxylic acid and $\beta$-alanine, demonstrated that these two antagonists inhibit platelet aggregation with similar potencies. The affinity of the mimetic $\mathbf{9 g}$ for $\alpha_{\text {IID }} \beta_{3}$ on activated platelets was slightly higher than the affinity of the mimetic $\mathbf{1 0}$. The antiaggregative activity of $\mathbf{9 f}$ was found to be twice higher than that of $\mathbf{9 g}$. Replacing $\beta$-alanine with $\beta$-methyl- $\beta$-alanine leads to compounds $\mathbf{9 h}-\mathbf{k}$. Their antiaggregative properties were generally similar to those of unsubstituted ones, with the only exception of the mimetic $\mathbf{9 k}$. This compound possessed the highest antiaggregative activity among all compounds synthesized in this study. Furthermore, antiaggregative activity of $\mathbf{9 k}$ is comparable to those of compounds $\mathbf{1 1}$ and $\mathbf{1 2}$ containing bicyclic cores reported in the literature, but in the case of $\mathbf{L}-\mathbf{7 0 9}, \mathbf{7 8 0}$ the comparison is not valid because of the difference in biomaterials used in the assays.

Ligand to protein docking study for all synthesized compounds has been performed with the MOE ${ }^{20}$ program. The structure of $\alpha_{\text {IIb }} \beta_{3}$ receptor-Tirofiban complex (2VDM) was extracted from the Protein Data Bank. ${ }^{21}$ For docking, all water molecules were removed from the binding pocket of 2VDM with the exception of two molecules coordinated with the metal ion-dependent adhesive site (MIDAS) of $\alpha_{\mathrm{IIb}} \beta_{3}$ receptor $-\mathrm{Mg}^{2+}$, which is involved in the interaction with carboxyl group of Tirofiban. Then, structure of the complex was optimized using the MMFF94x force field. For initial ligand Tirofiban,

Table 1
Biological properties of RGD mimetics 9 and RGDS peptide

| Compound | HX | Aa | $n$ | R | $\mathrm{IC}_{50}, \mu \mathrm{M}(\mathrm{PRP})^{\mathrm{a}}$ | $\mathrm{IC}_{50}, \mu \mathrm{M}\left(\text { FITC-Fg } / \alpha_{\text {III }} \beta_{3}\right)^{\text {b }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 9a | TFA |  | 0 | H | $66.0 \pm 9.0$ | - |
| 9b | TFA |  | 0 | H | $24.0 \pm 3.0$ | $0.27 \pm 0.06$ |
| 9c | HCl | $0$ | 0 | H | $120.0 \pm 20.0$ | $1.2 \pm 0.1$ |
| 9d | TFA |  | 1 | H | $5.9 \pm 0.6$ | $0.0055 \pm 0.009$ |
| 9e | TFA |  | 1 | H | $9.6 \pm 1.9$ | $0.0068 \pm 0.0012$ |
| 9 f | TFA |  | 1 | H | $0.54 \pm 0.06$ | - |
| 9g | HCl |  | 1 | H | $1.1 \pm 0.1$ | $0.0065 \pm 0.0005$ |
| 9h | HCl |  | 1 | $\mathrm{CH}_{3}$ | $5.4 \pm 1.0$ | $0.35 \pm 0.03$ |
| 91 | HCl |  | 1 | $\mathrm{CH}_{3}$ | $6.2 \pm 1.2$ | - |
| 9j | HCl |  | 1 | $\mathrm{CH}_{3}$ | $3.74 \pm 0.51$ | $0.037 \pm 0.08$ |
| 9k | HCl | $1=$ | 1 | $\mathrm{CH}_{3}$ | $0.086 \pm 0.007$ | $0.0065 \pm 0.0012$ |
| 91 | TFA | $\mathrm{HN}^{-} \quad \mathrm{O}$ | 2 | H | $51.0 \pm 30.0$ | - |
| 9m | TFA |  | 2 | H | $410.0 \pm 60.0$ | - |
| 9n | HCl |  | 2 | H | $330.0 \pm 50.0$ | - |
|  | RGDS |  |  |  | $31.0 \pm 2.0$ | $13.0 \pm 1.6$ |

${ }^{\text {a }}$ Concentration required to reduce ADP-induced human platelet aggregation response by $50 \%$.
${ }^{\text {b }}$ Concentration required to reduce binding of FITC-Fg to $\alpha_{\text {IIb }} \beta_{3}$ in suspensions of washed human platelets by $50 \%$. The IC ${ }_{50}$ values are expressed as averages of at least two determinations.
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$\mathrm{IC}_{50}, \mu \mathrm{M}(\mathrm{PRP})^{\mathrm{a}}: 1.1$ $\mathrm{IC}_{50}, \mu \mathrm{M}\left(\mathrm{FITC}-\mathrm{Fg} / \alpha_{\text {IIb }} \beta_{3}\right)^{\mathrm{a}}: 0.022$

$\mathrm{IC}_{50}, \mu \mathrm{M}^{\mathrm{a}}: 0.09$
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$\mathrm{IC}_{50}, \mu \mathrm{M}^{\mathrm{b}}: 4.5$


Figure 1. Structure and in vitro activities of $\alpha_{\text {IIb }} \beta_{3}$ antagonists $\mathbf{1 0},{ }^{16} \mathbf{1 1},{ }^{6} \mathbf{1 2}^{7 \mathrm{c}}$ and $\mathbf{L - 7 0 9}, \mathbf{7 8 0} .{ }^{12 \mathrm{~h}}$ a See Table 1 ; ${ }^{\text {b }}$ inhibition of guinea-pig PRP aggregation induced by collagen; ${ }^{c_{i n h}}$ ibition of ADP-induced platelet aggregation of human gel-filtered platelets.
which was a part of 2VDM, re-docking had been carried out with good result (RMSD $=0.6 \AA$ ). Thus $\alpha_{\text {IIb }} \beta_{3}$ cavity was prepared, and all further studies of compounds $\mathbf{9}$ docking were carried out for this binding site of the receptor.

The docking studies have revealed some general patterns for binding of mimetics 9 to their receptor $\alpha_{\text {IID }} \beta_{3}$. It has been shown that the nitrogen atom of Arg-isosteres (the fragments of 4-piperidine-4-yl-butyric, 4-piperidine-4-yl-benzoic, 4-piperazine-4-yl-benzoic
and 1,2,3,4-tetrahydroisoquinoline-7-carboxylic acids) interacts with two amino acid residues of $\alpha$ chain of fibrinogen receptor, namely with carboxyl group of D224 side chain and S225 amide bond. Carboxyl group of mimetics 9 is involved in coordination sphere of $\mathrm{Mg}^{2+}$, and also interacts with Y122 amide bond and amide group of N215 side chain incorporated in the $\alpha_{\text {IID }} \beta_{3} \beta$-chain. These interactions are illustrated in Figure 2 using the complex of $\mathbf{9 g}$ as an example.


Figure 2. Binding of mimetic $\mathbf{9 g}$ to the $\alpha_{\text {IIb }} \beta_{3}$ receptor observed in docking experiments.

Docking studies revealed that $S$-enantiomers of compounds $\mathbf{9 i}$ and $\mathbf{9 j}$ bind to $\alpha_{\mathrm{IIb}} \beta_{3}$ stronger than corresponding $R$-enantiomers. In the case of compounds $\mathbf{9 h}$ and $\mathbf{9 k}$, no significant differences in values of scoring function for $S$ and $R$-enantiomers was observed. Detailed investigation of the relationship between the stereochemistry of the mimetics 9 and their affinity for $\alpha_{\text {IIb }} \beta_{3}$ will be the purpose of future studies.

To summarize, for a series of 4-piperidine-4-yl-butyric, 4-piper-idine-4-yl-benzoic and 1,2,3,4-tetrahydroisoquinoline-7-carboxylic acids derivatives, no significant influence of Arg isostere structure on affinity for $\alpha_{\text {IIb }} \beta_{3}$ was observed. At the same time, the compounds $\mathbf{9 d} \mathbf{- k}$ have demonstrated a high affinity for $\alpha_{\text {IIb }} \beta_{3}$ and acceptable antiaggregative activity. A combination of tetrahydroisoquinoline and $\beta$-methyl- $\beta$-alanine as Arg and Asp bioisosteres, respectively, within the given phthalimidine series, leads to the best prospective inhibitor of the platelet aggregation. It has been shown by docking studies that $\alpha: D 224, \alpha: S 225$ and $\beta: Y 22$, $\beta$ : N 215 residues of $\alpha_{\mathrm{II}} \beta_{3}$ integrin play the key role in binding of the mimetics 9 to the receptor.
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#### Abstract

A series of novel RGD mimetics containing phthalimidine fragment was designed and synthesized. Their antiaggregative activity determined by Born's method was shown to be due to inhibition of fibrinogen binding to $\alpha_{\mathrm{IIb}} \beta_{3}$. Molecular docking of RGD mimetics to $\alpha_{\mathrm{II}} \beta_{3}$ receptor showed the key interactions in this complex, and also some correlations have been observed between values of biological activity and docking scores. The single crystal X-ray data were obtained for five mimetics.
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## 1. Introduction

Thrombosis is the most important pathological process underlying many cardiovascular diseases, which are responsible for elevated mortality worldwide. ${ }^{1}$ The use of ADP and thromboxane inhibition does not preclude the formation of thrombus, because platelets can still be activated by other mechanisms. It gave a stimulus to the development of an entirely separate class of antiplatelet drugs - fibrinogen receptor (integrin $\alpha_{\text {IIb }} \beta_{3}$ ) antagonists. During the platelet activation process, the surface of the platelet transforms its shape to expose the fibrinogen receptors. These receptors bind to fibrinogen and Von Willebrand factor, resulting in clot formation and clot adherence, respectively. ${ }^{2}$ Binding of fibrinogen to $\alpha_{\text {IIb }} \beta_{3}$ on platelets is responsible for securing aggregated platelets to one another. Thus, blocking these receptors prevents platelet

[^1]aggregation regardless of the activation pathway., ${ }^{3,4}$ Inhibitors of $\alpha_{\text {IIb }} \beta_{3}$ have proven useful in reducing the risk of periprocedural MI and urgent target vessel revascularization during catheterization and have claimed a place in therapy for these indications. ${ }^{5}$ There exist three different $\alpha_{\text {IIb }} \beta_{3}$ inhibitors approved for use: abciximab (Eli Lilly \& Company, Indianapolis, Indiana), eptifibatide (Schering-Plough, Kenilworth, New Jersey), and tirofiban (Medicure, Winnipeg, Canada). ${ }^{6}$ However, the current agents have several limitations, including the need for intravenous infusion and, most important, the induction of thrombocytopenia in some patients. ${ }^{7}$ These limitations of above mentioned drugs give evidence of need in new $\alpha_{\text {IIb }} \beta_{3}$ inhibitors.

Although, more frequently the design of $\alpha_{\mathrm{IIb}} \beta_{3}$ antagonists is based on the mimicking of Arg-Gly-Asp (RGD) sequence, alternative approach represents the use of dodecapeptide sequence. ${ }^{8,9}$ The main binding sites of RGD sequence are $\delta$-guanidine of arginine and $\beta$-carboxylic group of aspartyl, and for the dodecapeptide sequence - lysine amino group and aspartyl carboxylic group, correspondingly. Similarity of these two approaches is evident.

In our recent publication, the use of phthalimidine scaffolds for designing potent integrin $\alpha_{\mathrm{II}} \beta_{3}$ antagonists has been demon-
strated. ${ }^{10}$ Herein, we describe the optimization of the novel Arg surrogates for obtaining RGD mimetics active inhibitors.

This article describes the synthesis of new RGD mimetics containing phthalimidine (2,3-dihydroisoindol-1-one) fragment and study of their antiaggregative properties. We also discuss the possibility to use the residues of 4-piperidineacetic, 4-piperidine-4-ylbutyric, 4-piperidine-4-yl-benzoic, 4-piperazine-1-yl-benzoic, 1,2, 3,4-tetrahydroisoquinoline-7-carboxylic, and 3-piperazine-1-ylbenzoic acids as Arg surrogates for RGD mimetics design.

## 2. Results and discussion

### 2.1. Synthesis

Description of the synthesis of 6-amino-2,3-dihydroisoindolin-1-one building blocks $\mathbf{5 a - d}$ was given in a previous report (Scheme 1). The key step was the formation of the 6 -amino-2,3-dihydroisoindolin-1-one building blocks 5a-d by reduction of phthalimides 1a-d using zinc amalgam. As a result of nitration of the compounds $\mathbf{2 a - d}$, there were obtained nitro-derivatives 3a-d followed by their reduction by $\mathrm{H}_{2} / \mathrm{Pd}(\mathrm{C})$. Regioselectivity of nitration reaction is expected. The X-ray analysis data obtained for the compound $\mathbf{5 b}$ is a confirmation.

The view of molecular structure of $\mathbf{5 b}$ is shown in Figure 1. The molecule has a rather flat skeleton as evidenced by the dihedral angle of $8.8^{\circ}$ between the planes of almost coplanar nonhydrogen atoms of methylpropionate chain and phthalimide core. The geometric parameters of planar aminophthalimide core are in line with the related 3-(1-oxo-1,3-dihydroisoindol-2-yl)propionic acid, ${ }^{11}$ but these molecules differ by the molecular shape as far as the latter one has an angular conformation.

Homologation of Boc protected piperidine-4-carboxylic acid gave the 1-Boc-4-piperidineacetic acid (6), by a similar method reported in the literature. ${ }^{12}$ Initial Boc derivatives of the 4-piperi-dine-4-yl-butyric (7) ${ }^{13}$ and 4 -piperidine-4-yl-benzoic (8) ${ }^{14}$ acids have been synthesized using previously published methods. Isomeric methyl esters of the 4-piperazine-4-yl-benzoic (9a) ${ }^{15}$ and 3-piperazine-4-yl-benzoic (9b) acids were made using methyl esters of aminobenzoic acids and bis-(2-chloroethyl)amine. Boc-protection of the compounds $9 \mathbf{a}$ and $\mathbf{9 b}$ with $\mathrm{Boc}_{2} \mathrm{O}$ resulted in the methyl esters 10a and 10b, respectively. Subsequent saponification of ester groups of compounds 10a and 10b yielded the target acids 11a,b (Scheme 2).

Precursor compound $\mathbf{1 4}$ was prepared in three steps in contrast to our previously published route for four-steps synthesis. ${ }^{16}$ Acylation of 2-acetyl-1,2,3,4-tetrahydroisoquinoline (12) with oxalyl chloride at the presence of aluminum chloride gave 1-acetyl-1,2,3,4-tetrahydroisoquinoline-7-carboxylic acid (13). Further


Figure 1. View of $\mathbf{5 b}$. ORTEP diagram with the numbering scheme. The thermal ellipsoids are of $50 \%$ probability level, with hydrogens as spheres of arbitrary diameter.


Scheme 2. Synthesis of the acids 11 and 14. Reagents: (a) $\mathrm{HCl}{ }^{*} \mathrm{NH}\left(\mathrm{CH}_{2} \mathrm{CH}_{2} \mathrm{Cl}\right)_{2}$, $\mathrm{K}_{2} \mathrm{CO}_{3}, \mathrm{BuOH}$, reflux, $\approx 177 \mathrm{~h}$; (b) $\mathrm{Boc}_{2} \mathrm{O}$, room temperature, overnight; (c) NaOH , $\mathrm{H}_{2} \mathrm{O} 40^{\circ} \mathrm{C}, 6 \mathrm{~h}$; (d) $\mathrm{HCl}, \mathrm{H}_{2} \mathrm{O}$; (e) $(\mathrm{COCl})_{2}, \mathrm{AlCl}_{3}$; (f) $\mathrm{NaOH}, \mathrm{H}_{2} \mathrm{O}$.
removal of the acetyl group and reaction with $\mathrm{Boc}_{2} \mathrm{O}$ resulted in the acid $\mathbf{1 4}$ (Scheme 2). The structure of compound $\mathbf{1 4}$ has been confirmed by data of X-ray analysis (Fig. 2).

The molecular structure 15 is shown in Figure 2. The molecule has an angular shape with the aza-cycle of the 1,2,3,4-tetrahydroisoquinoline core being in a half-chair conformation with the N1 atom deviating at $-0.574(3) \AA$ from the mean plane of cyclic Catoms, the rms deviation of fitted carbon atoms being $0.056 \AA$.

Condensation of acids 6-8, 11a,b and $\mathbf{1 4}$ with amines 5a-d has been conducted using the HBTU or HATU (Scheme 3). Subsequent saponification of ester groups of the compounds $\mathbf{1 5 a} \mathbf{a} \mathbf{u}$ and


Scheme 1. Synthesis of aminophthalimidines. Reagents: (a) $\mathrm{Zn}(\mathrm{Hg}), \mathrm{HCl}$, reflux, 4 h ; (b) $\mathrm{HNO}_{3}, \mathrm{H}_{2} \mathrm{SO}_{4},-5^{\circ} \mathrm{C}, 6 \mathrm{~h}$; (c) $\mathrm{MeOH}\left(\mathrm{H}_{2} \mathrm{SO}_{4}\right)$, reflux, 3 h ; (d) $\mathrm{H}_{2} / \mathrm{Pd}(\mathrm{C})$, MeOH , room temperature, 7 h .


Figure 2. View of 15. ORTEP diagram with the numbering scheme. The thermal ellipsoids are of $50 \%$ probability level, with hydrogens as spheres of arbitrary diameter.
elimination of Boc-protective groups yielded the target mimetics 17a-u. Mimetics 171-q were obtained only as racemic mixtures in order to reveal potent compounds and to determinate general characteristics of structure-activity relationships.

### 2.2. X-ray structure

Fortunately, single crystals of target compounds were grown from water, and X-ray data were obtained for five mimetics, $\mathbf{1 7 c}, \mathbf{h}, \mathbf{i}, \mathbf{j}, \mathbf{t}$. They were fixed in the solid crystalline state as either trifluoroacetate or chloride salt with the compositions $\mathbf{1 7 c}, \mathbf{h}$ and $\mathbf{1 7 i , j , t} \cdot \mathrm{H}_{2} \mathrm{O}$. After 2 h of boiling of aqueous solutions of compounds 17c and $\mathbf{1 7 h}$ and then their cooling to room temperature, single crystals were grown. They were identified as the hydrates of zwitterionic forms, $\mathbf{1 7} \mathbf{c}-\mathrm{TfaOH} \cdot 5 \mathrm{H}_{2} \mathrm{O}$ and $\mathbf{1 7 h}$-TfaOH $\cdot 2 \mathrm{H}_{2} \mathrm{O}$. The ORTEP drawings for the formula units are shown in Figure 3. All the mimetics molecules bear three planar fragments, the benzoyl ring, the 1-oxo-1,3-dihydroisoindolyl core with the equivalent bond lengths being similar within themselves, in the parent $\mathbf{5 b}$ and in the closely related 3-(1-oxo-1,3-dihydroizoindol-2-yl)propionic acid, ${ }^{11}$ and the amide bridge between these moieties. The amide bridge is always fixed in the syn-conformation with regard to the
phthalimidine core and anti-conformation with regard to the benzoyl moieties as the torsion angles $02-\mathrm{C} 9-\mathrm{N} 2-\mathrm{C} 6$ and $\mathrm{C} 10-$ C9-N2-C6 indicate falling in the ranges $0.6(8)-8.7(9)^{\circ}$ and 171.1(6)-179(1) ${ }^{\circ}$, respectively (Table 1). The molecules differ by mutual orientations of the above-mentioned planar molecular moieties, by the orientation of piperidine or piperazine fragment with respect to the benzoyl moieties, and carboxylic tails with respect to the indolyl core. Moreover, the different mutual arrangement (cis- or trans-) of the amide and indolyl carbonyl oxygen atoms 01 and O 2 should be mentioned. The conformational flexibility and essential variation of cross-molecule distance between the distal cyclic N and carboxylic O -atoms in the wide range 16.297-21.434 Å, Table 1, indicate the possibility to fine tuning substrate-receptor interactions.

### 2.3. In vitro biology

Functional activity was determined by measuring the inhibition of ADP induced platelet aggregation in human platelet-rich plasma (PRP) by Born's method. ${ }^{17}$ Mode of action for some compounds was subsequently revealed in vitro by measuring the ability of compounds to inhibit the binding of fluoresceinisothiocyanate-labeled fibrinogen (FITC-Fg) ${ }^{18}$ to $\alpha_{\text {IIb }} \beta_{3}$ (in a suspension of human washed platelets). ${ }^{19}$ Experimental data (Table 2) evidently show high affinities of the compounds $\mathbf{1 7}$ for $\alpha_{\text {IIb }} \beta_{3}$. RGDS peptide and Tirofiban were used as standard inhibitors.

We first investigated the SAR of compounds 17a-e, containing a fragment of (1-oxo-1,3-dihydroisoindol-2-yl)acetic acid. These compounds showed low in vitro antiaggregative activity, except for the leader of the group, mimetic 17d containing 4-piperazine4 -yl-benzoyl, as Arg isostere. Homologation of C-terminal template resulted in increased activity for five compounds $\mathbf{1 7 f} \mathbf{- j}$ containing the same surrogates of Arg. Here again was the leading mimetic 17i, containing a residue of 4 -piperazine- 4 -yl-benzoic acid. Leading indicators of antiaggregative activity of compounds containing 4-piperazine-4-yl-benzoyl, forced us to test 3-piperazine-4-yl-benzoyl derivative $\mathbf{1 7 k}$. It was found that the compound 17 k was five times less active than its isomer 17i. Further increase of C-terminal


Scheme 3. Synthesis of RGD mimetics. Reagents: (a) $\mathrm{NEt}_{3}, \mathrm{HBTU}$, 5a-d, room temperature, overnight; (b) $1 \mathrm{M} \mathrm{NaOH}, \mathrm{H}_{2} \mathrm{O}$, MeOH, room temperature, overnight, 1 M HCl ; (c) $\mathrm{CH}_{2} \mathrm{Cl}_{2}, \mathrm{HCl}$ gas, $0^{\circ} \mathrm{C}, 1 \mathrm{~h}$ or $\mathrm{CH}_{2} \mathrm{Cl}_{2}, \mathrm{TFA}, 0^{\circ} \mathrm{C}, 2 \mathrm{~h}$.
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Figure 3. ORTEP diagram with the numbering scheme for $\mathbf{1 7 c}-\mathrm{TfaOH} \cdot 5 \mathrm{H}_{2} \mathrm{O}$ (a), $\mathbf{1 7 c}$ (b), $\mathbf{1 7 h}-\mathrm{TfaOH} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ (c), $\mathbf{1 7 h}(\mathrm{d}), \mathbf{1 7 i} \cdot \mathrm{H}_{2} \mathrm{O}(\mathrm{e}), \mathbf{1 7 j} \cdot \mathrm{H}_{2} \mathrm{O}$ (f), and $\mathbf{1 8 t} \cdot \mathrm{H}_{2} \mathrm{O}(\mathrm{g})$. $\mathbf{T h e}$ thermal ellipsoids are of $30 \%$ probability level, with hydrogens as spheres of arbitrary diameter. Only major positions are shown for the disordered fragments.
residue length by another one carbon atom led to a decrease in aggregative properties. Surprise for us was the value of $\mathrm{IC}_{50}$ for compound 17r. Mimetic $\mathbf{1 7 r}$ was more active than the mimetic

17b, these two compounds have the same number of atoms between the N - and C -terminals. Finally, replacing C -terminal fragment $\beta$-alanine with $\beta$-methyl- $\beta$-alanine led to compounds 171-p.

Table 1
Main geometrical parameters for 17 entities in studied compounds

| Compounds | Geometric parameter |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }^{\mathrm{a}} \phi_{1}\left({ }^{\circ}\right)$ | ${ }^{\mathrm{b}} \mathrm{Q}_{2}\left({ }^{\circ}\right)$ | ${ }^{\text {c }}{ }_{1}\left({ }^{\circ}\right)$ | ${ }^{\text {d }}{ }_{2_{2}\left({ }^{\circ}\right)}$ | ${ }^{\mathrm{e}} \mathrm{S}_{3}\left({ }^{\circ}\right)$ | ${ }^{\mathrm{f}} \mathrm{\phi}_{4}\left({ }^{\circ}\right)$ | ${ }^{\mathrm{g}} \mathrm{r}$ (Å) |
| 17c-TfaOH $\cdot 5 \mathrm{H}_{2} \mathrm{O}$ | -2.5(3) | 176.8(2) | 84.87(5) | 26.51(8) | 7.48(6) | 79.1(2) | 16.466(2) 18.377(2) |
| 17c | 4.4(6) | -174.3(3) | 87.5(1) | 23.7(2) | 39.7(1) | 59.7(3) | 17.256(5) 18.718(5) |
| 17h-TfaOH $2 \mathrm{H}_{2} \mathrm{O}$ | -1.7(4) | 175.6(3) | 70.53(9) | 4.9(2) | 45.1(1) | 10.3(3) | 18.913(3) 19.6857(3) |
| 17h | 3(3) | 179(1) | 61.1(7) | 15.3(9) | 65.3(4) | 9.8(9) | 18.05(3) 19.10(3) |
| 17i. $\mathrm{H}_{2} \mathrm{O}$ | 2.2(4) | -175.3(2) | 56.06(8) | 22.3(1) | 17.3(1) | 8.6(6) | 16.297(4) 16.885(4) |
| 17j $\mathrm{H}_{2} \mathrm{O}$ | -0.6(8) | -179.5(4) | 3.8(3) | 29.9(2) | 30.9(2) | 75.8(2) | 16.803(7) 17.091(7) |
| 17t. $\mathrm{H}_{2} \mathrm{O}$ | -8.7(9) | 171.1(6) | 80.2(2) | 16.6(3) | 15.8(3) | 15.5(1) | 20.235(7) 21.434(7) |

${ }^{\text {a }}$ Torsion angle O2-C9-N2-C6.
${ }^{\text {b }}$ Torsion angle C10-C9-N2-C6.
${ }^{\text {c }}$ Dihedral angle between the average planes through the terminal piperydine/piperazine ring and phenyl ring, C10/C11/C12/C13/C14/C15.
${ }^{d}$ Dihedral angle between the average planes through the phenyl ring, C10/C11/C12/C13/C14/C15 and amide bridge, C10/C9/O2/N2/C6.
${ }^{e}$ Dihedral angle between the average planes through the amide bridge, $\mathrm{C} 10 / \mathrm{C} 9 / \mathrm{O} 2 / \mathrm{N} 2 / \mathrm{C} 6$ and phthalimidine core, $\mathrm{C} 1>\mathrm{C} 8 / \mathrm{N} 1 / \mathrm{O} 1$.
${ }^{\mathrm{f}}$ Dihedral angle between the average planes through the phthalimidine core, $\mathrm{C} 1>\mathrm{C} 6 / \mathrm{N} 1 / \mathrm{O} 1$ and carboxylic group, defined by $\mathrm{C}, \mathrm{O}, \mathrm{O}$ atoms.
${ }^{\mathrm{g}}$ Cross-molecule distance between the cyclic N and carboxylic O -atoms.

Effect of $\mathrm{CH}_{3}$ group is ambiguous. In two cases, antiaggregative activity observed for mimetics containing $\beta$-methyl $-\beta$-alanine fragment ( $\mathbf{1 7 0}$ and $\mathbf{1 7 q}$ ) was lower than for unsubstituted ones ( $\mathbf{1 7 i}$ and $\mathbf{1 7 k}$ ). As for methylated/unmethylated pairs $\mathbf{1 7 m} / \mathbf{1 8 g}$ and $\mathbf{1 7 n} / \mathbf{1 7 h}$, their antiaggregative activities were nearly equal. Positive effect of methyl group was observed only for compounds $\mathbf{1 7 1}$ and $\mathbf{1 7 p}$ compared to their unsubstituted analogs $\mathbf{1 7 f}$ and $\mathbf{1 7 j}$, correspondingly. Compound $\mathbf{1 7}$ p possessed the highest antiaggregative activity among all compounds synthesized in this study.

### 2.4. Molecular docking

Molecular docking studies have been performed in order to give a microscopic insight into experimentally observed struc-ture-property relationship. FlexX tool from LeadIT package has been used. ${ }^{20}$ The X-ray structure of complex of Tirofiban with headpiece of $\alpha_{\text {IIb }} \beta_{3}$ integrin (2VDM) has been taken from Protein Data Bank. ${ }^{21}$ Structure of the pocket has been prepared and four water molecules have been kept in the cavity: two water molecules, coordinated with $\mathrm{Mg}^{2+}$ metal ion-dependent adhesive site (MIDAS) of the $\alpha_{\text {IIb }} \beta_{3}$ integrin, and two water molecules coordinated with Asp232 residue of the $\alpha_{\mathrm{II}}$-subunit. Investigated compounds have been docked in the prepared pocket. Because the interaction of ligands of $\alpha_{\mathrm{IIb}} \beta_{3}$ integrin with $\alpha$ Asp224 and MIDAS are essential for compound binding and activity, only best poses which follow these requirements have been taken for further analysis. ${ }^{21}$

A reasonable correlation between affinity for $\alpha_{\text {IIb }} \beta_{3}$ and docking score has been observed ( $R_{\text {Spearman }}=0.72$, Fig. 4 ) for a small subset of compounds for which the activity values were available. Antiaggregative activity poorly correlates with docking score $\left(R_{\text {Spearman }}=0.35\right)$. However, exclusion of one outlier (compound 17u) significantly improves the correlation $\left(R_{\text {spearman }}=0.52\right.$, Fig. 4).

Discovered correlations suggest that docking score can be used for elucidation of antiaggregative activity of the compounds. Thus, higher antiaggregative potency of $\mathbf{1 7 f}-\mathbf{j}$ compared to $\mathbf{1 7 a}-\mathbf{e}$ could be explained by the fact that the former form additional H -bonds to OH-group of Tyr190 or to water molecules connected with aAsp232, whereas the latter cannot form hydrogen bonds to $\mathrm{OH}-$ group of $\alpha$ Tyr 190 due to the steric reasons (Fig. 5, compounds 17e and 17 j ).

Compounds $\mathbf{1 7 s}, \mathrm{t}$ resulted from the increase of length of the Asp-mimetic part of $\mathbf{1 7 g} \mathbf{g}$, are too big compared to the cavity and, therefore they do not interact efficiently with the protein residues (Fig. 5, compounds $\mathbf{1 7 h}$ and $\mathbf{1 7 t}$ ).The difference between activity of the compounds $\mathbf{1 7 b}$ and $\mathbf{1 7 r}$, which have the same
topological length between Asp- and Arg-mimetic parts, can be explained by different protein-ligand interaction patterns. The carboxylic acid group of $\mathbf{1 8 r}$ is buried deeper in the receptor pocket and interacts with $\beta$ Asn215 as well as with MIDAS, and carbonyl group of 2,3-dihydroisoindol-1-one moiety forms H -bond with OH-group of $\alpha$ Tyr190. On the other hand, carboxylic acid group of $\mathbf{1 7 b}$ interacts only with MIDAS, whereas carbonyl group of 4-piperidin-4-yl-butanoyl forms H -bond with water molecules coordinated to $\alpha$ Asp232 (Fig. 5, compounds 17b and 17r). Comparison of the docking pose of $\mathbf{1 7 i}$ with that of $\mathbf{1 7 d}$ shows that $\mathbf{1 7 i}$ is characterized by bent conformation whereas $\mathbf{1 8 d}$ adopts almost linear form. Furthermore, 17i is characterized by higher docking score value compared to $\mathbf{1 7 d}$ ( 38.6 vs 36.4 ).

## 3. Conclusion

This paper is devoted to rational design of the $\alpha_{\text {IIb }} \beta_{3}$ integrin antagonists. It has been demonstrated that RGD mimetics containing 2,3-dihydroisoindol-1-one can be effificiently used as $\alpha_{\text {IIb }} \beta_{3}$ antagonists and platelet aggregation inhibitors through appropriate structural modulation. In particular, modification of the Arg surrogates represents an attractive way of optimizing $\alpha_{\mathrm{II}} \beta_{3}$ integrin ligands. It can be summarized that the most preferable structural features for high antiaggregative activity are tetrahydroisoquinoline and $\beta$-methyl- $\beta$-alanine as Arg and Asp bioisosteres, respectively. Combination of these fragments within the given phthalimidine series leads to the best prospective inhibitor of platelet aggregation. The most active compounds identified display favorable biological properties which are promising for further development of antithrombotics.

## 4. Experiment

### 4.1. Chemistry

Melting points are uncorrected. ${ }^{1} \mathrm{H}$ and ${ }^{13} \mathrm{C}$ NMR spectra were recorded on Bruker AVANCE-II-400 (at 400 MHz for proton), or Bruker Avance DRX 500 (at 500 MHz for proton and 125 MHz for carbon) spectrometers with chemical shifts in ppm with the internal TMS as a standard. Electron ionization (EI) and fast-atom bombardment (FAB) mass spectra were recorded on a VG Analytical VG 70-70EQ instrument. FAB spectra were performed equipped with an argon primary atom beam, and an m-nitrobenzyl alcohol matrix was utilized. High-resolution mass spectra (HRMS) were recorded under FAB conditions. The purity was measured by HPLC

Table 2
Biological properties of RGD mimetics 17, RGDS peptide and Tirofiban

| Compounds | HX | Aa | $n$ | $R$ | $\mathrm{IC}_{50},(\mathrm{PRP})^{\mathrm{a}}(\mu \mathrm{M})$ | $\mathrm{IC}_{50}$, (FITC-Fg/ $\left.\alpha_{\text {IIb }} \beta_{3}\right)^{\text {b }}(\mu \mathrm{M})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 17a | TFA | HN | 0 | H | $51 \pm 11.0$ | -- |
| 17b | TFA |  | 0 | H | $66.0 \pm 9.0$ | -- |
| 17c | TFA |  | 0 | H | $24.0 \pm 3.0$ | $0.27 \pm 0.06$ |
| 17d | TFA |  | 0 | H | $3.3 \pm 0.5$ | -- |
| 17e | HCl |  | 0 | H | $120.0 \pm 20.0$ | $1.2 \pm 0.1$ |
| 17f | TFA |  | 1 | H | $7.4 \pm 1.4$ | -- |
| 179 | TFA | $\mathrm{HN}^{-}$ | 1 | H | $5.9 \pm 0.6$ | $0.0055 \pm 0.009$ |
| 17h | TFA |  | 1 | H | $9.6 \pm 1.9$ | $0.0068 \pm 0.0012$ |
| 17i | TFA |  | 1 | H | $0.54 \pm 0.06$ | -- |
| 17j | HCl |  | 1 | H | $1.1 \pm 0.1$ | $0.0065 \pm 0.0005$ |
| 17k | TFA |  | 1 | H | $2.7 \pm 0.5$ | -- |
| 171 | TFA |  | 1 | $\mathrm{CH}_{3}$ | $2.7 \pm 0.6$ | -- |
| 17m | HCl |  | 1 | $\mathrm{CH}_{3}$ | $5.4 \pm 1.0$ | $0.35 \pm 0.03$ |
| 17n | HCl |  | 1 | $\mathrm{CH}_{3}$ | $6.2 \pm 1.2$ | -- |
| 170 | HCl |  | 1 | $\mathrm{CH}_{3}$ | $3.74 \pm 0.51$ | $0.037 \pm 0.08$ |
| 17p | HCl |  | 1 | $\mathrm{CH}_{3}$ | $0.086 \pm 0.007$ | $0.0065 \pm 0.0012$ |
| 17q | HCl |  | 1 | $\mathrm{CH}_{3}$ | $62.0 \pm 5.0$ | -- |
| 17r | TFA |  | 2 | H | $1.8 \pm 0.3$ | -- |
| 17s | TFA |  | 2 | H | $51.0 \pm 3.0$ | -- |
| 17t | TFA |  | 2 | H | $410.0 \pm 60.0$ | -- |
| 17u | HCl | (2) | 2 | H | $330.0 \pm 50.0$ | -- |
|  |  | RGDS <br> Tirofiban |  |  | $\begin{gathered} 31.0 \pm 2.0 \\ 0.032 \pm 0.004 \end{gathered}$ | $\begin{gathered} 13.0 \pm 1.6 \\ 0.0024 \pm 0.0004 \end{gathered}$ |

[^2]conducted on an Shumadzu system (System Controller CBM-20A, two pumps LC-8A and Photo-diode Array detector SPD-M20A) using a Hypersil GOLD $3 \mu \mathrm{~m}(4.6 \times 150 \mathrm{~mm})$ or Hypersil GOLD aQ $3 \mu \mathrm{~m}(4.6 \times 150 \mathrm{~mm})$ column. The progress of reactions was monitored by TLC (silica gel 60 F254, Merck).

The compound 11a was prepared from 4-aminobenzoic acid methyl ester by the procedure. The method of synthesis of 11b from 3-aminobenzoic acid methyl ester not significantly differ from the procedure for compound 11a. The acids 7, 8 and 14 have been synthesized using previously published method.

### 4.1.1. General procedure for a preparation of compound 2

24.5 g of mossy zinc was amalgamated with 1 g of metallic mercury and 1 M HCl solution ( 100 ml ) in water. The suspension was shaken for 5 min , and then the aqueous layer was discarded. The zinc was covered with 24.5 ml of concentrated HCl and to this was added 0.0488 mol of compound $\mathbf{1}$. The mixture was heated to boiling for 0.5 h . At this stage, it is necessary to keep the reaction temperature under control (at rapid foaming, heating was terminated and reaction mixture was shortly cooled externally). After all the compound $\mathbf{1}$ was dissolved the mixture was boiled under re-


Figure 4. Plots of affinity for $\alpha_{\mathrm{II}} \beta_{3}$ of $\mathbf{1 7} \mathbf{c}, \mathbf{e}, \mathbf{g}, \mathbf{h}, \mathbf{j}, \mathbf{m}, \mathbf{o}, \mathbf{p}$ and antiaggregative activity of $\mathbf{1 7 a} \mathbf{- u}$ against docking score.









Figure 5. Docking poses and interactions of compounds $\mathbf{1 7 b}, \mathbf{d}, \mathbf{e}, \mathbf{h}-\mathbf{j}, \mathbf{r}, \mathbf{t}$ inside the $\alpha_{\mathrm{II}} \beta_{3}$ receptor cavity.
flux for 4 h . The hot solution was decanted from undissolved zinc and allowed to cool. A white crystalline solid precipitated and was collected. Recrystallization from water to give pure compound 2.
4.1.1.1. (1-0xo-1,3-dihydroisoindol-2-yl)acetic acid (2a). $\quad \mathrm{Mp}=$ $177-179.5^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) $4.30(\mathrm{~s}, 2 \mathrm{H}), 4.53$ (s, 2H), 7.50-7.53 (m, 1H), 7.56-7.58 (m, 2H), 7.68 (d, $J=7.4 \mathrm{~Hz}$, 1H), 12.93 (s, 1H); MS (EI) m/z: 191.
4.1.1.2. 3-(1-0xo-1,3-dihydroisoindol-2-yl)propionic acid (2b). $\mathrm{Mp}=113-116{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}$ ( $500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}$-DMSO) $2.62(\mathrm{t}$, $\boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 3.74(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 4.50(\mathrm{~s}, 2 \mathrm{H}), 7.47-7.50$ (m, 1H), 7.60 (d, J=3.6 Hz, 2H), 7.68 (d, J=7.3 Hz, 1H), 12.34 (br s, 1H); MS (EI) m/z: 205.
4.1.1.3. 3-(1-0xo-1,3-dihydroisoindol-2-yl)butyric acid (2C). $\mathrm{Mp}=205.5-206{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{6}\right.$-DMSO) $1.28(\mathrm{~d}$, $\boldsymbol{J}=6.6 \mathrm{~Hz}, 3 \mathrm{H}$ ), 2.64 (ddd, $\boldsymbol{J}=31.4,15.3,7.3 \mathrm{~Hz}, 2 \mathrm{H}$ ), 4.46 (dd, $\boldsymbol{J}=28.4,17.6 \mathrm{~Hz}, 2 \mathrm{H}), 4.62(\mathrm{dt}, \boldsymbol{J}=13.9,6.6 \mathrm{~Hz}, 1 \mathrm{H}), 7.47-7.50(\mathrm{~m}$, $1 \mathrm{H}), 7.60-7.61(\mathrm{~m}, 2 \mathrm{H}), 7.67(\mathrm{~d}, \boldsymbol{J}=7.6 \mathrm{~Hz}, 1 \mathrm{H}), 12.26$ (br s, 1H); MS (EI) $\boldsymbol{m} / \boldsymbol{z}: 219$.
4.1.1.4. 4-(1-Oxo-1,3-dihydroisoindol-2-yl)butyric acid (2d). $\mathrm{Mp}=125-127^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta} \quad\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.8 (dt, $\boldsymbol{J}=14.2,7.2 \mathrm{~Hz}, 2 \mathrm{H}) 2.2(\mathrm{t}, \boldsymbol{J}=7.3 \mathrm{~Hz}, 2 \mathrm{H}) 3.5(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}) 7.5$ (m, $\boldsymbol{J}=7.9,7.9,4.0 \mathrm{~Hz}, 1 \mathrm{H}) 7.6(\mathrm{~m}, \boldsymbol{J}=3.9 \mathrm{~Hz}, 2 \mathrm{H}) 7.7(\mathrm{~d}, \boldsymbol{J}=7.6 \mathrm{~Hz}$, 1H) 12.1 (br s, 1H); MS (EI) m/z: 219.

### 4.1.2. General procedure for a preparation of compound 3

Compound $2(0.0252 \mathrm{~mol})$ was dissolved in concentrated $\mathrm{H}_{2} \mathrm{SO}_{4}$ $(37.7 \mathrm{ml})$ at $0^{\circ} \mathrm{C}$, and to this solution was added $\mathrm{HNO}_{3}(12.7 \mathrm{ml}$, $d=1.5$ ) at $-10^{\circ} \mathrm{C}$. The mixture was stirred for 6 h at $-5^{\circ} \mathrm{C}$. The reaction mixture was poured onto crushed ice ( 200 g ). A crystalline solid precipitated and was collected. The filtered product was recrystallized from methanol.
4.1.2.2. (6-Nitro-1-oxo-1,3-dihydroisoindol-2-yl)acetic acid (3a) $\mathrm{Mp}=222-223{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}\right.$, DMSO- $\left.\boldsymbol{d}_{\mathbf{6}}\right) 4.33$ ( $\left.\mathrm{s}, 2 \mathrm{H}\right), 4.68$ (s, 2H), 7.91 (d, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 8.37(\mathrm{~d}, \boldsymbol{J}=2.1 \mathrm{~Hz}, 1 \mathrm{H}), 8.48$ (dd, $\boldsymbol{J}=2.1 \mathrm{~Hz}, 8.3 \mathrm{~Hz}, 1 \mathrm{H}$ ); MS (EI) m/z: 219 .
4.1.2.3. 3-(6-Nitro-1-oxo-1,3-dihydroisoindol-2-yl)propionic acid (3b). $\mathrm{Mp}=196.5-197^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}\right.$, DMSO- $\left.\boldsymbol{d}_{\mathbf{6}}\right)$ $2.65(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 3.77(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 4.67(\mathrm{~s}, 2 \mathrm{H}), 7.90(\mathrm{~d}$, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 8.33(\mathrm{~d}, \boldsymbol{J}=2.1 \mathrm{~Hz}, 1 \mathrm{H}), 8.45(\mathrm{dd}, \boldsymbol{J}=2.1 \mathrm{~Hz}$, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}$ ); MS (EI) m/z: 250 .
4.1.2.4. 3-(6-Nitro-1-oxo-1,3-dihydroisoindol-2-yl)butyric acid (3C). $\mathrm{Mp}=194-195{ }^{\circ} \mathrm{C}$; ${ }^{\mathbf{1}} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) $1.31(\mathrm{~d}$, $\boldsymbol{J}=6.8 \mathrm{~Hz}, 3 \mathrm{H}), 2.67(\mathrm{ddd}, \boldsymbol{J}=36.9,15.5,7.3 \mathrm{~Hz}, 2 \mathrm{H}), 4.58-4.68(\mathrm{~m}$, $3 \mathrm{H}), 7.90(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 2 \mathrm{H}), 8.33(\mathrm{~d}, \boldsymbol{J}=1.7 \mathrm{~Hz}, 1 \mathrm{H}), 8.46(\mathrm{dd}, \boldsymbol{J}=8.3$, $1.7 \mathrm{~Hz}, 1 \mathrm{H}$ ), $12.31(\mathrm{~s}, 1 \mathrm{H})$; MS (EI) m/z: 264.
4.1.2.5. 4-(6-Nitro-1-oxo-1,3-dihydroisoindol-2-yl)butyric acid (3d). $\mathrm{Mp}=153-155^{\circ} \mathrm{C}$; ${ }^{\mathbf{1}} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) $\boldsymbol{\delta} \mathrm{ppm}$ 1.87 (dt, $\boldsymbol{J}=13.8,7.0 \mathrm{~Hz}, 2 \mathrm{H}) 2.28(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}) 3.59(\mathrm{t}$, $\boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}) 4.65(\mathrm{~s}, 2 \mathrm{H}) 7.90(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}) 8.34(\mathrm{~s}, 1 \mathrm{H})$ $8.46(\mathrm{~d}, \boldsymbol{J}=8.0 \mathrm{~Hz}, 1 \mathrm{H}) 12.07$ (s, 1H); MS (EI) m/z: 264.

### 4.1.3. General procedure for a preparation of compound 4

Compound $\mathbf{3}$ ( 0.0169 mol ) was dissolved in methanol ( 50 ml ), and to this solution was added concentrated $\mathrm{H}_{2} \mathrm{SO}_{4}(0.5 \mathrm{ml})$. The reaction solution was refluxed for 3 h . The solvent was removed via evaporation in vacuo, and the residue was triturated with water. A solid precipitated and was collected. The filtered product was recrystallized from methanol.
4.1.3.1. (6-Nitro-1-oxo-1,3-dihydroisoindol-2-yl)acetic acid methyl ester (4a). $\mathrm{Mp}=113-115^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 3.70 (s, 3H), 4.46 (s, 2H), 4.70 (s, 2H), 7.94 (d, J=8.3 Hz, 1H), 8.39 (d, $\boldsymbol{J}=2.1 \mathrm{~Hz}, 1 \mathrm{H}), 8.50(\mathrm{dd}, \boldsymbol{J}=2.1 \mathrm{~Hz}, 8.3 \mathrm{~Hz}, 1 \mathrm{H})$; MS (EI) m/z: 250 .
4.1.3.2. 3-(6-Nitro-1-oxo-1,3-dihydroisoindol-2-yl)propionic acid methyl ester (4b). $\mathrm{Mp}=150-152{ }^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}$ ( $400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}{ }^{-}$ DMSO) $2.74(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 3.62(\mathrm{~s}, 3 \mathrm{H}), 3.80(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 4.67$
(s, 2H), 7.90 (d, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 8.33$ (d, $\boldsymbol{J}=2.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.46$ (dd, $\boldsymbol{J}=8.3$, $2.0 \mathrm{~Hz}, 1 \mathrm{H}$ ); MS (EI) m/z: 264 .
4.1.3.3. 3-(6-Nitro-1-oxo-1,3-dihydroisoindol-2-yl)butyric acid methyl ester (4C). $\mathrm{Mp}=125-126{ }^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}{ }^{-}\right.$ DMSO) 1.32 (d, $\boldsymbol{J}=6.8 \mathrm{~Hz}, 3 \mathrm{H}) 2.76$ (ddd, $\boldsymbol{J}=35.4,15.2,7.3 \mathrm{~Hz}, 2 \mathrm{H})$ 3.57 (s, 3H) 4.59-4.67 (m, 3H) 7.91 (d, J= $8.3 \mathrm{~Hz}, 1 \mathrm{H}) 8.34(\mathrm{~s}, 1 \mathrm{H})$ 8.46 (dd, $\boldsymbol{J}=8.3,2.2 \mathrm{~Hz}, 1 \mathrm{H}$ ); MS (EI) m/z: 278.
4.1.3.4. 4-(6-Nitro-1-oxo-1,3-dihydroisoindol-2-yl)butyric acid methyl ester (4d). $\mathrm{Mp}=86-87^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}$ ( $500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}{ }^{-}$ DMSO) $1.90(\mathrm{dt}, \boldsymbol{J}=13.8,6.7 \mathrm{~Hz}, 2 \mathrm{H}), 2.37(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 3.55(\mathrm{~s}$, $3 \mathrm{H}), 3.59(\mathrm{t}, \boldsymbol{J}=6.7 \mathrm{~Hz}, 2 \mathrm{H}), 4.65(\mathrm{~s}, 2 \mathrm{H}), 7.90(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 8.34$ (s, 1H), 8.46 (d, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}$ ); MS (EI) m/z: 278.

### 4.1.4. General procedure for a preparation of compound 5

The nitro compound $4(0.015 \mathrm{~mol})$ dissolved in methanol $(100 \mathrm{ml})$ was subjected to catalytic hydrogenation at room temperature for 7 h in the presence of $3 \%$ palladium on carbon $(1 \mathrm{~g})$. The filtered solution was then evaporated in vacuo to give compound 5.
4.1.4.1. (6-Amino-1-oxo-1,3-dihydroisoindol-2-yl)acetic acid methyl ester (5a). $\quad \mathrm{Mp}=142-143{ }^{\circ} \mathrm{C}$; ${ }^{\mathbf{1}} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}{ }^{-}\right.$ DMSO) 3.68 (s, 3H), 4.32 (s, 2H), 4.34 (s, 2H), 5.38 (s, 2H), 6.83 (dd, $\boldsymbol{J}=2.1 \mathrm{~Hz}, 8.1 \mathrm{~Hz}, 1 \mathrm{H}), 6.87(\mathrm{~d}, \boldsymbol{J}=2.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.23(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}$, 1H); MS (EI) m/z: 220.
4.1.4.2. 3-(6-Amino-1-oxo-1,3-dihydroisoindol-2-yl)propionic acid methyl ester (5b). $\mathrm{Mp}=147-148.5^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}$ ( $400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}$-DMSO) $2.66(\mathrm{t}, \boldsymbol{J}=7.1 \mathrm{~Hz}, 2 \mathrm{H}), 3.61(\mathrm{~s}, 3 \mathrm{H}), 3.71(\mathrm{t}$, $\boldsymbol{J}=7.1 \mathrm{~Hz}, 2 \mathrm{H}), 4.28(\mathrm{~s}, 2 \mathrm{H}), 5.30(\mathrm{~s}, 2 \mathrm{H}), 6.79(\mathrm{dd}, \boldsymbol{J}=2.1 \mathrm{~Hz}$, $\boldsymbol{J}=8.0 \mathrm{~Hz}, 1 \mathrm{H}), 6.82(\mathrm{~d}, \boldsymbol{J}=2.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.19(\mathrm{~d}, \boldsymbol{J}=8.0 \mathrm{~Hz}, 1 \mathrm{H}) ; \mathrm{MS}$ (EI) $\boldsymbol{m} / \boldsymbol{z}: 234$.
4.1.4.3. 3-(6-Amino-1-oxo-1,3-dihydroisoindol-2-yl)butyric acid methyl ester (5C). $\mathrm{Mp}=86-86.5^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta(500 \mathrm{MHz}$, $\boldsymbol{d}_{\mathbf{6}}$-DMSO) $1.25(\mathrm{~d}, \boldsymbol{J}=6.8 \mathrm{~Hz}, 3 \mathrm{H}), 2.68$ (ddd, $\boldsymbol{J}=27.0,15.1,7.3 \mathrm{~Hz}$, 2H), 3.56 (s, 3H), 4.23 (dd, $\boldsymbol{J}=24.5,16.4 \mathrm{~Hz}, 2 \mathrm{H}), 4.58(\mathrm{dt}, \boldsymbol{J}=13.9$, $6.8 \mathrm{~Hz}, 1 \mathrm{H}), 5.30(\mathrm{~s}, 2 \mathrm{H}), 6.79(\mathrm{dd}, \boldsymbol{J}=8.1,1.5 \mathrm{~Hz}, 1 \mathrm{H}), 6.82(\mathrm{~s}, 1 \mathrm{H})$, 7.20 (d, $\boldsymbol{J}=8.1 \mathrm{~Hz}, 1 \mathrm{H}$ ); MS (EI) m/z: 248.
4.1.4.4. 4-(6-Amino-1-oxo-1,3-dihydroisoindol-2-yl)butyric acid methyl ester (5d). $\mathrm{Mp}=97-98^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta(400 \mathrm{MHz}$, $\boldsymbol{d}_{\mathbf{6}}$-DMSO) $1.82(\mathrm{dt}, \boldsymbol{J}=14.2,7.2 \mathrm{~Hz}, 2 \mathrm{H}), 2.30(\mathrm{t}, \boldsymbol{J}=7.2 \mathrm{~Hz}, 2 \mathrm{H})$, $3.46(\mathrm{t}, \boldsymbol{J}=7.2 \mathrm{~Hz}, 2 \mathrm{H}), 3.52(\mathrm{~s}, 3 \mathrm{H}), 4.23(\mathrm{~s}, 2 \mathrm{H}), 5.28(\mathrm{~s}, 2 \mathrm{H}), 6.76$ (dd, $\boldsymbol{J}=8.1,2.1 \mathrm{~Hz}, 1 \mathrm{H}), 6.81(\mathrm{~d}, \boldsymbol{J}=2.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.17(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}$, 1H); MS (EI) m/z: 248.

### 4.1.5. 1-Boc-4-piperidineacetic acid (6)

1-Boc-piperidine-4-carboxylic acid ( $2.29 \mathrm{~g}, 10 \mathrm{mmol}$ ) was dissolved in anhydrous THF ( 25 ml ) under argon. The solution was cooled to $-15^{\circ} \mathrm{C}$, and triethylamine ( $1.4 \mathrm{ml}, 10 \mathrm{mmol}$ ), and then isobutyl chloroformate ( $1.3 \mathrm{ml}, 10 \mathrm{mmol}$ ), were added. The reactor was protected from light. After 30 min , an ethereal solution of diazomethane was added. The mixture was allowed to warm to room temperature for 2 h without stirring and was left overnight. The reaction solution was diluted with chloroform (final volume -200 ml ). The excess of diazomethane was destroyed by addition of few drops of acetic acid, and saturated aqueous solution of $\mathrm{NaHCO}_{3}(10 \mathrm{ml})$ was added carefully. The aqueous layer was separated, and the organic layer was washed with saturated aqueous $\mathrm{NaCl}(10 \mathrm{ml})$. The organic layer was dried over anhydrous $\mathrm{Na}_{2} \mathrm{SO}_{4}$, filtered, and the solvent was evaporated in vacuo to dryness. The crude product, the diazoketone, was used directly in the next step.

The diazoketone was dissolved in THF ( 40 ml ), and water $(10 \mathrm{ml})$ and silver oxide ( 0.3 g ) were added, and the mixture (protected from light) was stirred for $2-3 \mathrm{~h}$ at $45^{\circ} \mathrm{C}$ (the reaction was monitored by TLC). Silver oxide was removed by centrifugation and the supernatant was evaporated in vacuo to dryness. The residue was dissolved in chloroform ( 100 ml ) and the solution was washed with $5 \%$ aqueous solution of $\mathrm{NaOH}(30 \mathrm{ml})$. The aqueous layer was separated and pH of aqueous solution was brought to three, and the product was extracted with chloroform. The organic layer was washed with saturated aqueous $\mathrm{NaCl}(50 \mathrm{ml})$. The organic layer was dried over anhydrous $\mathrm{Na}_{2} \mathrm{SO}_{4}$, filtered, and chloroform was evaporated to yield oily residue of $\mathbf{6}$. After a period of few days, oil was converted into solid waxy substance.
4.1.6. 2-Acetyl-1,2,3,4-tetrahydroisoquinoline-7-carboxylic (13)

Compound 12 ( $2.5 \mathrm{~g}, 0.117 \mathrm{~mol}$ ) was dissolved in anhydrous $\mathrm{CH}_{2} \mathrm{Cl}_{2}$ ( 50 ml ). The solution was cooled to $-10^{\circ} \mathrm{C}$, and with intensive stirring oxalyl chloride ( $5 \mathrm{ml}, 0.117 \mathrm{~mol}$ ) was added. $\mathrm{AlCl}_{3}$ $(2.85,0.643 \mathrm{~mol})$ was added in small portions to the stirred solution with temperature kept below $-9^{\circ} \mathrm{C}$. The mixture was stirred for 1 h at $-10^{\circ} \mathrm{C}$. Then additional $\mathrm{AlCl}_{3}(3.81,0.643 \mathrm{~mol})$ was added, and the mixture was stirred for another 2 h at $-10^{\circ} \mathrm{C}$. The reaction mixture was allowed to stand overnight at room temperature and then poured onto ice ( 100 g ). The aqueous phase was extracted with $\mathrm{CH}_{2} \mathrm{Cl}_{2}(100 \mathrm{ml})$. The organic phase was dried with anhydrous $\mathrm{Na}_{2} \mathrm{SO}_{4}$, filtered, and the solvent was evaporated in vacuo. The residue was dissolved in acid, with stirring and heating ( $40^{\circ} \mathrm{C}$ ). To the warm solution, ice was added. pH of the mixture was brought to three and the product was extracted with chloroform. The chloroform phase was dried with anhydrous $\mathrm{Na}_{2} \mathrm{SO}_{4}$, filtered, and the solvent was evaporated in vacuo to dryness. The resulting $\mathbf{1 3}$ obtained as a solid residue was used in subsequent transformations without further purification. Cream powder, yield $53 \% . \mathrm{Mp}=183.5-184.5^{\circ} \mathrm{C}$.

### 4.1.7. General procedure for a preparation of compound 15

The 10 mmol of acid ( $\mathbf{6}-\mathbf{8}, \mathbf{1 1} \mathbf{a}, \mathbf{b}$ or $\mathbf{1 4}$ ) was dissolved in anhydrous acetonitryle ( 25 ml ). The solution was cooled to $-5^{\circ} \mathrm{C}$, and triethylamine ( $1.4 \mathrm{ml}, 10 \mathrm{mmol}$ ), and then $\mathrm{HBTU}(3.79 \mathrm{~g}, 10 \mathrm{mmol})$ or HATU ( $3.8 \mathrm{~g}, 10 \mathrm{mmol}$ ), were added. The mixture was stirred for 1 h at $-5^{\circ} \mathrm{C}$ and then 10 mmol of amine 5 was added. The reaction mixture was allowed to stand overnight at room temperature. The residual amount of the activated ether (Bt- or At-ether of starting acid) was destroyed by addition of few drops of $N, N$-dimethylpro-pane-1,3-diamine, and the solvent was evaporated in vacuo to dryness. The residue was dissolved in 100 ml of chloroform. The solution was washed with water ( 40 mL ), aqueous solution of $1 \mathrm{M} \mathrm{HCl}(40 \mathrm{ml})$ and $5 \%$ aqueous solution of $\mathrm{NaHCO}_{3}(40 \mathrm{ml})$. The organic layer was dried over $\mathrm{Na}_{2} \mathrm{SO}_{4}$, filtered off, and the solvent was evaporated in vacuo to dryness. The resulting residue was triturated with warm hexane ( 20 ml ), and the precipitate was collected by filtration and dried.
4.1.7.1. \{6-[2-(1-Boc-piperidin-4-yl)acetylamino]-1-oxo-1,3-dihyd-roisoindol-2-yl\}acetic acid methyl ester (15a). $\mathrm{Mp}=193-$ $195{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.07 (ddd, $\boldsymbol{J}=24.3,12.1$, $3.9 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.38 (s, 9H), 1.65 (d, J=11.0 Hz, 2H), 1.94 (m, $\boldsymbol{J}=3.7 \mathrm{~Hz}, 1 \mathrm{H}), 2.27(\mathrm{~d}, \boldsymbol{J}=6.8 \mathrm{~Hz}, 2 \mathrm{H}), 2.64-286(\mathrm{~m}, 2 \mathrm{H}), 3.67(\mathrm{~s}$, $3 \mathrm{H}), 3.90$ (d, $\boldsymbol{J}=11.7 \mathrm{~Hz}, 2 \mathrm{H}), 4.37$ (s, 2H), 4.45 (s, 2H), 7.52 (d, $\boldsymbol{J}=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.68(\mathrm{dd}, \boldsymbol{J}=8.3,2.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.07(\mathrm{~d}, \boldsymbol{J}=1.2 \mathrm{~Hz}, 1 \mathrm{H})$, 10.13 (s, 1H); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{23} \mathrm{H}_{33} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 446.5280, found: 446.5273 .
4.1.7.2. $\quad$ \{6-[4-(1-Boc-piperidin-4-yl)butyrylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}acetic acid methyl ester (15b). $\quad \mathrm{Mp}=149-$ $150{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 0.95 (ddd, $\boldsymbol{J}=24.3,12.2$,
$4.0 \mathrm{~Hz}, 2 \mathrm{H}), 1.24$ (dd, $\boldsymbol{J}=14.9,6.6 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.39 (s, 9H), 1.41-1.50 $(\mathrm{m}, 1 \mathrm{H}), 1.59-1.67(\mathrm{~m}, 4 \mathrm{H}), 2.33(\mathrm{t}, \boldsymbol{J}=7.3 \mathrm{~Hz}, 2 \mathrm{H}), 2.60-2.75(\mathrm{~m}$, 2 H ), 3.69 ( $\mathrm{s}, 3 \mathrm{H}$ ), 3.92 ( $\mathrm{d}, \boldsymbol{J}=11.0 \mathrm{~Hz}, 2 \mathrm{H}$ ), 4.39 ( $\mathrm{s}, 2 \mathrm{H}), 4.46$ (s, 2H), $7.54(\mathrm{~d}, \boldsymbol{J}=8.2 \mathrm{~Hz}, 1 \mathrm{H}), 7.72$ (dd, $\boldsymbol{J}=8.2,1.8 \mathrm{~Hz}, 1 \mathrm{H}), 8.08$ (d, $\boldsymbol{J}=1.8 \mathrm{~Hz}, 1 \mathrm{H}), 10.13(\mathrm{~s}, 1 \mathrm{H})$; $\mathrm{HRMS}(\mathrm{FAB}) \boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{25} \mathrm{H}_{36} \mathrm{~N}_{3} \mathrm{O}_{6}$ $[\mathrm{M}+\mathrm{H}]^{+}: 474.5822$, found: 474.5826 .
4.1.7.3. \{6-[4-(1-Boc-piperidin-4-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}acetic acid methyl ester (15C). $\quad \mathrm{Mp}=189-$ $191{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.43 (s, 9H), 1.55 (ddd, $\boldsymbol{J}=24.9,12.4,3.8 \mathrm{~Hz}, 2 \mathrm{H}), 1.79(\mathrm{~d}, \boldsymbol{J}=12.7 \mathrm{~Hz}, 2 \mathrm{H}), 2.75-2.90(\mathrm{~m}$, $3 \mathrm{H}), 4.10(\mathrm{~d}, \boldsymbol{J}=10.8 \mathrm{~Hz}, 2 \mathrm{H}), 4.29(\mathrm{~s}, 2 \mathrm{H}), 4.50(\mathrm{~s}, 2 \mathrm{H}), 7.44$ (d, $\boldsymbol{J}=7.6 \mathrm{~Hz}, 2 \mathrm{H}), 7.59(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.93(\mathrm{~d}, \boldsymbol{J}=7.3 \mathrm{~Hz}, 2 \mathrm{H}), 7.97$ (d, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 8.22(\mathrm{~s}, 1 \mathrm{H}), 10.41(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) m/z calcd for $\mathrm{C}_{28} \mathrm{H}_{34} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 508.5997$, found: 508.6002 .
4.1.7.4. \{6-[4-(4-Boc-piperazin-1-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}acetic acid methyl ester (15d). $\quad \mathrm{Mp}=219-$ $220.5^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.44 ( $\left.\mathrm{s}, 9 \mathrm{H}\right), 3.31(\mathrm{t}$, $\boldsymbol{J}=4.6 \mathrm{~Hz}, 4 \mathrm{H}), 3.48(\mathrm{t}, \boldsymbol{J}=4.6 \mathrm{~Hz}, 4 \mathrm{H}), 3.70(\mathrm{~s}, 3 \mathrm{H}), 4.41(\mathrm{~s}, 2 \mathrm{H}), 4.50$ (s, 2H), 7.05 (d, J=8.7 Hz, 2H), $7.58(\mathrm{~d}, \boldsymbol{J}=8.2 \mathrm{~Hz}, 1 \mathrm{H}), 7.93$ (d, $\boldsymbol{J}=8.7 \mathrm{~Hz}, 2 \mathrm{H}$ ), 7.98 (dd, $\boldsymbol{J}=8.2,1.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.23(\mathrm{~d}, \boldsymbol{J}=1.0,1 \mathrm{H})$, 10.18 (s, 1H); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{27} \mathrm{H}_{33} \mathrm{~N}_{4} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 509.5873, found: 509.5880.
4.1.7.5. \{6-[(2-Boc-1,2,3,4-tetrahydroisoquinoline-7-carbonyl)-amino]-1-oxo-1,3-dihydroisoindol-2-yl\}acetic acid methyl ester (15e). $\mathrm{Mp}=134-137{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{6}\right.$-DMSO) $1.45(\mathrm{~s}$, 9 H ), 2.87 (t, $\boldsymbol{J}=5.8 \mathrm{~Hz}, 2 \mathrm{H}$ ), $3.60(\mathrm{t}, \boldsymbol{J}=5.8 \mathrm{~Hz}, 2 \mathrm{H}), 3.70(\mathrm{~s}, 3 \mathrm{H}), 4.42$ (s, 2H), 4.51 (s, 2H), 4.61 (s, 2H), 7.35 (d, J=8.1 Hz, 1H), 7.61 (d, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.81(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.83(\mathrm{~s}, 1 \mathrm{H}), 8.00(\mathrm{dd}, \boldsymbol{J}=8.2$, $1.7 \mathrm{~Hz}, 1 \mathrm{H}$ ), $8.24(\mathrm{~d}, \boldsymbol{J}=1.7 \mathrm{~Hz}, 1 \mathrm{H}), 10.41$ ( $\mathrm{s}, 1 \mathrm{H}$ ); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{26} \mathrm{H}_{30} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 480.5455$, found: 480.5447 .
4.1.7.6. 3-\{6-[2-(1-Boc-piperidin-4-yl)acetylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid methyl ester (15f). $\mathrm{Mp}=168-170{ }^{\circ} \mathrm{C} ;{ }^{\mathbf{1}} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.09 (ddd, $\boldsymbol{J}=23.9,11.7,3.9 \mathrm{~Hz}, 2 \mathrm{H}), 1.40(\mathrm{~s}, 9 \mathrm{H}), 1.67(\mathrm{~d}, \boldsymbol{J}=11.7 \mathrm{~Hz}, 2 \mathrm{H})$, $1.94-1.98(\mathrm{~m}, 1 \mathrm{H}), 2.28(\mathrm{~d}, \boldsymbol{J}=6.7 \mathrm{~Hz}, 2 \mathrm{H}), 2.70(\mathrm{t}, \boldsymbol{J}=6.7 \mathrm{~Hz}, 2 \mathrm{H})$, 2.74-2.80 (m, 2H), $3.61(\mathrm{~s}, 3 \mathrm{H}), 3.76(\mathrm{t}, \boldsymbol{J}=6.7 \mathrm{~Hz}, 2 \mathrm{H}), 3.92(\mathrm{~d}$, $\boldsymbol{J}=9.1 \mathrm{~Hz}, 2 \mathrm{H}), 4.43(\mathrm{~s}, 5 \mathrm{H}), 7.50(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.68(\mathrm{~d}$, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 8.04(\mathrm{~s}, 1 \mathrm{H}), 10.12(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{24} \mathrm{H}_{34} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 460.5551$, found: 460.5560 .
4.1.7.7. 3-\{6-[4-(1-Boc-piperidin-4-yl)butyrylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid methyl ester (15g). $\mathrm{Mp}=171-172{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 0.94 (ddd, $\boldsymbol{J}=24.2,12.2,4.2 \mathrm{~Hz}, 2 \mathrm{H}), 1.23(\mathrm{dd}, \boldsymbol{J}=15.2,6.8 \mathrm{~Hz}, 2 \mathrm{H}), 1.38$ (s, 9H), 1.40-1.45 (m, 1H), 1.58-1.65 (m, 4H), 2.31 (t, J=7.5 Hz, $2 \mathrm{H}), 2.58-2.65(\mathrm{~m}, 2 \mathrm{H}), 2.68(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 3.60(\mathrm{~s}, 3 \mathrm{H}), 3.74(\mathrm{t}$, $\boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 3.91(\mathrm{~d}, \boldsymbol{J}=12.5 \mathrm{~Hz}, 2 \mathrm{H}), 4.41(\mathrm{~s}, 2 \mathrm{H}), 7.49(\mathrm{~d}$, $\boldsymbol{J}=8.2 \mathrm{~Hz}, 1 \mathrm{H}), 7.67(\mathrm{dd}, \boldsymbol{J}=8.2,1.7 \mathrm{~Hz}, 1 \mathrm{H}), 8.02(\mathrm{~d}, \boldsymbol{J}=1.7 \mathrm{~Hz}, 1 \mathrm{H})$, $10.08(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{26} \mathrm{H}_{38} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 488.6093, found: 488.6087.
4.1.7.8. 3-\{6-[4-(1-Boc-piperidin-4-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid methyl ester (15h). $\mathrm{Mp}=199.5-200.5^{\circ} \mathrm{C} ;{ }^{\mathbf{1}} \mathrm{H}$ NMR $\boldsymbol{\delta}$ ( $400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}$-DMSO) 1.41 (s, 9H), 1.52 (ddd, $\boldsymbol{J}=25.2,12.6,4.0 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.77 (d, $\boldsymbol{J}=12.6 \mathrm{~Hz}, 2 \mathrm{H}), 2.69(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 2.73-2.90(\mathrm{~m}, 3 \mathrm{H}), 3.59(\mathrm{~s}$, $3 \mathrm{H}), 3.75(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 4.08(\mathrm{~d}, \boldsymbol{J}=11.5 \mathrm{~Hz}, 2 \mathrm{H}), 4.44(\mathrm{~s}, 2 \mathrm{H})$, 7.41 (d, $\boldsymbol{J}=8.1 \mathrm{~Hz}, 2 \mathrm{H}), 7.54(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.90(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}$, $2 \mathrm{H}), 7.92(\mathrm{dd}, \boldsymbol{J}=8.3,1.7 \mathrm{~Hz}, 1 \mathrm{H}), 8.16(\mathrm{~d}, \boldsymbol{J}=1.7 \mathrm{~Hz}, 1 \mathrm{H}), 10.36(\mathrm{~s}$, 1 H ); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{29} \mathrm{H}_{36} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 522.6268$, found: 522.6260 .
4.1.7.9. 3-\{6-[4-(4-Boc-piperazin-1-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid methyl ester (15i). $\quad \mathrm{Mp}=185-$ $187{ }^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) $1.43(\mathrm{~s}, 9 \mathrm{H}), 2.71(\mathrm{t}, J=6.9 \mathrm{~Hz}$, 2 H ), $3.30(\mathrm{~s}, 4 \mathrm{H}), 3.48(\mathrm{~s}, 4 \mathrm{H}), 3.61(\mathrm{~s}, 3 \mathrm{H}), 3.77(\mathrm{t}, \mathrm{J}=6.9 \mathrm{~Hz}, 2 \mathrm{H}), 4.45(\mathrm{~s}$, 2 H ), 7.04 (d, $J=9.0 \mathrm{~Hz}, 2 \mathrm{H}), 7.54(\mathrm{~d}, J=8.7 \mathrm{~Hz}, 1 \mathrm{H}), 7.91(\mathrm{~d}, J=9.0 \mathrm{~Hz}$, 2 H ), 7.95 (dd, $J=8.7,1.7 \mathrm{~Hz}, 1 \mathrm{H}$ ), 8.18 (d, $J=1.7 \mathrm{~Hz}, 1 \mathrm{H}$ ), 10.15 (s, 1 H ); HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{28} \mathrm{H}_{35} \mathrm{~N}_{4} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 523.6144$, found: 523.6137.
4.1.7.10. 3-\{6-[(2-Boc-1,2,3,4-tetrahydroisoquinoline-7-carbonyl) amino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid methyl ester (15j). $\quad \mathrm{Mp}=102-103{ }^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) $1.45(\mathrm{~s}, 9 \mathrm{H}), 2.72(\mathrm{t}, J=7.5 \mathrm{~Hz}, 2 \mathrm{H}), 2.87(\mathrm{t}, J=5.9 \mathrm{~Hz}, 2 \mathrm{H}), 3.60(\mathrm{t}$, $J=5.6 \mathrm{~Hz}, 2 \mathrm{H}), 3.62(\mathrm{~s}, 3 \mathrm{H}), 3.78(\mathrm{t}, J=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 4.47(\mathrm{~s}, 2 \mathrm{H})$, $4.61(\mathrm{~s}, 2 \mathrm{H}), 7.34(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.57(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.80$ (d, $J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.82(\mathrm{~s}, 1 \mathrm{H}), 7.95(\mathrm{dd}, J=8.1,1.5 \mathrm{~Hz}, 1 \mathrm{H}), 8.19$ (d, $J=1.5 \mathrm{~Hz}, 1 \mathrm{H}$ ), $10.37(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{27} \mathrm{H}_{32} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 494.5726$, found: 494.5730.
4.1.7.11. 3-\{6-[3-(4-Boc-piperazin-1-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid methyl ester (15k). $\quad \mathrm{Mp}=181-183{ }^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) $1.44(\mathrm{~s}, 9 \mathrm{H}), 2.72(\mathrm{t}, \mathrm{J}=6.5 \mathrm{~Hz}, 2 \mathrm{H}), 3.21(\mathrm{~s}, 4 \mathrm{H}), 3.50(\mathrm{~s}, 4 \mathrm{H}), 3.62$ ( $\mathrm{s}, 3 \mathrm{H}$ ), $3.78(\mathrm{t}, J=6.1 \mathrm{~Hz}, 2 \mathrm{H}), 4.47(\mathrm{~s}, 2 \mathrm{H}), 7.19(\mathrm{~d}, J=6.2 \mathrm{~Hz}$, $1 \mathrm{H}), 7.38-7.44(\mathrm{~m}, 2 \mathrm{H}), 7.50(\mathrm{~s}, 1 \mathrm{H}), 7.57(\mathrm{~d}, \mathrm{~J}=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 7.95$ (d, $J=8.0 \mathrm{~Hz}, 1 \mathrm{H}$ ), $8.17(\mathrm{~m}, 1 \mathrm{H}), 10.35(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{28} \mathrm{H}_{35} \mathrm{~N}_{4} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 523.6144$, found: 523.6146 .
4.1.7.12. 3-\{6-[2-(1-Boc-piperidin-4-yl)acetylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid methyl ester (151). $\quad \mathrm{Mp}=130-$ $132{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.09 (ddd, $\boldsymbol{J}=22.5,11.7$, $3.1 \mathrm{~Hz}, 2 \mathrm{H}), 1.28(\mathrm{~d}, \boldsymbol{J}=5.7 \mathrm{~Hz}, 3 \mathrm{H}), 1.40(\mathrm{~s}, 9 \mathrm{H}), 1.67(\mathrm{~d}, \boldsymbol{J}=11.7 \mathrm{~Hz}$, $2 \mathrm{H}), 1.91-2.00(\mathrm{~m}, 1 \mathrm{H}), 2.27(\mathrm{~d}, \boldsymbol{J}=6.2 \mathrm{~Hz}, 2 \mathrm{H}), 2.65-2.82(\mathrm{~m}, 4 \mathrm{H})$, $3.56(\mathrm{~s}, 3 \mathrm{H}), 3.93(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 2 \mathrm{H}), 4.38(\mathrm{dd}, \boldsymbol{J}=22.8,17.1 \mathrm{~Hz}, 2 \mathrm{H})$, $4.60(\mathrm{~m}, 1 \mathrm{H}), 7.51(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.69(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 8.03(\mathrm{~s}$, 1 H ), $10.10(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{25} \mathrm{H}_{36} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 474.5822, found: 474.5823 .
4.1.7.13. 3-\{6-[4-(1-Boc-piperidin-4-yl)butyrylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid methyl ester (15m). $\mathrm{Mp}=133-134{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 0.95 (ddd, $\boldsymbol{J}=24.0,12.2,3.9 \mathrm{~Hz}, 2 \mathrm{H}), 1.22-1.25(\mathrm{~m}, 2 \mathrm{H}), 1.28$ (d, $\boldsymbol{J}=6.6 \mathrm{~Hz}, 3 \mathrm{H}), 1.39(\mathrm{~s}, 9 \mathrm{H}), 1.61-1.66(\mathrm{~m}, 4 \mathrm{H}), 2.32(\mathrm{t}, \boldsymbol{J}=7.3 \mathrm{~Hz}$, 2H), 2.65-2.77 (m, 4H), 3.56 (s, 3H), 3.92 (d, J=9.3 Hz, 2H), 4.38 (dd, $\boldsymbol{J}=24.0,17.1 \mathrm{~Hz}, 2 \mathrm{H}), 4.61(\mathrm{td}, \boldsymbol{J}=13.7,6.8 \mathrm{~Hz}, 1 \mathrm{H}), 7.50(\mathrm{~d}$, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.69(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 8.02(\mathrm{~s}, 1 \mathrm{H}), 10.07(\mathrm{~s}, 1 \mathrm{H}) ;$ HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{27} \mathrm{H}_{40} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 502.6364$, found: 502.6367.
4.1.7.14. 3-\{6-[4-(1-Boc-piperidin-4-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid methyl ester (15n). ${ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.30 (d, $\left.\boldsymbol{J}=6.8 \mathrm{~Hz}, 3 \mathrm{H}\right), 1.43$ (s, 9H), 1.55 (ddd, $\boldsymbol{J}=24.5,11.7,2.9 \mathrm{~Hz}, 2 \mathrm{H}), 1.79(\mathrm{~d}, \boldsymbol{J}=11.7 \mathrm{~Hz}, 2 \mathrm{H}), 2.68-$ $2.85(\mathrm{~m}, 5 \mathrm{H}), 3.57(\mathrm{~s}, 3 \mathrm{H}), 4.11(\mathrm{~d}, \boldsymbol{J}=7.6 \mathrm{~Hz}, 2 \mathrm{H}), 4.42(\mathrm{dd}, \boldsymbol{J}=24.0$, $17.6 \mathrm{~Hz}, 2 \mathrm{H}), 4.63(\mathrm{dt}, \boldsymbol{J}=13.9,6.7 \mathrm{~Hz}, 1 \mathrm{H}), 7.43(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}, 2 \mathrm{H})$, 7.57 (d, J=8.1 Hz, 1H), 7.92-7.96(m, 3H), $8.18(\mathrm{~s}, 1 \mathrm{H}), 10.38(\mathrm{~s}$, 1 H ); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{30} \mathrm{H}_{38} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 536.6539, found: 536.6535
4.1.7.15. 3-\{6-[4-(1-Boc-piperazin-4-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid methyl ester (150). $\mathrm{Mp}=95-97{ }^{\circ} \mathrm{C}$ (decomposes); ${ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}$ ( $500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}{ }^{-}$ DMSO) $1.29(\mathrm{~d}, \boldsymbol{J}=6.8 \mathrm{~Hz}, 3 \mathrm{H}), 1.44(\mathrm{~s}, 9 \mathrm{H}), 2.68-2.78(\mathrm{~m}, 2 \mathrm{H}), 3.30$ (t, $\boldsymbol{J}=4.0 \mathrm{~Hz}, 4 \mathrm{H}), 3.48(\mathrm{t}, \boldsymbol{J}=4.0 \mathrm{~Hz}, 4 \mathrm{H}), 3.57(\mathrm{~s}, 3 \mathrm{H}), 4.41(\mathrm{dd}$, $\boldsymbol{J}=24.2,17.4 \mathrm{~Hz}, 2 \mathrm{H}), 4.63(\mathrm{td}, \boldsymbol{J}=13.9,6.5 \mathrm{~Hz}, 1 \mathrm{H}), 7.05(\mathrm{~d}$, $\boldsymbol{J}=9.0 \mathrm{~Hz}, 2 \mathrm{H}), 7.55(\mathrm{~d}, \boldsymbol{J}=8.2 \mathrm{~Hz}, 1 \mathrm{H}), 7.92(\mathrm{~d}, \boldsymbol{J}=9.0 \mathrm{~Hz}, 2 \mathrm{H})$,
7.95 (dd, $\boldsymbol{J}=8.2,1.8 \mathrm{~Hz}, 1 \mathrm{H}), 8.17$ ( $\mathrm{d}, \boldsymbol{J}=1.8 \mathrm{~Hz}, 1 \mathrm{H}$ ), 10.15 (s, 1H); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{29} \mathrm{H}_{37} \mathrm{~N}_{4} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 537.6414$, found: 537.66417.
4.1.7.16. 3-\{6-[(2-Boc-1,2,3,4-tetrahydroisoquinoline-7-carbonyl)-amino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid methyl ester (15p). $\quad{ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, \mathrm{d}_{6}\right.$-DMSO $\left.+\mathrm{CCl}_{4}\right) 1.29(\mathrm{~d}$, $J=6.6 \mathrm{~Hz}, 3 \mathrm{H}), 1.45(\mathrm{~s}, 9 \mathrm{H}), 2.67-2.77(\mathrm{~m}, 2 \mathrm{H}), 2.86(\mathrm{t}, J=5.0 \mathrm{~Hz}$, 2 H ), 3.57 (s, 3H), $3.58-3.60(\mathrm{~m}, 2 \mathrm{H}), 4.40(\mathrm{dd}, J=22.0,17.4 \mathrm{~Hz}$, 2H), 4.59-4.66 (m, 3H), 7.33 (d, $J=7.5 \mathrm{~Hz}, 1 \mathrm{H}), 7.57$ (d, $J=8.3 \mathrm{~Hz}$, $1 \mathrm{H}), 7.79-7.82(\mathrm{~m}, 2 \mathrm{H}), 7.95(\mathrm{~d}, J=7.9 \mathrm{~Hz}, 1 \mathrm{H}), 8.18(\mathrm{~s}, 1 \mathrm{H}), 10.36$ ( $\mathrm{s}, 1 \mathrm{H}$ ); HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{28} \mathrm{H}_{34} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 508.5997, found: 508.5995 .
4.1.7.17. 3-\{6-[3-(4-Boc-piperazin-1-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid methyl ester (15q). $\quad \mathrm{Mp}=142-$ $143.5{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) $1.30(\mathrm{~d}, \boldsymbol{J}=6.7 \mathrm{~Hz}, 3 \mathrm{H})$, $1.44(\mathrm{~s}, 9 \mathrm{H}), 2.68-2.79(\mathrm{~m}, 2 \mathrm{H}), 3.24(\mathrm{~s}, 4 \mathrm{H}), 3.53(\mathrm{~s}, 4 \mathrm{H}), 3.57(\mathrm{~s}$, $3 \mathrm{H}), 4.43$ (dd, $\boldsymbol{J}=24.4,17.1 \mathrm{~Hz}, 2 \mathrm{H}), 4.63(\mathrm{~m}, 1 \mathrm{H}), 7.25(\mathrm{~d}, \boldsymbol{J}=7.8 \mathrm{~Hz}$, $1 \mathrm{H}), 7.41(\mathrm{t}, \boldsymbol{J}=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 7.47(\mathrm{~d}, \boldsymbol{J}=7.5 \mathrm{~Hz}, 1 \mathrm{H}), 7.58$ (d, $\boldsymbol{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 7.98(\mathrm{~d}, \boldsymbol{J}=8.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.17(\mathrm{~s}, 1 \mathrm{H}), 10.40(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{29} \mathrm{H}_{37} \mathrm{~N}_{4} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 537.6414$, found: 537.66416.
4.1.7.18. 4-\{6-[2-(1-Boc-piperidin-4-yl)acetylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid methyl ester (15r). $\quad \mathrm{Mp}=159-$ $160^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) $1.06-1.12(\mathrm{~m}, 2 \mathrm{H}), 1.40(\mathrm{~s}$, $9 \mathrm{H}), 1.67(\mathrm{~d}, \boldsymbol{J}=11.7 \mathrm{~Hz}, 2 \mathrm{H}), 1.87(\mathrm{t}, \boldsymbol{J}=6.8,2 \mathrm{H}), 1.92-1.99(\mathrm{~m}, 1 \mathrm{H})$, 2.28 (d, $\boldsymbol{J}=6.5,2 \mathrm{H}), 2.34(\mathrm{t}, \boldsymbol{J}=6.8,2 \mathrm{H}), 2.65-2.80(\mathrm{~m}, 2 \mathrm{H}), 3.52-$ $3.56(\mathrm{~m}, 5 \mathrm{H}), 3.92(\mathrm{~d}, \boldsymbol{J}=8.6 \mathrm{~Hz}, 2 \mathrm{H}), 4.40(\mathrm{~s}, 2 \mathrm{H}), 7.50(\mathrm{~d}, \boldsymbol{J}=7.9 \mathrm{~Hz}$, $1 \mathrm{H}), 7.68(\mathrm{~d}, \boldsymbol{J}=7.9 \mathrm{~Hz}, 1 \mathrm{H}), 8.03(\mathrm{~s}, 1 \mathrm{H}), 10.09(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{25} \mathrm{H}_{36} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 474.5822$, found: 474.5819 .
4.1.7.19. 4-\{6-[4-(1-Boc-piperidin-4-yl)butyrylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid methyl ester (15s). $\quad \mathrm{Mp}=151-153^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) 0.94 (ddd, $J=24.4,12.2,4.0 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.23 (dd, $J=15.7,7.3 \mathrm{~Hz}$, $2 \mathrm{H}), 1.38(\mathrm{~s}, 9 \mathrm{H}), 1.41-1.43(\mathrm{~m}, 1 \mathrm{H}), 1.60-1.66(\mathrm{~m}, 4 \mathrm{H}), 1.86(\mathrm{dt}$, $J=14.2,7.1 \mathrm{~Hz}, 2 \mathrm{H}), 2.32(\mathrm{~m}, J=7.1 \mathrm{~Hz}, 4 \mathrm{H}), 2.59-2.73(\mathrm{~m}, 2 \mathrm{H})$, $3.52(\mathrm{t}, J=7.1 \mathrm{~Hz}, 2 \mathrm{H}), 3.53(\mathrm{~s}, 3 \mathrm{H}), 3.91(\mathrm{~d}, J=11.7 \mathrm{~Hz}, 2 \mathrm{H}), 4.39$ (s, 2H), $7.49(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.68(\mathrm{dd}, J=8.1,1.6 \mathrm{~Hz}, 1 \mathrm{H}), 8.2$ (d, $J=1.6 \mathrm{~Hz}, 1 \mathrm{H}), 10.07(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{27} \mathrm{H}_{40} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 502.6364$, found: 502.6363.
4.1.7.20. 4-\{6-[4-(1-Boc-piperidin-4-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid methyl ester (15t). $\quad \mathrm{Mp}=166-$ $167{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.4 (s, 9H) 1.5 (ddd, $\boldsymbol{J}=22.3,12.0,2.4 \mathrm{~Hz}, 2 \mathrm{H}) 1.8(\mathrm{~d}, \boldsymbol{J}=12.2 \mathrm{~Hz}, 2 \mathrm{H}) 1.9(\mathrm{dt}, \boldsymbol{J}=13.4$, $6.6 \mathrm{~Hz}, 2 \mathrm{H}) 2.3(\mathrm{t}, \boldsymbol{J}=6.6 \mathrm{~Hz}, 2 \mathrm{H}) 2.8(\mathrm{~m}, 3 \mathrm{H}) 3.5(\mathrm{~m}, 5 \mathrm{H}) 4.1(\mathrm{~d}$, $\boldsymbol{J}=9.0 \mathrm{~Hz}, 2 \mathrm{H}) 4.4(\mathrm{~s}, 2 \mathrm{H}) 7.4(\mathrm{~d}, \boldsymbol{J}=7.3 \mathrm{~Hz}, 2 \mathrm{H}) 7.5(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}, 1 \mathrm{H})$ $7.9(\mathrm{~m}, \boldsymbol{J}=6.7,6.7 \mathrm{~Hz}, 3 \mathrm{H}) 8.2(\mathrm{~s}, 1 \mathrm{H}) 10.4(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) m/z calcd for $\mathrm{C}_{30} \mathrm{H}_{38} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 536.6539 , found: 536.6537.
4.1.7.21. 4-\{6-[(2-Boc-1,2,3,4-tetrahydroisoquinoline-7-carbonyl)-amino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid methyl ester (15u). $\quad \mathrm{Mp}=142-145{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$ DMSO) 1.44 ( $\mathrm{s}, 9 \mathrm{H}$ ), 1.88 (dt, $J=13.8,6.6 \mathrm{~Hz}, 4 \mathrm{H}), 2.35(\mathrm{t}$, $J=7.1 \mathrm{~Hz}, 2 \mathrm{H}), 2.86(\mathrm{t}, J=4.9,2 \mathrm{H}), 3.54(\mathrm{~s}, 3 \mathrm{H}), 3.59(\mathrm{t}, J=4.9$, $4 \mathrm{H}), 4.44(\mathrm{~s}, 2 \mathrm{H}), 4.60(\mathrm{~s}, 2 \mathrm{H}), 7.33(\mathrm{~d}, J=7.6 \mathrm{~Hz}, 1 \mathrm{H}), 7.56(\mathrm{~d}$, $J=8.1 \mathrm{~Hz}, 2 \mathrm{H}), 7.78-7.81(\mathrm{~m}, 2 \mathrm{H}), 7.94(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 8.18(\mathrm{~s}$, 1 H ), $10.37(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{28} \mathrm{H}_{34} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 508.5997, found: 508.5995.

### 4.1.8. General procedure for a preparation of compound 16

The compound 15 ( 10 mmol ) was dissolved in methanol $(25 \mathrm{ml})$, and to this solution was added 1 M NaOH aqueous solu-
tion ( 5 ml ). The reaction mixture was left at room temperature overnight. Then chloroform ( 50 ml ) was added, and pH of the mixture was brought to three with intensive stirring. When the product was not soluble in chloroform layer, an suspension was formed, the product was filtered off. The precipitate was washed (on the filter) with water, chloroform and ether, and dried in air. Thus obtained product 16 was not need to be further purified. When the reaction product was soluble in chloroform, the chloroform phase was collected and washed with water $(20 \mathrm{ml})$. The chloroform phase was dried with anhydrous $\mathrm{Na}_{2} \mathrm{SO}_{4}$, filtered, and the solvent was evaporated in vacuo to dryness. The resulting residue was triturated with ether ( 20 ml ) and the precipitate was collected by filtration and dried in air.
4.1.8.1. \{6-[2-(1-Boc-piperidin-4-yl)acetylamino]-1-oxo-1,3-dihyd-roisoindol-2-yl\}acetic acid (16a). $\quad \mathrm{Mp}=198-201{ }^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta$ ( $400 \mathrm{MHz}, d_{6}$-DMSO) 1.07 (ddd, $J=23.6,11.9,3.2 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.38 ( s , $9 \mathrm{H}), 1.65(\mathrm{~d}, J=12.2 \mathrm{~Hz}, 2 \mathrm{H}), 1.91-197(\mathrm{~m}, 1 \mathrm{H}), 2.26(\mathrm{~d}, J=6.8 \mathrm{~Hz}$, 2 H ), 2.65-2.80 (m, 2H), 3.91 (d, J = $11.0 \mathrm{~Hz}, 2 \mathrm{H}$ ), 4.25 (s, 2H), 4.44 (s, $2 \mathrm{H}), 7.51$ (d, $J=8.3 \mathrm{~Hz}, 1 \mathrm{H}$ ), 7.68 (d, $J=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 8.06$ (s, 1H), $10.13(\mathrm{~s}, 1 \mathrm{H}), 12.86(\mathrm{br} \mathrm{s}, 1 \mathrm{H})$; HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{22} \mathrm{H}_{30} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 432.5009$, found: 432.5005 .
4.1.8.2. $\quad$ \{6-[4-(1-Boc-piperidin-4-yl)butyrylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}acetic acid (16b). $\quad \mathrm{Mp}=165.5-167{ }^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) 0.95 (ddd, $J=24.3,12.3,4.0 \mathrm{~Hz}$, 2H), 1.22-1.27 (m, 2H), 1.39 (s, 9H), 1.42-1.45 (m, 1H), 1.59-168 $(\mathrm{m}, 4 \mathrm{H}), 2.33(\mathrm{t}, J=7.5 \mathrm{~Hz}, 2 \mathrm{H}), 2.60-2.75(\mathrm{~m}, 2 \mathrm{H}), 3.93(\mathrm{~d}$, $J=11.2 \mathrm{~Hz}, 2 \mathrm{H}), 4.27(\mathrm{~s}, 2 \mathrm{H}), 4.46(\mathrm{~s}, 2 \mathrm{H}), 7.53(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H})$, 7.71 (dd, $J=8.3,1.7 \mathrm{~Hz}, 1 \mathrm{H}), 8.08$ (d, $J=1.5 \mathrm{~Hz}, 1 \mathrm{H}), 10.12(\mathrm{~s}, 1 \mathrm{H})$, 12.96 (br s, 1H); HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{24} \mathrm{H}_{32} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 460.5551, found: 460.5559.
4.1.8.3. \{6-[4-(1-Boc-piperidin-4-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}acetic acid (16C). $\quad \mathrm{Mp}=223-225^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.43 (s, 9H), 1.53 (ddd, $J=24.9$, 12.4, $3.8 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.79 (d, $J=12.7 \mathrm{~Hz}, 2 \mathrm{H}), 2.77-2.85(\mathrm{~m}, 3 \mathrm{H}), 4.11$ (d, $J=10.8 \mathrm{~Hz}, 2 \mathrm{H}), 4.30(\mathrm{~s}, 2 \mathrm{H}), 4.50(\mathrm{~s}, 2 \mathrm{H}), 7.44(\mathrm{~d}, J=7.6 \mathrm{~Hz}$, 2 H ), 7.59 (d, $J=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.93$ (d, $J=7.3 \mathrm{~Hz}, 2 \mathrm{H}$ ), 7.97 (d, $J=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 8.27(\mathrm{~s}, 1 \mathrm{H}), 10.41(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) m$/ \mathrm{z} \mathrm{calcd}$ for $\mathrm{C}_{27} \mathrm{H}_{32} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 494.5726$, found: 494.5721.
4.1.8.4. \{6-[4-(4-Boc-piperazin-1-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}acetic acid (16d).
$\mathrm{Mp}=215-216.5^{\circ} \mathrm{C}$ (decomposes); ${ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.44 ( $\mathrm{s}, 9 \mathrm{H}$ ), 3.31 (s, 4H), 3.48 (s, 4H), 4.29 (s, 2H), 4.49 (s, 2H), 7.05 (d, $J=8.3 \mathrm{~Hz}$, 2 H ), 7.56 (d, $J=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.93$ (d, $J=8.3 \mathrm{~Hz}, 2 \mathrm{H}$ ), 7.98 (d, $J=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 8.23(\mathrm{~s}, 1 \mathrm{H}), 10.17(\mathrm{~s}, 1 \mathrm{H}), 12.97$ (br s, 1H); HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{26} \mathrm{H}_{31} \mathrm{~N}_{4} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 495.5602, found: 495.5610.
4.1.8.5. \{6-[(2-Boc-1,2,3,4-tetrahydroisoquinoline-7-carbonyl)amino]-1-oxo-1,3-dihydroisoindol-2-yl\}acetic acid (16e). $\quad \mathrm{Mp}=218$ $220^{\circ} \mathrm{C}$ (decomposes); ${ }^{1} \mathrm{H}$ NMR $\delta$ ( $400 \mathrm{MHz}, d_{6}$-DMSO) 1.45 ( s , 9 H ), $2.87(\mathrm{t}, J=5.7 \mathrm{~Hz}, 2 \mathrm{H}), 3.60(\mathrm{t}, J=5.7 \mathrm{~Hz}, 2 \mathrm{H}), 4.29(\mathrm{~s}, 2 \mathrm{H})$, $4.50(\mathrm{~s}, 2 \mathrm{H}), 4.61(\mathrm{~s}, 2 \mathrm{H}), 7.35(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.60(\mathrm{~d}$, $J=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.81(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.83(\mathrm{~s}, 1 \mathrm{H}), 7.98$ (dd, $J=8.3,2.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.23(\mathrm{~d}, J=1.7 \mathrm{~Hz}, 1 \mathrm{H}), 10.41(\mathrm{~s}, 1 \mathrm{H}), 12.96$ (br $\mathrm{s}, 1 \mathrm{H}$ ); HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{25} \mathrm{H}_{28} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 466.5184$, found: 466.5187 .
4.1.8.6. 3-\{6-[2-(1-Boc-piperidin-4-yl)acetylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid (16f). $\mathrm{Mp}=193-$ $194{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.08 (ddd, $J=24.6,12.4$, $3.3 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.40 (s, 9H), 1.66 (d, $J=11.5 \mathrm{~Hz}, 2 \mathrm{H}), 1.90-2.01$ (m, $1 \mathrm{H}), 2.28(\mathrm{~d}, J=7.1 \mathrm{~Hz}, 2 \mathrm{H}), 2.60(\mathrm{t}, J=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 2.66-2.82(\mathrm{~m}$,

2H), 3.72 (t, J=7.1 Hz, 2H), 3.92 (d, J= $11.7 \mathrm{~Hz}, 2 \mathrm{H}$ ), 4.43 (s, 2H), 7.51 (d, $J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.67$ (dd, $J=8.1,1.2 \mathrm{~Hz}, 1 \mathrm{H}), 8.04$ (d, $J=1.2 \mathrm{~Hz}, 1 \mathrm{H}$ ), 10.11 (s, 1H), 12.36 (br s, 1H); HRMS (FAB) m/z calcd for $\mathrm{C}_{23} \mathrm{H}_{32} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 446.5280$, found: 546.5274 .
4.1.8.7. 3-\{6-[4-(1-Boc-piperidin-4-yl)butyrylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid (16g). $\quad \mathrm{Mp}=176.5-$ $177.5{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) 0.93 (ddd, $J=23.0,10.5$, $3.2 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.22 (dd, $J=14.2,6.9 \mathrm{~Hz}, 2 \mathrm{H}), 1.36$ (s, 9H), 1.49-1.46 $(\mathrm{m}, 1 \mathrm{H}), 1.57-1.64(\mathrm{~m}, 4 \mathrm{H}), 2.30(\mathrm{t}, J=7.3 \mathrm{~Hz}, 2 \mathrm{H}), 2.58(\mathrm{t}$, $J=6.9 \mathrm{~Hz}, 2 \mathrm{H}), 2.62-2.76(\mathrm{~m}, 2 \mathrm{H}), 3.69(\mathrm{t}, J=6.9 \mathrm{~Hz}, 2 \mathrm{H}), 3.90(\mathrm{~d}$, $J=10.5 \mathrm{~Hz}, 2 \mathrm{H}), 4.41$ (s, 2H), 7.48 (d, $J=8.1 \mathrm{~Hz}, 1 \mathrm{H}$ ), 7.66 (dd, $J=8.1,1.5 \mathrm{~Hz}, 1 \mathrm{H}), 8.01(\mathrm{~d}, J=1.5 \mathrm{~Hz}, 1 \mathrm{H}), 10.10(\mathrm{~s}, 1 \mathrm{H}), 12.34(\mathrm{br}$ $\mathrm{s}, 1 \mathrm{H}$ ); HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{25} \mathrm{H}_{36} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 474.5822$, found: 508.5828.
4.1.8.8. 3-\{6-[4-(1-Boc-piperidin-4-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid (16h). $\quad \mathrm{Mp}=195-196{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.41 (s, 9H), 1.52 (ddd, $J=25.1$, $12.6,3.9 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.77 (d, $J=12.5 \mathrm{~Hz}, 2 \mathrm{H}$ ), 2.60 (t, $J=7.1 \mathrm{~Hz}$, $2 \mathrm{H}), 2.74-2.85(\mathrm{~m}, 3 \mathrm{H}), 3.72(\mathrm{t}, J=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 4.08(\mathrm{~d}, J=10.3 \mathrm{~Hz}$, 2H), 4.45 (s, 2H), 7.41 (d, J=8.3 Hz, 2H), 7.54 (d, $J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.90(\mathrm{~d}, J=8.3 \mathrm{~Hz}, 2 \mathrm{H}), 7.92$ (dd, $J=8.1,1.7 \mathrm{~Hz}, 1 \mathrm{H})$, 8.17 (d, $J=1.7 \mathrm{~Hz}, 1 \mathrm{H}$ ), 10.37 (s, 1H), 12.37 (br s, 1H); HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{28} \mathrm{H}_{34} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 508.5997$, found: 508.6002.
4.1.8.9. 3-\{6-[4-(4-Boc-piperazin-1-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid (16i). $\mathrm{Mp}>300^{\circ} \mathrm{C}$ (decomposes); ${ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) $1.43(\mathrm{~s}, 9 \mathrm{H}), 2.62(\mathrm{t}$, $J=6.0 \mathrm{~Hz}, 2 \mathrm{H}), 3.30(\mathrm{~s}, 4 \mathrm{H}), 3.48(\mathrm{~s}, 4 \mathrm{H}), 3.74(\mathrm{t}, J=6.0 \mathrm{~Hz}, 2 \mathrm{H}), 4.46$ ( $\mathrm{s}, 2 \mathrm{H}$ ), 7.04 (d, $J=7.9 \mathrm{~Hz}, 2 \mathrm{H}), 7.54$ (d, $J=7.5 \mathrm{~Hz}, 1 \mathrm{H}), 7.91-7.95(\mathrm{~m}$, 2H), 8.18 (s, 1H), 10.15 (s, 1H), 12.35 (br s, 1H); HRMS (FAB) m/z calcd for $\mathrm{C}_{27} \mathrm{H}_{33} \mathrm{~N}_{4} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 509.5873$, found: 509.5870.
4.1.8.10. 3-\{6-[(2-Boc-1,2,3,4-tetrahydroisoquinoline-7-carbonyl) amino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid (16j) $\mathrm{Mp}=118-120^{\circ} \mathrm{C}$ (decomposes); ${ }^{1} \mathrm{H}$ NMR $\delta$ ( $400 \mathrm{MHz}, d_{6}$-DMSO) 1.45 ( $\mathrm{s}, 9 \mathrm{H}$ ), $2.63(\mathrm{t}, J=7.1 \mathrm{~Hz}, 2 \mathrm{H}), 2.87(\mathrm{t}, J=5.7 \mathrm{~Hz}, 2 \mathrm{H}), 3.60(\mathrm{t}$, $J=5.5 \mathrm{~Hz}, 2 \mathrm{H}), 3.75(\mathrm{t}, J=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 4.48(\mathrm{~s}, 2 \mathrm{H}), 4.61(\mathrm{~s}, 2 \mathrm{H}), 7.34$ (d, $J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.57(\mathrm{~d}, J=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.80(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.83$ (s, 1H), 7.95 (dd, $J=8.2,1.6 \mathrm{~Hz}, 1 \mathrm{H}), 8.19(\mathrm{~d}, J=1.6 \mathrm{~Hz}, 1 \mathrm{H}), 10.38(\mathrm{~s}$, 1 H ), 12.35 (br s, 1H); HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{26} \mathrm{H}_{30} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 480.5455, found: 480.5457 .
4.1.8.11. 3-\{6-[3-(4-Boc-piperazin-1-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}propionic acid (16k). $\mathrm{Mp}=196$ $196.5^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) $1.43(\mathrm{~s}, 9 \mathrm{H}), 2.53-$ $2.54(\mathrm{~m}, 2 \mathrm{H}), 3.21(\mathrm{t}, J=6.4 \mathrm{~Hz}, 4 \mathrm{H}), 3.49(\mathrm{t}, J=6.4 \mathrm{~Hz}, 4 \mathrm{H})$, 3.72 (t, $J=6.8 \mathrm{~Hz}, 2 \mathrm{H}), 4.48(\mathrm{~s}, 2 \mathrm{H}), 7.18$ (d, $J=7.6 \mathrm{~Hz}, 1 \mathrm{H})$, 7.38 (t, $J=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 7.44$ (d, $J=7.3 \mathrm{~Hz}, 1 \mathrm{H}$ ), $7.53-7.56$ (m, 2H), 7.98 (d, $J=8.1 \mathrm{~Hz}, 1 \mathrm{H}$ ), 8.19 (s, 1H), 10.49 (s, 1H); HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{27} \mathrm{H}_{33} \mathrm{~N}_{4} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 509.5873$, found: 509.5879.
4.1.8.12. 3-\{6-[2-(1-Boc-piperidin-4-yl)acetylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid (161). $\quad \mathrm{Mp}=197-199^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.09 (ddd, $J=23.6,11.9,3.1 \mathrm{~Hz}$, 2H), 1.27 (d, $J=6.5 \mathrm{~Hz}, 3 \mathrm{H}), 1.40(\mathrm{~s}, 9 \mathrm{H}), 1.67$ (d, $J=12.2 \mathrm{~Hz}, 2 \mathrm{H}$ ), $1.91-2.02$ (m, 1H), 2.28 (d, $J=7.3 \mathrm{~Hz}, 2 \mathrm{H}$ ), 2.62 (ddd, $J=31.5$, $15.2,7.3 \mathrm{~Hz}, 2 \mathrm{H}), 2.69-2.80(\mathrm{~m}, 2 \mathrm{H}), 3.92(\mathrm{~d}, J=9.1 \mathrm{~Hz}, 2 \mathrm{H}), 4.39$ (dd, $J=27.5,17.4 \mathrm{~Hz}, 2 \mathrm{H}$ ), 4.60 (td, $J=13.1,6.0 \mathrm{~Hz}, 1 \mathrm{H}$ ), 7.51 (d, $J=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.68$ (d, $J=8.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.02(\mathrm{~s}, 1 \mathrm{H}), 10.09(\mathrm{~s}, 1 \mathrm{H})$, $12.26(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{24} \mathrm{H}_{34} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 460.5551, found: 450.5555 .
4.1.8.13. $\quad 3$-\{6-[4-(1-Boc-piperidin-4-yl)butyrylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid (16m). $\quad \mathrm{Mp}=139-$ $140.5^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 0.95 (ddd, $\boldsymbol{J}=24.5,12.2$, $3.7 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.20-1.25 (m, 5H), 1.39 (s, 9H), 1.42-1.44 (m, 1H), 1.59-1.65 (m, 4H), $2.32(\mathrm{t}, \boldsymbol{J}=7.1 \mathrm{~Hz}, 2 \mathrm{H}), 2.62-2.69(\mathrm{~m}, 2 \mathrm{H}), 3.92$ (d, $\boldsymbol{J}=8.1 \mathrm{~Hz}, 2 \mathrm{H}), 4.36(\mathrm{~s}, 2 \mathrm{H}), 4.59(\mathrm{~m}, 1 \mathrm{H}), 7.46(\mathrm{~d}, \boldsymbol{J}=7.8 \mathrm{~Hz}, 1 \mathrm{H})$, $7.69(\mathrm{~d}, \boldsymbol{J}=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 8.03(\mathrm{~s}, 1 \mathrm{H}), 10.23(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) m/z calcd for $\mathrm{C}_{26} \mathrm{H}_{38} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 488.6093$, found: 488.6089.
4.1.8.14. 3-\{6-[4-(1-Boc-piperidin-4-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid (16n). $\quad \mathrm{Mp}=175-176^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) $1.25(\mathrm{~d}, \boldsymbol{J}=6.4 \mathrm{~Hz}, 3 \mathrm{H}), 1.43(\mathrm{~s}, 9 \mathrm{H})$, 1.54 (ddd, $\boldsymbol{J}=24.8,12.2,3.5 \mathrm{~Hz}, 2 \mathrm{H}), 1.79$ (d, $\boldsymbol{J}=12.2 \mathrm{~Hz}, 2 \mathrm{H}), 2.74-$ $2.89(\mathrm{~m}, 3 \mathrm{H}), 4.10(\mathrm{~d}, \boldsymbol{J}=6.4 \mathrm{~Hz}, 2 \mathrm{H}), 4.41(\mathrm{~s}, 2 \mathrm{H}), 4.62(\mathrm{dt}, \boldsymbol{J}=13.5$, $6.5 \mathrm{~Hz}, 1 \mathrm{H}), 7.42(\mathrm{~d}, \boldsymbol{J}=7.8 \mathrm{~Hz}, 2 \mathrm{H}), 7.55(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.93-$ $7.96(\mathrm{~m}, 3 \mathrm{H}), 8.18(\mathrm{~s}, 1 \mathrm{H}), 10.43(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{29} \mathrm{H}_{36} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 522.6268$, found: 522.6270 .
4.1.8.15. 3-\{6-[4-(4-Boc-piperazin-1-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid (160). $\quad \mathrm{Mp}=155.5-$ $156{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) $1.29(\mathrm{~d}, \boldsymbol{J}=6.6 \mathrm{~Hz}, 3 \mathrm{H})$, 1.44 (s, 9H), 2.64 (ddd, $\boldsymbol{J}=32.3,15.3,7.5 \mathrm{~Hz}, 2 \mathrm{H}$ ), 3.30 (s, 4H), 3.48 $(\mathrm{s}, 4 \mathrm{H}), 4.41(\mathrm{dd}, \boldsymbol{J}=27.1,17.1 \mathrm{~Hz}, 2 \mathrm{H}), 4.62(\mathrm{td}, \boldsymbol{J}=13.8,7.0 \mathrm{~Hz}, 1 \mathrm{H})$, 7.04 (d, $\boldsymbol{J}=8.8 \mathrm{~Hz}, 2 \mathrm{H}), 7.55(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.93(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}$, 2 H ), 7.95 (d, $\boldsymbol{J}=8.8 \mathrm{~Hz}, 1 \mathrm{H}), 8.18(\mathrm{~s}, 1 \mathrm{H}), 10.16$ (s, 1H), 12.27 (br s, 1 H ); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{28} \mathrm{H}_{35} \mathrm{~N}_{4} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 523.6144$, found: 523.6139.
4.1.8.16. 3-\{6-[(2-Boc-1,2,3,4-tetrahydroisoquinoline-7-carbonyl)-amino]-1-oxo-1,3-dihydroisoindol-2-yl\}-butyric acid (16p). $\mathrm{Mp}=153-154^{\circ} \mathrm{C} ;{ }^{\mathbf{1}} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.29 (d, $\boldsymbol{J}=6.6 \mathrm{~Hz}, 3 \mathrm{H}$ ), $1.45(\mathrm{~s}, 9 \mathrm{H}), 2.64$ (ddd, $\boldsymbol{J}=32.8,15.2,7.5 \mathrm{~Hz}, 2 \mathrm{H})$, 2.87 (t, $\boldsymbol{J}=5.2 \mathrm{~Hz}, 2 \mathrm{H}), 3.60(\mathrm{t}, \boldsymbol{J}=5.2 \mathrm{~Hz}, 2 \mathrm{H}), 4.43(\mathrm{dd}, \boldsymbol{J}=27.1$, $17.4 \mathrm{~Hz}, 2 \mathrm{H}), 4.55-4.64(\mathrm{~m}, 3 \mathrm{H}), 7.34(\mathrm{~d}, \boldsymbol{J}=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 7.57$ (d, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.80(\mathrm{~d}, \boldsymbol{J}=8.8 \mathrm{~Hz}, 1 \mathrm{H}), 7.83$ (s, 1H), 7.95 (dd, $\boldsymbol{J}=8.1,1.5 \mathrm{~Hz}, 2 \mathrm{H}$ ), $8.18(\mathrm{~s}, 1 \mathrm{H}) 10.36(\mathrm{~s}, 1 \mathrm{H}), 12.30(\mathrm{br} \mathrm{s}, 1 \mathrm{H})$; HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{27} \mathrm{H}_{32} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 494.5726$, found: 493.5723.
4.1.8.17. 3-\{6-[3-(4-Boc-piperazin-1-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid (16q). $\mathrm{Mp}>300^{\circ} \mathrm{C} ;{ }^{\mathbf{1}} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.29 (d, $\left.\boldsymbol{J}=3.9 \mathrm{~Hz}, 3 \mathrm{H}\right), 1.44$ (s, 9H), 2.65 (ddd, $\boldsymbol{J}=33.2,18.0,6.4 \mathrm{~Hz}, 2 \mathrm{H}$ ), $3.22(\mathrm{~s}, 4 \mathrm{H}), 3.51(\mathrm{~s}, 4 \mathrm{H}), 4.43$ (dd, $\boldsymbol{J}=26.2,16.1 \mathrm{~Hz}, 2 \mathrm{H}$ ), 4.62 (td, $\boldsymbol{J}=14.1,6.2 \mathrm{~Hz}, 1 \mathrm{H}), 7.20$ (d, $\boldsymbol{J}=4.4 \mathrm{~Hz}, 1 \mathrm{H}), 7.38-7.43(\mathrm{~m}, 2 \mathrm{H}), 7.51(\mathrm{~s}, 1 \mathrm{H}), 7.58(\mathrm{~d}, \boldsymbol{J}=6.5 \mathrm{~Hz}$, $1 \mathrm{H}), 7.95(\mathrm{~d}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.16(\mathrm{~s}, 1 \mathrm{H}), 10.35(\mathrm{~s}, 1 \mathrm{H}), 12.30(\mathrm{br} \mathrm{s}$, 1 H ); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{28} \mathrm{H}_{35} \mathrm{~N}_{4} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 523.6144$, found: 523.6139.
4.1.8.18. 4-\{6-[2-(1-Boc-piperidin-4-yl)acetylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid (16r). $\quad \mathrm{Mp}=191.5-192^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.06-1.13 (m, 2H), 1.40 ( $\mathrm{s}, 9 \mathrm{H}$ ), 1.67 $(\mathrm{d}, J=12.2 \mathrm{~Hz}, 2 \mathrm{H}), 1.84(\mathrm{t}, J=7.2,2 \mathrm{H}), 1.94-1.99(\mathrm{~m}, 1 \mathrm{H}), 2.25-2.28$ $(\mathrm{m}, 4 \mathrm{H}), 2.67-2.79(\mathrm{~m}, 2 \mathrm{H}), 3.54(\mathrm{t}, J=7.2 \mathrm{~Hz}, 2 \mathrm{H}), 3.93(\mathrm{~d}, J=10.1 \mathrm{~Hz}$, $2 \mathrm{H}), 4.41$ (s, 2H), 7.50 (d, $J=7.0 \mathrm{~Hz}, 1 \mathrm{H}), 7.68(\mathrm{~d}, J=7.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.03$ $(\mathrm{s}, 1 \mathrm{H}), 10.09(\mathrm{~s}, 1 \mathrm{H}), 12.07(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{24} \mathrm{H}_{34} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 460.5551$, found: 459.5559.
4.1.8.19. 4-\{6-[4-(1-Boc-piperidin-4-yl)butyrylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid (16s). $\quad \mathrm{Mp}=190-191^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) 0.94 (ddd, $J=24.4,12.3,3.9 \mathrm{~Hz}$, $2 \mathrm{H}), 1.20-1.26(\mathrm{~m}, 2 \mathrm{H}), 1.38(\mathrm{~s}, 9 \mathrm{H}), 1.42-1.44(\mathrm{~m}, 1 \mathrm{H}), 1.60-1.65$ (m, 4H), $1.82(\mathrm{dt}, J=14.2,7.1 \mathrm{~Hz}, 2 \mathrm{H}), 2.24(\mathrm{t}, J=7.2 \mathrm{~Hz}, 2 \mathrm{H}), 2.31$ ( $\mathrm{t}, J=7.3 \mathrm{~Hz}, 2 \mathrm{H}$ ), 2.63-2.72 (m, 2H), $3.51(\mathrm{t}, J=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 3.91$ (d, $J=10.3 \mathrm{~Hz}, 2 \mathrm{H}), 4.40(\mathrm{~s}, 2 \mathrm{H}), 7.49(\mathrm{~d}, J=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.68$ (dd, $J=8.1,1.5 \mathrm{~Hz}, 1 \mathrm{H}), 8.02(\mathrm{~s}, 1 \mathrm{H}), 10.08(\mathrm{~s}, 1 \mathrm{H}), 12.09(\mathrm{br} \mathrm{s}, 1 \mathrm{H})$;

HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{26} \mathrm{H}_{37} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}$: 488.6093, found: 488.6090.
4.1.8.20. 4-\{6-[4-(1-Boc-piperidin-4-yl)benzoylamino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid (16t). $\mathrm{Mp}=197$ $197.5{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, \mathrm{d}_{6}\right.$-DMSO) 1.42 (s, 9H), 1.53 (ddd, $J=25.1,12.8,3.9 \mathrm{~Hz}, 2 \mathrm{H}), 1.78(\mathrm{~d}, J=13.7 \mathrm{~Hz}, 2 \mathrm{H}), 1.84$ (dt, $J=14.2,6.8 \mathrm{~Hz}, 2 \mathrm{H}), 2.25(\mathrm{t}, J=7.2 \mathrm{~Hz}, 2 \mathrm{H}), 2.75-2.85(\mathrm{~m}, 3 \mathrm{H})$, $3.54(\mathrm{t}, J=6.8 \mathrm{~Hz}, 2 \mathrm{H}), 4.09(\mathrm{~d}, J=9.8 \mathrm{~Hz}, 2 \mathrm{H}), 4.44(\mathrm{~s}, 2 \mathrm{H}), 7.42$ (d, $J=8.1 \mathrm{~Hz}, 2 \mathrm{H}$ ), 7.55 (d, $J=8.3 \mathrm{~Hz}, 1 \mathrm{H}$ ), $7.91-7.94(\mathrm{~m}, 3 \mathrm{H}), 8.17$ (s, 1H), $10.38(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{29} \mathrm{H}_{36} \mathrm{~N}_{3} \mathrm{O}_{6}$ $[\mathrm{M}+\mathrm{H}]^{+}: 522.6268$, found: 522.6261.
4.1.8.21. 4-\{6-[(2-Boc-1,2,3,4-tetrahydroisoquinoline-7-carbonyl)-amino]-1-oxo-1,3-dihydroisoindol-2-yl\}butyric acid (16u). $\quad \mathrm{Mp}=90-93{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.44 (s, 9H), 1.84 (dt, J=13.9, $7.1 \mathrm{~Hz}, 2 \mathrm{H}$ ), $2.26(\mathrm{t}, J=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 2.86$ (t, $J=5.1 \mathrm{~Hz}, 2 \mathrm{H}), 3.54(\mathrm{t}, J=6.7 \mathrm{~Hz}, 2 \mathrm{H}), 3.59(\mathrm{t}, J=4.6 \mathrm{~Hz}, 2 \mathrm{H})$, $4.45(\mathrm{~s}, 2 \mathrm{H}), 4.60(\mathrm{~s}, 2 \mathrm{H}), 7.33(\mathrm{~d}, J=7.6 \mathrm{~Hz}, 1 \mathrm{H}), 7.56$ (d, $J=8.1 \mathrm{~Hz}, 2 \mathrm{H}), 7.78-7.82(\mathrm{~m}, 2 \mathrm{H}), 7.94(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 8.18(\mathrm{~s}$, $1 \mathrm{H}), 10.37(\mathrm{~s}, 1 \mathrm{H}), 12.14(\mathrm{br} \mathrm{s}, 1 \mathrm{H})$; HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{27} \mathrm{H}_{32} \mathrm{~N}_{3} \mathrm{O}_{6}[\mathrm{M}+\mathrm{H}]^{+}: 494.5726$, found: 494.5721.

### 4.1.9. General procedures for a preparation of compound 17

Method A. This method was used when the compound $\mathbf{1 6}$ was not soluble in anhydrous $\mathrm{CH}_{2} \mathrm{Cl}_{2}$. The compound $\mathbf{1 6}$ ( 10 mmol ) was suspended in anhydrous $\mathrm{CH}_{2} \mathrm{Cl}_{2}$, and trifluoroacetic acid $(1 \mathrm{ml})$ was added. The precipitate was dissolved in a short time, and the reaction solution was kept for 2 h , protected from moisture. After the solvent was evaporated in vacuo to dryness, the residue was dried in vacuo ( 2 mmHg ) for 2 h at $40^{\circ} \mathrm{C}$.

Method B. This method was used for the compound $\mathbf{1 6}$ soluble in anhydrous $\mathrm{CH}_{2} \mathrm{Cl}_{2}$. The compound $\mathbf{1 6}(10 \mathrm{mmol})$ was dissolved in anhydrous $\mathrm{CH}_{2} \mathrm{Cl}_{2}$, and the stream of dry HCl was passed through the solution for 1 h . The solvent was evaporated, and the solid residue was dried in vacuo ( 2 mm Hg ) for 2 h at $40^{\circ} \mathrm{C}$.
4.1.9.1. [1-0xo-6-(2-piperidinium-4-yl-acetylamino)-1,3-dihyd-roisoindol-2-yl]acetic acid trifluoroacetate (17a). $\quad \mathrm{Mp}=236-$ $239{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.41 (ddd, $\boldsymbol{J}=22.6,10.6$, $2.6 \mathrm{~Hz}, 2 \mathrm{H}$ ), 1.85 (d, $\boldsymbol{J}=13.8 \mathrm{~Hz}, 2 \mathrm{H}), 2.05-2.13$ (m, 1H), 2.33 (d, $\boldsymbol{J}=6.7 \mathrm{~Hz}, 2 \mathrm{H}), 2.91(\mathrm{dd}, \boldsymbol{J}=22.8,11.6 \mathrm{~Hz}, 2 \mathrm{H}), 3.27(\mathrm{~d}, \boldsymbol{J}=11.9 \mathrm{~Hz}$, 2H), 4.28 (s, 2H), 4.46 (s, 2H), 7.54 (d, J=8.2 Hz, 1H), 7.69 (d, $\boldsymbol{J}=8.2 \mathrm{~Hz}, 1 \mathrm{H}), 8.10(\mathrm{~s}, 1 \mathrm{H}), 8.37(\mathrm{~d}, \boldsymbol{J}=8.7 \mathrm{~Hz}, 1 \mathrm{H}), 8.65(\mathrm{~d}, \boldsymbol{J}=8.7 \mathrm{~Hz}$, $1 \mathrm{H}), 10.23$ (s, 1H); ${ }^{13} \mathrm{C}$ NMR $\boldsymbol{\delta}\left(125 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 28.64 (2C), 31.17 (1C), 43.05 (1C), 43.58 (2C), 43.95 (1C), 50.41 (1C), 113.61 (1C), 116.75 ( $1 \mathrm{C}, \mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 123.10 (1C), 124.17 ( $\left.\mathrm{s}, 1 \mathrm{C}\right), 132.64(1 \mathrm{C}), 137.06$ (1C), 139.42 (1C), 158.81 ( $1 \mathrm{C}, \mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 168.15 (1C), 170.37 (1C), 170.98 (1C); HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{17} \mathrm{H}_{22} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}$: 332.3826, found: 332.3825 .
4.1.9.2. [1-Oxo-6-(4-piperidinium-4-yl-butyrylamino)-1,3-dihyd-roisoindol-2-yl]acetic acid trifluoroacetate (17b). $\quad \mathrm{Mp}=114-$ $115{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) $0.75-0.85(\mathrm{~m}, 4 \mathrm{H})$, $1.02-1.11(\mathrm{~m}, 1 \mathrm{H}), 1.16$ (dt, $\boldsymbol{J}=14.9,7.5 \mathrm{~Hz}, 2 \mathrm{H}), 1.35$ (d, $\boldsymbol{J}=13.4 \mathrm{~Hz}, 2 \mathrm{H}), 1.88(\mathrm{t}, \boldsymbol{J}=7.2 \mathrm{~Hz}, 2 \mathrm{H}), 2.37(\mathrm{dd}, \boldsymbol{J}=32.5,11.9 \mathrm{~Hz}$, $1 \mathrm{H}), 2.80$ (d, $\boldsymbol{J}=12.2 \mathrm{~Hz}, 2 \mathrm{H}), 3.81$ (s, 2H), 3.99 (s, 2H), 7.06 (d, $\boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.24(\mathrm{dd}, \boldsymbol{J}=8.2,1.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.64(\mathrm{~s}, 1 \mathrm{H}), 7.86$ (d, $\boldsymbol{J}=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 8.17(\mathrm{~d}, \boldsymbol{J}=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 9.71(\mathrm{~s}, 1 \mathrm{H}) ; \operatorname{HRMS}$ (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{\mathbf{1 9}} \mathrm{H}_{\mathbf{2 6}} \mathrm{N}_{\mathbf{3}} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}: 360.4368$, found: 360.4374 .
4.1.9.3. [1-Oxo-6-(4-piperidinium-4-yl-benzoylamino)-1,3-dihy-droisoindol-2-yl]acetic acid trifluoroacetate (17C). Mp $>300{ }^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.84 (ddd, $J=26.7,12.5$, $2.9 \mathrm{~Hz}, 2 \mathrm{H}), 1.99(\mathrm{~d}, \mathrm{~J}=13.2 \mathrm{~Hz}, 2 \mathrm{H}), 2.93-2.98(\mathrm{~m}, 1 \mathrm{H}), 3.04(\mathrm{dd}$, $J=23.5,12.2 \mathrm{~Hz}, 2 \mathrm{H}), 3.41(\mathrm{~d}, J=11.7 \mathrm{~Hz}, 2 \mathrm{H}), 4.30(\mathrm{~s}, 2 \mathrm{H}), 4.50$
(s, 2H), 7.41 (d, J = $8.3 \mathrm{~Hz}, 2 \mathrm{H}$ ), 7.60 (d, J = $8.3 \mathrm{~Hz}, 1 \mathrm{H}$ ), 7.95-7.99 (m, $3 \mathrm{H}), 8.23$ (d, $J=1.5 \mathrm{~Hz}, 1 \mathrm{H}$ ), 8.42 (dd, $J=21.3,10.8 \mathrm{~Hz}, 1 \mathrm{H}), 8.69$ (d, $J=11.7 \mathrm{~Hz}, 1 \mathrm{H}), 10.44(\mathrm{~s}, 1 \mathrm{H}) ;{ }^{13} \mathrm{C}$ NMR $\delta\left(125 \mathrm{MHz}, d_{6}\right.$-DMSO) 29.67 (2C), 39.25 (1C), 43.98 (1C), 44.05 (2C), 50.46 (1C), 114.75 $(1 \mathrm{C}), 116.89\left(1 \mathrm{C}, \mathrm{CF}_{3} \mathrm{CO}_{2}^{-}\right), 124.08(1 \mathrm{C}), 124.22(1 \mathrm{C}), 127.06(2 \mathrm{C})$, 128.58 (2C), 132.60 (1C), 133.56 (1C), 137.50 (1C), 139.58 (1C), 148.86 (1C), 158.77 (1C, $\mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 165.95 (1C), 168.18 (1C), 170.99 (1C); HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{22} \mathrm{H}_{24} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}$: 394.4543, found: 394.4545 .
4.1.9.4. [1-Oxo-6-(4-piperazinium-1-yl-benzoylamino)-1,3-dihyd-roisoindol-2-yl]acetic acid trifluoroacetate (17d). $\quad \mathrm{Mp}=241-$ $242{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 3.27 (s, 4H) 3.54 (s, 4H) 4.30 (s, 2H) 4.49 (s, 2H) 7.11 (d, J=8.3 Hz, 2H) 7.58 (d, J=8.1 Hz, 1H) 7.96-7.99 (m, 3H) 8.23 (s, 1H) 8.96 (s, 2H) 10.23 ( $\mathrm{s}, 1 \mathrm{H}) ;{ }^{13} \mathrm{C}$ NMR $\boldsymbol{\delta}$ ( $125 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}$-DMSO) 42.98 (2C), 43.97 (1C), 44.90 (2C), 50.45 (1C), 114.70 (1C), 114.73 (2C), 116.67 ( $1 \mathrm{C}, \mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 123.97 (1C), 124.19 (1C), 125.11 (1C), 129.70 (2C), 132.55 (1C), 137.15 (1C), 139.84 (1C), 152.63 (1C), 158.75 (1C, $\mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 165.47 (1C), 168.23 (1C), 171.01 (1C); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{21} \mathrm{H}_{23} \mathrm{~N}_{4} \mathrm{O}_{4}$ $[\mathrm{M}+\mathrm{H}]^{+}: 395.4419$, found: 366.4422 .
4.1.9.5. $\quad$ 1-0xo-6-[(1,2,3,4-tetrahydroisoquinolinium-7-car-bonyl)amino]-1,3-dihydroisoindol-2-yl\}acetic acid chloride (17e). $\mathrm{Mp}=297.5-298{ }^{\circ} \mathrm{C}$ (decomposes); ${ }^{1} \mathrm{H}$ NMR $\delta(400 \mathrm{MHz}$, $d_{6}$-DMSO) 3.11 (t, $\left.J=6.0 \mathrm{~Hz}, 2 \mathrm{H}\right), 3.40$ (dd, $J=10.5,6.3 \mathrm{~Hz}, 2 \mathrm{H}$ ), $4.30(\mathrm{~s}, 2 \mathrm{H}), 4.35(\mathrm{t}, \mathrm{J}=4.0 \mathrm{~Hz}, 2 \mathrm{H}), 4.50(\mathrm{~s}, 2 \mathrm{H}), 7.40(\mathrm{~d}, J=8.3 \mathrm{~Hz}$, $1 \mathrm{H}), 7.60$ (d, $J=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.90-7.92$ (m, 2H), 8.01 (dd, $J=8.3$, $1.7 \mathrm{~Hz}, 1 \mathrm{H}), 8.26(\mathrm{~d}, J=1.7 \mathrm{~Hz}, 1 \mathrm{H}), 9.76$ (s, 2H), 10.59 (s, 1H); HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{20} \mathrm{H}_{20} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}: 366.4001$, found: 366.3997.
4.1.9.6. 3-[1-0xo-6-(2-piperidinium-4-yl-acetylamino)-1,3-dihyd-roisoindol-2-yl]propionic acid trifluoroacetate (17f). $\quad \mathrm{Mp}=112-$ $114{ }^{\circ} \mathrm{C} ;{ }^{1}{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) $1.40(\mathrm{dd}, \boldsymbol{J}=24.9,13.2 \mathrm{~Hz}$, 2H) 1.85 (d, $\boldsymbol{J}=15.1 \mathrm{~Hz}, 2 \mathrm{H}) 2.03-2.14(\mathrm{~m}, 1 \mathrm{H}), 2.33(\mathrm{~d}, \boldsymbol{J}=7.0 \mathrm{~Hz}$, 2 H ), 2.61 (t, J=6.8 Hz, 2H), 2.91 (dd, J=22.8, $11.5 \mathrm{~Hz}, 2 \mathrm{H}$ ), 3.27 (d, $\boldsymbol{J}=11.9 \mathrm{~Hz}, 2 \mathrm{H}), 3.73(\mathrm{t}, \boldsymbol{J}=6.8 \mathrm{~Hz}, 2 \mathrm{H}), 4.44(\mathrm{~s}, 2 \mathrm{H}), 7.51$ $(\mathrm{d}, \boldsymbol{J}=8.0 \mathrm{~Hz}, 1 \mathrm{H}), 7.66(\mathrm{~d}, \boldsymbol{J}=8.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.05(\mathrm{~s}, 1 \mathrm{H}), 8.30(\mathrm{~d}$, $\boldsymbol{J}=10.1 \mathrm{~Hz}, 1 \mathrm{H}), 8.59(\mathrm{~d}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 1 \mathrm{H}), 10.19(\mathrm{~s}, 1 \mathrm{H}) ;{ }^{13} \mathrm{C}$ NMR $\boldsymbol{\delta}$ ( $125 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}$-DMSO) 28.65 (2C), 31.16 (1C), 33.36 (1C), 38.60 (1C), $43.04(1 \mathrm{C}), 43.59(2 \mathrm{C}), 49.97(1 \mathrm{C}), 113.42(1 \mathrm{C}), 116.58$ ( $1 \mathrm{C}, \mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 122.76 (1C), 124.02 (1C), 133.25 (1C), 136.85 (1C), 139.34 (1C), 158.74 ( $1 \mathrm{C}, \mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 167.64 (1C), 170.31 (1C), 173.26 (1C); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{\mathbf{1 8}} \mathrm{H}_{\mathbf{2 4}} \mathrm{N}_{\mathbf{3}} \mathrm{O}_{\mathbf{4}}[\mathrm{M}+\mathrm{H}]^{+}$: 346.4097, found: 374.4690.
4.1.9.7. 3-[1-0xo-6-(4-piperidinium-4-yl-butyrylamino)-1,3-dihyd-roisoindol-2-yl]propionic acid trifluoroacetate ( $\mathbf{1 7 g}$ ). $\quad \mathrm{Mp}=196-$ $197{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{6}\right.$-DMSO) $1.20-1.30(\mathrm{~m}, 4 \mathrm{H})$, $1.49-1.55(\mathrm{~m}, 1 \mathrm{H}), 1.58-165(\mathrm{~m}, 2 \mathrm{H}), 1.81(\mathrm{~d}, \boldsymbol{J}=12.9 \mathrm{~Hz}, 2 \mathrm{H})$, $2.34(\mathrm{t}, \boldsymbol{J}=6.6 \mathrm{~Hz}, 2 \mathrm{H}), 2.60(\mathrm{t}, \boldsymbol{J}=6.9 \mathrm{~Hz}, 2 \mathrm{H}), 2.83(\mathrm{dd}, \boldsymbol{J}=20.8$, $10.0 \mathrm{~Hz}, 2 \mathrm{H}), 3.26$ (d, $\boldsymbol{J}=11.2 \mathrm{~Hz}, 2 \mathrm{H}$ ), 3.72 (t, $\boldsymbol{J}=6.9 \mathrm{~Hz}, 2 \mathrm{H}), 4.43$ $(\mathrm{s}, 2 \mathrm{H}), 7.50(\mathrm{~d}, \boldsymbol{J}=7.9 \mathrm{~Hz}, 1 \mathrm{H}), 7.67(\mathrm{~d}, \boldsymbol{J}=7.5 \mathrm{~Hz}, 1 \mathrm{H}), 8.05(\mathrm{~s}, 1 \mathrm{H})$, $8.32(\mathrm{~s}, 1 \mathrm{H}), 8.64(\mathrm{~s}, 1 \mathrm{H}), 10.14(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{20} \mathrm{H}_{28} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}: 374.4639$, found: 374.4643.
4.1.9.8. 3-[1-0xo-6-(4-piperidinium-4-yl-benzoylamino)-1,3-dihyd-roisoindol-2-yl]propionic acid trifluoroacetate (17h). $\quad \mathrm{Mp}=243-$ $244{ }^{\circ} \mathrm{C}$ (decomposes); ${ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.85 (dd, $\boldsymbol{J}=23.7,11.5 \mathrm{~Hz}, 2 \mathrm{H}), 1.99(\mathrm{~d}, \boldsymbol{J}=13.2 \mathrm{~Hz}, 2 \mathrm{H}), 2.63(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}$, 2H), 2.93-3.09 (m, 3H), 3.42 (d, $\boldsymbol{J}=11.7 \mathrm{~Hz}, 2 \mathrm{H}), 3.75(\mathrm{t}, \boldsymbol{J}=7.0 \mathrm{~Hz}$, $2 \mathrm{H}), 4.48$ (s, 2H), 7.41 (d, $\boldsymbol{J}=8.1 \mathrm{~Hz}, 2 \mathrm{H}), 7.57(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H})$, 7.94 (dd, $\boldsymbol{J}=8.3,1.5 \mathrm{~Hz}, 1 \mathrm{H}), 7.97$ (d, $\boldsymbol{J}=8.1 \mathrm{~Hz}, 2 \mathrm{H}), 8.20$ (d, $\boldsymbol{J}=1.5 \mathrm{~Hz}, 1 \mathrm{H}), 8.57(\mathrm{~s}, 1 \mathrm{H}), 8.77(\mathrm{t}, \boldsymbol{J}=12.7,2 \mathrm{H}), 10.43(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{23} \mathrm{H}_{26} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}: 408.4814$, found: 408.4816.
4.1.9.9. 3-[1-0xo-6-(4-piperazinium-1-yl-benzoylamino)-1,3-dihyd-roisoindol-2-yl]propionic acid trifluoroacetate (17i). $\quad \mathrm{Mp}=212-$ $214{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(400 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO $\left.+\mathrm{CCl}_{\mathbf{4}}\right) 2.62(\mathrm{t}, \boldsymbol{J}=6.6 \mathrm{~Hz}$, 2 H ), 3.27 (s, 4H), 3.53 (s, 4H), $3.74(\mathrm{t}, \boldsymbol{J}=6.6 \mathrm{~Hz}, 2 \mathrm{H}), 4.46(\mathrm{~s}, 2 \mathrm{H})$, $7.10(\mathrm{~d}, \boldsymbol{J}=8.7 \mathrm{~Hz}, 2 \mathrm{H}), 7.55(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.93-7.99(\mathrm{~m}, 3 \mathrm{H})$, 8.19 (s, 1H), $9.02(\mathrm{~s}, 2 \mathrm{H}), 10.21(\mathrm{~s}, 1 \mathrm{H}) ;{ }^{\mathbf{1 3}} \mathrm{C}$ NMR $\boldsymbol{\delta}\left(125 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}{ }^{-}\right.$ DMSO) 33.39 (1C), 38.61 (1C), 42.98 (2C), 44.89 (2C), 50.01 (1C), 114.50 (1C), $114.72(2 \mathrm{C}), 116.68$ (1C, $\left.\mathrm{CF}_{3} \mathrm{CO}_{2}^{-}\right), 123.83$ (1C), 123.86 (1C), 129.69 (2C), 133.15 (1C), 136.94 (1C), 139.76 (1C), 152.61 (1C), 158.57 ( $1 \mathrm{C}, \mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 165.44 (1C), 167.74 (1C), 173.29 (1C); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{22} \mathrm{H}_{25} \mathrm{~N}_{4} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}: 409.4689$, found: 409.4696.
4.1.9.10. 3-\{1-0xo-6-[(1,2,3,4-tetrahydroisoquinolinium-7-car-bonyl)amino]-1,3-dihydroisoindol-2-yl\}-propionic acid chloride (17j). $\quad \mathrm{Mp}=276-277.5^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) 2.63 (t, $J=7.0 \mathrm{~Hz}, 2 \mathrm{H}$ ), 3.10 ( $\mathrm{t}, J=5.9 \mathrm{~Hz}, 2 \mathrm{H}$ ), 3.40 (dd, $J=6.5$, $4.4 \mathrm{~Hz}, 2 \mathrm{H}), 3.74(\mathrm{t}, \mathrm{J}=7.0 \mathrm{~Hz}, 2 \mathrm{H}), 4.35(\mathrm{~s}, 2 \mathrm{H}), 4.48(\mathrm{~s}, 2 \mathrm{H}), 7.40(\mathrm{~d}$, $J=8.6 \mathrm{~Hz}, 1 \mathrm{H}), 7.56$ (d, $J=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.89-7.92$ (m, 2H), 7.97 (dd, $J=8.3,1.7 \mathrm{~Hz}, 1 \mathrm{H}$ ), 8.21 (d, $J=1.2 \mathrm{~Hz}, 1 \mathrm{H}), 9.67$ (s, 2H), 10.54 (s, 1 H ); HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{21} \mathrm{H}_{22} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}: 380.4272$, found: 380.4281 .
4.1.9.11. 3-[1-0xo-6-(3-piperazinium-1-yl-benzoylamino)-1,3-di-hydroisoindol-2-yl]propionic acid trifluoroacetate (17k). $\mathrm{Mp}=102-103{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 2.63 $(\mathrm{t}, \boldsymbol{J}==7.1 \mathrm{~Hz}, 2 \mathrm{H}), 3.29(\mathrm{~s}, 4 \mathrm{H}), 3.46(\mathrm{t}, \boldsymbol{J}=4.8 \mathrm{~Hz}, 4 \mathrm{H}), 3.75(\mathrm{t}$, $\boldsymbol{J}=6.8 \mathrm{~Hz}, 2 \mathrm{H}), 4.48(\mathrm{~s}, 2 \mathrm{H}), 7.24(\mathrm{~d}, \boldsymbol{J}=8.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.43(\mathrm{t}$, $\boldsymbol{J}=7.7 \mathrm{~Hz}, 1 \mathrm{H}), 7.48(\mathrm{~d}, \boldsymbol{J}=7.6 \mathrm{~Hz}, 1 \mathrm{H}), 7.52(\mathrm{~s}, 1 \mathrm{H}), 7.58$ (d, $\boldsymbol{J}=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.94(\mathrm{~d}, \boldsymbol{J}=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 8.17(\mathrm{~s}, 1 \mathrm{H}), 8.88(\mathrm{~s}, 2 \mathrm{H})$, 10.39 (s, 1H); ${ }^{13} \mathrm{C}$ NMR $\boldsymbol{\delta}\left(125 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 33.39 (1C), 38.62 (1C), 43.17 (2C), 45.93 (2C), 50.04 (1C), 114.69 (1C), 115.37 (1C), 116.09 (1C, $\mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 119.66 (1C), 119.78 (1C), 123.93 (1C), 124.01 (1C), 129.72 (1C), 133.21 (1C), 136.18 (1C), 137.34 (1C), 139.44 (1C), 150.46 (1C), 158.76 ( $1 \mathrm{C}, \mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 166.30 (1C), 167.67 (1C), 173.28 (1C); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{22} \mathrm{H}_{25} \mathrm{~N}_{4} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}$: 409.4689, found: 409.4687.
4.1.9.12. 3-[1-0xo-6-(2-piperidinium-4-yl-acetylamino)-1,3-dihydroisoindol-2-yl]butyric acid trifluoroacetate (171). Glassy substance; ${ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.27 (d, $J=6.7 \mathrm{~Hz}, 3 \mathrm{H}), 1.37-1.44(\mathrm{~m}, 2 \mathrm{H}), 1.85(\mathrm{~d}, J=13.5 \mathrm{~Hz}, 2 \mathrm{H}), 2.05-$ $2.12(\mathrm{~m}, 1 \mathrm{H}), 2.33(\mathrm{~d}, J=6.7 \mathrm{~Hz}, 2 \mathrm{H}), 2.62$ (ddd, $J=30.8,15.3$, $7.4 \mathrm{~Hz}, 2 \mathrm{H}$ ), 2.92 (dd, $J=22.8,11.9 \mathrm{~Hz}, 2 \mathrm{H}$ ), 3.27 (d, $J=11.9 \mathrm{~Hz}$, 2 H ), 4.39 (dd, $J=27.8,17.1 \mathrm{~Hz}, 2 \mathrm{H}$ ), 4.59 (dt, $J=14.4,7.5 \mathrm{~Hz}, 1 \mathrm{H}$ ), $7.52(\mathrm{~d}, J=8.0 \mathrm{~Hz}, 1 \mathrm{H}), 7.67(\mathrm{~d}, J=8.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.04(\mathrm{~s}, 1 \mathrm{H}), 8.35$ (d, $J=7.3 \mathrm{~Hz}, 1 \mathrm{H}$ ), 8.62 (d, $J=7.0 \mathrm{~Hz}, 1 \mathrm{H}$ ), 10.20 (s, 1H); HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{19} \mathrm{H}_{26} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}: 360.4368$, found: 360.4660 .
4.1.9.13. 3-[1-0xo-6-(4-piperidinium-4-yl-butyrylamino)-1,3-dihydroisoindol-2-yl]butyric acid chloride (17m). $\quad \mathrm{Mp}=231-$ $234{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\boldsymbol{\delta}\left(500 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}\right.$-DMSO) 1.21-1.29 (m,5H), 1.32 (dd, $\boldsymbol{J}=23.1,11.4 \mathrm{~Hz}, 2 \mathrm{H}), 1.49-1.56(\mathrm{~m}, 1 \mathrm{H}), 1.61(\mathrm{t}, \boldsymbol{J}=6.6 \mathrm{~Hz}, 2 \mathrm{H})$, $1.79(\mathrm{~d}, \boldsymbol{J}=13.5 \mathrm{~Hz}, 2 \mathrm{H}), 2.36(\mathrm{t}, \boldsymbol{J}=5.8 \mathrm{~Hz}, 2 \mathrm{H}), 2.61$ (ddd, $\boldsymbol{J}=31.1$, $15.1,7.8 \mathrm{~Hz}, 2 \mathrm{H}$ ), 2.80 (dd, $\boldsymbol{J}=21.2,10.5 \mathrm{~Hz}, 2 \mathrm{H}$ ), 3.21 (d, $\boldsymbol{J}=11.2 \mathrm{~Hz}, 2 \mathrm{H}), 4.37(\mathrm{dd}, \boldsymbol{J}=26.7,17.7 \mathrm{~Hz}, 2 \mathrm{H}), 4.59(\mathrm{dd}, \boldsymbol{J}=12.8$, $6.4 \mathrm{~Hz}, 1 \mathrm{H}), 7.49(\mathrm{~d}, \boldsymbol{J}=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 7.74(\mathrm{~d}, \boldsymbol{J}=7.0 \mathrm{~Hz}, 1 \mathrm{H}), 8.07$ (s, $1 \mathrm{H}), 8.82(\mathrm{~d}, \boldsymbol{J}=7.6 \mathrm{~Hz}, 1 \mathrm{H}), 9.09(\mathrm{~d}, \boldsymbol{J}=7.6 \mathrm{~Hz}, 1 \mathrm{H}), 10.36(\mathrm{~s}, 1 \mathrm{H})$; ${ }^{13} \mathrm{C}$ NMR $\boldsymbol{\delta}$ ( $125 \mathrm{MHz}, \boldsymbol{d}_{\mathbf{6}}$-DMSO) 18.51 (1C), 22.02 (1C), 28.30 (2C), 32.86 (1C), 35.06 (1C), 36.33 (1C), 43.15 (2C), 44.43 (1C), 45.58 (1C), 112.87 (1C), 122.25 (1C), 123.48 (1C), 133.02 (1C), 136.05 (1C), 139.27 (1C), 166.82 (1C), 171.47 (1C), 172.25 (1C); HRMS (FAB) $\boldsymbol{m} / \boldsymbol{z}$ calcd for $\mathrm{C}_{21} \mathrm{H}_{30} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}$: 388.4910, found: 388.4872.
4.1.9.14. 3-[1-Oxo-6-(4-piperidinium-4-yl-benzoylamino)-1,3-dihydroisoindol-2-yl]butyric acid chloride (17n). $\quad \mathrm{Mp}=200-$ $202{ }^{\circ} \mathrm{C}$; ${ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) $1.28(\mathrm{~d}, J=6.7 \mathrm{~Hz}, 3 \mathrm{H})$, $1.94-2.02$ (m, 4H), 2.64 (ddd, $J=31.4,15.2,7.4 \mathrm{~Hz}, 2 \mathrm{H}$ ), 2.94-3.04 $(\mathrm{m}, 3 \mathrm{H}), 3.36(\mathrm{~d}, J=10.6 \mathrm{~Hz}, 2 \mathrm{H}), 4.43(\mathrm{dd}, J=27.8,17.4 \mathrm{~Hz}, 2 \mathrm{H})$, 4.61 (td, $J=14.0,7.0 \mathrm{~Hz}, 1 \mathrm{H}$ ), 7.40 (d, $J=7.8 \mathrm{~Hz}, 2 \mathrm{H}$ ), 7.56 (d, $J=8.0 \mathrm{~Hz}, 1 \mathrm{H}), 7.97-8.01(\mathrm{~m}, 3 \mathrm{H}), 8.20(\mathrm{~s}, 1 \mathrm{H}), 9.23-9.27(\mathrm{~m}, 1 \mathrm{H})$, $9.32-9.34(\mathrm{~m}, J=9.6 \mathrm{~Hz}, 1 \mathrm{H}), 10.50(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) m/z calcd for $\mathrm{C}_{24} \mathrm{H}_{28} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}: 422.5085$, found: 422.5091 .
4.1.9.15. 3-[1-0xo-6-(4-piperazinium-4-yl-benzoylamino)-1,3-dihydroisoindol-2-yl]butyric acid chloride (170). $\quad \mathrm{Mp}=258$ $258.5^{\circ} \mathrm{C}$ (decomposes); ${ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.28 (d, $J=6.8 \mathrm{~Hz}, 3 \mathrm{H}), 2.64$ (ddd, $J=31.2,15.3,7.1 \mathrm{~Hz}, 2 \mathrm{H}), 3.21(\mathrm{~s}, 4 \mathrm{H})$, 3.57 (t, $J=4.3,4 \mathrm{H}), 4.41$ (dd, $J=27.9,17.6 \mathrm{~Hz}, 2 \mathrm{H}$ ), 4.61 (td, $J=13.6,6.5 \mathrm{~Hz}, 1 \mathrm{H}), 7.10(\mathrm{~d}, J=8.3 \mathrm{~Hz}, 2 \mathrm{H}), 7.55(\mathrm{~d}, J=8.3 \mathrm{~Hz}$, 2 H ), 7.97 ( $\mathrm{m}, \mathrm{J}=8.1 \mathrm{~Hz}, 3 \mathrm{H}$ ), 8.19 ( $\mathrm{s}, 1 \mathrm{H}$ ), 9.51 ( $\mathrm{s}, 2 \mathrm{H}$ ), 10.26 ( s , $1 \mathrm{H}) ;{ }^{13} \mathrm{C}$ NMR $\delta\left(125 \mathrm{MHz}, d_{6}\right.$-DMSO) 18.99 (1C), 42.74 (2C), 44.76 (2C), 44.88 (1C), 46.06 (1C), 114.53 (2C), 114.69 (1C), 123.83 (1C), 123.85 (1C), 125.03 (1C), 129.73 (2C), 133.42 (1C), 136.84 (1C), 139.80 (1C), 152.63 (1C), 165.45 (1C), 167.25 (1C), 172.71 (1C); HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{23} \mathrm{H}_{27} \mathrm{~N}_{4} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}$: 423.4960, found: 423.4953.
4.1.9.16. 3-\{1-0xo-6-[(1,2,3,4-tetrahydroisoquinolinium-7-car-bonyl)amino]-1,3-dihydroisoindol-2-yl\}butyric acid chloride (17p). Hygroscopic substance; ${ }^{1} \mathrm{H}$ NMR $\delta$ ( $500 \mathrm{MHz}, d_{6}{ }^{-}$ DMSO) 1.29 (d, $J=6.6 \mathrm{~Hz}, 3 \mathrm{H}$ ), 2.64 (ddd, $J=30.8,15.2,7.1 \mathrm{~Hz}$, $2 \mathrm{H}), 3.09(\mathrm{t}, \mathrm{J}=6.0 \mathrm{~Hz}, 2 \mathrm{H}), 3.45(\mathrm{~d}, J=5.1 \mathrm{~Hz}, 2 \mathrm{H}), 4.39-4.48(\mathrm{~m}$, $4 \mathrm{H}), 4.62(\mathrm{td}, J=14.2,7.3 \mathrm{~Hz}, 1 \mathrm{H}), 7.42(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.59(\mathrm{~d}$, $J v 8.6 \mathrm{~Hz}, 1 \mathrm{H}), 7.88-7.95(\mathrm{~m}, 3 \mathrm{H}), 8.18$ (s, 1H), 9.17 (s, 2H), 10.46 ( $\mathrm{s}, 1 \mathrm{H}$ ); HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{22} \mathrm{H}_{24} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}: 394.4543$, found: 394.4546.
4.1.9.17. 3-[1-Oxo-6-(3-piperazinium-4-yl-benzoylamino)-1,3-dihydroisoindol-2-yl]butyric acid chloride (17q). $\quad \mathrm{Mp}=232-$ $233{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) 1.28 (d, $J=5.4 \mathrm{~Hz}, 3 \mathrm{H}$ ), 2.64 (ddd, $J=30.6,14.8,7.8 \mathrm{~Hz}, 2 \mathrm{H}), 3.24(\mathrm{~s}, 4 \mathrm{H}), 3.52(\mathrm{~s}, 4 \mathrm{H})$, 4.42 (dd, $J=26.5,17.4 \mathrm{~Hz}, 2 \mathrm{H}), 4.59-4.65(\mathrm{~m}, 1 \mathrm{H}), 7.23$ (d, $J=7.5 \mathrm{~Hz}, 1 \mathrm{H}), 7.41(\mathrm{t}, J=6.7 \mathrm{~Hz}, 1 \mathrm{H}), 7.50(\mathrm{~d}, J=6.5 \mathrm{~Hz}, 1 \mathrm{H}), 7.56$ (d, $J=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 7.60(\mathrm{~s}, 1 \mathrm{H}), 7.99(\mathrm{~d}, J=7.3 \mathrm{~Hz}, 1 \mathrm{H}), 8.20(\mathrm{~s}$, 1H) $9.53(\mathrm{~s}, 2 \mathrm{H}), 10.52(\mathrm{~s}, 1 \mathrm{H}) ;{ }^{13} \mathrm{C}$ NMR $\delta\left(125 \mathrm{MHz}, d_{6}\right.$-DMSO) 18.99 (1C), 38.72 (1C), 42.92 (2C), 44.90 (1C), 45.81 (2C), 46.10 (1C), 114.80 (1C), 115.49 (1C), 119.75 (1C), 123.91 (1C), 124.12 (1C), 129.69 (1C), 133.43 (1C), 136.08 (1C), 137.24 (1C), 139.49 (1C), 150.42 (1C), 166.28 (1C), 167.20 (1C), 172.70 (1C); HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{23} \mathrm{H}_{27} \mathrm{~N}_{4} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}: 423.4960$, found: 423.4967.
4.1.9.18. 4-[1-0xo-6-(2-piperidinium-4-yl-acetylamino)-1,3-dihydroisoindol-2-yl]butyric acid trifluoroacetate (17r). $\mathrm{Mp}=184-185{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(500 \mathrm{MHz}, d_{6}\right.$-DMSO) $1.37-1.45(\mathrm{~m}$, $2 \mathrm{H}), 1.80-1.87(\mathrm{~m}, 4 \mathrm{H}), 2.05-2.12(\mathrm{~m}, 1 \mathrm{H}), 2.25(\mathrm{t}, J=6.9 \mathrm{~Hz}, 2 \mathrm{H})$, 2.33 (d, $J=6.7 \mathrm{~Hz}, 2 \mathrm{H}$ ), 2.91 (dd, $J=23.0,11.2 \mathrm{~Hz}, 2 \mathrm{H}$ ), 3.28 (d, $J=11.2 \mathrm{~Hz}, 2 \mathrm{H}), 3.53(\mathrm{t}, J=6.9 \mathrm{~Hz}, 2 \mathrm{H}), 4.41(\mathrm{~s}, 2 \mathrm{H}), 7.51(\mathrm{~d}$, $J=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 7.66(\mathrm{~d}, J=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 8.05(\mathrm{~s}, 1 \mathrm{H}), 8.33-8.38(\mathrm{~m}$, $1 \mathrm{H}), 8.61-8.66(\mathrm{~m}, 1 \mathrm{H}), 10.20(\mathrm{~s}, 1 \mathrm{H}) ;{ }^{13} \mathrm{C}$ NMR $\delta\left(125 \mathrm{MHz}, d_{6}{ }^{-}\right.$ DMSO) 23.72 (1C), 28.65 (2C), 31.17 (1C), 31.47 (1C), 41.66 (1C), 43.05 (1C), 43.58 (2C), 49.58 (1C), 113.49 (1C), 116.17 (1C, $\left.\mathrm{CF}_{3} \mathrm{CO}_{2}^{-}\right), 122.68(1 \mathrm{C}), 124.02(1 \mathrm{C}), 133.34(1 \mathrm{C}), 136.83$ (1C), 139.33 (1C), 158.56 (1C, $\mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 167.76 (1C), 170.31 (1C), 174.42 (1C); HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{19} \mathrm{H}_{26} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}$: 360.4368 , found: 360.4372 .
4.1.9.19. 4-[1-Oxo-6-(4-piperidinium-4-yl-butyrylamino)-1,3-dihydroisoindol-2-yl]butyric acid trifluoroacetate (17s). $\quad \mathrm{Mp}=200-202{ }^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta$ ( $400 \mathrm{MHz}, d_{6}$-DMSO) $1.20-1.28(\mathrm{~m}, 4 \mathrm{H}), 1.48-1.55(\mathrm{~m}, 1 \mathrm{H}), 1.6(\mathrm{dt}, J=15.0,7.3 \mathrm{~Hz}$, $2 \mathrm{H}), 1.78-1.86(\mathrm{~m}, 4 \mathrm{H}), 2.24(\mathrm{t}, J=7.2 \mathrm{~Hz}, 2 \mathrm{H}), 2.33(\mathrm{t}, J=7.1 \mathrm{~Hz}$, 2 H ), 2.83 (dd, $J=21.7,10.9 \mathrm{~Hz}, 2 \mathrm{H}), 3.25(\mathrm{~d}, J=12.2 \mathrm{~Hz}, 2 \mathrm{H}), 3.51$ (t, $J=6.8 \mathrm{~Hz}, 2 \mathrm{H}), 4.40(\mathrm{~s}, 2 \mathrm{H}), 7.49(\mathrm{~d}, J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 7.66$ (d, $J=8.1 \mathrm{~Hz}, 1 \mathrm{H}), 8.04(\mathrm{~s}, 1 \mathrm{H}), 8.27(\mathrm{~s}, 1 \mathrm{H}), 8.68(\mathrm{~s}, 1 \mathrm{H}), 10.13(\mathrm{~s}$, $1 \mathrm{H}) ;{ }^{13} \mathrm{C}$ NMR $\delta\left(125 \mathrm{MHz}, d_{6}\right.$-DMSO) 22.41 (1C), 23.74 (1C), 28.87 (2C), 31.50 (1C), 33.30 (1C),35.49 (1C), 36.81 (1C), 41.69 (1C), 43.80 (2C), $49.59(1 \mathrm{C}), 113.38(1 \mathrm{C}), 116.44\left(1 \mathrm{C}, \mathrm{CF}_{3} \mathrm{CO}_{2}^{-}\right)$, 122.61 (1C), 123.96 (1C), 133.34 (1C), 136.61 (1C), 139.57 (1C), 157.75 ( $1 \mathrm{C}, \mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 167.81 (1C), 171.78 (1C), 174.39 (1C); HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{21} \mathrm{H}_{30} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}$: 388.4910, found: 388.4904.
4.1.9.20. 4-[1-Oxo-6-(4-piperidinium-4-yl-benzoylamino)-1,3-dihydroisoindol-2-yl]butyric acid trifluoroacetate (17t). $\mathrm{Mp}=280-281^{\circ} \mathrm{C} ;{ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}\right.$-DMSO) $1.79-1.90(\mathrm{~m}, 4 \mathrm{H}), 2.00(\mathrm{~d}, J=12.7 \mathrm{~Hz}, 2 \mathrm{H}), 2.26(\mathrm{t}, J=6.6 \mathrm{~Hz}$, $2 \mathrm{H}), 2.93-3.08(\mathrm{~m}, 3 \mathrm{H}), 3.40-3.43(\mathrm{~m}, 2 \mathrm{H}), 3.54(\mathrm{t}, J=6.5 \mathrm{~Hz}, 2 \mathrm{H})$, 4.45 (s, 2H), 7.40 (d, J= $7.6 \mathrm{~Hz}, 2 \mathrm{H}$ ), 7.56 (d, J= $7.6 \mathrm{~Hz}, 2 \mathrm{H}$ ), $7.92-$ 7.97 (m, 3H), 8.18 ( $\mathrm{s}, 1 \mathrm{H}), 8.52(\mathrm{~s}, 1 \mathrm{H}), 8.77$ (s, 1H), 10.43 ( $\mathrm{s}, 1 \mathrm{H})$; ${ }^{13} \mathrm{C}$ NMR $\delta\left(125 \mathrm{MHz}, d_{6}\right.$-DMSO) 23.76 (1C), 29.67 (2C), 31.53 (1C), 39.25 (1C), 41.72 (1C), 44.05 (2C), 49.66 (1C), 114.65 (1C), 116.72 (1C, $\mathrm{CF}_{3} \mathrm{CO}_{2}^{-}$), 123.83 (1C), 123.93 (1C), 127.05 (2C), 128.57 (2C), 133.31 (1C), 133.58 (1C), 137.27 (1C), 139.48 (1C), 148.85 (1C), 158.77 (1C, $\mathrm{CF}_{3} \mathrm{CCO}_{2}^{-}$), 165.91 (1C), 167.81 (1C), 174.41 (1C); HRMS (FAB) $m / z$ calcd for $\mathrm{C}_{24} \mathrm{H}_{28} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}$: 422.5085, found: 422.5088 .
4.1.9.21. 4-\{1-0xo-6-[(1,2,3,4-tetrahydroisoquinolinium-7-car-bonyl)amino]-1,3-dihydroisoindol-2-yl\}butyric acid chloride (17u). Hygroscopic substance; ${ }^{1} \mathrm{H}$ NMR $\delta\left(400 \mathrm{MHz}, d_{6}-\right.$ DMSO) 1.86 (dt, $J=13.7,6.7 \mathrm{~Hz}, 2 \mathrm{H}), 2.27(\mathrm{t}, J=6.7 \mathrm{~Hz}, 2 \mathrm{H}), 3.09$ (t, $J=5.2 \mathrm{~Hz}, 2 \mathrm{H}), 3.43-3.49(\mathrm{~m}, 2 \mathrm{H}), 3.55(\mathrm{t}, J=6.7 \mathrm{~Hz}, 2 \mathrm{H}), 4.40$ (s, 2H), 4.46 (s, 2H), 7.42 (d, $J=7.8 \mathrm{~Hz}, 1 \mathrm{H}), 7.58(\mathrm{~d}, J=8.3 \mathrm{~Hz}$, $1 \mathrm{H}), 7.88(\mathrm{~s}, 1 \mathrm{H}), 7.90-7.96(\mathrm{~m}, 2 \mathrm{H}), 8.19(\mathrm{~s}, 1 \mathrm{H}), 9.21(\mathrm{~s}, 2 \mathrm{H})$, $10.46(\mathrm{~s}, 1 \mathrm{H})$; HRMS (FAB) $\mathrm{m} / \mathrm{z}$ calcd for $\mathrm{C}_{22} \mathrm{H}_{24} \mathrm{~N}_{3} \mathrm{O}_{4}[\mathrm{M}+\mathrm{H}]^{+}$: 394.4543, found: 394.4540 .

### 4.2. X-ray diffraction

The X-ray data for $\mathbf{5 b}, \mathbf{1 4}, \mathbf{1 7} \mathbf{c}-\mathrm{TfaOH} \cdot 5 \mathrm{H}_{2} \mathrm{O}, \mathbf{1 7 h}-\mathrm{TfaOH} \cdot 2 \mathrm{H}_{2} \mathrm{O}$, and $\mathbf{1 7 t} \cdot \mathrm{H}_{2} \mathrm{O}$ were collected utilizing $\mathrm{MoK} \alpha$ radiation at Nonius kappa CCD diffractometer at 100 K , and at Xcalibur Oxford Diffraction CCD diffractometer at room temperature for $\mathbf{1 7 c}, \mathbf{1 7 h}, 17 \mathrm{i} \cdot \mathrm{H}_{2} \mathrm{O}$, and $\mathbf{1 7} \mathbf{j} \cdot \mathrm{H}_{2} \mathrm{O}$. Final unit cell dimensions were obtained and refined on an entire data set. All calculations to solve the structures and to refine the models were carried out with the programs shelxs97 and ShelxL97. ${ }^{22}$ In all structures nonhydrogen nondisordered atoms have been refined with anisotropic displacement parameters. In 17c the Tfa anion is disordered over two positions with the occupancies $0.876(3)$ and $0.124(4)$. The $F$ atoms in the minor component were refined in isotropic approximation. In $\mathbf{1 7 i} \cdot \mathrm{H}_{2} \mathrm{O}$ the fluorine atoms in the Tfa anion are disordered over three positions with the occupancies $0.756(12), 0.156(10)$ and $0.088(7)$. The minor components were refined in isotropic approximation. The X-ray data for $\mathbf{1 7} \mathbf{j} \cdot \mathrm{H}_{2} \mathrm{O}$ obtained from the poor-diffracting crystal revealed the disordering of chloride anion and water molecule. For both of these disordered species five close proximal positions with different occupancies have been found and refined in isotropic approximation with the combined occupancies of unity, both for Cl anion and $\mathrm{H}_{2} \mathrm{O}$. In all structures the C-bound H atoms were placed in cal-
culated positions and were treated in a riding model approximation with $U_{\text {iso }}(\mathrm{H})=1.2 U_{\text {eq }}(\mathrm{C})$, the O - and N -bound H-atoms were found from difference Fourier maps and refined with isotropic displacement parameters $U_{\text {iso }}(\mathrm{H})=1.5 U_{\text {eq }}(\mathrm{O}), U_{\text {iso }}(\mathrm{H})=1.2 U_{\text {eq }}(\mathrm{N})$. The Figures were produced using Mercury. ${ }^{23}$ CCDC 912329-912337 contain the crystallographic data for studied compounds. These data can be obtained free of charge from the Cambridge Crystallographic Data Centre via www.ccdc.cam.ac.uk/data_request/cif.

### 4.2.1. Crystal data and structure refinement parameters for $\mathbf{5 b}$

Empirical formula: $\mathrm{C}_{12} \mathrm{H}_{14} \mathrm{~N}_{2} \mathrm{O}_{3}$ formula weight: 234.25. Crystal system: monoclinic. Space group: $P 2_{1} / n$. Unit cell dimensions: $a=5.9940(3), \quad b=8.1340(5), \quad c=22.2920(13), \quad \beta=96.223(2)^{\circ}$, $V=1080.45(11) \AA^{3}$. Index ranges: $-7 \leqslant h \leqslant 7, \quad-10 \leqslant k \leqslant 9$, $-23 \leqslant l \leqslant 28$. Range for data collection from $1.84^{\circ}$ to $26.99^{\circ}, Z=4$. $D_{\text {calc }}=1.440 \mathrm{mg} / \mathrm{m}^{3} . F(000)=496$. Reflections collected 6247. Independent reflections 2360 [ $R$ (int) $=0.0429]$. Data/restraints/parameters 2360:0:163. Refinement method: Full matrix least squares on $F^{2}$. Goodness-of-fit on $F^{2}: 1.006$. Final $R$ indices $[I>2(I)]: R_{1}=0.0493$, $w R_{2}=0.1350$. $R$ indices (all data): $R_{1}=0.0666, w R_{2}=0.1464$. Largest diff. peak and hole: 0.285 and -0.286 e $\AA^{-3}$.

### 4.2.2. Crystal data and structure refinement parameters for $\mathbf{1 4}$

Empirical formula: $\mathrm{C}_{15} \mathrm{H}_{19} \mathrm{NO}_{4}$ formula weight: 277.31. Crystal system: monoclinic. Space group: $P 2_{1} / c$. Unit cell dimensions: $a=11.9373(9), \quad b=10.3546(8), \quad c=11.5307(9), \quad \beta=102.543(4)^{\circ}$, $V=1391.25(19) \AA^{3}$. Index ranges: $-15 \leqslant h \leqslant 15,-12 \leqslant k \leqslant 13$, $-14 \leqslant l \leqslant 14$. Range for data collection from $2.63^{\circ}$ to $27.00^{\circ}, Z=4$. $D_{\text {calc }}=1.324 \mathrm{mg} / \mathrm{m}^{3} . F(000)=592$. Reflections collected 5573. Independent reflections 3015 [ $R($ int $)=0.0541]$. Data/restraints/parameters 3015:0:188. Refinement method: Full matrix least squares on $F^{2}$. Goodness-of-fit on $F^{2}: 1.006$. Final $R$ indices $[I>2(I)]: R_{1}=0.0633$, $w R_{2}=0.1400 . R$ indices (all data): $R_{1}=0.0910, w R_{2}=0.1546$. Largest diff. peak and hole: 0.248 and -0.309 e $\AA^{-3}$.

### 4.2.3. Crystal data and structure refinement parameters for [1-oxo-6-(4-piperidinium-4-yl-benzoylamino)-1,3-dihydrois-oindol-2-yl]acetate pentahydrate ( 17 c - $\mathrm{TfaOH} \cdot \mathbf{5 \mathrm { H } _ { 2 }} \mathbf{0}$ )

Empirical formula: $\mathrm{C}_{22} \mathrm{H}_{33} \mathrm{~N}_{3} \mathrm{O}_{9}$ formula weight: 483.51. Crystal system: monoclinic. Space group: $P 2_{1} / n$. Unit cell dimensions: $a=12.8160(3), b=11.1350(3), c=17.1290(5) \AA \AA, \beta=108.7240(8)^{\circ}$, $V=2315.04(11) \AA^{3}$. Index ranges: $-16 \leqslant h \leqslant 16,-13 \leqslant k \leqslant 13$, $-21 \leqslant l \leqslant 21$. Range for data collection from $2.40^{\circ}$ to $26.50^{\circ}, Z=4$. $D_{\text {calc }}=1.387 \mathrm{mg} / \mathrm{m}^{3} . F(000)=1032$. Reflections collected 18213. Independent reflections $4793 \quad[R($ int $)=0.0500]$. Data/restraints/ parameters 4793:0:346. Refinement method: Full matrix least squares on $F^{2}$. Goodness-of-fit on $F^{2}: 1.003$. Final $R$ indices $[I>2(I)]$ : $R_{1}=0.0474, w R_{2}=0.1117 . R$ indices (all data): $R_{1}=0.0596$, $w R_{2}=0.1185$. Largest diff. peak and hole: 0.364 and -0.366 e $\AA^{-3}$.

### 4.2.4. Crystal data and structure refinement parameters for 17 c

Empirical formula: $\mathrm{C}_{24} \mathrm{H}_{24} \mathrm{~F}_{3} \mathrm{~N}_{3} \mathrm{O}_{6}$ formula weight: 507.46. Crystal system: triclinic. Space group: $P-1$. Unit cell dimensions: $a=7.2240(8), \quad b=9.8920(9), \quad c=17.329(2), \quad \alpha=97.142(7)$, $\beta=93.852(4), \quad \gamma=97.901(7), \quad V=1212.6(2) \AA^{3}$. Index ranges: $-8 \leqslant h \leqslant 8,-11 \leqslant k \leqslant 8,-20 \leqslant l \leqslant 20$. Range for data collection from $2.10^{\circ}$ to $25.00^{\circ}, Z=2 . D_{\text {calc }}=1.390 \mathrm{mg} / \mathrm{m}^{3} . F(000)=528$. Reflections collected 6908. Independent reflections 4135 $[R(\mathrm{int})=0.0374]$. Data/restraints/parameters 4135:16:360. Refinement method: Full matrix least squares on $F^{2}$. Goodness-of-fit on $F^{2}: 1.001$. Final $R$ indices $[I>2(I)]: R_{1}=0.0781, w R_{2}=0.1818$. $R$ indices (all data): $R_{1}=0.0972, w R_{2}=0.1918$. Largest diff. peak and hole: 0.639 and -0.459 e $^{-3}$.
4.2.5. Crystal data and structure refinement parameters for $\mathbf{1 7 h}$

Empirical formula: $\mathrm{C}_{25} \mathrm{H}_{26} \mathrm{~F}_{3} \mathrm{~N}_{3} \mathrm{O}_{6}$ formula weight: 521.49. Crystal system: monoclinic. Space group: $P 2_{1} / c$. Unit cell dimensions: $a=13.675(4), \quad b=6.202(8), \quad c=30.779(17) \AA, \quad \beta=115.42(3)^{\circ}$, $V=2358(3) \AA^{3}$. Index ranges: $-14 \leqslant h \leqslant 14, \quad-6 \leqslant k \leqslant 6$, $-32 \leqslant l \leqslant 31$. Range for data collection from $1.65^{\circ}$ to $22.06^{\circ}$, $Z=4 . \quad D_{\text {calc }}=1.469 \mathrm{mg} / \mathrm{m}^{3} . F(000)=1088$. Reflections collected 4516. Independent reflections $2242[R(\mathrm{int})=0.1700]$. Data/restraints/parameters 2242:228:316. Refinement method: Full matrix least squares on $F^{2}$. Goodness-of-fit on $F^{2}$ : 1.133. Final $R$ indices $[I>2(I)]: R_{1}=0.2046, w R_{2}=0.3531 . R$ indices (all data): $R_{1}=0.2967, w R_{2}=0.3908$. Largest diff. peak and hole: 0.516 and $-0.414 \mathrm{e} \AA^{-3}$.

### 4.2.6. Crystal data and structure refinement parameters for

 3-[1-oxo-6-(4-piperidinium-4-yl-benzoylamino)-1,3-dihydroisoindol-2-yl]propionate dihydrate ( $\mathbf{1 7 h}-\mathbf{T f a O H} \cdot 2 \mathrm{H}_{2} \mathbf{O}$ )Empirical formula: $\mathrm{C}_{23} \mathrm{H}_{29} \mathrm{~N}_{3} \mathrm{O}_{6}$ formula weight: 443.49. Crystal system: triclinic. Space group: $P-1$. Unit cell dimensions: $a=7.8610(4), \quad b=10.0294(4), \quad c=15.0560(5) \AA, \quad \alpha=96.388(2)$, $\beta=99.306(2), \gamma=111.4031(18)^{\circ}, V=1071.73(8) \AA^{3}$. Index ranges: $-9 \leqslant h \leqslant 9,-12 \leqslant k \leqslant 12,-18 \leqslant l \leqslant 18$. Range for data collection from $2.22^{\circ}$ to $25.49^{\circ}, Z=2 . D_{\text {calc }}=1.374 \mathrm{mg} / \mathrm{m}^{3} . F(000)=472$. Reflections collected 7408. Independent reflections 3961 [ $R($ int $)=0.0525$ ]. Data/restraints/parameters 3961:0:310. Refinement method: Full matrix least squares on $F^{2}$. Goodness-of-fit on $F^{2}: 1.007$. Final $R$ indices $[I>2(I)]: R_{1}=0.0696, w R_{2}=0.1778$. $R$ indices (all data): $R_{1}=0.0923, w R_{2}=0.1913$. Largest diff. peak and hole: 0.400 and $-0.284 \mathrm{e} \AA^{-3}$.
4.2.7. Crystal data and structure refinement parameters for 3-[1-oxo-6-(4-piperazinium-1-yl-benzoylamino)-1,3-dihydroisoindol-2-yl]propionic acid trifluoroacetate hydrate (17i. $\mathrm{H}_{2} \mathrm{O}$ )

Empirical formula: $\mathrm{C}_{24} \mathrm{H}_{27} \mathrm{~F}_{3} \mathrm{~N}_{4} \mathrm{O}_{7}$ formula weight: 540.50 . Crystal system: triclinic. Space group: $P-1$. Unit cell dimensions: $a=8.9199(5), \quad b=11.8606(9), \quad c=12.0078(7) \AA, \quad \alpha=92.329(5)$, $\beta=93.603(5), \gamma=106.407(6)^{\circ}, V=1213.97(13) \AA^{3}$. Index ranges: $-6 \leqslant h \leqslant 10,-14 \leqslant k \leqslant 13,-14 \leqslant l \leqslant 14$. Range for data collection from $3.02^{\circ}$ to $25.05^{\circ}, Z=2 . D_{\text {calc }}=1.479 \mathrm{mg} / \mathrm{m}^{3} . F(000)=564$. Reflections collected 7655. Independent reflections 4295 $[R($ int $)=0.0251] . \quad$ Data/restraints/parameters 4295:109:383. Refinement method: Full matrix least squares on $F^{2}$. Goodness-of-fit on $F^{2}$ : 1.004. Final $R$ indices $[I>2(I)]: R_{1}=0.0507$, $w R_{2}=0.1147 . R$ indices (all data): $R_{1}=0.0923, w R_{2}=0.1241$. Largest diff. peak and hole: 0.495 and -0.278 e $\AA^{-3}$.
4.2.8. Crystal data and structure refinement parameters for 3-\{1-oxo-6-[(1,2,3,4-tetrahydroisoquinolinium-7-carbonyl)amino]-1,3-dihydroisoindol-2-yl\}propionic acid chloride hydrate ( $\mathbf{1 7 j} \cdot \mathrm{H}_{2} \mathrm{O}$ )

Empirical formula: $\mathrm{C}_{21} \mathrm{H}_{22} \mathrm{ClN}_{3} \mathrm{O}_{5}$ formula weight: 431.87. Crystal system: monoclinic. Space group: C2/c. Unit cell dimensions: $a=46.068(7), \quad b=5.0936(7), \quad c=18.848(3) \AA, \quad \beta=109.607(13)^{\circ}$, $V=4166.3(11) \AA^{3}$. Index ranges: $-54 \leqslant h \leqslant 54,-6 \leqslant k \leqslant 5$, $-22 \leqslant l \leqslant 18$. Range for data collection from $2.98^{\circ}$ to $25.05^{\circ}$, $Z=8 . \quad D_{\text {calc }}=1.377 \mathrm{mg} / \mathrm{m}^{3} . F(000)=1808$. Reflections collected 6442. Independent reflections $3648[R($ int $)=0.0647]$. Data/restraints/parameters 3648:2:290. Refinement method: Full matrix least squares on $F^{2}$. Goodness-of-fit on $F^{2}: 1.004$. Final $R$ indices $[I>2(I)]: \quad R_{1}=0.0500, \quad w R_{2}=0.0917 . \quad R$ indices (all data): $R_{1}=0.2115, w R_{2}=0.1289$. Largest diff. peak and hole: 0.209 and -0.279 e $\AA^{-3}$.

### 4.2.9. Crystal data and structure refinement parameters for 4-[1-oxo-6-(4-piperidinium-4-yl-benzoylamino)-1,3-dihydroisoindol-2-yl]butyric acid trifluoroacetate hydrate ( $17 \mathrm{t} \cdot \mathrm{H}_{2} \mathrm{O}$ )

Empirical formula: $\mathrm{C}_{26} \mathrm{H}_{30} \mathrm{~F}_{3} \mathrm{~N}_{3} \mathrm{O}_{7}$ formula weight: 553.53. Crystal system: triclinic. Space group: $P-1$. Unit cell dimensions: $a=7.1440(6), \quad b=9.3970(6), \quad c=20.6680(16) \AA, \quad \alpha=84.549(5)$, $\beta=88.466(5), \gamma=69.296(5)^{\circ}, \quad V=1291.98(17) \AA^{3}$. Index ranges: $-7 \leqslant h \leqslant 7,-10 \leqslant k \leqslant 10,-22 \leqslant l \leqslant 22$. Range for data collection from $1.98^{\circ}$ to $22.50^{\circ}, Z=2 . D_{\text {calc }}=1.423 \mathrm{mg} / \mathrm{m}^{3} . F(000)=580$. Reflections collected 5446. Independent reflections 3288 [ $R$ (int) $=0.0838$ ]. Data/restraints/parameters 3288:1:362. Refinement method: Full matrix least squares on $F^{2}$. Goodness-of-fit on $F^{2}$ : 1.011. Final $R$ indices $[I>2(I)]: R_{1}=0.0887, w R_{2}=0.1985$. $R$ indices (all data): $R_{1}=0.1432, w R_{2}=0.2232$. Largest diff. peak and hole: 0.345 and -0.342 e $\AA^{-3}$.
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## APPENDIX 3.

RÉSUMÉ DE LA THÈSE DE DOCTORAT

## INTRODUCTION

Les maladies thrombotiques sont une cause de forte mortalité dans le monde entier. Le processus thrombogène est complexe et comprend de multiples étapes. De nombreux systèmes de récepteurs sont impliqués dans la thrombose pathogène. Les récepteurs à la surface des plaquettes participent activement à ce processus, en particulier le récepteur du fibrinogène (intégrine $\alpha_{I I} \beta_{3}$ ) et le récepteur de la thromboxane A2. Le premier est responsable de l'interaction des plaquettes avec le fibrinogène pour former des caillots, et le second est responsable de l'activation des plaquettes par l'un des agonistes excrétés par les plaquettes adjacentes - la thromboxane A2.

Les antagonistes classiques du récepteur $\alpha_{I I b} \beta_{3}$, les peptidomimétiques RGD, ont prouvé leur capacité à réduire le risque d'infarctus du myocarde péri-interventionnel et de revascularisation en urgence du vaisseau cible pendant la cathétérisation et ont revendiqué une place en thérapie pour ces indications. De nos jours trois antagonistes du récepteur $\alpha_{\text {III }} \beta_{3}$ sont des médicaments commerciaux : l'abciximab, l'eptifibatide et le tirofiban. Ils sont assez onéreux et présentent d'importants effets secondaires, tels que la thrombocytopénie et l'hémorragie, ce qui incite les chercheurs à développer de nouveaux antagonistes efficaces du récepteur $\alpha_{I I b} \beta 3$.

La thrombocytopénie est associée avec les changements conformationnels des récepteurs $\alpha_{\text {IIb }} \beta_{3}$, qui sont induits par la liaison de nouveaux antagonistes. Récemment, un nouvel antagoniste non classique RUC-2 du récepteur $\alpha_{\text {III }} \beta_{3}$ a été développé. Contrairement aux médicaments susmentionnés, qui se lient à la forme ouverte du récepteur $\alpha_{I I b} \beta 3$, le nouveau ligand se lie à la forme fermée. Cela n'induit pas de changements conformationnels pour la protéine, et par conséquent réduit le risque d'effets indésirables. Ainsi, le développement de ligands ayant un mécanisme de liaison similaire à RUC-2 représente un moyen prometteur de créer de nouveaux agents antithrombotiques.

Les antagonistes du récepteur de la thromboxane $\mathrm{A} 2(\mathrm{TP})$ pourraient être particulièrement utiles pour le traitement de l'ischémie myocardique aiguë et l'insuffisance cardiaque, et présentent des effets cardioprotecteurs. Cependant, jusqu'à présent, aucun antagoniste du récepteur TP n'est disponible sur le marché. Tous les agents étudiés sont moins efficaces que l'aspirine. Cette dernière n'est pas un antagoniste du récepteur TP mais cible la synthèse du thromboxane A2 des plaquettes par l'acétylation irréversible des cyclooxygénases 1 et 2 . L'aspirine présente quelques effets secondaires: toxicité gastro-intestinale, résistance,
événements hémorragiques, essentiellement saignement gastro-intestinal mineur ou généralisé, et accidents vasculaires cérébraux. Au niveau pharmacologique, les antagonistes du récepteur de la thromboxane A2 pourraient être plus avantageux que de l'aspirine à faible dose. En effet, les antagonistes du récepteur de la thromboxane A2 inhibent les effets délétères d'autres ligands endogènes du récepteur de la thromboxane A2, tels que les endoperoxides, les prostanoïdes et les isoprostanes, dont la formation ne serait pas affectée par l'aspirine, d'autres inhibiteurs COX ou inhibiteurs de la thromboxane synthase.

Le but de cette étude est la création assistée par ordinateur de nouveaux antagonistes classiques et non classiques du récepteur $\alpha_{\text {IIb }} \beta_{3}$, et de nouveaux antagonistes du récepteur TP. Pour cela, nous avons utilisé un ensemble d'approches informatisées modernes - QSAR, modélisation par pharmacophore, amarrage (docking) moléculaire, et analyse de similarité de champ moléculaire et forme moléculaire intégrés dans un flux de travail de criblage virtuel.

Notre étude a abouti sur la suggestion de nouveaux ligands potentiels capables de se lier à la forme ouverte ou fermée de l'intégrine $\alpha_{\text {III }} \beta_{3}$ et du récepteur de la thromboxane A2. Nos antagonistes de l'intégrine $\alpha_{\text {IIb }} \beta_{3}$ ont été synthétisés et testés expérimentalement à l'Institut de Physico-Chimie A.V. Bogatsky de l'Académie Nationale des Sciences d’Ukraine (PCI). Les expériences effectuées montrent que certains des composés synthétisés sont plus efficaces que le tirofiban - un médicament commercialisé.

Le manuscrit est divisé en quatre parties. La première présente un examen de la littérature existante décrivant le mécanisme de la thrombose, les agents connus de la thérapie antithrombotique et les études de modélisation déjà effectuées. La seconde partie décrit les méthodes de criblage virtuel utilisées dans cette étude. Les deux dernières parties exposent le développement assisté par ordinateur de nouveaux antagonistes du récepteur $\alpha_{I I b} \beta 3$ et des antagonistes du récepteur de la thromboxane A2.

## PARTIE 1: ÉTUDE DE LA LITTÉRATURE EXISTANTE

La première section décrit le mécanisme de la thrombose. Une attention particulière est donnée à l'étape d'activation des plaquettes impliquant les récepteurs de la thromboxane A2, et à la formation du thrombus via l'interaction de l'intégrine $\alpha_{\text {IIb }} \beta_{3}$ avec le fibrinogène.

Dans la seconde section, nous analysons les études de modélisation décrites dans la littérature. La plupart des modèles de pharmacophore et QSAR développés ont été créés à partir de petits ensembles congénériques de composés, et n'ont pas été validés correctement. De plus, dans la plupart des cas ils n'étaient pas bien détaillés, ce qui rend leur application au criblage virtuel impossible.

## PARTIE 2 : MÉTHODES DE CRIBLAGE VIRTUEL

Dans cette partie nous considérons différentes approches informatisées pour le criblage virtuel ainsi que les logiciels utilisés dans ce travail: QSAR (ISIDA, SiRMS), similarité de forme moléculaire (ROCS) et de champ moléculaire (FieldAlign), pharmacophores (LigandScout), docking (PLANTS, FlexX et MOE), et profilage pharmacologique (PASS). Nous donnons aussi des informations sur les méthodes d'apprentissage automatique (Random Forest) et les descripteurs moléculaires (SiRMS, ISIDA/SMF et les triplets pharmacophoriques flous dépendants du pH (ISIDA/FPT)) utilisés dans la modélisation QSAR.

## PARTIE 3 : CONCEPTION D'ANTAGONISTES DU RÉCEPTEUR $\alpha_{\text {IIb }} \boldsymbol{\beta}_{3}$

Cette partie décrit la conception assistée par ordinateur de nouveaux antagonistes du récepteur du fibrinogène. Deux scénarios différents sont considérés : lier soit la forme ouverte soit la forme fermée de l'intégrine $\alpha_{\text {IIb }} \beta_{3}$ (sections 3.1 and 3.2 respectivement). À la première
étape de chaque étude, les données expérimentales à disposition ont été utilisées pour développer des modèles de pharmacophore et QSAR, et des modèles de similarité de forme moléculaire et de champ moléculaire. Des antagonistes potentiels de l'intégrine ont été sélectionnés dans une base de données contenant des structures de composés réels ou générés par ordinateur, en utilisant un flux de travail de criblage virtuel qui combinait différentes méthodes de calcul.

### 3.1. Conception de ligands de la forme ouverte de l'intégrine $\alpha_{\text {IIb }} \beta_{3}$.

Données à disposition. Deux jeux de données de peptidomimétiques RGD contenant les données sur leur affinité pour $\alpha_{\text {IIb }} \beta_{3}$ ( 45 composés) ou leur activité antiagrégante ( 53 composés) ont été fournis par PCI. Puisque les deux jeux de données contenaient un nombre de composés relativement peu important et étaient significativement déséquilibrés, ils ont été augmentés de composés provenant de la base de données CHEMBL. Les jeux de données résultants, comprenant 338 composés associés à des valeurs d'affinité pour $\alpha_{\text {IIb }} \beta_{3}$ et 453 composés associés à une activité antiagrégante, ont été utilisés par la suite pour la modélisation QSAR et pour la modélisation par pharmacophore.

Trois complexes formés de la forme ouverte de $\alpha_{\text {IIb }} \beta_{3}$ et de trois différents ligands ont été sélectionnés dans la base de données PDB. Leurs structures ont été utilisées pour le docking ligand-à-protéine. Trois programmes de docking ont été testés : PLANTS, FlexX, et MOE. Le programme MOE s'est révélé le meilleur d'après les expériences de re-docking et de crossdocking.

Étape de modélisation. Les modèles QSAR 2D ont été construits pour l'affinité pour $\alpha_{\text {III }} \beta_{3}$ ainsi que pour l'activité antiagrégante en utilisant la méthode Random Forest avec trois types de descripteurs (SiRMS, ISIDA/SMF et ISIDA/FPT). Malgré le bruit significatif présent dans les données, les modèles obtenus montrent une performance prédictive raisonnable en validation croisée à 5 échantillons: $\mathrm{R}_{\mathrm{cv}}^{2}=0.76, \mathrm{RMSE}_{\mathrm{cv}}=0.72$ (affinité pour $\alpha_{\mathrm{II}} \beta_{3}$ ) et $\mathrm{R}_{\mathrm{cv}}^{2}=0,54$, $\operatorname{RMSE}_{\mathrm{cv}}=0,74$ (activité antiagrégante).

Les modèles de pharmacophore 3D (basés soit sur la structure du récepteur soit sur le ligand) ont été développés avec le logiciel LigandScout. La validation sur le jeu de test externe a montré que les modèles basés sur la structure du récepteur n'étaient pas assez sélectifs. Les modèles basés sur la structure des ligands étaient bien plus performants (rappel 0,27 et précision 0,92 ), et ont donc été utilisés par la suite pour le criblage virtuel. Les deux modèles sélectionnés contiennent des fonctions anioniques et cationiques séparées par 15-16 $\AA$, ce qui peut être couvert par au moins 12 liaisons. Cette information a été utilisée pour construire un pharmacophore 2D utilisé pour le criblage rapide de grandes bases de données.

Les modèles pour l'analyse de similarité de forme moléculaire et de champ moléculaire ont été préparés à partir de structures 3D du tirofiban et de L-739758 issues de leurs complexes avec le récepteur $\alpha_{\text {IIb }} \beta_{3}$. Leur application au jeu de test externe a abouti sur des paramètres statistiques raisonnables: $\mathrm{ROC} \mathrm{AUC}=0.64$ et 0.68 pour la similarité de forme et de champ respectivement.

Tous les modèles développés dans cet ouvrage ont été intégrés au flux de travail pour le criblage virtuel destiné à sélectionner les ligands les plus efficaces de la forme ouverte du récepteur $\alpha_{\mathrm{II}} \beta_{3}$ (Figure 1). Les modèles décrits précédemment dans la littérature ont également été utilisés pour établir le profil pharmacologique et quelques propriétés ADME/Tox de certaines molécules sélectionnées.


Figure 1. Flux de travail pour le criblage virtuel combinant les méthodes basées sur la structure du récepteur et celles basées sur la structure des ligands, utilisé pour découvrir des molécules se liant à la forme ouverte du récepteur $\alpha_{\text {IIb }} \beta_{3}$.

Criblage virtuel et conception assistée par ordinateur. De façon surprenante, le criblage avec l'ensemble des modèles décrits dans la Figure 1 de la base de données BioInfoDB contenant environ 3 millions de composés chimiques disponibles sur le marché n'a retourné
aucune touche ou hit. En conséquence, nous avons utilisé des mimétiques appropriés Asp et Arg avec des fragments "linkers" pour générer une librairie combinatoire de 6930 composés. Son criblage a donné deux touches, chacune desquelles étant représentée par des énantiomères $S$ et $R$. Les quatre composés ont été synthétisés et leur activité biologique mesurée expérimentalement dans l'Institut de Physico-Chimie A. V. Bogatsky d'Odessa. L'expérience a confirmé le pouvoir antithrombotique de ces composés. Ainsi, I-S et I-R sont même plus puissants que le médicament de référence, le tirofiban (Table 1). Dans les deux cas les énantiomères S , avec un plus haut score en docking, sont plus puissants que les énantiomères R correspondants.

Table 1. Affinité pour $\alpha_{\text {IIb }} \beta_{3}$ et activité antiagrégante du tirofiban (médicament de référence) et des composés mis au point dans ce travail.

|  |  | Affinité ( $\mathrm{pIC}_{50}$ ) |  | Antiagrégation $\left(\mathrm{pIC}_{50}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | pred | $\exp$ | pred | exp |
| I-S |  | 8.32 | 9.66 | 7.37 | 8.21 |
| I-R |  | 8.32 | 9.02 | 7.37 | 7.60 |
| II-S |  | 8.24 | 7.21 | 7.27 | 6.49 |
| II-R |  | 8.24 | 7.10 | 7.27 | 6.17 |
| Tirofiban |  |  | 8.62 |  | 7.48 |

### 3.2. Conception de ligands de la forme fermée de l'intégrine $\alpha_{\text {IIb }} \beta_{3}$.

Données disponibles. Seules quelques données sont disponibles pour les ligands récemment découverts de la forme fermée de $\alpha_{\text {IIb }} \beta_{3}$. Le complexe de la forme fermée de $\alpha_{\text {IIb }} \beta_{3}$ avec le ligand

RUC-2 a été tiré de la base de données PDB. Il a été utilisé pour la modélisation de pharmacophore basée sur la structure de la protéine et le docking protéine-ligand. En se basant sur les expériences de re-docking, le programme FlexX a été choisi, s'étant révélé un meilleur outil de docking que le programme MOE.

Étape de modélisation. Les modèles de pharmacophore basés sur la structure 3D de la protéine ont été obtenus avec le programme LigandScout. Ces modèles présentent deux centres cationiques communs séparés de $16 \AA$. Cette information a été utilisée pour préparer des pharmacophores 2D contenant deux atomes chargés positivement séparés de 12 liaisons. L'application d'un modèle de pharmacophore 2 D a accéléré de manière significative la première étape du criblage virtuel.

Puisqu'aucune donnée sur la liaison à la forme fermée du récepteur $\alpha_{\text {III }} \beta_{3}$ d'analogues de RUC-2 ne sont disponibles, nous avons dû faire l'impasse sur la plupart des approches basées sur la structure des ligands dans le flux de travail pour le criblage virtuel (Figure 2).


Figure 2. Flux de travail pour le criblage virtuel utilisé pour trouver des molécules se liant à la forme fermée du récepteur $\alpha_{\text {IIb }} \beta_{3}$.

Criblage virtuel et conception assistée par ordinateur. Le criblage de trois bases de données (les bases de données Enamine Advanced et HTS, la base de données Enamine REAL, et la base de données ZINC) couvrant près de 35 millions de composés a permis de trouver deux touches qui sont passées par tous les filtres de criblage. L'une d'entre elles était un composé connu, le nafamostat, avec des propriétés antiagrégantes déjà décrites, tandis que la seconde n'était pas disponible sur le marché.

Ainsi, une petite librairie combinatoire d'analogues du ligand RUC-2 a été générée en utilisant les informations récupérées des modèles de pharmacophore et du docking moléculaire. Les quatre composés ont une forte affinité pour $\alpha_{\mathrm{IIb}} \beta_{3}(<10 \mathrm{nM}$, cf. Table 2$)$.

Table 2. Affinité pour le récepteur $\alpha_{\text {IIb }} \beta_{3}$ des analogues de RUC-2 conçus in silico.
(1)

## PARTIE 4: CONCEPTION D'ANTAGONISTES DU RÉCEPTEUR DE LA THROMBOXANE A2

Données disponibles. Les deux jeux de données d'antagonistes de la thromboxane A2 contenant leur affinité pour le récepteur de la thromboxane A2 (TP) (174 composés) ou leur activité antiagrégante ( 93 composés) ont été extraits de la base de données CHEMBL. Aucune structure cristallographique expérimentale du récepteur de la thromboxane A2 ou de ses complexes n'est disponible. Par conséquent, seules les méthodes basées sur la structure des ligands ont été
utilisées: la modélisation par pharmacophore et QSAR, et l'analyse de forme et champ moléculaires.

Étape de modélisation. Des modèles QSAR ont été construits pour l'affinité pour TP (modèle de régression) et l'activité antiagrégante (modèle de classification binaire) en utilisant la méthode Random Forest avec trois types de descripteurs (SiRMS, ISIDA/SMF et ISIDA/FPT). Les modèles obtenus donnent une performance prédictive raisonnable en validation croisée à 5 échantillons: $\mathrm{R}_{\mathrm{cv}}=0.67, \mathrm{RMSE}_{\mathrm{cv}}=0.61$ (affinité pour TP) et BA (balanced accuracy) $=0.81$ avec une spécificité de 0.83 et une sensibilité de 0.79 (activité antiagrégante).

Des modèles de pharmacophore basés sur la structure 3D des ligands ont été développés avec le programme LigandScout. Le meilleur modèle donne une précision élevée de 0.96 et un rappel modéré de 0.30 sur tous les composés du jeu de test externe. Il contient un centre anionique, deux centres accepteurs de liaison hydrogène et deux centres hydrophobes. Comme dans les sections précédentes, un pharmacophore 2 D a été développé à partir de ce pharmacophore 3D.

Les conformères des composés actifs du jeu de données contenant les valeurs d'affinités qui correspondent au modèle de pharmacophore 3D ont été pré-alignés dans MOE puis utilisés dans le développement d'un modèle de forme moléculaire avec le programme ROCS (OpenEye). Toutes les combinaisons de deux ou trois composés ont été considérées pour la génération des modèles suivie par l'application de chaque modèle au jeu de test externe. Le meilleur modèle basé sur les trois composés $($ ROC $A U C=0.80)$ a été sélectionné pour le criblage virtuel.

L'un des composés actifs à conformation rigide du jeu de données d'affinité a été choisi comme référence pour l'analyse de similarité de champ moléculaire. Le modèle de champ moléculaire obtenu, offrant de bonnes performances sur le jeu de test ( ROC AUC $=0.79$ ), a été utilisé pour le criblage virtuel.

Les modèles développés dans cet ouvrage ainsi que des modèles décrits précédemment dans la littérature ont été intégrés dans un flux de travail pour le criblage virtuel, illustré par la Figure 3.


Figure 3. Flux de travail pour le criblage virtuel utilisé pour découvrir de nouveaux antagonistes du récepteur de la thromboxane A2.

Criblage virtuel et conception assistée par ordinateur. Le criblage de la base de données BioInfoDB pour trouver de nouveaux ligands pour TP n'a pas permis de trouver de touche. La conception de nouveaux composés a été entreprise en utilisant deux approches différentes. La première consistait à modifier manuellement quelques-uns des fragments structuraux d'antagonistes de TP présentant une forte activité, ce qui permit de créer 52 nouveaux composés avec une grande similarité de champ moléculaire avec les composés parents. La seconde approche concerne le modèle de pharmacophore 3D obtenu dans l'étape de modélisation. Ce modèle, impliquant 5 centres pharmacophoriques a été divisé en 2 modèles "partiaux", chacun constitué de trois centres dont un qui leur est commun. La base de données de fragments Preswick contenant 2800 fragments issus de médicaments connus, a été criblée avec les deux modèles partiaux de pharmacophore. Puis, à l'aide du programme MOE, les fragments trouvés ont été liés entre eux de manière combinatoire de façon à former un ensemble de 171 composés. Le criblage de l'ensemble des 223 composés mis au point a permis d'obtenir 5 composés recommandés pour la synthèse et l'évaluation de leurs propriétés biologiques.

## CONCLUSIONS

Durant ces travaux, des antagonistes présentant une forte activité pour les formes ouverte et fermée des récepteurs $\alpha_{\text {IIb }} \beta_{3}$ ont été découverts en criblage virtuel, en utilisant la modélisation par pharmacophore et la modélisation QSAR, le docking moléculaire et l'évaluation d'effets pharmacologiques secondaires et de certaines propriétés ADME/Tox. Tous les composés suggérés ont été synthétisés et testés expérimentalement dans l'Institut de Physico-Chimie A. V. Bogatsky d'Odessa. L'expérience confirme les effets thrombotiques puissants des composés conçus in silico. Ainsi, l'un des antagonistes découverts de la forme ouverte du récepteur $\alpha_{\text {IIb }} \beta_{3}$ fait preuve d'une plus forte activité que le composé de référence, le tirofiban. Tous les
antagonistes mis au point pour la forme fermée du récepteur $\alpha_{\mathrm{II}} \beta_{3}$ ont des valeurs d'affinité comparables à celle du tirofiban, ce qui en fait des cibles d'un grand intérêt pour d'autres études biologiques et optimisations structurales.

Cinq nouveaux antagonistes de la thromboxane A2 ont été conçus en utilisant des modèles de pharmacophore et QSAR, l'analyse de similarité de forme moléculaire et champ moléculaire, ainsi que l'évaluation d'effets pharmacologiques possibles et de certaines propriétés ADME/Tox. Les molécules suggérées in silico sont considérées pour la synthèse et l'évaluation expérimentale de leurs propriétés biologiques.
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