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SUMMARY

The vast amount of information generated and maintained everyday by infor-

mation systems and their users leads to the increasingly important concern of overload

information. In this context, traditional recommender systems provide relevant in-

formation to the users. Nevertheless, with the recent dissemination of mobile devices

(smartphones and tablets), there is a gradual user migration to the use of pervasive

computing environments.

The problem with the traditional recommendation approaches is that they do not

utilize all available information for producing recommendations. More contextual

parameters could be used in the recommendation process to result in more accurate

recommendations. Context-Aware Recommender Systems (CARS) combine charac-

teristics from context-aware systems and recommender systems in order to provide

personalized recommendations to users in ubiquitous environments.

In this perspective where everything about the user is dynamic, his/her content

and his/her environment, two main issues have to be addressed: i) How to consider

content dynamicity? and ii) How to avoid disturbing the user in risky situations?. In

response to these problems, we have developed a dynamic risk sensitive recommen-

dation system called DRARS (Dynamic Risk-Aware Recommender System), which

model the context-aware recommendation as a bandit problem. This system combines

a content-based technique and a contextual bandit algorithm.

We have shown that DRARS improves the Upper Confidence Bound (UCB) policy,

the currently available best algorithm, by calculating the most optimal exploration

value to maintain a trade-off between exploration and exploitation based on the risk
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level of the current user’s situation. We conducted experiments in an industrial con-

text with real data and real users and we have shown that taking into account the risk

level of users’ situations significantly increased the performance of the recommender

systems.
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RÉSUMÉ

.

L’immense quantité d’information générée et gérée au quotidien par les systèmes

d’information et leurs utilisateurs conduit inéluctablement à la problématique de sur-

charge d’information. Dans ce contexte, les systèmes de recommandation traditionnels

fournissent des informations pertinentes aux utilisateurs. Néanmoins, avec la propa-

gation récente des dispositifs mobiles (Smartphones et tablettes), nous constatons une

migration progressive des utilisateurs vers la manipulation d’environnements perva-

sifs. Le problème avec les approches traditionnelles de recommandation est qu’elles

n’utilisent pas toute l’information disponible pour produire des recommandations.

Davantage d’informations contextuelles pourraient être utilisées dans le processus de

recommandation pour aboutir à des recommandations plus précises. Les systèmes

de recommandations sensibles au contexte (CARS) combinent les caractéristiques

des systèmes sensibles au contexte et des systèmes de recommandation afin de four-

nir des informations personnalisées aux utilisateurs dans des environnements ubiqui-

taires. Dans cette perspective oú tout ce qui concerne l’utilisateur est dynamique, les

contenus qu’il manipule et son environnement, deux questions principales doivent être

adressées : i) Comment prendre en compte la dynamicité des contenus de l’utilisateur ?

et ii ) Comment éviter d’être intrusif en particulier dans des situations critiques ?. En

réponse à ces questions, nous avons développé un système de recommandation dy-

namique et sensible au risque appelé DRARS (Dynamic Risk-Aware Recommender

System), qui modélise la recommandation sensible au contexte comme un problème

de bandit. Ce système combine une technique de filtrage basée sur le contenu et un al-

gorithme de bandit contextuel. Nous avons montré que DRARS améliore la stratégie

de l’algorithme UCB (Upper Confidence Bound), le meilleur algorithme actuellement
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disponible, en calculant la valeur d’exploration la plus optimale pour maintenir un

compromis entre exploration et exploitation basé sur le niveau de risque de la si-

tuation courante de l’utilisateur. Nous avons mené des expériences dans un contexte

industriel avec des données réelles et des utilisateurs réels et nous avons montré que

la prise en compte du niveau de risque de la situation de l’utilisateur augmentait

significativement la performance du système de recommandation.
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Chapter I

INTRODUCTION

The exponential expansion of mobile phones and the number of mobile applications

are associated with a proliferation of information whose volume continues to grow.

Given this profusion of documents, the users have more and more difficulty to find

out relevant information that matches their needs. In this setting, Recommender

Systems (RS) have been developed to anticipate the needs of the user by providing

recommendations of documents deemed relevant to his interest.

Concretely, RS include all the systems capable of providing recommendations tailored

to the users’ need, to help them gain access to useful or interest resources in a space

of data. In this domain, the user does not need to formulate a query. The query is in

fact implied and can be translated as: “Which resources correspond to my interests?”

To answer this question, the RS needs to establish a correspondence between the in-

formation sought (expressed through the user’s profile) and all the documents in the

collection.

Modelling the acquisition, the representation and the organization of the user’s profile

and his context is the most difficult task of a RS whose performance depends mainly

on this process. In addition, the profile must be constantly kept up to date so that it

not only reflects the interests of the user but also addresses the common problem of

the user’s content dynamicity.

The acquisition of explicit profiles shows limited performance due to several factors,

among which the subjectivity of the user, who initially may not know exactly what

he wants, and the dynamicity of the context that may influence the user’s profile.

The main strategy to recommend documents to the user is through Content-Based

1



Filtering (CBF), which identifies similar resources to those assessed by the user ac-

cording to his content. In particular, only similar resources to resources for which

a positive assessment could be obtained may be recommended, which greatly limits

the diversity of recommendations [3]. In addition, in most of these systems, the as-

sessments are considered static. However, an appreciation from the user can highly

depend on her context. Such a context can be geographic, social, cultural, etc. [3, 93].

For example, a user could love an ice cream in a sunny days, but not by snowy days;

another user might love listening to heavy metal music, but not in the office. The

context is thus often crucial to the assessment of the user.

Recently, a new generation of RS called Context-Aware Recommender System (CARS)

has emerged to take into acount the user’s environment, which is highly dynamic in

nature. These systems are based on the computational behaviour of the user to model

her interests regarding the surrounding environment like location, time and near peo-

ple. However, with the proliferation of smart phone particularly in the professional

field, CARS is nowadays more and more confronted to the risk of upsetting the user.

In such a setting, the research problem that this thesis adresses is: How to provide the

right information, at the right time, in the right place, in the right way to the right

person? The right information can be inferred from interests or derived from previous

actions; The right time addresses intrusiveness of information delivery. It requires

balancing the costs of intrusive interruptions against the loss of context sensitivity

of deferred recommendations. The right place takes location-based information into

account; The right way differentiates between multi-model representations; e.g. text,

image, etc. espacially for users who may suffer from some disability; The right person

requires user modeling.
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1.1 Research issues

Now, when thinking of the research problem cited above, several research questions

arise:

1-User modelling: To make an adapted recommendation to a user, the system

needs to collect and analyse the data assessments of this user. The man challenge in

this sense is how to construct an adequate structure (model) to stock these informa-

tions?

2-Context sensitivity: An important aspect of context-aware systems and CARS

in particular, is how the information representing the context is obtained and repre-

sented. A particular challenge often consists to infer higher-level goals from low-level

observed operations.

3-Management of the cold start and of new content The user’s content is

the document collection from where the RS has to choose the interesting ones to

recommend. These documents may change with the time, and the system has to

be continuously adapted to this dynamicity using the user’s context information to

provide the relevant recommendation. When a new document is introduced into the

system, it cannot be considered to perform a content-based recommendation because

the user’s feedback for this document is not yet available. This problem is known

as the “cold start” [102]. RS must cope with this problem in order to follow the

dynamicity of the user’s content.

4-Non-intrusive recommendation: The system must respect some criteria to not

upset the user [61]. If the system gives a random information to the user in some

situation, as for example in the work office, the user may have a very bad reaction.

However, when the user is at home, this random information can lead to a serendipity,

which is explained by the fact that the user is more open to discover a new informa-

tion at home than at office.

To build a RS performing accurate recommendations, these issues must be carefully
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addressed. Indeed, the accuracy of recommendations provided by a RS depends on

how the system models the user’s profile and context, how the system follows the

dynamicity of the user’s content and how the system manages the user’s situation

risk level during the recommendation process.

1.2 Industrial Context

This thesis is a part of the Nomalys project in collaboration with the Nomalys SA,

an innovative start-up that is under the responsibility of Mr. Fabrice Jarry.

Nomalys develops a platform for linking the information systems of companies and

smartphones for nomad commercial users. These users can access to their information

system using their smartphone.

The particularity of the commercial users is their mobility. Their context is always

changing (for example, they can be at the office, at the restaurant, etc.). The doc-

uments that they also use are in constant change (for example, to prospect a new

client, the commercial needs a document related to this client). Due to this dynamic

environment, the problem of latency has more impact on this type of systems (that

incorporate regularly new documents and with dynamic user’s context).

Indeed, documents and users of the application are very numerous and varied (thou-

sands of users and tens of thousands of documents). However, the challenge is to es-

tablish recommendation tools able to provide users with relevant information adapted

to their needs and contexts.

Academically, the thesis is supervised inside the SAMOVAR research laboratory, a

French CNRS (Centre National de Recherche Scientifique) unity located at the TELE-

COM Sudparis engineer school. SAMOVAR has extensive experience in modelling

and building ubiquitous (pervasive) applications.
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1.3 Major Contributions

Providing the objectives that we set for this thesis, our contributions are involved in

the proposed system named “Dynamic Risk Aware Recommender System”(DRARS).

Modelling the User and the Situation: We have modelled the user with two

facets: the profile and the context (Chapter 4) and we propose to define and model

the situation as an instanciation of the user context. The user’s profile is structured

as multidimensional features, and the user’s context is modelled with ontologies. As

proposed in [14], each situation is linked to a user’s interest and stored in a case base.

Following the dynamicity of the user’s content: We propose an algorithm, that

we called R-UCB, which is a combination of CBF and the Upper Confidence Bound

(UCB) algorithm to follow the dynamicity of the user’s content (Chapter 4). The

UCB algorithm constructs a reward estimate for each document previously seen. The

reward is computed as the mean of the observed number of clicks added to an addi-

tional term that is inversely related to the number of times the document has been

recommended. The document with the highest reward estimate is selected for recom-

mendation. The reward estimates in this way encourages exploration of documents

that have been infrequently selected. After selecting the document, the proposed

algorithm uses CBF to identify the similar resources to those selected by the UCB

algorithm. This approach allows to follow the user’s content dynamicity by proposing

documents which are sometimes the most probable to be clicked and, other times,

documents randomly chosen to improve the knowledge of the system.

Considering the situation risk level and intrusiveness of information de-

livery: We have considered the situation risk level when managing the exploration-

exploitation trade-off in the RS (Chapter 4). This strategy achieves high exploration

when the current user’s situation is not risky and achieves high exploitation in the

inverse case.
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We have also aggregated three approaches for computing the risk. The first approach

computes the risk using concepts from the application domain, permitting to get the

risk directly from the risk of each of those concepts. The second approach computes

the risk using the similarity between the current situation and situations stored in the

system, assuming that similar situations have the same risk level. The third approach

computes the risk using the variance of the reward, assuming that risky situations

get very few user’s clicks.

Evaluating the proposed approaches: For the validation of the proposed ap-

proaches in this thesis (Chapter 6), we evaluate the different models through off-line

experiments, recording the user’s navigation activities in a first step, and test them

in a second step using an iterative process. We have also done on-line experiments,

where we evaluate the algorithms regarding the number of users’ clicks. The evalua-

tion yields to the conclusion that considering the exploration-exploitation trade-off in

the recommendation permits to follow the dynamicity of the user’s content. We also

conclude that considering the risk level of the situation on the exploration-exploitation

strategy significantly increases the performance of the RS.

Industrial Contributions: DRARS is currently integrated in Nomalys Application

to make it possible to display real time any type of data (CRM, ERP, ) to nomade

users (Sales, Purchasing, HR, Marketing, ) according to their contextual relevance.

Two patent applications are in the process of being finalized after a proof of concept

achieved through DRARS.

Published Work: Large portions of contributions made in this work have been

published in international conferences:
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syst\eme de filtrage d’informations, arXiv preprint arXiv:1405.6287, 2014

[19]: Bouneffouf Djallel, L’apprentissage automatique, une étape importante dans
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1.4 Thesis Organization

Let us briefly present the organization of this manuscript.

We first review related work in Chapter 2. The review is structured so as to reflect

the four main fields of research related to our work: (1) RS and the most common

techniques developed in this area. (2) Following the dynamicity of the user’s content;

(3) Context-aware RS and (4) Risk-aware decisions.

Next, we introduce in Chapter 3 the exploration-exploitation problem and the differ-

ent algorithms that try to solve it, selecting the most interesting algorithms in this

area related to our needs.

Chapter 4 describes the architecture of the proposed framework, from computing con-

text information to recommending documents to the user.

Besides, in Chapter 5 we further discuss the use of our framework to enable recom-

mendation with a realistic scenario. We give an example of running our system in

order to summarize the main specifications of this thesis’ project. Moreover, we show

how the different modules of the developed system can be implemented, explaining

the use of the various tools to achieve our goal.

Chapter 6 describes the experimentations done to evaluate our approach. We have

first made the parametrization of our algorithm. Then, we have evaluated it in an

off-line dataset derived from the journal of the Nomalys company. In addition, we

have made an on-line evaluation of the developed RS using the Nomalys users’.

Finally, we conclude our work and contributions in Chapter 7. The discussion includes

suggestions for future work related to our RS and its applications.
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Chapter II

RECOMMENDER SYSTEMS

2.1 Introduction

The information that mobiles can access becomes very wide nowadays, and the user

is faced to a dilemma: there is an unlimited pool of information available to him

but he is unable to find the exact information he is looking for. This is why the

current research aims to design Recommender Systems (RS) able to continually send

information that matches the user’s interests in order to reduce his navigation time.

RS can be defined in several ways. The definition we use in this thesis is the general

definition of [38]: “The RS is a tool which provides personalized information to guide

the user towards interesting or useful resources within a space of data”.

In practice, most RS consist in applications that provide lists of resources to users.

Such resources may correspond to different types of data such as films, music, books,

news, Web pages (Yahoo, Google), etc..

When the RS emerged in the mid-1990s, they used the notion of ratings as a way to

capture user interests for different items. For example, in the case of a RS for restau-

rants, when Paul assigns a rating of 3 (out of 5) for the restaurant “Woodpecker,

i.e., the RS sets Restaurant(Paul, Woodpecker)=3. The recommendation process

starts with the specification of the initial set of ratings that is specified by the users.

Once these initial ratings are provided, the RS tries to estimate the rating function

F : User× Item→ Rating, for the pairs (user, item) that have not been assessed yet

by the users. The Rating is generally a real number within a certain range, and User

and Item are the domains of users and items respectively. Once the function F is

estimated for the whole User× Item space, the RS can recommend the highest-rated
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item for each user.

In this formulation, the recommendation problem is reduced to the problem of esti-

mating ratings for the items that have not been seen by a user. This estimation is

usually based on the ratings given by this user to other items, ratings given to this

item by other users, and other information as well (e.g., user and item characteris-

tics). This information is generally stored in a structure called the user’s profile. RS

are defined according to their model for representing the user’s profile and the role of

this profile in the prediction of relevant items to the user [38].

Before 2007, the majority of the existing recommendation approaches did not take

into any contextual information, such as time, location and the company of other

people. However, this contextual information may be useful to decide which items to

recommend to the user, like for example when recommending a restaurant given the

time and location. Motivated by this, context-aware recommender systems (CARS)

try to predict user interests by incorporating contextual information into the rec-

ommendation process. These interests are also expressed as ratings defined with

the rating function R : User × Item × Context → Rating, where User and Item

are the domains of users and items respectively, Rating is the domain of ratings, and

Context specifies the contextual information associated with the application. To illus-

trate these concepts, consider the example application for recommending restaurants

to users, where users and restaurants are described as relations having the following

attributes:

- Restaurant(RestaurantID, Genre, Name, Address, Capacity): the set of all the

restaurants that can be recommended;

- User(UserID, Name, Address, Age, Gender, Profession): the people to whom restau-

rants are recommended.

The contextual information consists of the following relations:
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- Open(RestaurantID, Date, TimeOfDay): the date and time periods when the restau-

rant is open;

- Companion(companionType): represents the type of relation the user may have

with a person making him company to go to the restaurant, where attribute compan-

ionType has values “alone”, “girlfriend/boyfriend”, “co-workers”, and “others”.

Given these relations, the rating assigned to a restaurant by a person depends on

with whom, which day and at what time he goes to the restaurant. For example, the

restaurant to recommend to Paul can differ significantly depending on whether he is

planning to go on a weekend with his girlfriend or on a workday with his co-workers.

In addition, with the proliferation of smartphones in the professional field, CARS are

confronted to two other problems, which are: (1) the dynamicity of the users’ content:

professional users acquire and maintain a large amount of content undergoes frequent

updates; (2) the risk of upsetting the user: for example, when where the professional

users are in meeting, with a client or with a provider.

In such a setting, different requirements have to be taken in consideration when de-

veloping RS: (1) considering the dynamicity of the user’s content, (2) considering the

dynamicity of the user’s context and (3) considering the risk to upset the user.

In this chapter, we describe the different works that try to answer these different

requirements.

The rest of this chapter is structured as follows. Section 2.2 describes the spine of

the RS which is the user’s profile. Then, Section 2.3 introduces the main techniques

that have been developed to implement RS. The following sections study the above

mentioned requirements to take into account in RS, namely: dynamicity of the user’s

content (Section 2.4), the notions of context and situation in RS (Section 2.5) and

risk-aware decisions in recommendation (Section 2.6). We close this discussion focus-

ing on connections among these research areas (Section 2.7).
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2.2 The User’s Profile

The notion of profile appeared in the 1970s decade, mainly due to the need to create

custom applications that could be adapted to the user.

In this section we treat the different aspects of the user’s profile, defining it, its

features and its indicators of interest, and then we describe the different approaches

of modelling and acquiring the user’s interests.

2.2.1 Defining the User’s Profile

RS belong to a more general framework of systems called Personalized Access Sys-

tems. These systems integrate the user as an information structure, in the process of

selecting relevant information to him [103].

In a RS, the user’s profile is a kind of query about his interests, describing features

that can be shared with a group of individuals. Comparing these features to incoming

documents, the system can select those likely to be of interest [8].

2.2.1.1 The User’s Profile Features

The features that characterize the user’s profile are his acquired knowledge in different

subjects (background), his objectives (goals) and his interests [36].

Background: The background concerns all the information related to the user’s past

experience. This includes his profession, experience in fields related to his work, and

how the user is familiar with the working environment of the system.

Objectives: The objectives are the user’s needs when he searches for information.

Interests: The interests are the documents that the user has consulted or notified

to the system directly or indirectly through its feedback by indicators of interests.
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2.2.1.2 Indicators of Interests

The implicit detection of interests is through observable behaviours collected by the

system when the user interacts with his environment. In this context, several be-

haviours can be considered, such as:

- Document annotation;

- Click of the mouse on a document;

- Eye-tracking.

- Scrolling a document using the mouse or keyboard;

- Navigating to reach a document;

- Time spent on a document;

These behaviours during user/system interactions are indicators of the relevance of

a document and provide useful evidence to predict interests indirectly expressed by

the user.

The structures that store the user’s profile features are modelled as described in what

follows.

2.2.2 Modelling the User’s Profile

User modelling is a research field that concerns the improvement of man-machine

interaction by predicting the interests of users [103].

Modelling the user’s profile consists of designing a structure for storing all the infor-

mation which characterizes the user and describes his interests, his background and

his objectives [100].

There are several ways to model or represent the user’s profile. We describe here the

different existing techniques.
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2.2.2.1 Vector Representation

Vector representation is based on the classic vector space model of Salton [100], where

the profile is represented as an m-dimensional vector, where each dimension corre-

sponds to a distinct term and m is the total number of terms that exist in the user’s

profile.

The vector representation has been the first model of the user’s profile exploited. The

weighting of terms is usually based on a diagram of the TF/IDF format commonly

used in IR [100].

The weight associated to each term represents the degree of importance in the user’s

profile. Different RS use such representation, like an on line newspaper in [90] or the

recommendation of web services in [42].

In addition to its simplicity of implementation, the use of several vectors to represent

the profile permits to take into account the different interests; but the default of this

representation is in the lack of semantics (no connexion between terms).

2.2.2.2 Graph Representation

The graph representation is based on an associative interconnection of the nodes,

where each node corresponds to a concept that represents the user’s interest.

For example, the system proposed by [76] uses the concepts existing in WordNet to

group similar terms. They called their model ”Synset Similarity Model” because it

extends the classical vector space model by using WordNet concepts, called synsets,

to index documents rather than keywords and by adopting a similarity function able

to deal with synsets.

A similar approach has been used in [104]. Initially, each semantic network contains

a collection of nodes in which each node represents a concept. The nodes contain a

single vector of weighted terms. When a new user information is collected, the profile

is enriched by updating the weighted terms vector in the corresponding nodes.
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The graph representation has the advantage of connecting information [115, 76], but

the problem is the absence of hierarchical relation among the concepts of the net-

work, reflecting the semantic generalization / specialization between concepts (e. g.,

Statistics is one specialization of Mathematics).

2.2.2.3 Ontologies Representation

Ontologies may be used to represent the semantic relations among the informational

units that make the user’s profile [86]. This representation allows to overcome the

limitations of the graph representation by presenting the user’s profile in the form of

a hierarchy of concepts.

Using ontologies, each concept in a hierarchy represents the knowledge of an area

of the user’s interests. The relationship (generalization / specification) between the

elements of the hierarchy reflects in a more realistic way the interest of the user.

The representation of the profile based on ontologies creates some problems related

to the heterogeneity and the diversity of the user’s interests. In fact, users may have

different perceptions of the same concept, which leads to inaccurate representations

[58]. For instance, the concept Java may be interpreted as a programming language,

but also as an island.

2.2.2.4 Multidimensional Representation

The user’s profile can contain several types of information such as demographics, in-

terests, purposes, history and other information [92].

In [68], the authors represent the contents of the user’s profile by a structured model

with predefined categories considered as dimensions: personal data, data source, data

delivery, behavioural data and security data. Each of these dimensions has his own

representation (vector, graph or ontology). This model has been proposed in the

development of a digital library service.

In the same context, authors in [66] propose a set of open dimensions that can contain
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most of the information that characterizes the user. The authors propose different

dimensions, like personal data, the domain ontology, the expected quality, customiza-

tion, security, preferences and miscellaneous information.

The multidimensional representation has the advantage of providing a better inter-

pretation of the semantics of the user’s profile. However, the problem in this approach

is in the difficulty of interpreting the role, and also the importance, of each dimension.

2.2.3 Acquiring the User’s Profile

In the recommendation process, a crucial step is the construction of the user’s profile

that truly reflects his interests. However, this step is not an easy task because the

user may not be sure of his interests [11], on one hand, and often does not want or

even can not make efforts for its creation, on the other hand.

In this context, several approaches have been proposed for the acquisition of the user’s

profile.

2.2.3.1 Explicit Approach

The explicit approach promotes the description of the user’s profile through a set of

keywords explicitly provided by the user [8]. The method requires much from the

user because, if he is not familiar with the system and the vocabulary of incoming

documents, it becomes difficult for him to provide the proper keywords that describe

his interests.

2.2.3.2 Implicit Approach

As it is not reasonable to ask the user a set of keywords describing his preferences,

the idea is to observe the user’s behaviour through his interactions with the system

to learn his profile. This behaviour gives implicit indicators about the user’s interest,

as referred in Section 2.2.1.2.

Most systems construct the user’s profile by learning from consulted documents. This
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profile is generally based on the vector model and different indicators of interests are

used, such as the movements and mouse clicks, for example. The terms’ weight

adjustment is computed using machine learning techniques such as neural networks,

genetic algorithms and others [4].

2.2.3.3 Hybrid Approach

An hybrid approach permit to combine both precedent techniques. At the first step,

the user must provide a set of keywords describing preferences to initialize the profile;

then, at each arrival of a new document, the system uses the user’s profile to select

the documents potentially fitting his interests, and displays them to the user. The

user indicates the system one relevant document and one irrelevant document to him

through indicators of interests. This information is used to adjust the description of

the user’s profile in order to reflect his new preferences [8].

2.2.4 Discussion

We present now a synthesis of the different approaches to represent and acquire the

user’s profile discussed above.

Table 1: Representing the user’s profile
Representation
technique

Advantage Disadvantage

Vector representation Takes into account the di-
versity of interests and their
dynamicity through time
and is easy to implement

Lack of semantics

Graph representation Semantic relationships be-
tween interests

Absence of hierarchical rela-
tions between the network’s
concepts

Ontology representa-
tion

Semantic and hierarchical
relations between the ontol-
ogy’s concepts

Heterogeneity and diversity
of the user’s interests

Multidimensional rep-
resentation

Better interpretation of the
semantics of the user’s pro-
file

Difficulty in interpreting the
role of each dimension
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Table 1 summarizes the advantages and disadvantages of different approaches on

user’s profile modelling. From the table, we note that the graph representation solves

the shortcomings of the vector representation by establishing relationships between

interests in the user’s profile. Moreover, the ontology representation allows to expand

the limits of graph representation by including a hierarchy between interests. How-

ever, representing interests as concepts of an ontology may generate some problems

related to the heterogeneity and the diversity of the user’s interests. In fact, users

may have different perceptions of the same concept. Finally, the multidimensional

representation allows a better interpretation of the semantics of the user’s profile,

having, however, the difficulty in defining the role of each dimension.

Table 2: Acquisition of the user’s profile
Representation
technique

Advantage Disadvantage

Explicit approach The system is sure for the
user’s interests

Hard for the user to provide
the appropriate keywords,
the profile is static and the
system is user-dependent

Implicit approach The profile is not restricted
to the keywords already en-
tered by the user

The problem of cold start
(no recommendation when
the user profile is empty)

Hybrid approach The system is sure for the
user’s interests, it allows the
system to change the profile

Hard for the user to pro-
vide the appropriate key-
words and the system is
user-dependent

Table 2 summarizes the advantages and disadvantages of different user’s profile

acquisitions approaches. One observation is that the hybrid approach is the most

appropriate method for the user’s interest acquisition, in the sense that it avoids the

user dependence by using implicit approach, and solves the cold start problem using

explicit approach.

From this analysis, we conclude the most appropriate approaches to model and ac-

quire the user’s profile are respectively a multidimensional approach and a hybrid
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approaches.

The representation and acquisition of the user’s profile are part of the recommenda-

tion process. In what follows, we study the method used for the selection of documents

to be recommended, also part of the recommendation process.

2.3 Recommendation Methods

It is possible to classify RS in different ways. The most common classification is

based on three recommendation approaches: Collaborative Filtering, Content-based

Filtering and Hybrid-based Filtering [3, 101, 64, 13].

2.3.1 Collaborative Filtering

Collaborative Filtering (CF) exploits the user’s feedback on resources (documents)

presented to him. The user’s assessments are generally represented by some kind of

notation, like from one to five starts. They are either assigned explicitly by users or

implicitly from the indicators of interest (Section 2.2).

The first RS has been designated as CF system [35]. This system allows users the

access to their emails. Depending on the appreciations of other users about the

emails they receive, the system makes recommendations. The authors have called

this approach “Collaborative Filtering” because users could work together to set

undesired emails.

More specifically, CF uses a matrix which rows correspond to the users and the

columns to resources. Each cell in the matrix correspond to a note provided by a user

for a specific resource. The goal is to predict notes to resources for which the users

have not yet provided a rating, and then recommend the best resources w. r. t. the

predicted notes. CF is generally classified into two approaches: the memory-based

approach and the model-based approach [35].

The memory-based approach treats the whole matrix for finding similarities between

users. This approach has the advantage of being both simple to implement and
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efficient, and is dynamically adapted when new notes are entered into the matrix.

However, its complexity is such that its use is only possible in a space data relatively

small.

The base structure for these methods is the user-item ratings matrix R = User×

Item. Let ru,i be the rating assigned by user u to the item i. To find missing ratings

and recommend items with the highest ratings, an aggregation function which uses

ratings given by other users is generally used:

ru,i = ru +K
∑

u′∈U

sim(u, u′)× (ru′,ir′u) (1)

In this aggregated rating, K is an constant and each contribution is weighted using a

similarity metric between users. To compute similarity between users, most popular

approaches use the set of items co-rated by two users u and u′, and noted Iu,u′ . The

most common similarity metric in CF methods is the users Pearson correlation [105]:

sim(u, u′) =

∑

i∈Iu,u′
(ru,i − ru)(ru′,i − ru′)

√

∑

i∈Iu,u′
(ru,i − ru)2

√

∑

i∈Iu,u′
(ru′,i − ru′)2

(2)

In the model-based approach, a probabilistic model is built from the users assess-

ments (for example, Bayesian classification), and it is applied to evaluate conditional

probabilities, if the rating prediction is based on the expected value:

ru,i = E(ru,i) =
n

∑

r=0

P (ru,i = r|ru,i′ , i
′ ∈ I) (3)

This model runs faster than the memory-based model, but the construction of the

model takes time [35].

CF gives an interesting recommendation only if the overlap between users’ history is

high (similarity on user’s profiles) and the users’ content is static [73]. In addition,

it suffers from the “cold start” problem since the system can provide relevant recom-

mendations only if the user provides enough rating for a sufficient number of resources

(if there is no rating for a new resource, this resource can not be recommended).
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2.3.2 Content-Based Filtering

Content-Based Filtering (CBF) analyses the resources to determine which ones are

likely to be interesting for a given user. This domain is highly similar to IR. Indeed,

the same techniques are used, the difference being essentially in the absence of explicit

requests made by the user. Therefore, many of the general concepts of recommenda-

tion based on the content come from IR.

CBF recommendation is based on notes assigned by users to multiple documents and

the similarity between documents according to certain criteria. For example, in order

to recommend websites not previously seen to a user, the system searches for sim-

ilarities with respect to certain characteristics (type of website, content, etc.), with

websites that have been previously assessed a high score by the same user. From the

similarity computation, only websites with a high degree of similarity will be recom-

mended [9].

Generally, the content of a document is described by keywords; and for this, the

system must know the importance of each word in a document associating it with

a weight. Weights can be computed in several ways, being the most known method

the so called TF/IDF. This method tries to find the importance of a word in a text

using its “term frequency” (TF) and “inverse document frequency” (IDF) values. In

IR, terms are the resulting word roots after a pre-processing step including steem-

ing and eliminating stop-words. Let the content of a document d be defined by

d = {wk1,d, ..., wkn,d}, where w1d,..., wKd are computed using in Eq. 4.

wk,d = TF (k, d)× IDF (k) =
fk,d

maxk′fk′,d
× log(

N

nk

) (4)

In Eq. 4, N is the number of documents in the collection, nk is the number of

documents where the term k appears and fk,d is the number of times term k appears

in document d.

Given two vectors −→wu and −→wi representing respectively the user’s interests and the
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document, the utility function f can then be defined using a distance metric between

these two vectors. The cosine similarity measure is generally used:

f(u, i) = cos(−→wu,
−→wi) =

−→wu ·
−→wi

||−→wu|| · ||
−→wi||

=

∑

k wk,uwk,i
√

∑

k,uw
2
k,u

√

∑

k,i w
2
k,i

(5)

CBF identifies new documents which match an existing user’s profile. However, the

recommended documents are always similar to the documents previously selected

by the user [88]. The main limitation of content-based recommendation is that it

requires a sufficient number of attributes that describe the resources. That is why it

is appropriate to recommend text resources or when textual descriptions of resources

have been entered manually.

2.3.3 Hybrid Approach

The hybrid approach combines the collaborative and the content-based filtering meth-

ods to reduce their limitations. Among the several ways to combine these two meth-

ods, we distinguish the following ones.

2.3.3.1 Extending CBF with properties of CF

Several hybrid recommendation systems extend CBF with properties of CF, as [99].

In this work, authors compute the similarity between two users’ profiles based on all

the documents each user has assessed, rather than only on assessed documents users

have in common. The advantages of this method is to decrease the cold start problem

if the users have not assessed the same documents.

2.3.3.2 Extending CF with properties of CBF

Existing techniques to extend CF with properties of CBF are used to make clustering

on a group of profiles based on the content. For example, in [123], authors use

clustering indexing to create a set of user’s profiles.
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2.3.3.3 Unifying CBF and CF

An example of unification of CBF and CF is the work described in [124], where

authors propose to use characteristics of both methods in a single classifier, using

Bayesian regression to classify the interesting and the non-interesting documents.

Studies in [99, 8] have shown that the hybrid approach unifying CBF and CF has

given better results compared to pure recommendation approaches, like CBF or CF.

The limitation of the hybrid approach is that a new user of such a system must

provide relevance assessments for a minimum number of resources before the system

can provide relevant recommendations (cold start problem).

Another limitation of the hybrid approach is the inability to recommend interesting

documents when the frequent changes of the user’s content is high.

2.3.4 Machine Learning Approach

Machine learning methods can be used to learn models and predict documents and

are generally used to improve the precedent techniques. We describe here mainly

techniques used in RS.

2.3.4.1 Naive Bayes

Naive Bayes classifier is a common probabilistic approach which can be used to as-

sociate a document to a certain category. A simple and binary example of such

categories is to classify documents as relevant or irrelevant for the user [85]. Let C

denote a category, and k1, ..., kn the keywords of the document to classify. The prob-

lem is to evaluate the probability P (C|k1, ..., kn). Under the keywords independence

assumption, this probability is proportional to:

P (C|k1, ..., kn) ∝ P (C)
n
∏

i=1

P (ki|C) (6)

All individual probabilities P (ki|C) in the above equation can be evaluated with

learning on a training set. The method consists in computing the probability for each
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category C and assigning the document to the one with the highest value. It has

been shown that the naive Bayes classifier gives good accuracy results [85].

This model gives great result, but the construction of the model takes time [35].

2.3.4.2 Case-based Reasoning (CBR)

Case-based Reasoning (CBR), a well-known artificial intelligence technique, has al-

ready proven its effectiveness in many domains. The fundamental concept in CBR is

that similar problems will have similar solutions. CBR is a method of solving a new

problem by analysing the solutions to previous, similar problems. It can be applied

to complicated and unstructured problems relatively easily.

Figure 1: Case-based Reasoning

As shown in Figure 1, CBR is typically described as a cyclical process comprising the

four REs : (1) REtrieve the most similar case or cases, (2) REuse the information

and knowledge in that case to attempt to solve the problem, (3) REvise the proposed

solution if necessary, and (4) REtain the parts of this experience likely to be useful

for future problem solving.
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In [78], a case is modelled by objective attributes describing the product (content

model) and subjective attributes describing implicit or explicit interests of the user

in this product (evaluation model). Formally, the case c is defined as c ∈ X ×

E. The content model (X), in this system, is represented by a vector space X =

∏n
i=1 Xi where, for instance, x1 is the restaurant code (integer); x2 is the restaurant

name (string); x3 is the restaurant address (string); x4 is the cuisine type (string);

x5 is the approximate price (real); x6 is the capacity (integer) and x7 is the air-

conditioning (boolean). The evaluation model (E) is also an heterogeneous vector

space E =
∏m

i=1 Ei where some ei ∈ Ei describe explicit interests attributes like a

general evaluation of the product provided by the user or a quality price ratio. Some

other ei describe implicit evaluation attributes like the rate of time spent by the user

to read product information. There is also a special attribute, called drift attribute,

that measures how recently the user expressed his interest in the product. When

this drift attribute becomes very small the system tends to reduce the importance of

the information contained in the case associated to that product, and eventually can

discard the case.

The recommendation process starts with the user providing some preferences

about a new restaurant he/she is looking for and with a new restaurant r (source

case). The goal of the system is to evaluate if this new restaurant r could be inter-

esting for the user. With these preferences and input product the system searches

similar restaurants in the case base (retrieval phase) to find restaurants that could

be used to compute the interest prediction of the new restaurant r. In the reuse

phase the system basically extract from the retrieved cases (ci, i = 1, ..., k) the inter-

est attributes, or in our terminology the evaluation model. In the revise phase the

system assumes that the user’s interest in the new restaurant r is similar to his/her

interest in the retrieved restaurants, hence, for each retrieved case ci it extracts the

interest attributes (evaluation model) and compute a global interest value V (i) for
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each retrieved case. V (i) is a weighted average sum of the interest attributes mul-

tiplied by the drift attribute. Then a global interest confidence value I(r) for the

product r is computed as a weighted average of the interest values of the retrieved

cases:

I(r) =

∑k
i=1 V (i)Sim(r, ci)

∑k
i=1 V (i)Sim(r, ci)

(7)

If the interest confidence value of the new restaurant is greater than a certain

value (a confidence threshold), then the new restaurant is recommended to the user.

Otherwise, the CBR cycle terminates with no recommendation and the system just

provides a negative advice to the user about the queried restaurant. The review phase

is implemented by asking the user for the correct evaluation of the restaurant and

after that a new case (the product and the evaluation) is retained in the case base.

Also implicit evaluation indicators are retained as derived from the analysis of the

user/system interaction.

The case base reasoning approach give interesting recommendation in dynamic

environment but its learning is slow.

2.3.4.3 Artificial Neural Network (ANN)

To make recommendation in [44] a ANN and specially a multilayer feed-forward

architecture is adopted, with various numbers of hidden layers and distributions of

units among layers. The connection from unit m to unit n is characterized by a

real-number weight wmn with initial value positioned at random in the range [-1, 1].

When a pattern µ is impressed on the input interface, the activities of the input

units propagate through the entire network. Each unit in a hidden layer or in the

output layer receives a stimulus, where the am are the activities of the units in the

immediately preceding layer. The activity of generic unit m in the hidden or output

layers is in general a nonlinear function of its stimulus, αm = g(um). In [44] the

unit activation functions g(u) are selected between the logistic (sigmoid), hyperbolic
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tangent and linear forms. The system response may be decoded from the activities

of the units of the output layer while the dynamics is particularly simple: the states

of all units within a given layer are updated successively, proceeding from input to

output. Several training algorithms exist that seek to minimize the cost function

with respect to the network weights. For the cost function the authors make the

traditional choice of the sum of squared errors calculated over the learning set, or

more specifically

E =
∑

µ

E(µ) =
1

2

∑

µ,i

(t
(µ)
i − o

(µ)
i )2 (8)

where t
(µ)
i and o

(µ)
i denote, respectively, the target and actual activities of unit i of the

output layer for input pattern (or example) µ. The most familiar training algorithm

is standard back-propagation denoted SB, according to which the weight update rule

to be implemented upon presentation of pattern µ is

∆ω(µ)mn = −η
ðE(µ)

ðWmn + α∆ω
(µ−1)
mn

(9)

where η is the learning rate, α is the momentum parameter, and µ− 1 is the pattern

impressed on the input interface one training step earlier. The second term on the

right-hand side, called the momentum term, serves to damp out the wild oscillations

in weight space that might otherwise occur during the gradient-descent minimization

process that underlies the back-propagation algorithm. In this work the ANN is

trained with a modified version of the SB algorithm.. In this algorithm, denoted MB,

the weight update prescription corresponding to Eq. 9 reads

∆ω(µ)mn = −η
ðE(µ)

ðwmn + αSµ−1
mn

(10)

the momentum term being modified through the quantity

S(µ−1)
mn =

S
(µ−2)
mn e+∆w

(µ−1)
mn

e+ 1
(11)

In the latter expression, e is the number of the current epoch, with e = 0, 1, 2, 3, ....

The replacement w
(µ−1)
mn of by S

(µ−1)
mn in the update rule for the generic weight allows
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earlier patterns of the current epoch to have more influence on the training than is

the case for standard back-propagation. The advantage of the ANN is the rapidity of

learning, but it have a problem in dynamic environment.

2.3.5 Discussion

We present in Table 3 a synthesis of the recommendation approaches, and their

advantages / disadvantages.

Table 3: The recommendation approaches
Recommendation
approach

Advantage Disadvantage

CF [35, 44] Gives an interesting recom-
mendation when the over-
lap between users’ history is
high and the users’ content
is static

Inability to recommend new
documents

CBF [9, 78, 85] Is able to recommend new
documents

Can not make recommenda-
tion when a new user arrives

Hybrid Approach
[123, 99, 124]

Overcome the limitations
of both approaches (can
make recommendation
when a new user arrives
and can recommend new
documents)

Problem with the frequent
changes of the user’s con-
tent

From Table 3, we can observe that the inability of CF to recommend new docu-

ments is reduced by combining it with the CBF technique [72]. However, the user’s

content in real applications undergoes frequent changes. These issues make CBF and

CF approaches difficult to apply [47].

Generally the precedent approaches improved by supervised learning as ANN, CBR

or Naive bayes approaches, but they still have the problem to follow the dynamicity

of the user content.

The dynamicity of the user’s contents is the subject of the next section.
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2.4 The Dynamicity of the User’s Content

As stated in Section 2.3, the dynamicity of the user’s content still remains a problem

for an accurate recommendation. This section aims to explain this problematic point

in outlining the proposals that have been made in research with their advantages and

disadvantages.

The dynamicity of the user’s content is reflected in the difficulty of generating rec-

ommendations for the user when old documents may expire and new documents may

emerge continuously. This dynamicity lets the user’s profile in a permanent cold start,

also called latency [102].

The cold start problem occurs, in fact, when a new document is integrated into the

system and the relation between the user’s interests and the document is not yet

available. Therefore, the new document will not be involved in the recommendations.

The problem of latency has more impact on systems that incorporate new documents

regularly, such as systems recommending news articles [72, 38].

To overcome this latency problem, two approaches are proposed, the first one uses

CBF and the second one uses an exploration-exploitation strategy. These two ap-

proaches are described in what follows.

2.4.1 CBF for User’s Content Dynamicity

CBF tries to solve cold start by techniques based on content similarities. When a new

document is introduced, the technique based on the content evaluates the similarity

of the new document with the available documents in the user’s profiles to make

recommendation. However, the use of this technique based on the content leads to a

lack of diversity in recommendations, which hinders the performance of the RS.

A new filtering technique (based on content) exploiting ontologies has also been sug-

gested as a solution to the problem of latency. The system uses location ontologies,

in order to classify and categorize a new arrived documents and generate the users’
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profiles. This technique has been especially used by [123] to recommend restaurants

and by [86] to recommend scientific papers. However, the limitation of this technique

is the need to pre-construct the domain knowledge ontologies.

In [123], the authors tackle the user’s contents dynamicity by proposing a system with

a dynamic user’s interest, where the user’s interests at different moments should have

different weights. To catch a user’s short-term interests without losing the long-term

interests. There are four major phases in the proposed approach: (1) In the first

phase the system groups the new documents with similar contents. (2) In the second

phase the system calculates the weight of each document based on the previously

given user’s preferences in each document, as well as the corresponding timestamps.

Then, the interest vector of each user is constructed to represent the user’s current

short-term interests. (3) After that, the system identifies which users are the neigh-

bours of the active user based on the similarity of their interest vectors. (4) Finally,

the system estimates the interests for the active user, to take into account in the

document selection, based also on the interests of his/her neighbours.

The limitation of this approach is in the deterioration of the quality of recommenda-

tions if the user’s social group is heterogeneous.

2.4.2 Exploration-Exploitation Trade-Off for Content Dynamicity

Few works found in the literature [72, 73] solve the problem of content dynamicity

by addressing it as a need for balancing exploration and exploitation studied in the

multi-armed bandit problem.

A bandit algorithm B exploits its past experience to select documents (arms) that ap-

pear more frequently. Besides, these seemingly optimal documents may in fact be sub-

optimal, because of the imprecision in B’s knowledge. In order to avoid this undesired

situation, B has to explore documents by choosing seemingly suboptimal documents

so as to gather more information about them. Exploration can decrease short-term
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user’s satisfaction when some suboptimal documents may be chosen. However, ob-

taining information about the documents’ average rewards can refine B’s estimate of

the documents’ rewards and in turn increases the long-term user’s satisfaction.

Clearly, neither a purely exploring nor a purely exploiting algorithm works well, and

then a good trade-off is needed.

The exploration-exploitation approach is used in [72] for ads recommendation and in

[73] for news recommendation.

2.4.3 Discussion

To discuss the two approaches for following the user’s content dynamicity, we present,

in Table 4, their advantages and disadvantages.

Table 4: Approaches for following the user’s content dynamicity
Approach Advantage Disadvantage
CBF [38, 86] Recommendations similar

to the user’s history
The lack of diversity in rec-
ommendations.

Exploration-
Exploitation
Trade-off [73, 72]

Recommending diversified
information to the user

The risk to upset the user
with randomly choose doc-
uments

From Table 4, we can observe that the techniques based on CBF have the advan-

tage of exploiting to user’s history in the recommendation. However, these techniques

have a lack of diversity of content in recommendations.

In the other case, exploration-exploitation trade-off approaches have allowed recom-

mending varied and diverse documents to the user, but the risk is to upset the user

with exploratory recommendation.

We can conclude that a trade-off has to be done among the exploration-exploitation

approach and the CBF approach.

Moreover, in order to be well accepted by the user, exploratory recommendations

should be managed regarding the user’s context, where some situations are not ade-

quate for exploration (for example, when the user is in professional meeting).
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In what follows, we describe the impact of the user’s context in the recommendation

process.

2.5 Context-Aware Recommender Systems (CARS)

Before the first CARS workshop on 2009, the majority of RS focus on recommend-

ing the most relevant documents to users and did not take into consideration any

contextual information, such as time, location and nearby people. However, when

recommending a personalized content, it is not sufficient to consider only user’s pro-

files and documents. It is also important to recommend documents adequate to the

user’s situation. Therefore, a good recommendation depends on how well the RS has

incorporated the relevant contextual information into the recommendation process.

Recently, some RS have taken the context into account, being called Context-Aware

Recommendation System (CARS). However, for a long time many works deal with

the context in other areas, like IR, mobile-learning and advertising since context be-

come inescapable.

In this section, we define the general notion of context, how to get context informa-

tion, how the context can be modelled and how the context is used to recommend

pertinent information to the user. We finish with a discussion comparing the pre-

sented approaches.

2.5.1 Context Definition

The notion of context appeared in several disciplines, like computer science, linguis-

tics, philosophy, psychology, etc., and every discipline gives its own definition, often

different from the others, which is more specific than the generic definition given

by [114] “conditions or circumstances that have an effect on something”. Therefore,

there are several definitions of context across varied disciplines.

Since our concern is RS, and since the general concept of context is very wide, we

focus on ubiquitous and mobile context-aware computing, a field directly related to
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RS having the context as the core concept.

In context-aware computing. Authors in [2] have considered the context as a key

component to increase human-machine interactions [2], and they have given the sub-

sequent definition of context that is now ordinarily accepted: “Context is any infor-

mation that can be used to characterize the situation of an entity. An entity is a

person, place, or object that is considered relevant to the interaction between a user

and an application, including the user and applications themselves.” [2].

Using the above definitions of the context and situation, in what follows we present

the different techniques used to obtain contextual information, and then we describe

existing context models.

2.5.2 Context Acquisition

According to Grudin [59], the context acquisition is the process through which con-

textual information is captured.

The context can be obtained by different methods, depending on the contextual in-

formation that the system needs. In the literature, there are three types of contextual

information and correspondent acquisition method [59]:

- Context detected: this type of information is acquired through physical sensors or

software sensors, such as temperature, atmospheric pressure or noise;

- Context derived: such contextual information is calculated during execution, such

as time and date;

- Context explicitly provided: this is the case when the user explicitly gives to the

system the necessary information, like for example when the user feeds his agenda

with his planned meetings.

The structure that stores the contextual information can be modelled as described in

what follows.
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2.5.3 Context Modelling

Context models formalize the representation of the context as a structure (ontology,

class of vectors of terms, set of concepts, etc.) or a set of specific and different

information structures. We present now the most interesting models found in the

literature. A deep and complete survey and analysis framework for context models

has been published in [10].

2.5.3.1 Attribute-Value Models

The most simple context models are based on attribute-value pairs to represent con-

text, where attributes capture various characteristics of contextual elements.

An attribute-value model is used in [118] for representing the context of each user’s

item. First, they build a user profile. The basic data source of the technology is a

user-items matrix, A(m,n). It stores the ratings which are given by m users for n

items. m denotes the users information U(u1, u2, ..., um), and n denotes the items

information I(i1, i2, ..., in). If a user u rates an item i, it generate a rating Ru, i,

which is between 0 and 5. Where 5 is the best rating. So their context is modelled as

follows: C = (C1, C2, ..., Cn) , where C presents one type of contexts, such as Time

and i consists of many different variables. For example, in the type of Time, there

are several values (such as morning, noon, afternoon, and evening). And a user may

have different interest for the same item in different variables of one type of context.

So they give the definition of Ci = (Ci1, Ci2, ..., Cik).

To introduce context on their model they consider a User × Item × Context →

Rating model. Figure 2 shows their specific three-dimension rating model. In the

Figure 2, there is Rus1,i1,C11
which means the user us1 gives a rating whose value is

3 for the item i1 in the variable c11 of context C1. So there are many models which

store the ratings given by all users for every item in each context variable.
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Figure 2: Attribute-value model proposed by [118]

Attribute-value models are frequently used because they are particularly easy to

manage. However, they lack of semantic, since no relation between attributes and/or

values are given.

2.5.3.2 Object-Oriented Models

The main benefits of object modelling come from being commonly understood by

application developers to know the encapsulation between object and class [10].

In [95], the context is described by a number of elements, which characterize the

various aspects of the entity’s situation. This entity can be a user, an object, a

place, among others. In the proposed model, the context is represented by the class

Description of Context of the UML class diagram shown in Figure 3. This class

represents the contextual factors which are subclasses of an abstract class called

element of Context.
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Figure 3: Object-oriented model proposed by [95]

2.5.3.3 Markup Models

Markup scheme models use a markup-text representation to model the context data,

and they generally use the Extensible Markup Language (XML). The aim of this

approach is to encourage a tree representation and enable more reasoning [10].

For example, in [79], the user’s context is modelled using XML [49]. In this model,

tags are used to describe the context of users. In addition, spatial tags are used to

decline the user’s preferences on content based on predefined localization zones. When

a mobile client makes a queries to get a document, his current contextual information

is considered for executing the queries. Authors propose an XML-based model called

XREAL that formalizes the contextual information as well as the queries, which are

represented as recursive relational algebra trees.
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The XReAL models the mobile user using an identification attribute, called MCID,

and a sequence of elements referring to contextual information: physical context, en-

vironmental context, informational context, personal context, social context, appli-

cation context, and system context. Figure 4.A shows the XML schema of a mobile

client at an abstract level.

Figure 4: A) The XReAl query model; B) The XReAl contextual information docu-

ment

Any mobile client is assigned a MCID number, to be recognized by the system.

Physical context provides information related to location and time. The location

is a position, elevation, and direction. The position could be represented using a

geographical coordinates and/or relative coordinates, such as a street, area and city.

The time represents time zone, which could be inferred from the location information.

The time zone determines the absolute time, day, week, month, quarter, and year.

Physical context might help to infer information at a generic level related to environ-

mental context, such as weather and light. Other methods are needed to determine

an accurate environmental information.

Informational context formalizes information of interest to the mobile client, such as

currency rates, stoke quotes and sports scores. Personal context specifies information
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such as health, mood, biographical information, habit and activities. Social context

formalizes information concerning group activity and social relationships. Applica-

tion context models information, such as email received and websites visited. The

system context represents information related to systems used by the client and spec-

ifications of her mobile, such as processor, and memory.

The user of a mobile client might provide personal and social information to be

recorded as contextual information related to her mobile client. It is assumed that

the minimum level of information is the information of physical context. So, the

physical context element is a mandatory element. However, the other elements are

optional. Furthermore, it is assumed that there is a repository of contextual informa-

tion related to the environment, in which mobile clients are moving, such as parking

spots or food shops.

Examples. Figure 4.B shows the contextual information document specified

using XReAl. The contextual information document is assigned MC101 as an ID.

The XML language is very flexible in representing variety of contextual information.

Figure 5 depicts part of the physical and informational contexts. Figure 5.A shows

a representation for information of the relative position, and Figure 5.B illustrates a

representation for business information as a part of informational context.

Figure 5: A) part of the physical context, B) part of the informational context
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Another work using the markup model is the “context model layer” described

in [89]. This model is composed of three layers. The first layer (conceptual layer)

aims at representing real world context entities by concept, such as the name of a

person, the type of a sensor, or the characteristics of a device. The second layer

(logical layer) aims at enhancing the resultant conceptual context model with special

characteristics of context information that can be classified into static and dynamic,

or profiled, inferred and sensed. The final layer (physical layer) allows to describe

context data in flat textual XML schemas.

2.5.3.4 Semantic Models

Semantic models are generally based on ontologies because they are an interesting

tool to share knowledge, reusing knowledge and they have the possibility of logical

inference [10]. Ontologies describe context data semantically independently of pro-

gramming languages. They make it easy to automatically deduce further implicit

high-level context data or situations (such as user’s activities) from low-level con-

text data (such as location, temperature or noise). In addition, they offer a support

for interoperability and heterogeneity since ontologies can be shared. Among the

ontologies developed for context modelling we can cite: CONON (CONtext ONtol-

ogy) is one of the first approaches that used OWL for modelling context in pervasive

computing environments [112]. SOUPA (Standard Ontology for Ubiquitous and Per-

vasive Applications) is a set of ontologies expressed in OWL and designed to model

and support pervasive computing applications [45]. CoDaMoS defines an ontology

around four concepts used to model Users (preferences, profile and current activity),

the Environment (time, location information and environmental conditions such as

lighting), Platforms (a hardware and software description of a device) and Services

(software which provides a service to a user) [96]. In addition, the ontology identifies

context data about the user such as profiles, roles, moods, tasks and I/O devices.
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MUSE is a multi-ontology representation in which each ontology corresponds to an

Figure 6: MUSE ontology

element or a context dimension (User, Activity, Environment, Device, Location and

Time) (see Figure 6) [32]. This approach proposes a bridge over these dimensions

with semantic relations (e.g., in, use, nearBy, do) to express facts like: Where is the

user? In which environment is he/she? Which activity is he/she doing? Which device

is he/she using? Some of these ontologies are based on existing standards like CC/PP

for Device ontology and W3C for Time ontology.

A recent work in context aware information retrieval field uses an ontology-based

context model [14]. They developed an ontology for modelling the interests of the

mobile user and exploited spatial and temporal ontologies for modelling the semantics

of the spatio-temporal situations of mobile users. The situation model is represented

by an aggregation of the following four dimensions (Figure 7):

- Location type: refers to a location class name, such as beach or school.
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- Season: refers to one season of the year.

- Day of the week: refers either to workday, weekend or holiday.

- Time of the day: refers to the time zone of a day, such as morning or night. More

specifically, a situation S is represented as a vector whose features X are the values

assigned to each dimension:

S = (Xl, Xu, Xv, Xw) (12)

Where Xl (resp. Xu, Xv, Xw) is the value of the location type (resp. season, day

of the week and time of the day) dimension.

Figure 7: Dimensions of the situation model [14]

In [71], the context model has four dimensions, as shown in Figure 8: spatial

(location and points of interest), social (e.g., personal information and activity being

performed), temporal (date and time) and computational (mobile device). These di-

mensions have been explored in the acquisition of knowledge about users and photos

for context-aware recommendation of photos. The location attribute is extracted from

the user’s mobile device (GPS). Other attributes such as place description (e.g., shop-

ping, beach, etc.) are derived from freely available web services such as WikiMapia.
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Figure 8: Ontology model of context proposed by [71]

Date and time considered are those of use in the system. The activity needs to be

explicitly informed by the user and can be chosen among a set of presented options

or reported manually. Examples of activities are: sports, festivals, and landscapes.

2.5.4 From Context Awareness to Situation Awareness

In spite of many benefits from adopting context awareness, some researchers state

that context awareness often becomes insufficient if the application requirements need

to consider the relationship between various context data and history of users and

applications actions over a period of time [119]. In order to palliate this weakness, the

concept of situation has been introduced. Situation aware applications [83] describe

a new class of context-aware applications that are capable of recognising a user’s

situation and adapt themselves to a current, and maybe future, user’s situation.

Situation awareness focuses on the modelling of a user’s environment to help him/her
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to be “aware of his/her current situation”. The same piece of information may

have different meanings and usages for different people in the same environment.

Therefore, the system must know the context of the current user in order to provide

him/her with appropriate information, or to perform certain tasks. Feng et al [53]

provided a clearer distinction between these two concepts: Context awareness allows

systems to dynamically adapt to changes in a user’s task domain, by updating relevant

information and service provision, whereas situation awareness focuses on information

about the state of the environment in which these tasks are carried out. Situation

awareness implies context awareness, but not vice versa.

2.5.4.1 Definitions of the Term Situation

A plethora of definitions of the term situation exist in the literature. McCarthy intro-

duced in 1963 the theory of situation calculus [81, 82]. He defined the concept of situ-

ation as “the complete state of the universe at an instant of time”. Reiter formalised

this notion using action theory and proposed a new definition of situation: “a finite

sequence of actions. It’s not a state, it’s not a snapshot, it’s a history” [97]. Endsley

introduced the theory of situation awareness [50]. He defined situation awareness

informally and intuitively as “knowing what’s going on” and, more formally, as “the

perception of the elements in the environment within a volume of time and space, the

comprehension of their meaning and the projection of their status in the near future”.

More recently, in pervasive computing domain, Yau et al. defined the situation as

follows: “The situation of an application software system is an expression on previous

device-action record over a period of time and/or the variation of a set of contexts

relevant to the application software on the device over a period of time. Situation is

used to trigger further device actions” [119, 120]. This definition introduces the con-

cept of context and shows the relation between context and situation. However, this

definition is not complete since there is no difference between context, and situation
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and the meaning of situation is not clear. Accordingly, the situation seems to be

composed of various information as well as context and it has more expressive power

than context since it contains previous device-action record over a period of time.

Situation does not trigger actions, but on a given situation, the actions are triggered

by recognising a set of context information.

The authors in [121] define a situation as “an external semantic interpretation of

sensor data”. Interpretation means that situations assign meanings to sensor data.

The adjective “external” means that the interpretation is done at the application

level rather than at sensors level. The term “semantic” means that the interpretation

assigns meaning to different types of sensors’ data. In this latter definition, temporal

aspects are not considered. However, a situation is not an activity as it involves rich

temporal aspects (e.g., time-of-day, duration, frequency, sequence). [32] proposes

the following definition: “A situation is a set of semantic relations between concepts

(in one context dimension or between several context dimensions) which are valid and

stable during an interval of time”, where the term “dimension” here, means a context

type such as location, time, activity, etc.

Another point of view is proposed in [87] where situation awareness is compared

to problem recognition. At a certain point of time, a system which has abilities of

situation awareness as well as context awareness understands its context, recognises

a problem, and makes plans to resolve it. A situation is then considered as a prob-

lem: “a problematic and developing state of a computational element characterised

by its context”. This definition is limited since it focuses on problem recognition of a

computational element.

The definition proposed by [32] in a previous work of our team seems more appro-

priate for our goal: It makes a distinction between context and situation; meanings

are assigned to context data; a set of sensor data may be considered as a context

dimension; and temporal aspects are involved. Therefore, this definition is the one

45



we have chosen for this thesis.

2.5.4.2 Key features of situations

A situation mostly depends on the following three parameters: available sensors,

system environment (domain knowledge) and application’s requirements (interesting

states to observe). In other words, the same raw data can be interpreted in dif-

ferent situations according to application’s requirements. For example, meeting and

room not free are two possible interpretations depending on application’s require-

ments: user-centred or location-centred. A situation is then an interesting abstracted

state where certain actions can be taken or certain recommendation can be proposed

when this situation occurs. One key issue in situation awareness is situation identi-

fication. In the literature, a huge number of techniques have been used to identify

situations. Most of them can be classified into two categories, namely, data-driven or

knowledge-driven approaches depending on the type of sensor and the level of situa-

tion identification.

In what follow we describe how the context is used to recommend pertinent informa-

tion for user.

2.5.5 Recommendation Methods

Context-Aware Recommender Systems (CARS) argue that contextual information

does matter in RS and that it is important to take this information into account

when providing recommendations. In this setting, we describe the main techniques

for exploiting context in recommendation.

2.5.5.1 Contextual Content-Based Filtering

In [71], the authors present a CARS for contextual photos named MMedia2U. It

allows for the recommendation of photos even those that have never been evaluated

by users. The recommendation is performed only from the context in which the photos
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were created. This allows users, without a history of use, to receive recommendations

based on their current context.

The user chooses the desired ”activity/interest”; then, the system captures the current

user’s context (location and date/time), and sends all this information to the server.

This, in turn, returns a list of recommended images. If the user selects a photo, he

can see its position and the distance between him and the place where the photo was

captured. Concretely, a similarity measure is used in the system in order to retrieve

those photos created in contexts more similar to the user’s current context. The

algorithm developed uses the user’s context as indicative of his preferences and the

context of items (i.e., photos) as a representation of its features. In their system, the

context of items is the context in which the photos were created.

To make recommendations, a similarity is calculated between the context of the

user U and the context of an item I using the following equation:

Similarity(U, I) =
∑

c∈Context

wc ∗ simc(U, I) (13)

In Eq. 13, the similarity is calculated without the need of training data. In this case,

c is an attribute belonging to the dimensions of the context model (e.g., location);

wc is the weight of attribute c (e.g., location has a weight of 50%) and simc is the

similarity function for attribute c. Those pictures that have the highest value of

similarity are the ones recommended to user U . The function simc is particular to

each type of context and application domain. Each context model dimension has a

method to calculate its similarity. The location similarity, for instance, is calculated

by measuring the distance between the place where the picture was taken and the

current user’s location. The similarity for activity is calculated by comparing the

activity that the user is doing and the activity in which the image was generated. Eq.

14 is used with numeric context attributes. The similarity is defined by how close
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two values are.

Similarity(U, I) = 1−
Vc(U)− Vc(I)

max(c)−min(c)
(14)

In Eq. 14, Vc(U) and Vc(I) represent, respectively, the values of context c for

the user and the item; max(c) and min(c) represent, respectively, the maximum and

minimum values for the compared attribute of context c (e.g., for c = hour of the

day, min(c) = 0, and max(c) = 12). The similarity between dates can compare the

various attributes related to the moment the photo was taken and the moment the

user is found. Some attributes compared were: the hour of the day, day of the week

and month of the year. The date attributes were compared individually to analyse

the influence of each one (e.g., the similarity between hour of the day has a greater

influence on the choice of the user than the similarity of the day of the week). The

similarity between the months of the year can be calculated by Eq. 14, adapting it to

cyclic values (e.g., the distance between January and December is 1, instead of 11).

2.5.5.2 Contextual Collaborative Filtering

Authors in [118] propose a contextual memory-based CF, which is based on the

traditional memory-based CF calculating the similarity. This approach calculates the

similarity between the active user’s current context and the other contexts associated

to items previously seen, finds out the ratings already given by the active user about

the items under the contexts which are similar with user’s current context, and then

predicts which items the active user will prefer in the current context.

Concretely, the system tries to find out which variables of the other context are

the same with the variables of current context at first. Then, they calculate the

similarity between the two variables using Eq. 15.

simt(x, y, i) =

∑m
u=1(Ru,i,x −Ri)(Ru,i,y −Ri)

√

∑m
u=1(Ru,i,x −Ri)2

√

∑m
u=1(Ru,i,y −Ri)2

(15)

In Eq. 15, t denotes one type of context, Ru,i,x means that user u gave a rating for

item i on the variable x in the context t, and Ri represents the mean of the ratings
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for the item i. They use Eq.15 to calculate the similarity between the active user’s

current context and the other contexts in which some variables are the same with

ones of current context.

They take the simt(C, s, i) as the similarity where C means the current context,

and s denotes the variables of the current context which are the same as the ones in

the other contexts.

Before selecting the nearest neighbors of the active item, the system tries to know

the ratings which are rated by the active user for the items in the current context at

first by using Eq.15, and they define the ratings as follows:

Ru,i,C =

∑

s∈C Ru,i,x(
∑n

t=1 simt(C, s, i))
∑n

t=1 |simt(C, s, i)|
(16)

Then, they use the ratings combined with Eq. 15 to calculate the similarity between

item i and item j.

To generate the prediction, and after getting the nearest neighbors, the system

utilizes Eq. 16 to predict the active user’s ratings Pa,i,C for item i in context C.

2.5.5.3 Contextual Hybrid Filtering

In [5], authors describe a CARS for service recommendation and they demonstrate

that combining CF and CBF for discovery and selection of service gives high per-

formance as well as it overcomes the problem of new consumer, and new service

entrance. The practical results show that this hybrid RS has more performance and

better quality of recommendation in comparison with CF methods.

Concretely, the hybrid method begins the recommendation process with selecting

one of the available recommender systems regarding selection criteria. When the

appropriate recommender system is selected, the other recommender systems will not

play any role in the recommendation process. The presented recommender system

consists of two parts: Collaborative Filtering Recommender System and Content

Recommender System. When the consumer profile enters the recommender system,

49



at first, the neighbors of the consumers’ mentioned service are found according to the

below stages.

Calculating similarity: The similarity between the services is calculated by

adjusting cosine similarity formula, which is one of the most used methods:

ServiceSim(i, j) =

∑

c⊂RBi,j
(rci − rc)(rcj − rc)

√

∑

c⊂RBi,j
(rci − rc)2

√

∑

c⊂RBi,j
(rcj − rc)2

(17)

In Eq. 17, RBi,j denotes the set of consumers who have rated both service i and

service j , rci denotes the consumer’s rate for service i, rc determines the average of

the consumer’s rates.

Selecting similar neighbors:

Similarity(i) = Sk|Sk ∈ L(i), ServiceSim(Sk, Si) > 0, Sk 6= Si (18)

Sk and Si are service k and service i, respectively. L(i) is a collection of services such

that their similarity rate with service i is calculated. In other words, the services

having a positive similarity rate with service i are considered as neighbors of i.

As a result, the recommender system makes its prediction by means of CF method

and according to the below formula:

Pred(c, i) =

∑

j∈ratedservices ServiceSim(i, j).rci

ServiceSim(i, j)
(19)

In Eq. 19 rci is the consumers rate for service i.

2.5.5.4 Machine Learning Approach

Different machine learning techniques has been studied for recommending items in

CARS. We describe in what follows some of them.

Case-Based Reasoning. In order to build the CBR model for CARS, authors

in [70] define the similarity function that is used to find k previous cases similar to

the new case. The similarity score between a new case N and a previous case C is
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calculated using the Eq. 20.

Similarity(N,C) =

∑n
i=1 f(Ni, Ci)×Wi

∑n
i=1 Wi

(20)

Where Ni is the ith feature value of the new case, Ci is the ith feature value of the

old case, n is the number of features, f(Ni, Ci) is the distance function between Ni

and Ci calculated by Eq. 21, and Wi is the weight of the ith feature. The value of

the similarity score is between 0 and 1. The more the two cases N and C are similar,

the more the similarity score becomes close to 1.

f(Ni, Ci) =











1− d if 0 ≤ d ≤ 1

0 if d > 1
(21)

d =
|Ni − Ci|

Max−Min
(22)

In Eq.22, Max gives the maximum value among the ith feature values for all cases in

the case base and the Min gives the minimum value among the ith feature values for

all cases in case base.

The most distinguished advantage of CBR is that it can learn continuously by

just adding new cases to the case base.

Naive Bayes Algorithm. In [107] the naive bayes algorithm is used for off-line-

processing that produces user-mode learning model from profile data, past context

data, feedback logs, and item data. The User-modes are defined as user interests in

selecting information such as location of users’ favorite contents, user preference, and

user’s favorite method for retrieving items.

User-mode learning model is the set of intensities of user-modes for all pro-

file/context combinations. The intensity of the user preferences is based on the

probability of category ji of user-mode i in each profile/context combination. It

is given by:

P (Miji |C1k1 , C2k2 , ..., CHkH ) =
P (Miji , C1k1 , C2k2 , ..., CHkH )

∑

ji
P (Miji |C1k1 , C2k2 , ..., CHkH )

(23)
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In Eq. 23, Miji represents the user-mode ji of user-mode category i (i = 1, 2, ..., I, ji =

1, 2.., Ji); Chkh : represents the Profile/context kh of user profile/context category h

(h = 1, 2..., H and kh = 1, 2..., Kh).

The Naive Bayes algorithm is used to calculate Eq. 23, under the Naive Bayes

assumption between profile/context sets, where:

P (M1ji |Cik1 , C2k2 , ..., CHkH ) = P (Miji)
H
∏

h=1

P (Chkh |Miji) (24)

In Eq. 24, P (Chkh |Miji) is calculated using frequency Freq(X), which is defined as

the amount of user feedback in context during the experiment period, as indicated in

Eq.25.

P (Chkh |Miji) =
Freq(Miji , Chkh)

Freq(Miji)
(25)

Artificial Neural Network (ANN). Using ANN, the aim of the work in [48]

is to pinpoint which member of a household gave a specific rating to a movie. The

solution authors propose relies on the identification of three simple classifiers c1, c2,

c3 that are then combined through a machine learning approach. The problem is

formulated as follows. Given the tuple t :< h, s, r, ts >, representing the rating r,

given within the household h to the movie s, and with timestamp ts, the goal is to

learn a function g that identifies the user u who performed that rating.

With the assumption that the users belonging to a given household are known,

the authors define the following measures, which take into account the parameters of

the tuple separately.

Analysis of the distribution of values given by a user (classifier c1 ): The authors

aggregate the frequency of user ratings dividing them into five classes:

1. 0-40

2. 41-60

3. 61-80

4. 81-90
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5. 91-100

The aim of such analysis is to model each user based on the values of his ratings.

Each user is thus represented by one distribution normalized by an index of Z-score

normalization that is compared with the given rating.

Analysis of the distribution of times when the rating was given by a user (classifier

c2): Similarly to the previous case, the input data is processed with the following four

groups:

1. morning (7am to 12pm);

2. afternoon (1pm to 5pm);

3. evening (6pm to 10pm);

4. night (11pm to 6am).

This model represents the user habit of giving his ratings at certain times. The

values they obtain are then compared with the timestamp ts that appears in the

tuples.

Analysis of movies to determine if two users have seen the same movie (classifier

c3): The authors analyze the users who have seen a movie. Each of those users is

compared with the set of Candidate Users using the following Jaccard distance:

∩(Su, Sv)

∪(Su, Sv)
(26)

In Eq. 26, where Su and Sv are the set of movies rated by the users u and v, re-

spectively. Subsequently, the three formulations are combined through a stacking

algorithm, where a meta-learner based on neural networks derives the best combina-

tion of output of the base learners. Details of the architecture of the neural network

are shown in Figure 9.
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Figure 9: Context-aware neural network

The neural network is trained using the following input parameters (68 features):

1. the distribution of the number of users who rated a movie per week (53 features);

2. the distribution of the number of users who rated a movie per day of the week

(7 features);

3. the distribution of ratings given to a movie, divided into five groups (5 features);

4. the submission date of the rating, identified by week of the year (from 1 to 53)

and by day of the week (from 1 to 7) (2 features);

5. the number of ratings given to a movie (1 feature).

The output layer of the network consists of three nodes which express a member-

ship value to the three simple classifiers mentioned above.

Finally, the predicted user is chosen according to the following algorithm:

1. Given the training data (t1, c1), ..., (tN , cN) and the tuple t

2. For i = 1 to 3:

(a) TSi ←− a selection of N random examples from the training set
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(b) fi ←− the result of training base learning algorithm on TSi

(c) draw the output yc1 , yc2 , yc3 from the neural network

3. Output from the combined classifier: g(t) = majority(yc1 · f1(t), yc2 · f2(t), yc3 ·

f3(t)), where ti is a tuple and ci is a 3-bit code word vector, which represents the

classification of c1, c2, and c3 for tuple ti. For example, the vector [0, 1, 1] describes

the situation in which the tuple is classified correctly only by the classifiers c2 and c3.

The neural network, thus, provides a probability value (i.e., between 0 and 1),

which is used as a weight in the majority voting discribed in [69] that is defined by

the function g(t).

2.5.6 Discussion

We present now a synthesis concerning the context representation and CARS ap-

proaches.

A huge number of works related to different research domains have proposed

models to represent context. We have chosen in Table 5 a few of them to illustrate

the major existing models.

Table 5: Comparing context representation models
Context
model

Advantage Disadvantage

Attribute-Value
[118]

It is particularly easy to
manage and easy to imple-
ment

Lack of semantics

Object-Oriented
[95]

Correlate relationships be-
tween class and object, easy
to implement

Difficult to update

Markup [79, 89] Hierarchical structure Not flexible
Semantic [14, 71] Better interpretation of the

context semantic
Limited reasoning perfor-
mance in real-world applica-
tions

According to the survey of context modelling [10], ontological models have clear
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advantages regarding support for interoperability and heterogeneity as well as reason-

ing capability. However, limited reasoning performance further reduces the scalability

of these approaches in real-world applications.

We present in Table 6 a synthesis of CARS systems, comparing them according

to how they acquire the context (Context Acquisition), how they model the context

(Context model), and how they recommend information according to the context

(Recommendation approach).

Table 6: Comparing CARS

CARS Recommendation

approach

Context model Context Acquisition

[118] CF Attribute-Value Context detected and de-

rived

[52] CBF Markup Context detected and de-

rived

[5] Hybrid Attribute-Value Context detected

[71] CBF Semantic Context detected and ex-

plicitly provided

[70] CBF Attribute-Value Context detected and ex-

plicitly provided

[107] CBF Attribute-Value Context detected and ex-

plicitly provided

[48] CBF Attribute-Value Context detected and ex-

plicitly provided

From Table 6, we can observe that the majority of existing CARS uses the rec-

ommendation techniques that exist in the classic RS, like CF, CBF and Hybrid rec-

ommendation, where the context is just integrated as a parameter on their equation,
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which means that those works did not create a specific recommendation technique for

CARS.

However, integrating the context as a parameter may reduce the possibilities to

exploit several granularity levels of context data. For example, when the user’s profile

has an interest associated to GPS coordinates, it is difficult to recommend this interest

in the future, since it is improbable to find again the user at exactly the same place in

the sense of same GPS coordinates. However, if we can fall over automatically from

the physical location of the user to its semantic representation (e.g. place, city, type

of location, ...), we can exploit a larger panel of location types and group places of

the same type.

We can also observe that the most of the existing CARS uses the Attribute-Value

context model based on an algorithm of exact matching on these attributes. This

can be explained by the simplicity of its implementation. The main critics of this

approach is its limited capabilities in supporting reasoning on context, on higher

context abstractions.

We see that major existing works use a method for context acquisition, which is

actually explained by the high technological development of the mobile devices.

Finally, from the evaluation done in [52], where the authors have compared ma-

chine learning algorithms in CARS, namely Case-based Reasoning, Neural Network,

Naive Bayesian and Decision Tree, the CBR gives the best results and it has been

explained by the dynamicity of this algorithm.

We have described, in this section, how existing CARS manage the user’s context in

order to make an accurate recommendation.

Another criterion that must be considered is to avoid intrusive recommendations ac-

cording to user situation. In what follows, we study the risk of upsetting the user and

the different existing approaches to compute it.
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2.6 Risk Aware Decision

The majority of existing approaches to RS focus on recommending the most relevant

documents to the users using the contextual information and do not take into account

the risk of disturbing the user in specific situations. However, in many applications,

such as recommending a personalized content, it is also important to incorporate the

risk of upsetting the user into the recommendation process in order not to recom-

mend documents to users in certain circumstances, for instance, during a professional

meeting, early morning, late-night. Therefore, the performance of the RS depends on

the degree to which it has incorporated the risk into the recommendation process.

In this section, we define the notion of risk as well as how it can be calculated.

2.6.1 Risk Definition

The norm ISO 31000 (2009) defines the risk as the “effect of uncertainty on objec-

tives”. In this definition, uncertainties include events which may happen or not.

Many definitions of risk exist in common usage, however in this thesis we consider the

definitions in domains close to RS. Therefore, we take the following two definitions

from the reinforcement learning and the financial domain, respectively:

Reinforcement learning. “The risk is the reward criteria which takes not only into

account the expected reward, but also some additional statistics of the total reward

such as its variance, its value at risk, etc” [108].

Finance. “The risk is the probability that the investment return will be different

than expected, which leads to the possibility of losing some or all of the original in-

vestment” [37].

Using both definitions of the risk, in what follows we describe the different techniques

that exist to measure it.
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2.6.2 Measuring the Risk Value

Some existing works take into account the risk in different application areas, like

reinforcement learning and robotics. In these works the risk is measured with two

types of uncertainty: parametric and inherent. Some works also use an hybrid of

both types.

2.6.2.1 The Variance of the Cost

The variance of the cost approach is related to the imperfect knowledge of the problem

parameters. For instance, in the context of Markovien Decision Process (MDPs) and

addressing inherent uncertainty, Howard and Matheson [80] have proposed to use an

exponential utility function, where the parameter of the exponent controls the risk

sensitivity.

Another approach considers the percentile performance criterion [1], in which the

average environment’s reward and its variance lead to decide the best action to select

using the following Eq:

z = argmaxz(E[z]− k ∗ var[z]) (27)

In Eq. 27 z is a random variable for profit and k is a constant referred to as risk

aversion factor, and it indicates excessive deviation from the expected values.

The main advantage of variance of cost approach is the ability for computing the risk

without the need of an expert, however this leads to a cold start at the beginning of

the process.

2.6.2.2 The Expected Environment Cost

The expected environment cost approach is related to the stochastic nature of the

system. For example, Geibel and Wysotzki [55] have considered an MDPs model

where some states have been error states. They define the risk as the probability

of entering such a state when each policy is followed. Then, they try to find good
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policies with a risk smaller than some threshold predefined by the user. This problem

is formalized as a constrained MDPs with a risk function based on a cumulative

return. The authors present a reinforcement learning algorithm that aims at finding

good deterministic policies.

Another work presented in [122] classifies such situations or states as nominal or

adverse. Nominal states are not dangerous; in the inverse case, adverse situations are

dangerous and can be specified or unexpected (see Figure 10).

Figure 10: Classification of situations proposed by [122]

The authors of [60] have shown that step-wise exploration by a pre-specified backup

policy is safe. The step-wise exploration proposed is based on the assumption about

the world that neighboured states of safe states are safer than others.

The expected environment cost approach allows to avoid the cold start using an

expert to predefine the dangerous state, however this approach is unable to detect

new dangerous states.

2.6.2.3 Hybrid Approach

The hybrid approach is a combination of both the expected environment cost and the

variance of the cost [41].

In [41], the authors develop a policy gradient algorithm for criteria that involve both

the expected cost and the variance of the cost. The authors prove the convergence of

these algorithms to local minima and demonstrate their applicability in a portfolio

planning problem.
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2.6.3 Discussion

We present now a synthesis of the approaches to compute the risk.

These approaches are grouped in Table 7 according to the models of measuring the risk

and their advantages /disadvantages. From Table 7, we can observe that the hybrid

Table 7: The models of measuring the risk
Techniques Advantage Disadvantage
The variance of
the cost [80, 1]

No user dependent Cold start problem

The expected
environment
cost [60, 122, 55]

No cold start problem These strategies often de-
pend on manually tuning

Hybrid [41] Overcome the limitations of
the precedent approaches

Lack of semantics

approaches have been developed by combining the two latest techniques; so that, the

inability of the “expected environment cost approach” to detect new dangerous states

(cold start) is reduced by “the variance of the cost approach” [41]. However, hybrid

approaches do not consider neither the similarity between states nor a semantics

description of the states, where describing states using concepts and computing the

similarity between them using ontologies can contribute on improving the detection

of similar danger states.

We describe, in this section, the impact of the risk in the decision process in uncertain

environments of the real world, and how different techniques compute this risk.

In what follows, we try to analyse the different criteria that we have studied to get

an accurate RS.

2.7 Synthesis

Table 8 classifies the existing works mentioned along this chapter, according to our

requirements sketched in the introduction (Chapter 2), which are:

Follows the Dynamicity of User’s Content (FDUC): This requirement is
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reflected in the difficulty of generating recommendations when old documents expire

and new documents emerge continuously. Two approaches have tackled this prob-

lem. The techniques based on CBF ([38, 86] have the advantage of exploiting the

user history in the recommendation, but they have a lack of diversity of content in

recommendations. Exploration-exploitation trade-off approaches ([73, 72]) have al-

lowed recommending varied documents to the user, but the risk is to upset the user

with exploratory recommendation.

Context-Aware (CA): This requirement guarantees that the context is con-

sidered during the recommendation process. Indeed, a suitable recommendation de-

pends on how well the context is modelled. Recently, CARS use different approaches

to model the context. Attribute-Value model used in [54, 40, 118, 5] is particularly

easy to manage and easy to implement but it lacks of semantic. The Object-Oriented

model used in [12, 95] allows a correlate relationships between class and object, easy

to implement but difficult to update. Markup model considered in [79, 89] have a

hierarchical structure but is not flexible. Semantic model used in [14, 71] have a

better interpretation of the semantic of the context but they do not consider the

heterogeneity and the diversity of the context.

Risk-Aware (RA): This requirement expresses the ability to be aware of the

risk level of the user’s situation during the recommendation process in order to not

recommend documents in risky situations for example. Three techniques are pro-

posed to compute the risk. The “variance of the cost” approaches ([80, 1]) have the

advantage to be not user dependent but they still have the deal with the cold start

problem. The ”expected environment cost” approaches [60, 122, 55] have the disad-

vantage to depend on manually tuning techniques. The hybrid approaches ([41]) have

been developed by combining the two latest techniques so that, the inability of the

“expected environment cost approach” to detect new dangerous states (cold start) is

reduced by “the variance of the cost approach” [41], but they suffer from the lack of
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semantic.

Recommender Systems (RS): This latest requirement is simply to check that the

studied works are RS or not.

2.8 Conclusion

We explore, in this chapter, the various requirements for an accurate RS.

We observe that the most appropriate representations of the user’s profile and context

are respectively the multidimensional representation, and the ontology representation.

We also observe that the risk is never considered by existing RS, and that the most

interesting approach to follow the dynamicity of the user’s content is through a trade-

off among the exploration-exploration and CBF.

In the next chapter, we discuss the main approach used, together with CBF to follow

the dynamicity of the user’s content: the exploration/exploitation trade-off (as stated

in Section 2.4).
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Table 8: Comparing the state of the art works with our requirements
References RS CA FDUC RA
[43] +
[44] +
[76] +
[86] +
[104] +
[92] +
[68] +
[101] +
[64] +
[13] +
[35] +
[9] +
[99] +
[91] +
[124] +
[123] +
[85] +
[95] +
[79] +
[89] +
[14] +
[71] + +
[5] + +
[52] + +
[118] + +
[70] + +
[107] + +
[48] + +
[11] + +
[75] + +
[4] + +
[72] + +
[73] + +
[80] +
[1] +
[55] +
[122] +
[60] +
[41] +
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Chapter III

MULTI-ARMED-BANDIT PROBLEM

3.1 Introduction

According to Section 2.4, the main solution to prevent the problem of the dynamicity

of the user’s content is to consider the exploration-exploitation trade-off in the user’s

preferences learning. This trade-off is managed through the bandit problem. The

present chapter is dedicated to explain this problem.

The chapter is organised as follows. Section 3.3 outlines the typical problems of

multi-armed bandit. Then, Section 3.4, describes in more detail strategies that can

be used for the multi-armed bandit problem. Section 3.5 describes how the multi-

armed bandit algorithm that can be used in RS and risk aware decision. We conclude

with an analysis which offers an adequate solution to the requirements in terms of

recommendation (Section 3.7).

3.2 Definition of Multi-Armed Bandit Problem

The Multi-Armed Bandit (MAB) or k-armed bandit problem is a sequential decision

making process studied in the fields of statistics [56], machine learning [7], among

others.

The problem is originally described by [98] as a process, where the system must select

one of several arms or resources. For each selected arm, a reward is received. The

objective is to find a selection strategy that maximises the cumulative reward. In the

scope of RS, an arm is a resource or a document from the collection and a reward

corresponds to the satisfaction of the user’s interest w. r. t. the document. As

explained in Section 2.2, this satisfaction can be explicitly expressed or implicitly
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inferred (e.g., from the number of clicks on the document). The objective of the rec-

ommendation is to maximise the cumulative satisfaction of the user by recommending

him interesting documents. RS based on MAB problem commonly assumes to have no

prior knowledge about the reward of each document and thus should explore rewards

from different documents in an effective strategy. The best strategies are those that

incorporate the need to balance exploration (pulling different documents to identify

the best one) and exploitation (pulling the expected best document to maximise the

reward).

MAB problems have also applications in areas as diverse as clinical drug trials [116],

web advertising [73] and many other decision-making problems [106].

3.3 Multi-Armed Bandit Variations

In the MAB problem, the system pulls resource i at time t and receives a reward ri(t)

from that resource. The objective is to find a strategy that maximizes the sum of the

received rewards after time T .

This problem has been studied both in finite time T [7, 111] and also for infinite time

T [67].

Furthermore, many different problems have been derived from the classical MAB

problem, as, for example, the following ones.

The stochastic multi-armed bandit problem considers that each resource i has

reward ri(t) at time t generated from a probability distribution Ri. The system does

not have prior knowledge of these distributions and the distributions are fixed over

time [106].

The adversarial multi-armed bandit problem has been studied in [7], where

the rewards of each resource have been set a priori by an adversary. The rewards

generated by the adversary are bounded in [0, 1].
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The objective of the adversarial framework is to identify the best resource to repeat-

edly play for all iterations, rather than finding the best resource for each individual

iteration. This is a restrictive assumption in realistic scenarios in which the optimal

resource to select can change between iterations.

The one-armed bandit problem is a special case of the MAB problem. The sys-

tem must choose between a resource with unknown expected reward and a resource

with known expected reward. The problem, in this form, has been first studied in

[46, 57] for sequential clinical trials, where a treatment has to be chosen between a

drug with known probability of success and a new drug with unknown probability of

success.

The MAB problem with covariates first introduced in [116], considers the sce-

nario where the system observes context information (like number of click, time spent)

prior to each resource. In this problem, the expected reward of each resource is a

function of this context information represented in the form of a covariance.

It has been argued in [116] that such context information exists in many applica-

tions and incorporating this into bandit problems is a more realistic representation of

real-world problems. For example, covariate information such as age, sex and weight

could influence the probability of success of a food recommendation [74].

All of these variants to the MAB problem need to be solved by trying to make the

best strategy in exploration-exploitation. In what follows we describe these strategies

(Bandit algorithms) and we try to find out the most interesting algorithm adapted

to our needs.

3.4 Bandit Algorithms Overview

In this section we describe the different bandit algorithms that try to solve the MAB

problem.
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3.4.1 ǫ-Greedy

ǫ-greedy is the most widely used algorithm to solve the MAB problem and has been

first described by Watkins [7, 51, 88, 73, 72]. The ǫ-greedy approach consists in

choosing a random resource with ǫ-frequency, and otherwise choosing the resource

with the highest estimated mean, the estimation being based on the rewards observed.

ǫ ∈ [0, 1] is predefined by the user.

The simplest variant of ǫ-greedy is the ǫ-beginning algorithm. This strategy consists

in doing the exploration all at once at the beginning. For a given number I ∈ N

of iterations, the resources are randomly selected during the ǫ ∗ I first iterations.

During the remaining (1− ǫ) ∗ I iterations, the resource of highest estimated mean is

selected.

Another variant of the ǫ-greedy is the ǫ-decreasing. The ǫ-decreasing consists in

using a decreasing ǫi, where i is the index of the current iteration. The value of the

decreasing ǫi is given by ǫi = ǫ0/i where ǫ0 > 0. The choice of ǫ0 is given by the user.

3.4.2 SoftMax

The SoftMax algorithm consists of a random resource selection according to a prob-

ability distribution. The resource k is chosen with probability pk = euk/t/
∑n

i=1 e
ui/t

where ui is the mean of the rewards brought by resource i and t ∈ R+ is a parameter

named temperature. The choice of the value t is given by the user.

SoftMax has been proposed in [77]. More generally, all methods that choose resources

according to a probability distribution, are called probability matching methods.

The SoftMax algorithm has the same variant algorithms as the ǫ-greedy, like the

decreasing-SoftMax, where the temperature decreases, or the beginning-SoftMax,

where the temperature is very high at the first iterations and becomes zero in the

remaining iterations.
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3.4.3 Exp3

A variant of the SoftMax algorithm, the Exp3 “exponential weight algorithm for

exploration and exploitation”, is introduced in [6].

The probability of choosing resource k at the iteration of index t is defined by

pk =
(1− y) ∗ (wk(t))

(
∑K

j=1 wj(t))
+

y

K
(28)

In Eq. 28, wj(t+1) = wj(t) ∗ e
y(ri(t)/pj(t)K) if the resource j has been selected at time

t with rj(t) being the observed reward, wj(t+ 1) = wj(t) otherwise.

The choice of the value y ∈ [0, 1] is done by the user. The main idea is to divide the

current reward rj(t) by the probability pj(t) that the resource has been chosen.

3.4.4 Pursuit

Pursuit algorithms [94] start with uniform probabilities assigned to each resource

di, pi(0) = 1/N . Where N is the number of resources. At each iteration t, the

probabilities are recomputed as follows:

pi(t+ 1) =











pi(t) + lr(1− pi(t)) if q > ǫ

pi(t) + lr(0− pi(t)) otherwise
(29)

In Eq. 29, lr ∈ [0, 1] is a learning rate.

3.4.5 Upper Confidence Bound

The Upper Confident Bound (UCB) assigns to each resource an optimistic reward

estimate with a certain confidence interval and to greedily choose the resource with

the highest optimistic mean [7]. Unobserved resources will have an over-valued reward

mean that will lead to further exploration of those resources.

Initially, each resource is selected once. Afterwards, at iteration t, the algorithm

greedily picks the resource d(t) as follows:

d(t) = argmaxi=1....N(ui +

√

log(t)

ni

) (30)
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In Eq. 30, ni is the number of times that the resource i is selected, ui is its current

average reward and N the number of resources.

Many variants of UCB have been proposed in the generalized model of MDPs. 30

different algorithms are discussed in [84]. But, in the simpler situation, all these

variants are equivalent to UCB.

3.4.6 Gittins

The authors in [56] have shown that the optimal resource could be selected using

the Gittins indices by considering the future reward distributions of each resource

independently.

Specifically, one Gittins index is assigned to each resource, corresponding to the

expected reward of staying on a resource for an optimal length of time.

The Gittins rule is then to pull the resource with the highest index value V given by

Eq. 31.

V (n,m) = max{p/(1γ), (n/n+m)∗ [1+γ∗V (n+1,m)]+(m/n+m)∗γ∗V (n,m+1)}

(31)

In Eq. 31, n (resp. m) denotes the number of times a positive reward of 1 has been

observed in previous iterations after pulling resource (resp. reward of 0), where γ is

a discount factor and p is the probability of choosing the resource.

This method significantly reduces the complexity of the computation and the opti-

mality of Gittins indices has been proved in [63, 113, 62, 110].

3.4.7 Discussion

From the empirical evaluation done by [111], in the case where the resources’ reward

distributions are normally distributed, simple algorithms with no theoretical guaran-

tees, such as ǫ-greedy, significantly outperform more complicated algorithms, such as

Exp3 or UCB. But the ranking of the algorithms change significantly when switching

to real-world data. Pricing methods such as UCB outperform simple algorithms in
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the case of the networking data examined.

Bandit algorithms are used in different domains, as we see in Section 1, and, nowa-

days, the tend is to apply them in RS to follow the dynamicity of the user’s content.

In what follows, we discuss the different approaches that have been done in this sense.

3.5 Bandit Algorithm for Recommender Systems

In this section, we describe the algorithms that consider the exploration-exploitation

trade-off in RS.

Compared to the standard MAB problem with a fixed set of possible actions, in RS,

the old documents may expire and new documents may frequently emerge.

In this setting, the algorithm needs to explore continuously new documents which

may not be desirable to perform the exploration all at once at the beginning, as the

begining strategy in [51], or to decrease monotonically the effort on exploration, as

the decreasing strategy in [88].

Few research works are dedicated to study the MAB in RS, where they consider the

user’s behaviour as the context of the bandit problem.

3.5.1 EG-greedy

In [73], authors extend the ǫ-greedy strategy by updating the exploration value ǫ

dynamically. In each iteration, they run a sampling procedure to select a new ǫ from

a finite set of candidates.

Probabilities associated to the candidates are uniformly initialized and updated with

the Exponentiated Gradient (EG) [65]. This updating rule increases the probability

of a candidate ǫ if it leads to a user’s click. Compared to both ǫ-beginning and

ǫ-decreasing strategy, this technique improves the results [73]. First they assume

that they have a finite number of candidate values for ǫ, denoted by ( ǫ1, ..., ǫT ),

and they try to learn the optimal ǫ from this set. To this end, they introduce p =

(p1, ..., pT ), where pi stands for the probability of using ǫi in the ǫ-greedy algorithm.
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These probabilities are initialized to be
1

T
at the beginning and then iteratively

updated through iterations. They use a set of weights w = (w1, ..., wT ) to keep

track of the performance of each ǫi and update them using the EG algorithm. The

idea is to increase wi if the algorithm receives a click from using ǫi. Finally, the

algorithm calculates p by normalizing w with smoothing. Algorithm 1 shows the

ǫ-greedy algorithm with the EG update.

Algorithm 1 EG-greedy

Input: (ǫ1, ..., ǫT ) : candidate values for ǫ

β, τ and k: parameters for EG

N : number of iterations

pk ⇐
1

T
and wk ⇐ 1, k = 1, ..., T

for i=1 to N do

Sample d from discrete (p1; ...; pT )

Run the ǫ-greedy with ǫd

Receive a click feedback ci from the user

wk ⇐ wk exp(
τ [ciI(k = d) + β]

pk
), k = 1, ..., T

pk ⇐ (1− k)(wk/(
∑T

j=1 wj) + k/T ), k = 1, ..., T

end for

In Algorithm 1, I[z] is the indicator function and τ and β are smoothing factors

in weights updating. k is a regularization factor to handle singular wi.

3.5.2 LINUCB

In [72], authors model the recommendation as a bandit problem with covariance. As-

suming that the expected pay-off of a document is linear in its features (user’s clicks,

time spent), the authors propose an approach in which a learning algorithm selects

sequentially documents to serve users based on features information about the users

and the documents.
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To maximize the total number of user’s clicks, this work proposes the LINUCB algo-

rithm. The pseudo-code of LINUCB is sketched in Algorithm 2.

Algorithm 2 LINUCB
Input: α ∈ R+ , At

for t=1 to T do

Observe features of all documents a ∈ At : xt,a ∈ Rd

for all a ∈ At do

if a is new then

Aa ← Id (d-dimensional identity matrix)

ba ← 0d∗1 (d-dimensional zero vector)

end if

Θa ← A−1
a ∗ ba

pt,a ← Θ⊤
a xt,a + α

√

x⊤
t,aA

−1
a xt,a

end for

Choose document at = argmaxa∈At
pt,a with ties broken arbitrarily, and observe

a real-valued payoff rt

Aat ← Aat + xt,atx
⊤
t,at

bat ← bat + rtxt,at

end for

In Algorithm 2, At is the set of documents at iteration t, where xa,t is the feature

vector of document a with d-dimension, Θa is the unknown coefficient vector of the

feature xa,t, α is a constant and Aa = D⊤
a Da + Id.

Da is a design matrix of dimension m × d at trial t, whose rows correspond to m

training inputs (e.g., m contexts that are observed previously for document a), and

ba ∈ Rm is the corresponding response vector (e.g., the corresponding m click/no-

click user feedback). Applying ridge regression to the training data (Da, ca) gives an

estimate of the coefficients: Θa = (D⊤
a Da + Id)

−1D⊤
a ca, where Id is the d× d identity
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matrix and ca are independent conditioned by corresponding rows in Da.

3.5.3 Discussion

The authors in [73, 72] describe a smart way to solve the MAB problem in RS.

However, none of them considers neither the context of the user nor the risk of the

user’s situation during the recommendation.

3.6 Bandit Algorithm for Risk-Aware Decision

In this section we describe the algorithm that tries to manage the risk of the situations

in the exploration-exploitation trade-off.

A recent work [109] has treated the risk problem in the context of Markovien Decision

Process (MDPs), where the authors propose an algorithm named Value-Difference

Based Exploration (VDBE), to extend ǫ-greedy by introducing a state-dependent

exploration probability, rather than a hand-tuning of the parameter ǫ.

On one hand, the system makes more exploration in situations when the knowledge

about the environment is uncertain (low information about the environment), which

can be recognized by large changes in the error value function.

On the other hand, the exploration rate is reduced as the system’s knowledge becomes

certain about the environment, which can be recognized by very small changes in the

error value function.

The following equation adapts such desired behaviour:

ǫt+1(s) = γ ∗ f(st, at, σ) + (1− γ) ∗ ǫt(s) (32)

In Eq. 32, f(s, a, σ) = 1 − e−|Qt(s,a)−Qt−1(s,a)|/σ, where Qt(s, a) describes the quality

of action a in state s at time t, γ ∈ [0, 1] is a parameter determining the effect of

the selected action on the exploration rate, σ is a positive constant called inverse

sensitivity, In this work, authors have shown that low inverse sensitivities cause full

exploration even at small value changes. On an other side, high inverse sensitivities
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cause a high level of exploration only at large value changes.

At the beginning of the learning process, the exploration rate is initialized by ǫt=0(s) =

1 for all states s.

3.7 Analysis

To analyse the different bandit algorithm techniques, we compare them regarding the

predefined requirements (Section 2.1), namely to be adequate to follow the dynamicity

the user’s content (FDUC), to be Context-Aware (CA), and to be Risk-Aware (RA).

We also verify if the algorithm is used in RS or not (RS).

Table 9: Comparing the bandit algorithm with our requirements
Algorithms FDUC RS CA RA
ǫ-greedy +
Sofmax +
EXP3 +
Pursuit +
UCB +
Gittins +
EG-greedy + +
LINUCB + +
VDBE + +

From Table 9, we observe that only two algorithms are applied on the RS domain.

Moreover, none of the works using the mentioned algorithms considers both risk and

context in their exploration.

3.8 Conclusion

In this chapter, we outline the different algorithms that can be used for the MAB

problem. We also describe the bandit algorithms that can be used in the RS system

and the risk aware decision. We conclude with an analysis that allows us to detect

the lack of the existing algorithms, which is the non consideration of the context and

the risk in the exploration-exploitation trade-off, particularly in the scope of RS.
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Chapter IV

THE DRARS SYSTEM

4.1 Introduction

We present, in this chapter, this thesis’ proposal: the “Dynamic Risk Aware Recom-

mender System”, named DRARS. This proposal aims to develop a RS that tackles

the main challenges raised in this area which are:

1) How to model the user’s context and his profile?

2) How to follow the dynamicity of the user’s content?

3) How to consider the risk in the RS?

The objective of DRARS is to take into account these tasks and the relationship be-

tween them in the recommendation process. We show throughout this chapter how

we have modelled the implied concepts and designed DRARS in order to achieve this

goal.

This chapter is organized as follows. Section 4.2 presents our issues and motivation

for the proposed approaches when building DRARS. In Section 4.3, we model the

user’s context and profile. Section 4.4 presents an overview of the functional architec-

ture of typical RS. Section 4.5 focuses on the functional architecture of our system,

describing its main modules. The last section concludes the chapter.

4.2 Issues and Motivations

The motivations for the various elements of different approaches composing our con-

tribution are based in the conclusions obtained from the state of the art, which we

briefly recall in the following.
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Modelling the User’s Profile and Context

The most appropriate approach to represent the user’s profile is by a multidimen-

sional model (Section 2.2) and the best approach to represent the context is through

ontologies (Section 2.5). Thus we propose a multidimensional profile and a semantic

model to represent the spatio-temporal-social context of the user’s navigation activ-

ity.

Following the dynamicity of the User’s Content

To follow the dynamicity of the user’s content, it is adequate to combine the CBF

and the exploration-exploitation techniques, as some existing works do (Section 2.4).

We propose thus such an hybrid approach for the recommendation process in DRARS

(detailed in Section 4.5). Note that the best approach to recommend documents is

through an hybrid approach combining CBF and CF (Section 2.3). However, we only

use CBF because in our context the information used to recommend is specific to

each user (no overlap between users’ profiles).

Risk-Awareness

As stated in Chapter 2, no work has addressed the risk of upsetting the user in the

recommendation process. In DRARS, concerning this setting, we consider the risk

level of the situation when managing the exploration-exploitation trade-off, in-order

to help the RS to be adapted with the user’s dynamic environment. This strategy

achieves high exploration when the current user’s situation is not risky and achieves

high exploitation in the inverse case.

4.3 Context, Situation and Profile Modelling

Interesting approaches have been proposed in several research fields like Pervasive

systems [32, 33, 34] or Context-Based Information Retrieval [14]. We were inspired

by all these works to propose user, context and situation models that feet with our
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requirements.

4.3.1 The User’s Model

We define the user’s model as a tuple UR = (Ctx, Prf), where Ctx represents the

user’s context and Prf represents the user’s profile. In what follows, we describe

these components.

4.3.2 The User’s Profile

From Chapter 2, we observe that the most interesting approach to model the user’s

profile is through a multidimensional model, this is why we construct a user’s profile

that contains different dimensions, namely the user’s interest, the user’s agenda and

his personal information.

Formally, the profile Prf ⊆ Pd×Ag×UI, where Pd is the user’s personal data, Ag

the user’s agenda and UI the user’s interests.

Personal Data

Personal data is given by the user in the beginning (before DRARS recommenda-

tions). It contains for example the user’s profession, his name, his address and his

identifier. Formally, the personal data Pd = {Pd1, ..., Pdn}, where n is the number

of features.

The Agenda

Before each meeting, the user has to fill-up the agenda with information concerning

the person(s) to meet, the time and the location. The agenda is a set of quadruplets

Ag = {(Li, T i, Iri, Acti)}, where Li ∈ L is the user’s location, T i ∈ T is the time

value, Iri ∈ Ir is the user’s interlocutor and Acti ∈ Act the user’s action.

The User’s Interest

The interest of a user is a complex notion. Let us take an example. Paul prefers

French food when he goes to the restaurant in France, as usual. When he travels, he
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prefers local food.

The condition (when he travels or when he is in France) is related to the situation of

the individual.

Paul’s interest concerning food in each situation is what we refer to as interest. As

we can see from this example, interests are contextual, and might depend on many

factors that range from one’s own location to a friend’s situation.

In a RS, interests are built after navigation activities done by the user; they contain

the set of documents of the navigation in the current situation.

A navigation activity expresses the following sequence of events: the user opens the

system and navigates to get the desired information; the user expresses his interests

on the visited documents. We assume that a document is relevant if there are some

observable user’s behaviours, like clicking on a document.

The User’s Interests (UI) are deduced during the user’s navigation activities. They

are defined as UIk={(dj, clj, tsj, recj)} and UIk where dj ∈ D is a document from

the collection, clj ∈ N the correspondent click value, tsj ∈ R+ the time spent on dj

and recj ∈ N the number of times that dj is recommended.

4.3.3 The User’s Context

The user’s context is an adaptation of a previous work in our team [32] and has

the following multi-ontology representation: Ctx=(∪Oδ∈∆), where each ontology Oδ

corresponds to a context dimension δ, being ∆ the set of all context dimensions.

An Ontology O is a quintuple O=(C, P, R, Ax, I), where C, P, R, Ax and I are

respectively the sets of Concepts (conceptual entities of the domain), Properties of a

concept, Relations (relationships between concepts and/or properties), Axioms and

Instances. We focus on three dimensions ∆={Location, T ime, Social} since they

cover all the needed information for our application domain.
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4.3.3.1 Location Modelling

There are different ways to characterize a location. As returned by location sensor

systems (GPS), the location is a position in systems based on geographic coordinates,

or may also be defined by an address.

Simple automated place labelling systems already exist (Google maps, Yahoo local,

among others) and consist of merging data such as postal addresses with maps.

In our user’s context model, we construct a spatial ontology to represent and reason

on geographic information.

To define the location aspects characterizing the situation of the user, we propose to

abstract location in some specific regions that we believe have an effect on the user’s

behaviour. We thus chose to represent the location through region, department and

city. Indeed, we have found that the activity of the user can be altered by variation

of the location according to each of these dimensions.

Figure 11 shows a sample of the constructed ontology.

Figure 11: Location ontology

Using the ontology of Figure 11, for example, from the location “38.86, 2.34” returned

by a GPS, we get the value Evry, which corresponds to the path (region: Ile de france,

department: Essonne, city: Evry ) as it is shown in dark grey in Figure 11.
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4.3.3.2 Time Modelling

To make a good representation of temporal information and its manipulation, the

trend is towards semantic approaches with temporal ontologies. To define the tem-

poral aspects of the user’s situation, we propose to abstract time in specific periods

through three layers: day, week and month.

We consider the months of the year (e. g., April (A), September (S), among other).

The days of the week can be separated in work days (Wd) and holidays (H). A day

is related to the month in the current situation of the user. For example, in our

notation, “work days (A)” means a workday in April.

Concerning the time of the day, we use the five main periods, namely morning, noon,

afternoon, evening and night. These periods are related to a day of the week. For

example “afternoon (AWd)” means afternoon of a workday in April. Figure 12 gives

a screen-shot of the ontology we propose to represent the time.

Figure 12: Time ontology

Using the ontology from Figure 12, for example, from the time value “Mon April 3

15:10:00 2011”, we get the value “afternoon (AWd)”, which allows to get the path

(Month: April, Day of the week: work days (A), Time of day: afternoon (AWd))

as it shown in dark grey in Figure 12.
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4.3.3.3 Social Modelling

The social dimension of context is in our case the user’s interlocutors extracted from

the user’s agenda, and it is modelled according to our application host which is

addressed to a commercial trader. The most important information about the user

on commercial trading is the set of companies which he prospects. This is why we

have constructed ontologies for all companies, which gives the classification hierarchy

about the interlocutor’s companies (e. g. a finance client, a bank, etc).

Figure 4.3.3.3 gives a screen-shot of an ontology representing a company. For example,

suppose the interlocutor “Paul Gerard” works at “Arval”. The information about this

company leads, in the ontology, to the path ( Subsidiary name: Arval, Name of

the company: BNP, Type of finance-company: Banks, Type of company:

Finance-company) as it is shown in dark grey in Figure 4.3.3.3.

Figure 13: Social ontology

4.3.4 The User’s Situation

We adopt the definition proposed by our team [32]: Situations are external semantic

interpretations of low-level context, permitting a higher-level specification of human

behaviour. In other words, it is a projection on the multidimensional context space.

We choose to use the vector model for aggregating location, time and social as user’s
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situation, where the user’s situation is represented by a point in the space defined by

those three dimensions, as shown in Figure 14.

Figure 14: The dimensions aggregated in the situation model

More formally, a situation S is an instantiation of the user’s context:

S = (Oδ1 .c1, Oδ2 .c2, ..., Oδn .cn) where Oδ1 , Oδ2 , ..., Oδnare the ontologies modelling the

context (Section 4.3.3), c1, c2, ..., cn ∈ C and n is the number of context dimensions.

According to our need, we consider a situation as a triple S = (OLocation.ci, OT ime.cj, OSocial.ck)

where ci, cj, ck ∈ C.

As an example, suppose that the following data are sensed from the user’s mobile

phone: the GPS shows the latitude and longitude of a point “48.89, 2.23”; the lo-

cal time is “Oct 3/12 : 10/2012” and the agenda states that the user has a meeting

with “Mr. Smith”. The corresponding situation is: S = (“48.89, 2.23”,“Oct 3 12 :

10 2012”,“Mr.Smith”).

Among the set of captured situations, some of them are characterized as Critical Sit-

uations.
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Risk Modelling

We can notice from Chapter 2 that no work in RS has studied the risk associated to

the user’s situation.

Since we focus on RS, and since the general concept of risk is very wide, we define

the risk in RS, which is not yet done.

Definition:

”The risk in recommender systems is the possibility to disturb or to upset the user

which leads to a bad answer of the user”.

From the precedent definition of the risk, we have proposed to consider in our system

Critical Situations (CS) which is a set of situations where the user needs the best in-

formation that can be recommended by the system, because he can not be disturbed.

This is the case, for instance, of a professional meeting. In such a situation, the sys-

tem must exclusively perform exploitation rather than exploration-oriented learning.

In other cases where the risk of the situation is less important (like for example when

the user is using his information system at home, or he is on vacation with friends),

the system can make some exploration by recommending information without taking

into account his interest.

To consider the risk level of the situation in RS, we go further in the definition of

situation by adding it a risk level R, as well as one to each concept:

S[R]=(Oδ1 .c1[cv1], Oδ2 .c2[cv2], ..., Oδn .cn[cvn]) where CV={cv1, cv2, ..., cvn} is the set

of risk levels assigned to concepts and it is discussed in Section 4.5.6.3, cvi ∈ [0, 1].

R ∈ [0, 1] is the risk level of situation S, and the set of situations with R > thR are

considered as critical situations (CS). thR is the risk threshold described in Section 4.5.

In the following, we describe the different modules of the system DRARS.
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4.4 The Architecture of DRARS

The general architecture of DRARS is illustrated in Figure 15. This architecture is

based on modelling the user through his context and his profile.

Figure 15: The architecture of DRARS

In this architecture, we identify the following main components:

1- Sensing: permits DRARS to extract the user’s context; it is performed inside the

mobile phone.

2- Obtaining the Contextual Information: this module permits to extract information

from the context such as the risk of the situation.

3- Reasoning from the Contextual Information: this component of the system uses
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the context to select the most interesting information to recommend and also update

the memory of the system with a new experience.

4- Interfacing with the User: permits DRARS to interact with the phone and with

data (data is heterogeneous and can be a database, a file, or a software).

In what follows, we describe the different components of these modules.

4.5 The Functional Description of DRARS

In this section, we describe the functional architecture of the proposed RS. The sensing

module is in the mobile phone and the other modules are in the server. The interface

is the platform which permits to interact with the phone and persistent data, and

manages the different process described in the following sections.

Figure 16 gives the sequence diagram of the different modules of DRARS.

Figure 16: The sequence diagram of the different modules of DRARS
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4.5.1 Context Acquisition

The Sensing module allows to obtain the user’s request, together with the correspond-

ing contextual information (time and GPS). This information is stored in an XML

document, still inside the user’s mobile phone, and sent to the interface module on

the server.

Our system uses two approaches to get the contextual information: context de-

tection and context explicitly provided.

4.5.1.1 Context Detection

The information given by context detection is acquired through two physical sensors:

GPS and clocks. A GPS permits to get a very low semantic information, being limited

to the geographical coordinates longitude and latitude. A clock permits to get time

information in hours/minutes/seconds, also with few semantic information.

4.5.1.2 Context Explicitly Provided

The context is explicitly provided when the user gives explicitly to the system the

context information. In our work, this is the case of the agenda, used by the user to

select explicitly with whom he is at rendezvous.

4.5.2 Extracting Information from the Information System

The Connection module (connector) of DRARS extracts global information from the

information system. This task is done before the recommendation process. The

connector is executed in the server and performs the following tasks:

- Connecting to the client database and extracting the data.

- Transforming relational data into hierarchical data.

- Transferring the information to the interface using XML.
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4.5.2.1 Connecting to the client database and extracting the data

To extract the information that the user wants to visualise in his mobile phone, the

Connector makes a query corresponding to this information on a Web Service exposed

by the user’s company (This company permits Nomalys application to request its

data).

4.5.2.2 Transforming relational data into hierarchical data

To display data from an information system on a mind map, the connector has to gen-

erate a hierarchical database (single relation) from a relational database (N relations).

Figure 17 gives an example of transforming a relational database on a hierarchical

database.

Figure 17: The transformation of a relational database on a hierarchical database

Generally, the Nomalys client database has a schema based on a set of relations,

like for example: Company, Action, Opportunity, etc.
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These relations are stored in the form of tables in a relational database. Each of

these relations has a primary key that uniquely defines each of its tuples (records)

and some relations have one or more foreign keys that point to other relations.

Relations that have no foreign key are “root relations”. The other relations are called

“child relations”.

For instance, as indicated in Figure 17, in the client database there are four relations:

Company, Opportunity, Contract and Action. Company is a root relation and the

other ones are child relations.

The connection module connects to the client database, and, for each relation, it

retrieves all records with a foreign key to the root relation “Company”.

In a relational database, child relations are related through foreign keys to parent

relations, but, in a hierarchical database, parent relations are linked to child relations.

In this example, the opportunities are not duplicated because they have only one

foreign key (“Company”). However, the Action relation is replicated three times

because it has foreign keys simultaneously to the Company, Opportunity and Contract

relations.

4.5.2.3 Transferring the information to the interface using XML

The data extracted from the client database is converted into XML (Extensible

Markup Language). An XML document is structured in a hierarchical manner: it has

always a root node within which nodes are nested one inside the other. This makes

XML particularly suitable to represent hierarchical databases.

Figure 18 shows an example of data after processing it in hierarchical data and conver-

sion to XML. We can see that the parent Company relation points to child relations

“Opportunity”, “Contract” and “Actions”.

89



Figure 18: Example of XML document after the transformation phase

After the XML transformation, the system needs to select the data to recommend

to the user. To this end, the system has to proceed different actions, starting by

abstracting the context.

4.5.3 Abstracting the Contextual Information

The information provided by the sensors needs to be interpreted. The DRARS ab-

straction module is used to accomplish this task by analysing and transforming raw

data into high level formats that are easier for use.

In fact, sensors typically provide technical data that is not suitable for direct use by

the application.
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In our case, data obtained through GPS (latitude, longitude) are abstracted as a

name place (more semantic concept) as described in the Section 4.3.3.

Once the abstraction gives the context with a semantic representation, the DRARS

system must extract from its knowledge the most similar situation to the current one.

We present in what follows the module of DRARS that tackles this task.

4.5.4 Retrieving the Relevant Situation

To manipulate the user’s situations and correspondent interests in DRARS, we have

structured both of them in a case-base structure Cas = {(Si, UI i)}, where Si ∈ PS

and UI i ∈ UI. Let St be the current user’s situation, and PS the set of past

situations. The system compares St with the situations in PS in order to choose the

most similar one, Sp:

Sp = argmaxSi∈PSsim(St, Si) (33)

In Eq. 33, the semantic similarity metric is computed by:

sim(St, Si) =
∑

δ∈∆

αδsimδ(c
t
δ, c

i
δ) (34)

In Eq. 34, simδ is the similarity metric related to dimension δ between two concepts

ctδ and ciδ; αδ is the weight associated to dimension δ and it is set out by using an

arithmetic mean as follows:

αδ =
1

t− 1
(
t−1
∑

k=1

ykδ ) (35)

In Eq. 35, ykδ = simδ(c
K
δ , c

p
δ) at trial k ∈ {1, ..., t − 1} from the t − 1 previous rec-

ommendations, where cpδ ∈ Sp. The idea here is to augment the importance of a

dimension with the previously corresponding computed similarity values, reflecting

the impact of the dimension when computing the most similar situation in Eq.34.

The similarity between two concepts of a dimension δ in an ontological semantics de-

pends on how closely ctδ and ciδ are related in the corresponding ontology. To compute

simδ, we have used a path-based measure done in[117] that takes into account the
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depth of the concepts in the hierarchy:

sim(c1, c2) = 2 ∗M3/(M1 +M2 + 2 ∗M3) (36)

In the Eq. 36, M1 and M2 are the number of is−a links from c1 and c2, respectively,

to their least common subsumer (LCS), and M3 is the number of is − a links from

the LCS to the root of the ontology.

4.5.5 Computing the Risk Level of the Situation

In a contextual environment, the exploration-exploitation trade-off is directly related

to the risk level of the situation, this is why computing the risk level of the situation

is indeed indispensable.

As we observe from the state of the art (Section 2.6), the best approach to compute

the risk is from a hybrid approach that combines both the variance of the cost and

the expected environment cost. We also need to add semantics to compute the risk.
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Figure 19: Risk modelling

As it is shown in Figure 19, we have aggregated three approaches for computing the

risk. The first one is computing the risk Rc using concepts. This approach permits to

get the risk of the situation directly from the risk of each of its concepts. The second

approach is computing the risk Rm using the semantic similarity between the current

situation and situations stocked in the system. Rm comes from the assumption that

similar situations have the same risk level. The third approach is computing the risk

Rv using the variance of the reward. In this case, we assume that risky situations get

very low number of user’s clicks.

In what follows, we describe the three approaches and their aggregation.
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4.5.5.1 Risk Computed using the Variance of the Reward

To compute the risk of the situation using the variance of the reward, we suppose that

the distribution of the click through rate (CTR) of the situations follows a normal

distribution. From this assumption, and according to confidence interval theory [39],

we compute the risk using Eq. 37. Here, the idea is that, more the CTR of situations

is low (low number of user’s clicks) more the situation is risky.

Rv(S
p) =











1− ctr(Sp)−V ar
1−V ar

if ctr(Sp) > V ar

1 Otherwise
(37)

In Eq. 37, the risk threshold V ar is computed as follows :

V ar = E(ctr(S))− α ∗ σ(ctr(S)) (38)

In Eq. 38, σ is the variance of ctr(S) and α is constant fixed to 2 according to

Gauss theory [39]. The ctr(S) is computed as follows :

ctr(S) =
click(S)

rec(S)
(39)

In Eq. 45, click(S) gives the number of times that the user clicks in documents

recommended in S and rec(S) gives the number of times that the system has made

recommendation in the situation S.

4.5.5.2 Risk Computed using Concepts

Computing the risk using concepts gives a weighted mean of the risk level of the

situation concepts:

Rc(S
t) =

∑

δ∈∆

µδcv
t
δ if CV 6= ∅ (40)

In Eq. 40, cvtδ is the risk level of dimension δ in St and µδ is the weight associated to
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dimension δ, set out by using an arithmetic mean as follows:

µδ =
1

|CS|
(
∑

Si∈CS

cviδ) (41)

The idea in Eq. 41 is to make the mean of all the risk levels associated to concepts

related to the dimension δ in CS.

4.5.5.3 Risk Computed using Semantic Similarity between the Current Situation
and Past Situations

The risk may also be computed using the semantic similarity between the current

situation and CS stocked in the system. This permits to give the risk of the situation

from the assumption that a situation is risky if it is similar to a pre-defined CS.

The risk Rm(S
t) obtained this way is computed using Eq. 42

Rm(S
t) =











1− B + sim(St, Sm) if sim(St, Sm) < B

1 otherwise
(42)

In Eq. 42, the risk is extracted from the degree of similarity between the current

situation St and the centroid critical situation Sm (Eq. 43). B is the similarity

threshold (discussed in Section 6.4). From Eq. 42, we see that the situation risk

level Rm(S
t) increases when the similarity between St and Sm increases. The critical

situation centroid is selected from CS as follows:

Sm = argmaxSf∈CS

1

|CS|

∑

Se∈CS

sim(Sf , Se) (43)

4.5.5.4 Risk Computed Using the Different Risk Approaches

The risk complete level R(St) of the current situation is computed by aggregating the

Rc, Rv and Rm as follows:

R(St) =
∑

j∈J

λjRj(S
t) (44)

In Eq. 44, Rj is the risk metric related to dimension j ∈ J , where J = {m, c, v}; λj

is the weight associated to dimension j and it is set out using a genetic algorithm

described in Chapter 6.
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4.5.6 Following the dynamicity of the User’s Content

After retrieving the set Dp of documents clicked in situation Sp, the system observes

rewards of each document d ∈ Dp in previous trials in order to choose the one with

the greatest reward r. This reward is precisely the CTR of a document, and it is

computed as follows:

ctr(dj) =
clj

recj
(45)

In Eq. 45, clj and recj are integers. To consider the document that are clicked but

not yet recommended, recj ∈ [1,+∞].

As it is described in the state of the art (Section 2.4) the best approach to follow the

dynamicity of the user’s content is by combining CBF and a bandit algorithm. In

this sense, we have used a combination of CBF and the UCB algorithm. We have

called this algorithm R-UCB because it is a derivation from the UCB algorithm.

We notice that we have decided to use the UCB algorithm, because it gives the best

result in the off-line evaluation described in [73] (Section 3.4).

In what follows, we describe the UCB algorithm used in the DRARS system and how

we have adapted it to make it risk-aware.

4.5.6.1 The ǫ-UCB Algorithm

To combine CBF and the UCB algorithm we propose the ǫ-UCB algorithm, which

is sketched in Alg. 3. For a given user’s situation, the algorithm recommends a

predefined number of documents, specified by parameter N. Specifically, in trial t,

this algorithm computes the index ctr(d) +
√

log(t)
nd

( the UCB algorithm Eq. 30) of

each document d, being Dp the set of documents clicked in situation Sp, ctr(d) is

the mean reward obtained by document d,
√

log(t)
nd

is its corresponding confidence

interval, so that nd is the number of times that document d was recommended. With

the probability 1-ǫ, this algorithm selects the document that achieves a highest upper

confidence bound : dt = argmaxdctr(d) +
√

log(t)
nd

; and with the probability ǫ, it
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uniformly chooses any other documents. The idea here is to introduce the random

exploration in UCB algorithm as it is done in [73].

Algorithm 3 ǫ-UCB

Input: ǫ,Dp, Dt, RD = ∅, N

Output: RD

for i=1 to N do

q = Random(0, 1)

di =











argmaxd∈(Dp−Di)ctr(d) +
√

log(t)
nd

if q > ǫ

Random(Dp −Di) otherwise

dt = CBF (di, D
t −RD)

Di = Di ∪ di

RD = RD ∪ dt

end for

In Alg. 3, Di is the set of documents selected by the UCB algorithm, Dt is the set

of documents received from the connector, Dp is the set of documents included in the

user’s interests UIp corresponding the most similar situation (Sp) to the current one

(St); RD is the set of documents to recommend; ctr() gives the CTR of a document;

Random() is the function returning a random element from a given set; q is a ran-

dom value uniformly distributed over [0, 1] which defines the exploration-exploitation

trade-off; ǫ is the probability of recommending a random exploratory document.

The CBF algorithm (Alg . 4) computes the similarity between each document d from

Dt (except already recommended documents RD) and the best document di, and

returns the most similar one. The degree of similarity between d and di is determined

by using the Jaccard similarity measure, as indicated in Eq. 46:

sim(di, d) =
|termdi ∩ termd|

|termdi ∪ termd|
(46)

In Eq. 46, termdi gives the set of terms in document di. Note that we have used a
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Jaccard similarity measure rather than Cosine similarity based weighting of keyword

or term, due to low number of terms that exist in each document.

Algorithm 4 CBF

Input: Dt, di

Output: dt

dt = argmaxd∈(Dt)sim(di, d)

4.5.6.2 The R-UCB Algorithm

To improve the adaptation of the ǫ-UCB algorithm (Alg. 3) to the risk level of the

situations, the R-UCB algorithm computes the probability of exploration ǫ, by using

the situation risk level R(St), as indicated in Eq. 47. A strict exploitation (ǫ=0)

leads to a non optimal documents selection strategy, this is why R is multiplied

by (1− ǫmin), where ǫmin is the minimum exploration allowed in CS and ǫmax is the

maximum exploration allowed in all situations (these metrics are discussed in Chapter

6).

ǫ = ǫmax −R(St) ∗ (ǫmax − ǫmin) (47)

Depending on the risk level of the current situation St, two scenarios are possible:

(1) If R(St) < thR, S
t is not critical; the ǫ-UCB algorithm is used with ǫ > ǫmin.

(2) If R(St) ≥ thR, S
t is critical; the ǫ-UCB algorithm is used with ǫ=ǫmin (high

exploitation).

We still consider an ǫmin random exploration indispensable to avoid that document

selection in CS become less optimal.

The risk threshold thR is computed as follows:

thR =
∑

thj

λjthj (48)

In Eq. 48, thj is the risk threshold metric related to dimension j ∈ {m, v}; λj is

the weight associated to dimension j and it is set out using a process described in

Chapter 6.
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Algorithm 5 The R-UCB algorithm

Input: St, Dt, Dp, RD = ∅, B,N, ǫmin, , ǫmax, R(St)

Output: RD

ǫ = ǫmax −R(St) ∗ (ǫmax − ǫmin) //R(St) is computed as described in Eq. 44

if R < thR then

RD=ǫ-UCB(ǫ,Dp, Dt, RD, N)

else

if R ≥ thR then

RD=ǫ-UCB(ǫmin, D
p, Dt, RD, N)

end if

end if

To summarize the algorithm R-UCB, the system makes a low exploration when the

current user’s situation is critical; otherwise, the system performs high exploration.

In this case, the degree of exploration decreases when the risk level of the situation

increases.

4.5.6.3 Remembering

After receiving the user’s reward, the remembering module improves the DRARS

document-selection strategy with the new observation: in situation St, document d

obtains a reward r(d). Depending on the similarity between the current situation St

and its most similar situation Sp, two scenarios are possible:

-If sim(St, Sp) 6= 1: the current situation does not exist in the case base; the system

adds to the case base the new case composed of the current situation St and the

current user’s interests UI t.

-If sim(St, Sp) = 1: the situation exists in the case base; the system updates the case

having premise situation Sp with the current user’s interests UI t.

After this process, the system propagates the risk to the concepts of the ontology
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using Eq. 49 and propagates the risk in CS using Eq. 50 :

∀cv ∈ St cv =
1

|CVcv|
(

∑

Si∈CVcv

cvηi ) (49)

The idea in Eq. 49 is to make the mean of all the risk levels associated to concepts cv

related to situations Si in the user’s situation history for the dimension η. In Eq. 49,

CVcv gives the set of situations where cv has been computed.

R(St) =
1

T
(
k=T
∑

k=1

R(St
k)) (50)

The idea in Eq. 50 is to make the mean of all the risk levels associated to the situation

St in the user’s situation historic. In Eq. 50, k ∈ [0, T ] gives the number of times that

the risk of St is computed.

4.6 Conclusion

We have presented in this chapter the system developed under this thesis’ project:

“Dynamic Risk Aware Recommender System”, named DRARS. This project aims to

develop a RS that tackles the main challenges raised in this area. We have combined

a multi-dimension user’s profile and a semantic model of spatio-temporal-social con-

text to manage the user’s interest. We have used a combination of CBF and bandit

algorithm to follow the dynamicity of the user’s contents. We also consider the risk

in recommendation by computing the risk level of the situations.

In the following, we describe how the different modules composing the DRARS ar-

chitecture are implemented in the host application.
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Chapter V

IMPLEMENTATION OF DRARS

In this chapter, we give an example of running the DRARS system that summarizes

the main specifications of this thesis’ project. In addition, we show how the different

modules of the system are implemented in the Nomalys application, presenting the

various tools used to achieve our goal.

5.1 Host Application of DRARS

Our DRARS system has been implemented to be integrated in the Nomalys applica-

tion. Nomalys is an application for smartphone and tablets that is currently present

in the three mobile operating systems that share most of the market, namely iOS,

Android and BlackBerry OS. The application allows people who are often in travel to

see the data in their information systems in real time and anywhere. The information

is displayed in the form of a mind map (see Figure 22), which goes very well with the

constraints of mobile devices, including smartphone and tablets with screens smaller

than the office screen. Another particularity of Nomalys application is to connect to

multiple types of information systems.

The system developed in this thesis is integrated in the Nomalys application to pro-

vide the most relevant information to the user according to his context (considering

location, time, and social dimensions), allowing to enrich and improve his informa-

tion. The application is delivered as Software as a Service (SaaS), which requires no

major installation for use and is rather like the client/server model, where the client

is the user’s smartphone, and the server is the secure server that contains Nomalys.

In what follows, we give a simple scenario of using the DRARS system in the Nomalys

application.
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5.2 Application Scenario

To illustrate how DRARS is integrated in Nomalys, in this section we describe a

simple example of the execution of our system in the Nomalys application.

Suppose company “X” provides to all its traders the Nomalys application. Paul is a

sales representative of the company. Regarding Paul’s agenda (Figure 20), he has a

meeting with an interlocutor of the Nespresso company in Paris on 09/04/2013.

Figure 20: An example of user’s agenda in the user’s
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Figure 21: Results list of searching a company using the Nomalys application

When Paul arrives at his meeting, he uses his smartphone to connect to his com-

pany’s database and gets some information to show to the client. He writes his request

example “Nespresso” in the search area. From this search, he gets the resulting list

of folders (Figure 21) and, when he clicks on one of those folds, he gets a mind map

(Figure 22).
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Figure 22: The result folder presented as a mind map to the user

From Figure 22, we see that the folder has 5 entities (relations). The goal of

DRARS is to decide which entity to open or to know it content (e. g. the entity

“Reclamations” in Figure 22) and which entity to close (e. g. the entity “Actions”

in Figure 22), depending on the user’s context.

5.3 Integrating DRARS in Nomalys

The DRARS architecture is divided into two parts (smartphone and the Nomalys

server) which are described in what follows.

5.3.1 Smartphone

The smartphone contains the Sensing module of the recommender system and the in-

terface of the Nomalys application, where the user interacts. As stated in Section 4.4

the Sensing module gets the user’s request, the time and the GPS coordinates. All

that information is stored in an XML document in the user’s smartphone and sent
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to the Interface module Section 4.4 in the server. The XML document is structured

as shown in Figure 23, where the Context element contains the context’s different

dimensions (time, location, interlocutor) and the Request element contains the iden-

tifier of the requested entity, for example in the Figure 23 the requested entity has

the identifier “10234 ”.

Figure 23: XML document transferred from the mobile to the server

5.3.2 The Nomalys’ Server

When the server receives the XML document containing the user’s request, the inter-

face module activates the Connector in order to extract the data from the relational

database and transform it into hierarchical data (XML). Then, if there is no recom-

mendation, the interface transfers directly the information to a mobile user.

In what follows we give an example without recommendation and after we include

the recommendation.
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5.3.2.1 The System’s Answer without Recommendation

To illustrate how the Nomalys answers a user’s request without recommendation, let

a client database contain four entities (relations), Company, Opportunity, Contract

and Action, shown in tables 10 to 13.

Table 10: The Company relation within the client database
ID Name Country
0 Nomalys France
1 Selligent Belgium
2 MS CRM USA

Table 11: The Opportunity relation within the client database

ID Subject Type Company
0 Opportunity find by Jack Commercial 0
1 Opportunity find by provider Industrial 0
2 Opportunity find by provider Commercial 0

Table 12: The Contract relation within the client database
ID Reference Budget Company Opportunity
0 Ref.32.065 35k 0 0
1 Ref.55.321 112k 0 1
2 Ref.59.812 9k 0 0

Table 13: The Action relation within the client database
ID Description Statut Company Opportunity Contrat
0 Call client Waiting 0 0 0
1 test application done 0 1 1
2 Contact a accounting done 0 1 1

Suppose the user wants to display the folder Nespresso, which means all tuples con-

tained in relations that are linked to the company “Nespresso” through a foreign key.
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To this end, the Connection module connects to the database, and, for each customer

relation, the Connector retrieves all its tuples with a foreign key to the Nespresso

company. The extracted data is converted to XML and sent to the interface and then

to the mobile user. Figure 24 shows what the user can see from his mobile application

without the recommendation process.
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Figure 24: The system’s answer without recommendation
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We observe from Figure 24 that all entities are open and shown to the user.

5.3.2.2 The System’s Answer with Recommendation

When the interface receives the information from the Connection module, it executes

the recommendation process rather than transferring directly the results.

As an example, let Table 14 describe a set Cas of cases (Si, UIi), i=1, 2, 3, existing

in the case base.

Table 14: Example of diary situations and navigation entries

IDS User Time Location Client Relations and Rewards
1 Paul noon (AW) Evry Carte Noire Opportunities=1,

Contracts=4, Actions=1
2 Paul afternoon (AH) Roubaix Quick Opportunities=0,

Contracts=2, Actions=1
3 Paul morning (AH) Toulouse McDonald’s Opportunities=1,

Contracts=1, Actions=1

The Situation Retrieval module captures the current situation S (Paris, afternoon(AW),

Nespresso), as outlined in Section 4.5, and starts to compute the similarity between

S and each of the situations in the case base {S1, S2, S3} by applying Eq. 36 and

selects the closest situation which is S3. The algorithm also computes the risk level

of the situation S using the Eq. 44 and gets for example the value 0,95. This value

gives a very high probability to open the Contract relation which contains the highest

number of rewards (CTR).

The interface transfers the document to the user’s smartphone. Figure 25 plots the

result that the user observes in his smartphone.
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Figure 25: The system’s answer with recommendation

We observe, from Figure 25, that the entity Action and Opportunities are closed

and the entity Contracts is open, as we expect.

We have discussed in this section how DRARS is executed inside Nomalys, illustrating

it with a simple scenario. In what follows we give a small description of the different

tools used in this setting.

5.4 Tools Used to Implement DRARS

In this section, we describe the tools used during the different implementation phases

of DRARS.
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5.4.1 Programming the Server Application

In order to program the server application, we have used C sharp, which is an object

oriented programming language, created by Microsoft.

5.4.2 Ontologies Construction

We have used Protégé to build our ontologies. Protégé is a free, open-source plat-

form that provides tools to construct ontologies. Its interface allows the creation,

visualization, and manipulation of ontologies in various representation formats. Fur-

ther, Protégé can be extended by a plug-in architecture and a Java-based Application

Programming Interface (API) for building knowledge-based tools and applications.

5.4.3 Database Management

Used to store the Nomaly’s data, Microsoft SQL Server is a database management

system (abbreviated DBMS or RDBMS for “relational database management sys-

tem”) developed and marketed by Microsoft Corporation.

It was originally co-developed by Sybase and Microsoft. The original version was

released on Unix platforms and OS/ 2. Since then, Microsoft has brought this DBMS

on Windows and it is now only supported by this system.

5.4.4 Project Management

We have used a web-based project management named Redmine which is open source.

It is used to monitor projects during their implementation. We have also used Sub-

version, which is a revision control system, to store information during the thesis’

development. Subversion allows for archiving all intermediate versions, as well as the

differences between the versions.
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5.5 Conclusion

In this chapter, we give an example of running our system to explain its main speci-

fications and show how the different modules are implemented in the Nomalys appli-

cation. We also introduce the various tools used to achieve our goal.

The next chapter is dedicated to the evaluation of our system.
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Chapter VI

EVALUATION OF DRARS

6.1 Introduction

In order to evaluate empirically the performance of our approach, in the absence of

a standard evaluation framework, we propose an evaluation framework based on a

diary set of study entries.

The main objectives of the experimental evaluation are:

(1) Find the optimal parameters of the DRARS system;

(2) Evaluate the performance of the proposed R-UCB algorithm using an off-line and

an on-line evaluation.

In the following, we describe our experimental datasets and then present and discuss

the obtained results.

6.2 Evaluation Framework

We have conducted a diary study with the collaboration of Nomalys. This company

provides a history application, which records the time, the current location, the social

and navigation information of its users during their application use. The diary study

lasted 2 months and has generated 356 738 diary situation entries. Table 15 illustrates

three examples of such entries where each situation is identified by IDS.

Table 15: Diary situation entries

IDS Users Time Place Client

1 Paul 11/05/2012 75060 Paris Cedex 02 NATIXIS
2 Fabrice 15/05/2012 2 rue Kellermann - 59100 Roubaix - France MGET
3 Paul 19/05/2012 90 Boulevard Pasteur, 75015 Paris AMUNDI
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Each diary situation entry represents the capture of contextual time, location and so-

cial information. For each entry, the captured data are replaced with more abstracted

information using time, spatial and social ontologies (Section 3). Table 16 illustrates

the result of such transformations corresponding to entries in Table 15.

Table 16: Diary situation abstraction

IDS Users Time Place Client

1 Paul Workday (AW) Paris Finance client
2 Fabrice Workday (A) Roubaix Social client
3 John Holiday (A) Paris Telecom client

From the diary study, we have obtained a total of 5 518 566 entries concerning the

user’s navigation (number of clicks and time reading an entry), expressed with an

average of 15.47 entries per situation. Table 17 illustrates examples of such diary

navigation entries, where an entry is identified by IdDoc.

Table 17: Diary navigation entries

IdDoc IDS Click Time

1 1 2 2’
2 1 4 3’
3 2 1 5’

6.3 Descriptive Analysis

To analyse the different risk level of situations of our dataset, we have computed the

risk of each situation in the dataset using Eq. 41. Then, we group the situations

depending on their levels of risk in different intervals: [1%, 20%], ]20%, 40%], ]40%,

60%], ]60%, 80%], ]80%, 100%], where 1% corresponds to the less risky situations

and 100% corresponds to the highest risk level situations. We plotted the situation

distribution in the 5 intervals as a pie chart in Figure 26.
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Figure 26: Risk level of the situations in the 5 clusters

In Figure 26, the largest cluster takes 37% of the situations, while the smallest

cluster contains 9% of the situations. We can say from the figure that our application

domain is risky, with more than the half of the situations in the interval ]60%,100%].

We have further studied the situation composition of the 5 intervals with respect to

localization, time, social context, age, gender categories, high time spent and high

number of user’s clicks, and presented the results in Figure 27 as a heatmap graph.

Each square’s gray level indicates the rate of a feature on the corresponding cluster,

from black (high content) to white (low content).

From the figure, we have found that the situations with high risk level ]80%,100%]

are mostly office situations under working day; the situations with high risk level are

mostly transportation situations under working day; the situations with moderate risk

level ]60%,80%] are mainly restoration situations under working day; the situations

with low-moderate risk level ]40%,60%] are predominantly home situations under

working day; the situations with low risk level ]20%,40%] are mostly situations under

holidays.

We have also observed that female have less situations with high risk level than male,
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Figure 27: The risk level of the situations regarding their properties

and users with age between 20 and 35 have few situations with high risk level. This

observation can lead to program more exploration for young people (35>age>20)

than people with age between 35 and 45, as well as for female than male.

6.4 Parametrizing

In this section, we present the algorithm we use to find the optimal parameters of

the DRARS system, which are the thR threshold, ǫmin and ǫmax (Section 4.5.6.2).

Computing the threshold is very important because misclassifying a non-CS as CS

can be tolerated, but the opposite may be catastrophic. Computing ǫmin and ǫmax is

also important because giving a very high ǫmin can lead to a very high exploration,

which can be inadequate in CS.

We have used a genetic algorithm to tune these three learning parameters of the

DRARS system.
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6.4.1 Genetic Algorithm

A Genetic Algorithm (GA) begins with a set of candidate solutions called chromo-

somes, composed of genes. A set of chromosomes is called a population. In our

experiment a gene represents a learning parameter, in our case the thR threshold,

ǫmin and ǫmax. Moreover, each chromosome Pi = (thRi
, ǫmini, ǫmaxi) in the GA rep-

resents a tuple of learning parameters’ values, Pi ∈ P , being P a set of candidate

solutions.

From the existing populations of chromosomes, a new population is created with the

hope of getting a better one. The chromosomes that are selected for reproduction

have to be the most adapted to their environment. This process is repeated until

satisfying some stop condition, like for example if the new population is not better

than the old population. The global process of the GA of our system is described in

Alg. 6.
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Algorithm 6 Genetic Algorithm
Input:

thR : (thR1
, thR2

, ..., thRM
)

ǫmin : (ǫmin1
, ǫmin2

, ..., ǫminM
)

ǫmax : (ǫmax1
, ǫmax2

, ..., ǫmaxM
)

N : Number of iterations

M : Number of individual

Output: P’: survivor populations

P=∅

for i = 1 to M do

Pi = random(B, ǫmin, ǫmax) // Base population P : (P1, P2, ..., PM) randomly

generated P ′ = P ∪ {Pi}

end for

c = Fitness (P )

for t = 1 to N do

P ′ = Selection(P ′, c)

P ′ = Crossover(P ′)

P ′ = Mutation(P ′)

c = Fitness(P ′)

end for

As shown in Alg. 6, the GA of our system is composed of four main algorithms,

namely Fitness, Selection, Crossover and Mutation. Selection, Crossover and Muta-

tion change the chromosomes in the existing populations in order to create new ones.

From the new created populations, Fitness returns the number of clicks from the user,

which are used by the Selection algorithm to retrieve the chromosomes that have the

highest number of clicks. These process is repeated until reaching the predefined

number N of iterations.
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6.4.1.1 Fitness

The Fitness algorithm (Alg. 7) returns the number of clicks by testing the chro-

mosomes in the environment. The number of clicks gives the rate of adaptation of

chromosomes to their environment. Concretely, the Fitness algorithm runs in the

DRARS system with a population P and gets user’s clicks that correspond to this

population.

Algorithm 7 Fitness
Input:

P : (P1, P2, ..., PM)

c = ∅

Output: c : click feedback

for i = 1 to M do

Run R-UCB (Alg. 5) with Pi

Receive a click feedback ci from the user

c = c ∪ ci

end for

6.4.1.2 Selection

The Selection algorithm is based on the principle of survival of the fittest. It creates

a new generation of chromosomes from the previous generation. Chromosomes with

better fitness values increase in number while chromosomes with less values decrease

in number (chromosomes with better fitness values means the chromosome that leads

to user’s clicks on the Fitness algorithm). The Selection algorithm is sketched in

Alg. 8.
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Algorithm 8 Selection
Input:

c: click feedback

N : number of chromosomes

P = (P1, P2, ..., PM) : initial chromosomes

P ′ = ∅ : survivor populations

Output: P ′

for i = 1 to N do

f = argmaxj(cj) // j is the index of the chromosome in P

P ′ = P ′
⋃

Pf

end for

In Alg. 8, M is the number of the initial chromosomes, ci is an array that gives

the number of user’s clicks when the algorithm uses chromosome Pi in the Fitness

algorithm.

6.4.1.3 Crossover

The Crossover algorithm randomly exchanges the genes of two chromosomes to create

two progenies or offsprings. The crossover operator mimics biological recombination

between two organisms. We recall that genes, in our case, are the information of the

DRARS’s learning parameters (thRi
, ǫmini

, ǫmaxi
).

As an example, consider parents (Parent 1 and Parent 2) and a crossover point at

position 2 sketched on Table 18.

In this example, we have two parents (Parent1, Parent2) that combine their genes to

give two offsprings (Offspring1, Offspring2). Offspring1 inherits values in position 1

and 2 from Parent1 and the value in position 3 from Parent2. Similarly, Offspring2

inherits values in position 3 from Parent2 and the rest from Parent1.

Alg. 9 sketches the different steps of the Crossover algorithm.
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Table 18: Crossover example

Individual Value at position 1 Value at position 2 Value at position 3

Parent1 0,15 0,25 0,13
Parent2 0,2 0,5 0,25
Offspring1 0,15 0,25 0,25
Offspring2 0,2 0,5 0,13

Algorithm 9 Crossover
Input:

P : Set of Populations

Cr : number of chromosomes selected for crossover

P ′ = ∅ : Offspring chromosomes

Output: P ′

for t = 1 to Cr do

Pi = Random(P ); Pj = Random(P ) // randomly select two chromosomes

Pe = Random(Pi, k) // randomly select k ∈ [0, |Pi|] genes from Pi

Pe = Pe

⋃

Random(Pj, s) // randomly select s genes from Pj, and k+s ∈ [0, |Pj|]

P ′ = P ′
⋃

Pe // insert Pe on the new population P ′

end for

6.4.1.4 Mutation

Mutation simply randomly changes the genes’ information. Mutation helps in avoid-

ing the possibility of mistaking a local optimum for a global optimum. It can occur

for any genes with usually very small probability. For example, consider chromosome

P=(0,2;0,5;0,25) in Table 19 with mutation point at position 3.

Table 19: Mutation example

Individual Value at position 1 Value at position 2 Value at position 3

Before mutation 0,2 0,5 0,25
After mutation 0,2 0,5 0,15
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The value 0,25 at position 3 flips to 0,15 after mutation. Alg. 10 presents the Mutation

algorithm.

Algorithm 10 Mutation

Input: P ′

mut : the number of mutations

Output: P ′′

for t = 1 to mut do

P ′
i = Random(P ′) // randomly select 1 chromosome

k = Random(N) // randomly select position k ∈ [0, |P ′
i |]

P ′
i [k] = Random(N) // N ∈ [0, 1]

P ′′ = P ′′
⋃

P ′
i

end for

Return P ′′

6.4.2 Testing the GA

To get the optimal chromosome, we have done an off-line test in our experiments. We

have firstly collected, from the Nomalys’ historic, a collection Cas of 100000 cases

Casi = (Si, Di) that contains a couple of situation Si and its correspondent displayed

documents Di, i ∈ 1, ..., 100000. The testing step consists of running the algorithm by

confronting it at each iteration to a case randomly selected from Cas.

The size of the chromosomes population is constant throughout a GA run; for our

experiments we have used a population of 120 initial chromosomes. The initial pop-

ulation is completely random.

Figure 28 shows how the number of the fittest chromosomes change in each gener-

ation (new population). We observe that population fitness tends to stabilize around

the 15th generation. For this reason, we have decided to stop the GA after 15 genera-

tions. At this point, we have gathered the resulting population and we have observed

that B ∈ [0.7, 0.82], ǫmin ∈ [0.05, 0.13], ǫmax ∈ [0.47, 0.56]. Consequently, we select as

122



Figure 28: Number of populations by generation

optimal value a random individual from the final population for testing our DRARS

in off-line and on-line process.

6.5 Off-line Experimental Results

In this section, we evaluate the main component of our system, which is the R-UCB

algorithm. To test it, in our experiments, the testing step is similar to the one de-

scribed in Section 6.4.2. We have collected, from the Nomalys’ historic, a collection

Cas of 100000 cases Casi which are different than used to parametrize the GA. The

testing step consists of running the algorithm by confronting it at each iteration to a

case randomly selected from Cas. For each iteration i the algorithm need to select

or recommend 10 documents d ∈ Di, note that the algorithm is only confronted to

the case Cas where |D| > 20 and D ∈ Cas. We compute the average CTR (click

feedback) every 1000 iterations and we have run the simulation until the number of

iterations reaches 10000, which is the number of iterations where all the tested algo-

rithms have converged. Note that, due to our goal on evaluating the RS in a periods
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of time or in iterative process, we have used the average CTR rather than traditional

Recall used in IR that do not allowed this kind of evaluation.

In the first experiment, in addition to a pure exploitation baseline, we have com-

pared the R-UCB algorithm to the algorithms described in the related work (Chapter

3): ǫ-UCB and beginning-UCB, decreasing-UCB, VDBE-UCB , EG-UCB, which cor-

respond to ǫ-UCB using respectively decreasing exploration, beginning exploration,

VDBE exploration and EG exploration. In Figure 29, the horizontal axis represents

the number of iterations and the vertical axis is the performance metric.

Figure 29: Average CTR for exploration-exploitation algorithms

We have parametrized the different algorithms as follows: ǫ-UCB was tested with

two parameter values: 0.5 and 0.1; decreasing-UCB and EG-UCB use the same set ǫi

= 1- 0.01 * i, i = 1,...,100; decreasing-UCB starts using the highest value and reduces

it by 0.01 every 100 iterations, until it reaches the smallest value. We have sev-

eral observations regarding the different exploration-exploitation algorithms. For the

decreasing-UCB algorithm, the converged average CTR increases as the ǫ decreases

(exploitation augments). For the 0.1-UCB and 0.5-UCB, neither a small exploration

of 10% for 0.1-UCB nor a big exploration of 50% for 0.5-UCB give good results. This
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confirms that a static exploration is not interesting in this dynamic environment.

While the EG-UCB algorithm converges to a higher average CTR, its overall perfor-

mance is not as good as the VDBE-UCB algorithm that considers the uncertainty of

its knowledge for each situation.

The R-UCB and VDBE-UCB algorithms effectively have the best convergence rate,

increasing the average CTR by a factor of 1.5 over the baseline for VDBE-UCB and 2

for R-UCB. This improvement comes from a dynamic exploration-exploitation trade-

off, controlled by considering the situations.

Finally, as we expect, the R-UCB outperforms VDBE-UCB, which is explained by the

good estimation of the risk based on our semantic approach. The R-UCB algorithm

takes full advantage of exploration when the situations are not dangerous (non-CS),

giving opportunities to establish good results when the situations are critical (CS).

6.5.1 Risk Level of the Situations

To compare the algorithms in situations with different risk levels, we run the tested

algorithms in the groups of situations with different risk level described in Section 6.3.

To better visualize the comparison results, Fig. 30 shows algorithms’ average CTR

graphs with the previous referred risk levels. Our first observation is that the R-UCB

algorithm outperforms all other exploration-exploitation algorithms, at every levels.

We notice that, in high risk situations, low exploration (0.1-UCB) is better than high

exploration (0.5-UCB). The gap between the R-UCB results and the other algorithms

increases with the risk of the situations. This improvement comes from the safety

exploration made by the R-UCB. During a CS, R-UCB makes a safety exploration by

selecting the documents with the highest CTR from the non-CS set which are similar

to the current one.
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Figure 30: Average CTR of exploration-exploitation algorithms in situations with

different risk levels

6.5.2 Size of Data

To compare the algorithms when the case base is sparse in our experiments, we reduce

the case base size of 50%, 30%, 20%, 10%, 5%, and 1%, respectively. To better

visualize the comparison results, Fig. 31 shows algorithms’ average CTR graphs with

the previous referred data sparseness levels. Our first observation is that all algorithms

are useful at every level. We notice that decreasing data size does not significantly

improve the performance of 0.5-UCB and 0.1-UCB. Except for exploitation baseline,

beginning-UCB seems to have a rather poor performance. Its results are worse than

any other strategy independently of the chosen parameters. The reason lies in the

fact that this algorithm makes the exploration only at the beginning. We can also

observe that R-UCB outperform the other existing algorithms. This performance

comes from the use of the CBF that helps R-UCB in the recommendation process by

selecting more attractive documents to recommend.
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Figure 31: Average CTR for different data size

6.6 On-line Evaluation of DRARS

Based on the results from our off-line evaluations, we have selected the most promising

techniques, R-UCB, VDBE-UCB and EG-UCB, and tested them with real users in

their real working environments.

We use the 3000 users of Nomalys application in full time. To qualify, participants

are required to use Nomalys for more than 1 hour/week.

To this end, we have randomly split the users in three groups. During the first week

of the study, the system records the documents used by each participant without

recommendation. During the second week of the study, we have equipped the first

group with the DRARS system running the R-UCB algorithm, the second group

running the VDBE-UCB, and the last group running EG-UCB algorithm.

6.6.1 New Document Exploration

With a large number of users, we can not easily follow the average CTR of each

user. For this reason, we use a metric to see how the usage of the RS impacted the
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user’s usage of documents that they had not previously seen (new documents). An

increase in the usage of such documents would indicate that the system was recom-

mending documents that were useful. By comparing the number of new documents

with and without recommendation in the 1st, 2nd and 3rd groups, we got the impact

that recommendations had on the use of new documents. Figure 32 illustrates this

comparison by week and by group.

Figure 32: Average number of new documents used in three groups without and with

recommendation

Figure 32 shows a main effect for the week on the number of visited new docu-

ments. The average number of new documents used in the first week has been 17.12,

16.31 and 16.63 for groups 1, 2 and 3 respectively, and 29, 23.21 and 22.12 for groups

1, 2 and 3 respectively on the second week. Moreover, group 1 has significantly more

new documents used than groups 2 and 3 in the second week.
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Based on the results illustrated in Fig. 32, we can estimate the proportion of new vis-

ited documents used in the second week due to the introduction of the recommender

system, and the proportion of new documents that would have been used by chance

(without recommendation).

In the second week, with groups 1, 2 and 3 respectively, an average of 6.3, 4.7 and

4.3 documents actually appeared in the recommender list before being used (i.e. new

recommended documents), which represents a very good improvement w. r. t. the

first week without recommendation.

Another interesting finding is that, excluding the average of 16.68 new documents

without recommendation (first week) from the number of new documents with rec-

ommendation (second week), for groups 1, 2 and 3, and also excluding the average

number of new recommended documents, we get an average number of 6.01, 1.82 and

1.13 new documents in the second week with groups 1, 2 and 3, respectively. We

believe that the majority of these extra documents were discovered through the use

of DRARS.

The improvement on the number of visited new documents, on one hand, corresponds

most of all to recommended documents; on the other hand, an important part is dis-

covered during recommendations, which shows an unintentional benefit of the system

which promotes document discovery.

6.6.2 R-UCB, VDBE-UCB and EG-UCB Comparison

To compare the R-UCB, VDBE-UCB and EG-UCB algorithms, we look at the num-

ber of recommended documents that have been used multiple times (i. e. more

than twice) in each session and the time spent in each document. Figure 33 shows

the results. We observe, from the figure, that the time spent in each document

does not significantly change in the three groups, which means that the exploration-

exploitation trade-off does not impact the user’s time spent. However, it has shown
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that group 1 has used more new documents than groups 2 and 3, which confirms that

our exploration-exploitation trade-off have allowed more exploration of documents

from the users than the other strategies.

Figure 33: Average number of recommended documents have used multiple times

for each navigation session

6.7 The Algorithm Complexity

Our own algorithm is expected to be at most O(S2C2), where S is the number of

situations to be matched, and C is the number of concepts of the ontologies. The

particularity of the input data used by our system would suggest C to be rather small

and static. Therefore, S should dominate the complexity O(S2).

We have implemented the generalization module of the system in C ♯ programming

language. We have used a personal computer with two-core CPU, 2.80GHz each, 6GB

RAM and 64-bit operating system. The test run on randomly generated documents

recommendation confirms the estimated computational complexity and shows that,

in this environment, 25000 situations are processed to make recommendation in less
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than 1,2s.

Figure 34: Time in ms to recommend

6.8 Conclusion

In this chapter, we have validated our work with a series of both off-line and on-line

studies which offer promising results. More precisely, this study yields to the con-

clusion that considering the risk level of the situation on the exploration-exploitation

strategy significantly increases the performance of the recommender system.
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Chapter VII

CONCLUSION AND PERSPECTIVES

As the amount of data maintained by mobile information systems keep increasing, and

finding the pertinent information to deliver to the users becomes a heavy problem,

we have presented throughout this manuscript, our approach to design a Dynamic

Risk Aware Recommender System. This system aims at proposing more relevant

information to users in risky and dynamic environments.

To this end we have set out throughout this manuscript the following steps.

(1) We have explored various requirements for an accurate CARS, namely considering

the dynamicity of the user’s content, considering the dynamicity of the user’s context

and the situation risk level. We observe that the most appropriate representations

of the user’s profile and context are respectively the multidimensional representation,

and the ontology representation. We also observe that the risk is never considered in

existing RS, and that the most interesting approach to follow the dynamicity of the

user’s content is through a trade-off among bandit algorithm and CBF technique.

(2) We have then explored the multi-armed Bandit problem as a solution for the

content dynamicity requirement. We describe the bandit algorithms that can be used

in recommender systems and in the risk aware decision. We conclude that existing

algorithms, do not consider of the context and the risk in the exploration-exploitation

trade-off.

(3) We introduce our proposal named DRARS, for “Dynamic Risk Aware Rec-

ommender System”. This system aims at tackling the main requirement defined in

this thesis. We have combined a multi-dimension user’s profile and a semantic model

of spatio-temporal-social context to manage the user’s profile, context and situation.
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We have used a combination of CBF and bandit algorithm to follow the dynamicity

of the user’s contents. We also consider the risk on recommendation by computing

the risk level of the user situations.

(4) We sketch a running example of our system that summarizes the main specifica-

tions of our proposal and shows how the different modules are implemented in the

Nomalys application. We have also explained the installation of the various tools

used to achieve our goal.

(5) We have validated our proposal with a series of both off-line and on-line studies.

These studies yield to the conclusion that considering the risk level of the situation

on the exploration-exploitation strategy significantly increases the performance of the

recommender system.

Finally, we have studied the various flaws of our system. This helps us to provide

several research perspectives for enhancement and future work.

7.1 Perspectives

Experimental evaluations of our contributions have shown their effectiveness in sev-

eral aspects, and open perspectives in improving our system. More specifically, our

perspectives focus on the following points:

(1) Enhancing the user’s context model by introducing other contextual dimensions.

One line of research in this direction is to include the social context defined by the

user’s friends or social group and try to include the interest of the user’s group when

computing user’s interest. This allows to refine the relevance of recommendations.

(2) In our model, we have related interests for each situation, but some users’ interests

may be related to several situations.

In this sense, our perspective is to generalize the user’s interests in more than one

situation by creating situations clusters.

(3) As part of our research perspectives in the long term, we envisage to study
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the dynamicity of content in IR, where we plan to apply the bandit algorithm as it

is done in the RS. We also plan to extend the notion of risky situation to IR.

(4) Regarding the risk aware recommendation, we plan to study the

notion of safety exploration or how we can make exploratory recommendation

without upsetting the user. One possible direction to solve this problem is to study

the history of the user in risky situations and construct a specific profile related to

that kind of situations.

(5) We have used only user’s clicks as a feedback of the user’s interest. We plan

to consider different features, like the time spent on a document. In this sense, we

have to associate a weight for each feature.

(6) With the emergence of distributed infrastructures, e.g., peer-to-peer Semantic

Web, Grid, etc., recommender systems may become decentralized and recommenda-

tions will be based upon opinions from most trusted peers rather than most similar

ones. Likewise, for social filtering we cannot rely upon conventional collaborative

filtering methods only, owing to the neighborhood computation scheme’s poor scal-

ability. Some more natural and, most important scalable neighborhood selection

process becomes indispensable, e.g., based on trust networks.
.
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