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## Résumé

Cette thèse concerne l'existence et la régularité de solutions d'équations non-linéaires elliptiques, d'équations paraboliques et d'équations de Hesse avec mesures, et les critères de l'existence de solutions grandes d'équations elliptiques et paraboliques non-linéaires.
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## Summary

This thesis is concerned to the existence and regularity of solutions to nonlinear elliptic, parabolic and Hessian equations with measure, and criteria for the existence of large solutions to some nonlinear elliptic and parabolic equations.
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## Introduction générale

This thesis is devoted to study the following types of problems :

- Quasilinear elliptic and Hessian equations with measure data,
- Quasilinear parabolic equations with measure data,
- Wiener type criteria for existence of large solutions to nonlinear elliptic and parabolic equations with absorption.


### 0.1 Quasilinear elliptic and Hessian equations with measure data

Let $\Omega \subset \mathbb{R}^{N}(N \geq 2)$ be a bounded domain containing 0 and $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ be a Carathéodory function. We assume that for a.e $x \in \Omega, r \mapsto g(x, r)$ is nondecreasing and odd. In Chapter 1, we consider the following problem

$$
\begin{align*}
-\Delta_{p} u+g(x, u) & =\omega \quad \text { in } \Omega \\
u=0 & \text { in } \partial \Omega \tag{0.1.1}
\end{align*}
$$

where $\Delta_{p} u=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right),(1<p<N)$, is the p-Laplacian and $\omega$ is a bounded Radon measure in $\Omega$. When $p=2$ and $g(x, u)=|u|^{q-1} u$ the problem has been considered by Baras and Pierre [3]. They proved that the corresponding problem to (0.1.1) admits a solution if and only if the measure $\omega$ is absolutely continuous with respect to (w.r.t) the Bessel capacity $\mathrm{Cap}_{2, q^{\prime}}, q^{\prime}=q /(q-1)$. Here, $\mathrm{Cap}_{2, q^{\prime}}$ is the capacity associated to the Sobolev space $W^{2, q^{\prime}}\left(\mathbb{R}^{N}\right)$, i.e,

$$
\operatorname{Cap}_{2, q^{\prime}}(E)=\inf \left\{\|\varphi\|_{W^{2, q^{\prime}}\left(\mathbb{R}^{N}\right)}^{q^{\prime}}: \varphi \in S\left(\mathbb{R}^{N}\right), \varphi \geq 1 \text { in a neighborhood of } E\right\}
$$

for any compact $E \subset \mathbb{R}^{N}$.
We utilize Kilpelainen and Malý's result [12] (also see [11, 18]) to derive a pointwise estimate of solutions to equation $-\Delta_{p} u=\omega$ involving the Wolff potential $\mathbf{W}_{1, p}^{r}[|\omega|]$ and nonlinear potential theory for investigating problem (0.1.1), where the Wolff potential is defined by

$$
\mathbf{W}_{1, p}^{r}[|\omega|](x)=\int_{0}^{r}\left(\frac{|\omega|\left(B_{\rho}(x)\right)}{\rho^{N-p}}\right)^{1 /(p-1)} \frac{d \rho}{\rho} \quad \text { for all } x \in \mathbb{R}^{N}
$$

We introduce a new suitable class of Bessel capacities associated problem (0.1.1). If $\mathbf{G}_{\alpha}$ is the Bessel kernel of order $\alpha>0$ and $L^{s, q}\left(\mathbb{R}^{N}\right)$ is the Lorentz space with order $(s, q)$,
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then capacity $\operatorname{Cap}_{\mathbf{G}_{\alpha}, s, q}$ of set Borel set $E \subset \mathbb{R}^{N}$ is defined by

$$
\operatorname{Cap}_{\mathbf{G}_{\alpha}, s, q}(E)=\inf \left\{\|f\|_{L^{s, q}\left(\mathbb{R}^{N}\right)}^{s}: f \geq 0, \mathbf{G}_{\alpha} * f \geq 1 \text { on } E\right\}
$$

for any Borel set $E$. When $q=s$, we denote $\operatorname{Cap}_{\mathbf{G}_{2}, q, s}$ by $\operatorname{Cap}_{\mathbf{G}_{2}, q}$. It is well known that the capacity $\mathrm{Cap}_{\mathbf{G}_{2}, q^{\prime}}$ is equivalent to $\mathrm{Cap}_{2, q^{\prime}}$.

In Chapter 1, we show that the problem (0.1.1) has a solution if one of the following cases is satisfied :
a) $g(x, s)=|x|^{-\beta}|s|^{q-1} s$ and $\omega$ is absolutely continuous w.r.t $\operatorname{Cap}_{\mathbf{G}_{p}, \frac{N q}{N q-(p-1)(N-\beta)}, \frac{q-1}{q+1-p}}$,
b) $g(x, s)=|x|^{-\beta} G(s), G$ satisfies $\int_{1}^{\infty} G(s) s^{-q-1} d s<\infty$ and $\omega$ is absolutely continuous w.r.t $\operatorname{Cap}_{\mathbf{G}_{p, \frac{N q}{N q-(p-1)(N-\beta)}}, 1}$,
c) $g(x, s)=\operatorname{sign}(s)\left(e^{\tau|s|^{\lambda}}-1\right)$ and $|\omega| \leq f+\nu$ where $f \in L_{+}^{1}(\Omega), \nu$ is a nonnegative bounded Radon measure which $\left\|\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{(p-1)(\lambda-1)}[\nu]\right\|_{L^{\infty}(\Omega)}$ is small enough.
Here a solution of (0.1.1) is understood in the sense of renormalized (see Definition 1.3.1 in Chapter 1) and we always assume that $0 \leq \beta<N, q>p-1, \tau>0, \lambda \geq 1$ and $\mathbf{M}_{\alpha, r}^{\eta}[\nu]$, $\eta>0,0<\alpha<N, r>0$ is defined by

$$
\mathbf{M}_{\alpha, r}^{\eta}[\nu](x)=\sup _{0<\rho<r} \frac{\nu\left(B_{\rho}(x)\right)}{\rho^{N-\alpha} h_{\eta}(\rho)},
$$

for all $x \in \mathbb{R}^{N}$ with $h_{\eta}(\rho)=\min \left\{(-\ln \rho)^{-\eta},(\ln 2)^{-\eta}\right\}$. When $p=2, \beta=0$, we obtain Baras and Pierre's sufficient condition in case a).

In Chapter 2, we are concern with the following problem

$$
\begin{array}{cl}
-\Delta_{p} u=g(u)+\omega & \text { in } \Omega  \tag{0.1.2}\\
u=0 & \text { in } \partial \Omega
\end{array}
$$

where $\omega$ is a nonnegative bounded Radon measure in $\Omega$ and $g(u) \sim e^{a|u|^{\beta}}, a>0, \beta \geq 1$.
The case where $g$ is a power function, i.e $g(u)=u^{q}$ for $q>p-1$ has been studied by Phuc and Verbitsky in [18]. They established a sufficient and necessary conditions for the existence of solutions of problem (0.1.2) expressed in terms of the capacity Cap $_{\mathbf{G}_{p}, \frac{q}{q-p+1}}$. For example, if $\omega$ has compact support in $\Omega$, then a sufficient and necessary condition has the following form

$$
\omega(E) \leq C \operatorname{Cap}_{\mathbf{G}_{p, \frac{q}{q-p+1}}}(E) \quad \text { for all compact set } E \subset \Omega
$$

where $C$ is a constant only defending on $N, p, q$ and $d(\operatorname{supp}(\omega), \partial \Omega)$. Their construction is based upon sharp estimates from above and below of solutions of the problem $-\Delta_{p} u=\omega$ combined with a deep analysis of the Wolff potential.

We give a new approach in order to treat analogous questions for problem (0.1.2) in the case exponential function. We obtain a sufficient condition expressed in terms of the fractional maximal potential $M_{p, 2 \text { diam }(\Omega)}^{(p-1)(\beta-1)}[\omega]$ and a necessary condition expressed in terms of Orlicz capacities, see Theorem 2.1.1 in Chapter 2. We also establish this results in the case $\Omega=\mathbb{R}^{N}$.

Besides, in $[22,23,24]$, Trudinger and Wang developed the theory of the $k$-Hessian measure and Labutin [13] obtained sharp estimates of solution of $k$-Hessian equation expressed in terms of the Wolff potential. Solutions of $k$-Hessian equation inherit almost all of properties from solutions to $p$-laplace equation. For this reason, we obtained analogous results for (0.1.2) when $p$-laplacian operator is replaced by the $k$-Hessian operator, see Theorem 2.1.3 and Theorem 2.1.4 in Chapter 2.

Furthermore, we also establish existence results for a general Wolff potential equation under the form

$$
u=\mathbf{W}_{\alpha, p}^{R}[g(u)]+f \text { in } \mathbb{R}^{N}
$$

where $0<R \leq \infty, 0<\alpha p<N$ and $f$ is a positive integrable function.

### 0.2 Quasilinear parabolic equations with measure data

Let $\Omega$ be a bounded domain of $\mathbb{R}^{N}(N \geq 2)$ and $\Omega_{T}=\Omega \times(0, T), T>0$. We study the problem

$$
\begin{align*}
\partial_{t} u-\operatorname{div}\left(\mathbf{A}_{p}(x, t, \nabla u)\right) & =\mu \quad \text { in } \Omega_{T}, \\
u & =0 \quad \text { on } \partial \Omega \times(0, T),  \tag{0.2.1}\\
u(0) & =\sigma \quad \text { in } \Omega
\end{align*}
$$

where $\mu$ is a bounded Radon measure in $\Omega_{T}, \sigma$ is an integrable function in $\Omega$ and $A_{p}$ is a Carathéodory function on $\Omega_{T} \times \mathbb{R}^{N}$, such that $u \mapsto-\operatorname{div}\left(\mathbf{A}_{p}(x, t, \nabla u)\right)$ is a nonlinear monotone and coercive mapping from the space $L^{p}\left(0, T ; W_{0}^{p}(\Omega)\right)$ into its dual $L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)$ for $p>1$.

It is well known that for any bounded Radon measure $\mu$ in $\Omega_{T}$ can be written under the form

$$
\mu=f-\operatorname{div} g+h_{t}+\mu_{s}
$$

where $f \in L^{1}\left(\Omega_{T}\right), g \in\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}, h \in L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)$ and $\mu_{s}$ is a bounded Radon measure in $\Omega_{T}$ with support on a set of zero $p$-parabolic capacity, proved in [7]. In [17], Petitta gave the definition of a renormalized solution for problem (0.2.1) associated above decomposition and proved that a renormalized solution exists for $p>\frac{2 N+1}{N+1}$. This condition ensures that the gradient of a renormalized solution belongs to $L^{1}\left(\Omega_{T}\right)$.

In Chapter 3 (Theorem 3.2.1), we prove a stability Theorem for renormalized solutions of problem $(0.2 .1)$ with $p>\frac{2 N+1}{N+1}$, extending the results of Dal Maso, Murat, Orsina and Prignet [5] for the elliptic case. More precisely, if $u_{n}$ is a renormalized of problem (0.2.1) where $\sigma=\sigma_{n} \in L^{1}(\Omega)$ and

$$
\mu=\mu_{n}=f_{n}-\operatorname{div} g_{n}+\left(h_{n}\right)_{t}+\mu_{s, n}
$$

with $f_{n} \in L^{1}\left(\Omega_{T}\right), g_{n} \in\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}, h_{n} \in L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)$ and $\mu_{s, n}$ is a bounded Radon measure in $\Omega_{T}$ with support on a set of zero $p$-parabolic capacity and if $\sigma_{n}$ converges to $\sigma$ in $L^{1}(\Omega)$ and measure $\mu_{n}=f_{n}-\operatorname{div} g_{n}+\left(h_{n}\right)_{t}+\mu_{s, n}$ converges to $\mu=f-\operatorname{div} g+h_{t}+\mu_{s}$ in for some sense then $u_{n}$ converges a.e in $\Omega_{T}$ to a renormalized solution $u$ of problem (0.2.1) with data $\mu, \sigma$. Moreover, $T_{k}\left(u_{n}-h_{n}\right)$ converges $T_{k}(u-h)$ in $L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)$ for any $k>0$.

### 0.2. QUASILINEAR PARABOLIC EQUATIONS WITH MEASURE DATA

We apply this theorem and use the results mentioned in section 1 in order to solve the following equations

$$
\begin{align*}
\partial_{t} u-\Delta_{p} u \pm g(x, u) & =\mu \quad \text { in } \Omega_{T} \\
u & =0 \quad \text { on } \partial \Omega \times(0, T),  \tag{0.2.2}\\
u(0) & =\sigma \quad \text { in } \Omega
\end{align*}
$$

where Radon measure $\mu$ has a good behavior in time i.e $|\mu| \leq \omega \otimes f$ with nonnegative bounded Radon measure $\omega$ in $\Omega, f \in L_{+}^{1}((0, T))$ and $\sigma \in L^{1}(\Omega)$ and $g$ is as in section 1 .

In [8], Duzaar and Mingione gave a local pointwise estimate from above of solutions to equation $\partial_{t} u-\operatorname{div}\left(\mathbf{A}_{2}(x, t, \nabla u)\right)=\mu$ involving the Riesz parabolic potential

$$
\mathbb{I}_{2}^{r}[|\mu|](x, t)=\int_{0}^{r} \frac{|\mu|\left(B_{\rho}(x) \times\left(t-\rho^{2}, t+\rho^{2}\right)\right)}{\rho^{N}} \frac{d \rho}{\rho}
$$

for all $(x, t) \in \mathbb{R}^{N+1}$, where $\mathbf{A}_{2}$ is $\mathbf{A}_{p}$ with $p=2$ and satisfies some natural conditions. On the other hand, we always have $\left\|\left|\mathbb{I}_{2}^{r}[|\mu|]\right|_{L^{s}\left(\mathbb{R}^{N+1}\right)} \asymp\right\| \mathcal{G}_{2} *|\mu| \|_{L^{s}\left(\mathbb{R}^{N+1}\right)}$ where $s>1, r>0$ and $\mathcal{G}_{2}$ is the parabolic Bessel kernel of order 2, i.e.

$$
\mathcal{G}_{2}(x, t)=\frac{\chi_{(0, \infty)}(t)}{(4 \pi t)^{N / 2}} \exp \left(-t-\frac{|x|^{2}}{4 t}\right) \quad \text { for all }(x, t) \in \mathbb{R}^{N+1}
$$

These are our motivation in Chapter 4 for developing nonlinear parabolic potential theory.
We use this theory to solve the following equations

$$
\begin{align*}
\partial_{t} u-\operatorname{div}\left(\mathbf{A}_{2}(x, t, \nabla u)\right) \pm|u|^{q-1} u & =\mu \\
u & \text { in } \Omega_{T}  \tag{0.2.3}\\
u(0) & =\sigma \quad \text { on } \partial \Omega \times(0, T),
\end{align*}
$$

where $\mu, \sigma$ are bounded Radon measures and $q \in(1, \infty)$. More precisely, problem (0.2.3) with absorption (i.e in case sign " + ") has a solution if $\mu, \sigma$ are absolutely continuous with respect to the capacities $\operatorname{Cap}_{\mathcal{G}_{2}, q^{\prime}}, \operatorname{Cap}_{\mathbf{G}_{2 / q}, q^{\prime}}$ respectively, see Theorem 4.2.8 in Chapter 4. Where the capacity $\mathrm{Cap}_{\mathcal{G}_{2}, q^{\prime}}$ of a Borel set $E \subset \mathbb{R}^{N+1}$ is defined by

$$
\operatorname{Cap}_{\mathcal{G}_{2}, p}(E)=\inf \left\{\int_{\mathbb{R}^{N+1}}|f|^{p} d x d t: f \in L_{+}^{p}\left(\mathbb{R}^{N+1}\right), \mathcal{G}_{2} * f \geq \chi_{E}\right\}
$$

Problem (0.2.3) with source (i.e in case sign " $\quad$ ") has a solution if

$$
|\mu|(E) \leq C \operatorname{Cap}_{\mathcal{G}_{2}, q^{\prime}}(E) \text { and }|\sigma|(O) \leq C \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}(O)
$$

hold for every compact sets $E \subset \mathbb{R}^{N+1}, O \subset \mathbb{R}^{N}$, for some a constant $C$.
When $A_{2}(x, t, \nabla u)=\nabla u$, two previous results become Baras and Pierre's results in [2, 4].

In Chapter 4, we also study the global gradient estimates for quasilinear parabolic equation (0.2.1) in case $p=2$. We obtain minimal conditions on the boundary of $\Omega$ and on the nonlinearity $\mathbf{A}_{2}$ so that the following statement holds

$$
\left\|\|\nabla u\|_{\mathcal{K}} \leq C| | \mathbb{M}_{1}[\nu]\right\|_{\mathcal{K}} \quad \text { with } \nu=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}
$$

here the constant $C$ does not depend on $u$ and $\mu, \sigma$ and $\mathbb{M}_{1}[\nu]$ is the first order fractional maximal parabolic potential of $\nu$ defined by

$$
\mathbb{M}_{1}[\nu](x, t)=\sup _{\rho>0} \frac{\nu\left(B_{\rho}(x) \times\left(t-\rho^{2}, t+\rho^{2}\right)\right)}{\rho^{N+1}} \quad \text { for all }(x, t) \in \mathbb{R}^{N+1}
$$

and $\mathcal{K}$ is a function space. The same question is as above for the elliptic framework studied by N. C. Phuc in [19, 20, 21].

First, we take $\mathcal{K}=L^{p, s}\left(\Omega_{T}\right)$ for $1 \leq p \leq 2$ and $0<s \leq \infty$ under a capacity density condition on the domain $\Omega$ where $L^{p, s}\left(\Omega_{T}\right)$ is the Lorentz space. The capacity density condition is that the complement of $\Omega$ satisfies uniformly 2 -thick. We remark that under this condition, the Sobolev embedding $H_{0}^{1}(\Omega) \subset L^{\frac{2 N}{N-2}}(\Omega)$ for $N>2$ is valid and it is fulfilled by any domain with Lipschitz boundary, or even of corkscrew type.

Next, in order to obtain shaper results, we take $\mathcal{K}=L^{q, s}\left(\Omega_{T}, d w\right)$, the weighted Lorentz spaces with weight in the Muckenhoupht class $A_{\infty}$ for $q \geq 1,0<s \leq \infty$, we require some stricter conditions on the domain $\Omega$ and nonlinearity $\mathbf{A}_{2}$. A condition on $\Omega$ is flat enough in the sense of Reifenberg, essentially, that at boundary point and every scale the boundary of domain is between two hyperplanes at both sides (inside and outside) of the domain by a distance which depends on the scale. Conditions on $\mathbf{A}_{2}$ are that the BMO type of $\mathbf{A}_{2}$ with respect to the $x$-variable is small enough and the derivative of $\mathbf{A}_{2}(x, t, \zeta)$ with respect to $\zeta$ is uniformly bounded. By choosing an appropriate weight we obtained some new estimates, in particular, Lorentz-Morrey estimates involving "calorie" and global capacitary estimates.

Finally, thanks to these estimates, we prove the existence of solutions of the quasilinear Riccati type parabolic equation :

$$
\begin{align*}
\partial_{t} u-\operatorname{div}\left(\mathbf{A}_{2}(x, t, \nabla u)\right) & =|\nabla u|^{q}+\mu \text { in } \Omega_{T}, \\
u & =0 \text { on } \partial \Omega \times(0, T),  \tag{0.2.4}\\
u(0) & =\sigma \text { in } \Omega .
\end{align*}
$$

For example, problem (0.2.4) has a solution if there exists $\varepsilon>0$ such that

$$
\left(|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right)(E) \leq C \operatorname{Cap}_{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}(E)
$$

holds for any compact $E \subset \mathbb{R}^{N+1}$ where $C$ is a constant small enough, where $\mathcal{G}_{1}$ is the parabolic Bessel kernel of first order, i.e,

$$
\mathcal{G}_{1}(x, t)=C_{1} \frac{\chi_{(0, \infty)}(t)}{t^{(N+1) / 2}} \exp \left(-t-\frac{|x|^{2}}{4 t}\right) \text { for all }(x, t) \text { in } \mathbb{R}^{N+1}
$$

with $C_{1}=\left((4 \pi)^{N / 2} \Gamma(1 / 2)\right)^{-1}$ and the capacity $\operatorname{Cap}_{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}$ is defined as the capacity $\mathrm{Cap}_{\mathcal{G}_{2}, q^{\prime}}$.

In Chapter 5, we solve problem (0.2.2) with absorption term in the case $p>2$ without all restriction on data $\mu$ by using a result in [15] of a pointwise estimate for solutions to problem ( 0.2 .2 ) with $g \equiv 0$ and theory of parabolic potential introduced in Chapter 4. Besides, we also prove that the porous medium equation with absorption term

$$
\begin{aligned}
\partial_{t} u-\Delta\left(|u|^{m-1} u\right)+|u|^{q-1} u & =\mu \text { in } \Omega_{T}, \\
u & =0 \text { on } \partial \Omega \times(0, T), \\
u(0) & =\sigma \text { in } \Omega,
\end{aligned}
$$
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admits a distribution solution for $q>\max \{m, 1\}$ and $m>\frac{N-2}{N}$ if bounded Radon measures $\mu, \sigma$ are absolutely continuous with respect to the capacities $\operatorname{Cap}_{\mathcal{G}_{2}, q^{\prime}}, \operatorname{Cap}_{\mathbf{G}_{2 / q}, q^{\prime}}$ if $m>1$ and $\operatorname{Cap}_{\mathcal{G}_{2}, \frac{2 q}{2(q-1)+N(1-m)}}, \operatorname{Cap}_{\mathbf{G}_{\frac{2-N(1-m)}{q},} \frac{2 q}{2(q-1)+N(1-m)}}$ if $\frac{N-2}{N}<m \leq 1$, respectively.

### 0.3 Wiener criteria for existence of large solutions to elliptic and parabolic equations with absorption

In Chapter 6, we study the existence of solutions to the following problems

$$
\begin{align*}
& -\Delta_{p} u+u^{q}=0 \text { in } \Omega  \tag{0.3.1}\\
& \lim _{\delta \rightarrow 0} \inf _{B_{\delta}(x)} u=\infty \text { for all } x \in \partial \Omega
\end{align*}
$$

and

$$
\begin{align*}
& -\Delta_{p} u+e^{u}-1=0 \text { in } \Omega \\
& \lim _{\delta \rightarrow 0} \inf _{B_{\delta}(x)} u=\infty \text { for all } x \in \partial \Omega \tag{0.3.2}
\end{align*}
$$

where $N \geq 2,1<p<N, q>p-1$ and $\Omega$ is a bounded open set in $\mathbb{R}^{N}$. Solutions to problems (0.3.1) and (0.3.2) are called large solutions.

It is well known that problems (0.3.1) and (0.3.2) have unique solutions for any bounded smooth domain $\Omega$. Moreover, it is classical that problem (0.3.1) has a solution in the case $q<\frac{N(p-1)}{N-p}$ for any bounded open set $\Omega$. When $N \geq 3$ and $p=2, q \geq \frac{N}{N-2}$, a necessary and sufficient condition for the existence of large solution of (0.3.1) expressed in term of Wiener test, is

$$
\begin{equation*}
\int_{0}^{1} \frac{\operatorname{Cap}_{2, q^{\prime}}\left(\Omega^{c} \cap B_{r}(x)\right)}{r^{N-2}} \frac{d r}{r}=\infty \quad \text { for all } \quad x \in \partial \Omega \tag{0.3.3}
\end{equation*}
$$

In the case $q=2$ it was obtained by probabilistic methods based upon the Brownian sake by Dhersin and Le Gall [6], this method could be extended for $\frac{N}{N-2} \leq q \leq 2$ by using ideas from [9, 10]. In the general case it was proved by Labutin by purely analytic methods [14].

Our main purpose of Chapter 6 is to establish a sufficient condition for the existence of solutions to problems (0.3.1) and (0.3.2) for any $q>p-1$ and $N \geq 2$. More precisely, a sufficient condition associated (0.3.1) is

$$
\begin{equation*}
\int_{0}^{1}\left(\frac{\operatorname{Cap}_{\mathbf{G}_{p, \frac{q_{1}}{q_{1}-p+1}}}\left(\Omega^{c} \cap B_{r}(x)\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r}=+\infty \quad \forall x \in \partial \Omega \tag{0.3.4}
\end{equation*}
$$

for some $q_{1}>\frac{N q}{p}$ and associated (0.3.2) is

$$
\begin{equation*}
\int_{0}^{1}\left(\frac{\mathcal{H}^{N-p}\left(\Omega^{c} \cap B_{r}(x)\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r}=+\infty \quad \forall x \in \partial \Omega \tag{0.3.5}
\end{equation*}
$$

where $\mathcal{H}^{N-p}$ is the $(N-p)-$ dimensional Hausdorff capacity in a bounded set of $\mathbb{R}^{N}$. We can see that condition (0.3.5) implies (0.3.4). In view of (0.3.3), then the condition (0.3.4)
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is not optimal in the case $p=2$. Furthermore, we also establish behavior of high order gradient of the solution to equation (0.3.1) near boundary of $\Omega$, where $\Omega$ is a bounded smooth domain.

In Chapter 7, we study analogous questions associated parabolic equation :

$$
\begin{align*}
& \partial_{t} u-\Delta u+u^{q}=0 \text { in } O, \\
& \lim _{\delta \rightarrow 0} \inf _{O \cap Q_{\delta}(x, t)} u=\infty \text { for all } x \in \partial_{p} O, \tag{0.3.6}
\end{align*}
$$

where $N \geq 2, q \geq \frac{N+2}{N}, O$ is a non-cylindrical bounded open set $O \subset \mathbb{R}^{N}$ and $\partial_{p} O$ is the parabolic boundary of $O$, i.e, the set all of points $X=(x, t) \in \partial O$ such that the intersection of the cylinder $Q_{\delta}(x, t):=B_{\delta}(x) \times\left(t-\delta^{2}, t\right)$ with $O^{c}$ is not empty for any $\delta>0$. When $O$ is a cylindrical i.e $O=\Omega \times(a, b)$ for some bounded open set $\Omega$ in $\mathbb{R}^{N}$, Véron [25] showed that if the problem (0.3.1) in case $p=2$ has a solution, then $(0.3 .6)$ does too.

We extend Labutin's idea in [14] to treat problem (0.3.6). Namely, we obtain a necessary and a sufficient condition for the existence of solutions to problem (0.3.6) in a bounded non-cylindrical domain $O \subset \mathbb{R}^{N+1}$, as follows : the necessary condition is

$$
\begin{equation*}
\int_{0}^{1} \frac{\operatorname{Cap}_{\mathcal{G}_{2}, q^{\prime}}\left(O^{c} \cap Q_{\rho}(x, t)\right)}{\rho^{N}} \frac{d \rho}{\rho}=\infty \forall(x, t) \in \partial_{p} O, \tag{0.3.7}
\end{equation*}
$$

the sufficient condition is

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{\operatorname{Cap}_{\mathcal{G}_{2}, q^{\prime}}\left(O^{c} \cap\left(B_{r_{k}}(x) \times\left(t-1168 r_{k}^{2}, t-1136 r_{k}^{2}\right)\right)\right)}{r_{k}^{N}}=\infty, \forall(x, t) \in \partial_{p} O \tag{0.3.8}
\end{equation*}
$$

where $r_{k}=4^{-k}$, and $N \geq 3$ when $q=\frac{N+2}{N}$.
We also obtain a sufficient condition for the existence of solutions to equation (0.3.6) in a bounded set of $\mathbb{R}^{N+1}$ when replaced $u^{q}$ by $e^{u}-1$, which is $(0.3 .8)$ where $\operatorname{Cap}_{\mathcal{G}_{2}, q^{\prime}}$ is replaced by $\mathcal{P H}^{N}$ the parabolic $N$-dimensional Hausdorff capacity.

Finally, we apply our results of problems (0.3.1) and (0.3.6) to some viscous HamiltonJacobi equations : $-\Delta_{p} u+a_{1}|\nabla u|^{q_{1}}+b_{1} u^{p-1}=0$ for $a_{1}, b_{1}>0, p-1<q_{2}<p \leq 2$ and $\partial_{t} u-\Delta u+a_{2}|\nabla u|^{q_{2}}+b_{2} u^{q_{3}}=0$ for $a_{2}, b_{2}>0,1<q_{2}<2$ and $q_{3}>1$.
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## Chapitre 1

# Quasilinear Lane-Emden equations with absorption and measure data 

## Abstract ${ }^{1}$

We study the existence of solutions to the equation $-\Delta_{p} u+g(x, u)=\mu$ when $g(x,$.$) is a$ nondecreasing function and $\mu$ a measure. We characterize the good measures, i.e. the ones for which the problem has a renormalized solution. We study particularly the cases where $g(x, u)=|x|^{-\beta}|u|^{q-1} u$ and $g(x, u)=\operatorname{sign}(u)\left(e^{\tau|u|^{\lambda}}-1\right)$. The results state that a measure is good if it is absolutely continuous with respect to an appropriate Lorentz-Bessel capacities.

[^0]
### 1.1. INTRODUCTION

### 1.1 Introduction

Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain containing 0 and $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ be a Carathéodory function. We assume that for almost all $x \in \Omega, r \mapsto g(x, r)$ is nondecreasing and odd. In this article we consider the following problem

$$
\begin{align*}
-\Delta_{p} u+g(x, u) & =\mu \quad \text { in } \Omega  \tag{1.1.1}\\
u & =0 \quad \text { in } \partial \Omega
\end{align*}
$$

where $\Delta_{p} u=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right),(1<p<N)$, is the p-Laplacian and $\mu$ a bounded measure. A measure for which the problem admits a solution, in an appropriate class, is called a good measure. When $p=2$ and $g(x, u)=g(u)$ the problem has been considered by Benilan and Brezis [3] in the subcritical case that is when any bounded measure is good. They prove that such is the case if $N \geq 3$ and $g$ satisfies

$$
\int_{1}^{\infty} g(s) s^{-\frac{N-1}{N-2}} d s<\infty
$$

The supercritical case, always with $p=2$, has been considered by Baras and Pierre [2] when $g(u)=|u|^{q-1} u$ and $q>1$. They prove that the corresponding problem to (1.1.1) admits a solution (always unique in that case) if and only if the measure $\mu$ is absolutely continuous with respect to the Bessel capacity $\operatorname{Cap}_{2, q^{\prime}}\left(q^{\prime}=q /(q-1)\right)$. In the case $p \neq 2$ it is shown by Bidaut-Véron [5] that if problem (1.1.1) with $g(x, s)=|s|^{q-1} s(q>p-1)$ admits a solution, then $\mu$ is absolutely continuous with respect to any capacity $\operatorname{Cap}_{p, \frac{q}{q-p+1}+\varepsilon}$ for any $\varepsilon>0$.

In this article we introduce a new class of Bessel capacities which are modeled on Lorentz spaces $L^{s, q}$ instead of $L^{q}$ spaces. If $\mathbf{G}_{\alpha}$ is the Bessel kernel of order $\alpha>0$, we denote by $L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)$ the Besov space which is the space of functions $\phi=\mathbf{G}_{\alpha} * f$ for some $f \in L^{s, q}\left(\mathbb{R}^{N}\right)$ and we set $\|\phi\|_{\alpha, s, q}=\|f\|_{s, q}$ (a norm which is defined by using rearrangements). Then we set

$$
\operatorname{Cap}_{\alpha, s, q}(E)=\inf \left\{\|f\|_{s, q}: f \geq 0, \mathbf{G}_{\alpha} * f \geq 1 \quad \text { on } E\right\}
$$

for any Borel set $E$. We say that a measure $\mu$ in $\Omega$ is absolutely continuous with respect to the capacity $\mathrm{Cap}_{\alpha, s, q}$ if ,

$$
\forall E \subset \Omega, E \text { Borel }, \operatorname{Cap}_{\alpha, s, q}(E)=0 \Longrightarrow|\mu|(E)=0
$$

We also introduce the Wolff potential of a measure $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ by

$$
\mathbf{W}_{\alpha, s}[\mu](x)=\int_{0}^{\infty}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha s}}\right)^{\frac{1}{s-1}} \frac{d t}{t}
$$

if $\alpha>0,1<s<\alpha^{-1} N$. When we are dealing with bounded domains $\Omega \subset B_{R}$ and $\mu \in \mathfrak{M}^{+}(\Omega)$, it is useful to introduce truncated Wolff potentials.

$$
\mathbf{W}_{\alpha, s}^{R}[\mu](x)=\int_{0}^{R}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha s}}\right)^{\frac{1}{s-1}} \frac{d t}{t}
$$

### 1.1. INTRODUCTION

We prove the following existence results concerning

$$
\begin{align*}
-\Delta_{p} u+|x|^{-\beta} g(u) & =\mu \quad \text { in } \Omega  \tag{1.1.2}\\
u & =0 \quad \text { in } \partial \Omega
\end{align*}
$$

Theorem 1.1.1 Assume $1<p<N, q>p-1$ and $0 \leq \beta<N$ and $\mu$ is a bounded Radon measure in $\Omega$.

1. If $g(s)=|s|^{q-1} s$, then (1.1.2) admits a renormalized solution if $\mu$ is absolutely continuous with respect to the capacity Cap $p_{p, \frac{N q}{N q-(p-1)(N-\beta)}, \frac{q}{q+1-p}}$.
2. If $g$ satisfies

$$
\begin{equation*}
\int_{1}^{\infty} g(s) s^{-q-1} d s<\infty \tag{1.1.3}
\end{equation*}
$$

then (1.1.2) admits a renormalized solution if $\mu$ is absolutely continuous with respect to the capacity Cap $p_{p, \frac{N q}{N q-(p-1)(N-\beta)},}$.
Furthermore, in both case there holds

$$
\begin{equation*}
-c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\mu^{-}\right](x) \leq u(x) \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\mu^{+}\right](x) \quad \text { for almost all } x \in \Omega \tag{1.1.4}
\end{equation*}
$$

where $c$ is a positive constant depending on $p$ and $N$.
In order to deal with exponential nonlinearities we introduce for $0<\alpha<N$ the fractional maximal operator (resp. the truncated fractional maximal operator), defined for a positive measure $\mu$ by

$$
\mathbf{M}_{\alpha}[\mu](x)=\sup _{t>0} \frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha}}, \quad\left(\operatorname{resp} \mathbf{M}_{\alpha, R}[\mu](x)=\sup _{0<t<R} \frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha}}\right)
$$

and the $\eta$-fractional maximal operator (resp. the truncated $\eta$-fractional maximal operator)

$$
\mathbf{M}_{\alpha}^{\eta}[\mu](x)=\sup _{t>0} \frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha} h_{\eta}(t)}, \quad\left(\operatorname{resp} \mathbf{M}_{\alpha, R}^{\eta}[\mu](x)=\sup _{0<t<R} \frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha} h_{\eta}(t)}\right)
$$

where $\eta \geq 0$ and $h_{\eta}(t)=\min \left\{(-\ln t)^{-\eta},(\ln 2)^{-\eta}\right\}$ for all $t>0$.
Theorem 1.1.2 Assume $1<p<N, \tau>0$ and $\lambda \geq 1$. Then there exists $M>0$ depending on $N, p, \tau$ and $\lambda$ such that if a measure in $\Omega, \mu=\mu^{+}-\mu^{-}$can be decomposed as follows

$$
\mu^{+}=f_{1}+\nu_{1} \quad \text { and } \quad \mu^{-}=f_{2}+\nu_{2}
$$

where $f_{j} \in L_{+}^{1}(\Omega)$ and $\nu_{j} \in \mathfrak{M}_{+}^{b}(\Omega)(j=1,2)$, and if

$$
\begin{equation*}
\left\|\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{\frac{(p-1)(\lambda-1)}{\lambda}}\left[\nu_{j}\right]\right\|_{L^{\infty}(\Omega)}<M \tag{1.1.5}
\end{equation*}
$$

there exists a renormalized solution to

$$
\begin{align*}
-\Delta_{p} u+\operatorname{sign}(u)\left(e^{\tau|u|^{\lambda}}-1\right)=\mu & \text { in } \Omega  \tag{1.1.6}\\
u & =0
\end{align*} \quad \text { in } \partial \Omega,
$$

and satisfies (1.1.4).
Our study is based upon delicate estimates on Wolff potentials and $\eta$-fractional maximal operators which are developed in the first part of this paper.

### 1.2 Lorentz spaces and capacities

### 1.2.1 Lorentz spaces

Let $(X, \Sigma, \alpha)$ be a measured space. If $f: X \rightarrow \mathbb{R}$ is a measurable function, we set $S_{f}(t):=\{x \in X:|f|(x)>t\}$ and $\lambda_{f}(t)=\alpha\left(S_{f}(t)\right)$. The decreasing rearrangement $f^{*}$ of $f$ is defined by

$$
f^{*}(t)=\inf \left\{s>0: \lambda_{f}(s) \leq t\right\}
$$

It is well known that $(\Phi(f))^{*}=\Phi\left(f^{*}\right)$ for any continuous and nondecreasing function $\Phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$. We set

$$
f^{* *}(t)=\frac{1}{t} \int_{0}^{t} f^{*}(\tau) d \tau \quad \forall t>0
$$

and, for $1 \leq s<\infty$ and $1<q \leq \infty$,

$$
\|f\|_{L^{s, q}}= \begin{cases}\left(\int_{0}^{\infty} t^{\frac{q}{s}}\left(f^{* *}(t)\right)^{q} \frac{d t}{t}\right)^{\frac{1}{q}} & \text { if } q<\infty \\ \sup _{t>0} \operatorname{ess} t^{\frac{1}{s}} f^{* *}(t) & \text { if } q=\infty\end{cases}
$$

It is known that $L^{s, q}(X, \alpha)$ is a Banach space when endowed with the norm $\|.\| L_{L^{s, q}}$. Furthermore there holds (see e.g. [11])

$$
\begin{equation*}
\left\|t^{\frac{1}{s}} f^{*}\right\|_{L^{q}\left(\mathbb{R}^{+}, \frac{d t}{t}\right)} \leq\|f\|_{L^{s, q}} \leq \frac{s}{s-1}\left\|t^{\frac{1}{s}} f^{*}\right\|_{L^{q}\left(\mathbb{R}^{+}, \frac{d t}{t}\right)} \tag{1.2.1}
\end{equation*}
$$

the left-hand side inequality being valid only if $s>1$. Finally, if $f \in L^{s, q}\left(\mathbb{R}^{N}\right)$ (with $1 \leq q, s<\infty$ and $\alpha$ being the Lebesgue measure) and if $\left\{\rho_{n}\right\} \subset C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ is a sequence of mollifiers, $f * \rho_{n} \rightarrow f$ and $\left(f \chi_{B_{n}}\right) * \rho_{n} \rightarrow f$ in $L^{s, q}\left(\mathbb{R}^{N}\right)$, where $\chi_{B_{n}}$ is the indicator function of the ball $B_{n}$ centered at the origin of radius $n$. In particular $C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ is dense in $L^{s, q}\left(\mathbb{R}^{N}\right)$.

### 1.2.2 Wolff potentials, fractional and $\eta$-fractional maximal operators

If $D$ is either a bounded domain or whole $\mathbb{R}^{N}$, we denote by $\mathfrak{M}(D)\left(\right.$ resp $\left.\mathfrak{M}^{b}(D)\right)$ the set of Radon measure (resp. bounded Radon measures) in $D$. Their positive cones are $\mathfrak{M}_{+}(D)$ and $\mathfrak{M}_{+}^{b}(D)$ respectively. If $0<R \leq \infty$ and $\mu \in \mathfrak{M}_{+}(D)$ and $R \geq \operatorname{diam}(D)$, we define, for $\alpha>0$ and $1<s<\alpha^{-1} N$, the $R$-truncated Wolff-potential by

$$
\begin{equation*}
\mathbf{W}_{\alpha, s}^{R}[\mu](x)=\int_{0}^{R}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha s}}\right)^{\frac{1}{s-1}} \frac{d t}{t} \quad \text { for a.e. } x \in \mathbb{R}^{N} . \tag{1.2.2}
\end{equation*}
$$

If $h_{\eta}(t)=\min \left\{(-\ln t)^{-\eta},(\ln 2)^{-\eta}\right\}$ and $0<\alpha<N$, the truncated $\eta$-fractional maximal operator is

$$
\begin{equation*}
\mathbf{M}_{\alpha, R}^{\eta}[\mu](x)=\sup _{0<t<R} \frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha} h_{\eta}(t)} \quad \text { for a.e. } x \in \mathbb{R}^{N} \tag{1.2.3}
\end{equation*}
$$

If $R=\infty$, we drop it in expressions (1.2.2) and (1.2.3). In particular

$$
\begin{equation*}
\mu\left(B_{t}(x)\right) \leq t^{N-\alpha} h_{\eta}(t) \mathbf{M}_{\alpha, R}^{\eta}[\mu](x) \tag{1.2.4}
\end{equation*}
$$

We also define $\mathbf{G}_{\alpha}$ the Bessel potential of a measure $\mu$ by

$$
\mathbf{G}_{\alpha}[\mu](x)=\int_{\mathbb{R}^{N}} \mathbf{G}_{\alpha}(x-y) d \mu(y) \quad \forall x \in \mathbb{R}^{N}
$$

where $\mathbf{G}_{\alpha}$ is the Bessel kernel of order $\alpha$ in $\mathbb{R}^{N}$.
Definition 1.2.1 We denote by $L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)$ the Besov space the of functions $\phi=G_{\alpha} * f$ for some $f \in L^{s, q}\left(\mathbb{R}^{N}\right)$ and we set $\|\phi\|_{\alpha, s, q}=\|f\|_{s, q}$. If we set

$$
\operatorname{Cap}_{\alpha, s, q}(E)=\inf \left\{\|f\|_{s, q}: f \geq 0, \mathbf{G}_{\alpha} * f \geq 1 \quad \text { on } E\right\}
$$

for any Borel set $E \subset \mathbb{R}^{N}$, then Cap $\operatorname{Cos}, q$ is a capacity, see [1].

### 1.2.3 Estimates on potentials

In the sequel, we denote by $|A|$ the N -dimensional Lebesgue measure of a measurable set $A$ and, if $F, G$ are functions defined in $\mathbb{R}^{N}$, we set $\{F>a\}:=\left\{x \in \mathbb{R}^{N}: F(x)>a\right\}$, $\{G \leq b\}:=\left\{x \in \mathbb{R}^{N}: G(x) \leq b\right\}$ and $\{F>a, G \leq b\}:=\{F>a\} \cap\{G \leq b\}$. The following result is an extension of [12, Th 1.1]

Lemma 1.2.2 Let $0 \leq \eta<p-1,0<\alpha p<N$ and $r>0$. There exist $c_{0}>0$ depending on $N, \alpha, p, \eta$ and $\varepsilon_{0}>0$ depending on $N, \alpha, p, \eta, r$ such that, for all $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ with $\operatorname{diam}(\operatorname{supp}(\mu)) \leq r$ and $R \in(0, \infty], \varepsilon \in\left(0, \varepsilon_{0}\right], \lambda>\left(\mu\left(\mathbb{R}^{N}\right)\right)^{\frac{1}{p-1}} l(r, R)$ there holds,

$$
\begin{align*}
\mid\left\{\mathbf{W}_{\alpha, p}^{R}[\mu]\right. & \left.>3 \lambda,\left(\mathbf{M}_{\alpha p, R}^{\eta}[\mu]\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda\right\} \mid \\
\leq & c_{0} \exp \left(-\left(\frac{p-1-\eta}{4(p-1)}\right)^{\frac{p-1}{p-1-\eta}} \alpha p \ln 2 \varepsilon^{-\frac{p-1}{p-1-\eta}}\right)\left|\left\{\mathbf{W}_{\alpha, p}^{R}[\mu]>\lambda\right\}\right| \tag{1.2.5}
\end{align*}
$$

where $l(r, R)=\frac{N-\alpha p}{p-1}\left(\min \{r, R\}^{-\frac{N-\alpha p}{p-1}}-R^{-\frac{N-\alpha p}{p-1}}\right)$ if $R<\infty, l(r, R)=\frac{N-\alpha p}{p-1} r^{-\frac{N-\alpha p}{p-1}}$ if $R=\infty$. Furthermore, if $\eta=0, \varepsilon_{0}$ is independent of $r$ and (1.2.5) holds for all $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ with compact support in $\mathbb{R}^{N}$ and $R \in(0, \infty], \varepsilon \in\left(0, \varepsilon_{0}\right], \lambda>0$.

Proof. Case $R=\infty$. Let $\lambda>0$; since $\mathbf{W}_{\alpha, p}[\mu]$ is lower semicontinuous, the set

$$
D_{\lambda}:=\left\{\mathbf{W}_{\alpha, p}[\mu]>\lambda\right\}
$$

is open. By Whitney covering lemma, there exists a countable set of closed cubes $\left\{Q_{i}\right\}_{i}$ such that $D_{\lambda}=\cup_{i} Q_{i}, \stackrel{o}{Q}_{i} \cap \stackrel{o}{Q_{j}}=\emptyset$ for $i \neq j$ and

$$
\operatorname{diam}\left(Q_{i}\right) \leq \operatorname{dist}\left(Q_{i}, D_{\lambda}^{c}\right) \leq 4 \operatorname{diam}\left(Q_{i}\right)
$$

Let $\varepsilon>0$ and $F_{\varepsilon, \lambda}=\left\{\mathbf{W}_{\alpha, p}[\mu]>3 \lambda,\left(\mathbf{M}_{\alpha p}^{\eta}[\mu]\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda\right\}$. We claim that there exist $c_{0}=c_{0}(N, \alpha, p, \eta)>0$ and $\varepsilon_{0}=\varepsilon_{0}(N, \alpha, p, \eta, r)>0$ such that for any $Q \in\left\{Q_{i}\right\}_{i}$, $\varepsilon \in\left(0, \varepsilon_{0}\right]$ and $\lambda>\left(\mu\left(\mathbb{R}^{N}\right)\right)^{\frac{1}{p-1}} l(r, \infty)$ there holds

$$
\begin{equation*}
\left|F_{\varepsilon, \lambda} \cap Q\right| \leq c_{0} \exp \left(-\left(\frac{p-1-\eta}{4(p-1)}\right)^{\frac{p-1}{p-1-\eta}} \varepsilon^{-\frac{p-1}{p-1-\eta}} \alpha p \ln 2\right)|Q| \tag{1.2.6}
\end{equation*}
$$

The first we show that there exists $c_{1}>0$ depending on $N, \alpha, p$ and $\eta$ such that for any $Q \in\left\{Q_{i}\right\}_{i}$ there holds

$$
\begin{equation*}
F_{\varepsilon, \lambda} \cap Q \subset E_{\varepsilon, \lambda} \forall \varepsilon \in\left(0, c_{1}\right], \lambda>0 \tag{1.2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{\varepsilon, \lambda}=\left\{x \in Q: \mathbf{W}_{\alpha, p}^{5 \operatorname{diam}(Q)}[\mu](x)>\lambda,\left(\mathbf{M}_{\alpha p}^{\eta}[\mu](x)\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda\right\} \tag{1.2.8}
\end{equation*}
$$

Infact, take $Q \in\left\{Q_{i}\right\}_{i}$ such that $Q \cap F_{\varepsilon, \lambda} \neq \emptyset$ and let $x_{Q} \in D_{\lambda}^{c}$ such that $\operatorname{dist}\left(x_{Q}, Q\right) \leq$ $4 \operatorname{diam}(Q)$ and $\mathbf{W}_{\alpha, p}[\mu]\left(x_{Q}\right) \leq \lambda$. For $k \in \mathbb{N}, r_{0}=5 \operatorname{diam}(Q)$ and $x \in F_{\varepsilon, \lambda} \cap Q$, we have

$$
\int_{2^{k} r_{0}}^{2^{k+1} r_{0}}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}=A+B
$$

where

$$
A=\int_{2^{k} r_{0}}^{2^{k} \frac{1+2^{k+1}}{1+2^{k}} r_{0}}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \text { and } B=\int_{2^{k} \frac{1+2^{k+1}}{1+2^{k}} r_{0}}^{2^{k+1} r_{0}}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}
$$

Since

$$
\begin{equation*}
\mu\left(B_{t}(x)\right) \leq t^{N-\alpha p} h_{\eta}(t) M_{\alpha p}^{\eta}[\mu](x) \leq t^{N-\alpha p} h_{\eta}(t)(\varepsilon \lambda)^{p-1} \tag{1.2.9}
\end{equation*}
$$

Then

$$
B \leq \int_{2^{k} \frac{1+2^{k+1}}{1+2^{k}} r_{0}}^{2^{k+1} r_{0}}\left(\frac{t^{N-\alpha p} h_{\eta}(t)(\varepsilon \lambda)^{p-1}}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}=\varepsilon \lambda \int_{2^{k} \frac{1+2^{k+1}}{1+2^{k}} r_{0}}^{2^{k+1} r_{0}}\left(h_{\eta}(t)\right)^{\frac{1}{p-1}} \frac{d t}{t}
$$

Replacing $h_{\eta}(t)$ by its value we obtain $B \leq c_{2} \varepsilon \lambda 2^{-k}$ after a lengthy computation where $c_{2}$ depends only on $p$ and $\eta$. Since $\delta:=\left(\frac{2^{k}}{2^{k}+1}\right)^{\frac{N-\alpha p}{p-1}}$, then $1-\delta \leq c_{3} 2^{-k}$ where $c_{3}$ depends only on $\frac{N-\alpha p}{p-1}$, thus

$$
\begin{aligned}
(1-\delta) A & \leq c_{3} 2^{-k} \int_{2^{k} r_{0}}^{2^{k+1} r_{0}}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \\
& \leq c_{3} 2^{-k} \varepsilon \lambda \int_{2^{k} r_{0}}^{2^{k+1} r_{0}}\left(h_{\eta}(t)\right)^{\frac{1}{p-1}} \frac{d t}{t} \\
& \leq c_{4} 2^{-k} \varepsilon \lambda
\end{aligned}
$$

where $c_{4}=c_{4}(N, \alpha, p, \eta)>0$.
By a change of variables and using that for any $x \in F_{\varepsilon, \lambda} \cap Q$ and $t \in\left[r_{0}\left(1+2^{k}\right), r_{0}\left(1+2^{k+1}\right)\right]$, $B_{\frac{2^{k} t}{1+2^{k}}}(x) \subset B_{t}\left(x_{Q}\right)$, we get

$$
\delta A=\int_{r_{0}\left(1+2^{k}\right)}^{r_{0}\left(1+2^{k+1}\right)}\left(\frac{\mu\left(B_{\frac{2^{k} t}{1+2^{k}}}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq \int_{r_{0}\left(1+2^{k}\right)}^{r_{0}\left(1+2^{k+1}\right)}\left(\frac{\mu\left(B_{t}\left(x_{Q}\right)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}
$$

Therefore

$$
\int_{2^{k} r_{0}}^{2^{k+1} r_{0}}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq c_{5} 2^{-k} \varepsilon \lambda+\int_{r_{0}\left(1+2^{k}\right)}^{r_{0}\left(1+2^{k+1}\right)}\left(\frac{\mu\left(B_{t}\left(x_{Q}\right)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}
$$

with $c_{5}=c_{5}(N, \alpha, p, \eta)>0$. This implies

$$
\begin{equation*}
\int_{r_{0}}^{\infty}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq 2 c_{5} \varepsilon \lambda+\int_{2 r_{0}}^{\infty}\left(\frac{\mu\left(B_{t}\left(x_{Q}\right)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq\left(1+2 c_{5} \varepsilon\right) \lambda, \tag{1.2.10}
\end{equation*}
$$

since $\mathbf{W}_{\alpha, p}[\mu]\left(x_{Q}\right) \leq \lambda$. If $\varepsilon \in\left(0, c_{1}\right]$ with $c_{1}=\left(2 c_{5}\right)^{-1}$ then

$$
\int_{r_{0}}^{\infty}\left(\frac{\mu\left(B_{t}(x)\right.}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq 2 \lambda
$$

which implies (1.2.7).
Now, we let $\lambda>\left(\mu\left(\mathbb{R}^{N}\right)\right)^{\frac{1}{p-1}} l(r, \infty)$. Let $B_{1}$ be a ball with radius $r$ such that $\operatorname{supp}(\mu) \subset B_{1}$. We denote $B_{2}$ by the ball concentric to $B_{1}$ with radius $2 r$. Since $x \notin B_{2}$,

$$
\mathbf{W}_{\alpha, p}[\mu](x)=\int_{r}^{\infty}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq\left(\mu\left(\mathbb{R}^{N}\right)\right)^{\frac{1}{p-1}} l(r, \infty)
$$

Thus, we obtain $D_{\lambda} \subset B_{2}$. In particular, $r_{0}=5 \operatorname{diam}(Q) \leq 20 r$.
Next we set $m_{0}=\frac{\max (1, \ln (40 r))}{\ln 2}$, so that $2^{-m} r_{0} \leq 2^{-1}$ if $m \geq m_{0}$. Then for any $x \in E_{\varepsilon, \lambda}$

$$
\begin{aligned}
\int_{2^{-m} r_{0}}^{r_{0}}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} & \leq \varepsilon \lambda \int_{2^{-m_{r}}}^{r_{0}}\left(h_{\eta}(t)\right)^{\frac{1}{p-1}} \frac{d t}{t} \\
& \leq \varepsilon \lambda \int_{2^{-m} r_{0}}^{2^{-m_{0}} r_{0}}(-\ln t)^{\frac{-\eta}{p-1}} \frac{d t}{t}+\varepsilon \lambda \int_{2^{-m_{0} r_{0}}}^{r_{0}}(\ln 2)^{\frac{-\eta}{p-1}} \frac{d t}{t} \\
& \leq m_{0} \varepsilon \lambda+\frac{(p-1)\left(\left(m-m_{0}\right) \ln 2\right)^{1-\frac{\eta}{p-1}}}{p-1-\eta}
\end{aligned}
$$

For the last inequality we have used $a^{1-\frac{\eta}{p-1}}-b^{1-\frac{\eta}{p-1}} \leq(a-b)^{1-\frac{\eta}{p-1}}$ valid for any $a \geq b \geq 0$. Therefore,

$$
\begin{equation*}
\int_{2^{-m} r_{0}}^{r_{0}}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq \frac{2(p-1)}{p-1-\eta} m^{1-\frac{\eta}{p-1}} \varepsilon \lambda \quad \forall m \in \mathbb{N}, m>(\ln 2)^{-\frac{\eta}{p-1}} m_{0}^{\frac{p-1}{p-1-\eta}} \tag{1.2.11}
\end{equation*}
$$

Set

$$
g_{i}(x)=\int_{2^{-i} r_{0}}^{2^{-i+1} r_{0}}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}
$$

then

$$
\begin{aligned}
\mathbf{W}_{\alpha, p}^{r_{0}}[\mu](x) & \leq \frac{2(p-1)}{p-1-\eta} m^{1-\frac{\eta}{p-1}} \varepsilon \lambda+\mathbf{W}_{\alpha, p}^{2^{-m} r_{0}}[\mu](x) \\
& \leq \frac{2(p-1)}{p-1-\eta} m^{1-\frac{\eta}{p-1}} \varepsilon \lambda+\sum_{i=m+1}^{\infty} g_{i}(x)
\end{aligned}
$$

### 1.2. LORENTZ SPACES AND CAPACITIES

for all $m>m_{0}^{\frac{p-1}{p-1-\eta}}$. We deduce that, for $\beta>0$,

$$
\begin{align*}
\left|E_{\varepsilon, \lambda}\right| & \leq\left|\left\{x \in Q: \sum_{i=m+1}^{\infty} g_{i}(x)>\left(1-\frac{2(p-1)}{p-1-\eta} m^{1-\frac{\eta}{p-1}} \varepsilon\right) \lambda\right\}\right| \\
& \leq\left|\left\{x \in Q: \sum_{i=m+1}^{\infty} g_{i}(x)>\sum_{i=m+1}^{\infty} 2^{-\beta(i-m-1)}\left(1-2^{-\beta}\right)\left(1-\frac{2(p-1)}{p-1-\eta} m^{1-\frac{\eta}{p-1}} \varepsilon\right) \lambda\right\}\right| \\
& \leq \sum_{i=m+1}^{\infty}\left|\left\{x \in Q: g_{i}(x)>2^{-\beta(i-m-1)}\left(1-2^{-\beta}\right)\left(1-\frac{2(p-1)}{p-1-\eta} m^{1-\frac{\eta}{p-1}} \varepsilon\right) \lambda\right\}\right| \tag{1.2.12}
\end{align*}
$$

Next we claim that

$$
\begin{equation*}
\left|\left\{x \in Q: g_{i}(x)>s\right\}\right| \leq \frac{c_{6}(N, \eta)}{s^{p-1}} 2^{-i \alpha p}|Q|(\varepsilon \lambda)^{p-1} \tag{1.2.13}
\end{equation*}
$$

To see that, we pick $x_{0} \in E_{\varepsilon, \lambda}$ and we use the Chebyshev's inequality

$$
\begin{aligned}
\left|\left\{x \in Q: g_{i}(x)>s\right\}\right| & \leq \frac{1}{s^{p-1}} \int_{Q}\left|g_{i}\right|^{p-1} d x \\
& =\frac{1}{s^{p-1}} \int_{Q}\left(\int_{r_{0} 2^{-i}}^{r_{0} 2^{-i+1}}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}\right)^{p-1} d x \\
& \leq \frac{1}{s^{p-1}} \int_{Q} \frac{\mu\left(B_{r_{0} 2^{-i+1}}(x)\right)}{\left(r_{0} 2^{-i}\right)^{N-\alpha p}}:=A
\end{aligned}
$$

Thanks to Fubini's theorem, the last term $A$ of the above inequality can be rewritten as

$$
\begin{aligned}
A & =\frac{1}{s^{p-1}} \frac{1}{\left(r_{0} 2^{-i}\right)^{N-\alpha p}} \int_{Q} \int_{\mathbb{R}^{N}} \chi_{B_{r_{0} 2^{-i+1}}(x)}(y) d \mu(y) d x \\
& =\frac{1}{s^{p-1}} \frac{1}{\left(r_{0} 2^{-i}\right)^{N-\alpha p}} \int_{Q+B_{r_{0} 2^{-i+1}}(0)} \int_{Q} \chi_{B_{r_{0} 2^{-i+1}}(y)}(x) d x d \mu(y) \\
& \leq \frac{1}{s^{p-1}} \frac{1}{\left(r_{0} 2^{-i}\right)^{N-\alpha p}} \int_{Q+B_{r_{0} 2^{-i+1}(0)}}\left|B_{r_{0} 2^{-i+1}}(y)\right| d \mu(y) \\
& \leq c_{7}(N) \frac{1}{s^{p-1}} 2^{-i \alpha p} r_{0}^{\alpha p} \mu\left(Q+B_{r_{0} 2^{-i+1}}(0)\right) \\
& \leq c_{7}(N) \frac{1}{s^{p-1}} 2^{-i \alpha p} r_{0}^{\alpha p} \mu\left(B_{r_{0}\left(1+2^{-i+1}\right)}\left(x_{0}\right)\right)
\end{aligned}
$$

since $Q+B_{r_{0} 2^{-i+1}}(0) \subset B_{r_{0}\left(1+2^{-i+1}\right)}\left(x_{0}\right)$. Using the fact that $\mu\left(B_{t}\left(x_{0}\right)\right) \leq(\ln 2)^{-\eta} t^{N-\alpha p}(\varepsilon \lambda)^{p-1}$ for all $t>0$ and $r_{0}=5 \operatorname{diam}(Q)$, we obtain

$$
A \leq c_{8}(N, \eta) \frac{1}{s^{p-1}} 2^{-i \alpha p} r_{0}^{\alpha p}\left(r_{0}\left(1+2^{-i+1}\right)\right)^{N-\alpha p}(\varepsilon \lambda)^{p-1} \leq c_{9}(N, \eta) \frac{1}{s^{p-1}} 2^{-i \alpha p}|Q|(\varepsilon \lambda)^{p-1}
$$

### 1.2. LORENTZ SPACES AND CAPACITIES

which is (1.2.13). Consequently, (1.2.12) can be rewritten as

$$
\begin{align*}
\left|E_{\varepsilon, \lambda}\right| & \leq \sum_{i=m+1}^{\infty} \frac{c_{6}(N, \eta)}{\left(2^{-\beta(i-m-1)}\left(1-2^{-\beta}\right)\left(1-\frac{2(p-1)}{p-1-\eta} m^{1-\frac{\eta}{p-1}} \varepsilon\right) \lambda\right)^{p-1}} 2^{-i \alpha p}(\varepsilon \lambda)^{p-1}|Q| \\
& \leq c_{6}(N, \eta) 2^{-(m+1) \alpha p}\left(\frac{\varepsilon}{\left.1-\frac{2(p-1)}{p-1-\eta} m^{1-\frac{\eta}{p-1} \varepsilon}\right)^{p-1}|Q|\left(1-2^{-\beta}\right)^{-p+1} \sum_{i=m+1}^{\infty} 2^{(\beta(p-1)-\alpha p)(i-m-1)} .} .\right. \tag{1.2.14}
\end{align*}
$$

If we choose $\beta=\beta(\alpha, p)$ so that $\beta(p-1)-\alpha p<0$, we obtain

$$
\begin{equation*}
\left|E_{\varepsilon, \lambda}\right| \leq c_{10} 2^{-m \alpha p}\left(\frac{\varepsilon}{1-\frac{2(p-1)}{p-1-\eta} m^{1-\frac{\eta}{p-1}} \varepsilon}\right)^{p-1}|Q| \quad \forall m>(\ln 2)^{-\frac{\eta}{p-1}} m_{0}^{\frac{p-1}{p-1-\eta}}, \tag{1.2.15}
\end{equation*}
$$

where $c_{10}=c_{10}(N, \alpha, p, \eta)>0$. Put $\varepsilon_{0}=\min \left\{\frac{1}{\frac{4(p-1)}{p-1-\eta} m_{0}+1}, c_{1}\right\}$. For any $\varepsilon \in\left(0, \varepsilon_{0}\right]$, we choose $m \in \mathbb{N}$ such that

$$
\left(\frac{p-1-\eta}{2(p-1)}\right)^{\frac{p-1}{p-1-\eta}}\left(\frac{1}{\varepsilon}-1\right)^{\frac{p-1}{p-1-\eta}}-1<m \leq\left(\frac{p-1-\eta}{2(p-1)}\right)^{\frac{p-1}{p-1-\eta}}\left(\frac{1}{\varepsilon}-1\right)^{\frac{p-1}{p-1-\eta}} .
$$

Then

$$
\left(\frac{\varepsilon}{1-\frac{2(p-1)}{p-1-\eta} m^{1-\frac{\eta}{p-1} \varepsilon}}\right)^{p-1} \leq 1,
$$

and
$2^{-m \alpha p} \leq 2^{\alpha p-\alpha p\left(\frac{p-1-\eta}{2(p-1)}\right)^{\frac{p-1}{p-1-\eta}}\left(\frac{1}{\varepsilon}-1\right)^{\frac{p-1}{p-1-\eta}} \leq 2^{\alpha p} \exp \left(-\alpha p \ln 2\left(\frac{p-1-\eta}{4(p-1)}\right)^{\frac{p-1}{p-1-\eta}} \varepsilon^{-\frac{p-1}{p-1-\eta}}\right) . . ~}$
Combining these inequalities with (1.2.15) and (1.2.7), we get (1.2.6). In the case $\eta=0$ we still have for any $m \in \mathbb{N}, \lambda, \varepsilon>0$ and $x \in E_{\varepsilon, \lambda}$

$$
\mathbf{W}_{\alpha, p}^{r_{0}}[\mu](x) \leq m \varepsilon \lambda+\sum_{i=m+1}^{\infty} g_{i}(x) .
$$

Accordingly (1.2.15) reads as

$$
\left|E_{\varepsilon, \lambda}\right| \leq c_{10} 2^{-m \alpha p}\left(\frac{\varepsilon}{1-m \varepsilon}\right)^{p-1}|Q| \forall m \in \mathbb{N}, \lambda, \varepsilon>0 \text { with } m \varepsilon<1 \text {. }
$$

Put $\varepsilon_{0}=\min \left\{\frac{1}{2}, c_{1}\right\}$. For any $\varepsilon \in\left(0, \varepsilon_{0}\right]$ and $m \in \mathbb{N}$ satisfies $\varepsilon^{-1}-2<m \leq \varepsilon^{-1}-1$, we finally get from (1.2.7)

$$
\begin{equation*}
\left|F_{\varepsilon, \lambda} \cap Q\right| \leq\left|E_{\varepsilon, \lambda}\right| \leq c_{10} 2^{2 \alpha p} \exp \left(-\alpha p \varepsilon^{-1} \ln 2\right)|Q| \tag{1.2.16}
\end{equation*}
$$

which ends the proof in the case $R=\infty$.
Case $R<\infty$. For $\lambda>0, D_{\lambda}=\left\{\mathbf{W}_{\alpha, p}^{R}>\lambda\right\}$ is open. Using again Whitney covering lemma, there exists a countable set of closed cubes $\mathcal{Q}:=\left\{Q_{i}\right\}$ such that $\cup_{i} Q_{i}=D_{\lambda}$, $\stackrel{o}{Q}_{i} \cap \stackrel{o}{Q}_{j}=\emptyset$ for $i \neq j$ and $\operatorname{dist}\left(Q_{i}, D_{\lambda}^{c}\right) \leq 4 \operatorname{diam}\left(Q_{i}\right)$. If $Q \in \mathcal{Q}$ : is such that $\operatorname{diam}(Q)>\frac{R}{8}$, there exists a finite number $n_{Q}$ of closed dyadic cubes $\left\{P_{j, Q}\right\}_{j=1}^{n_{Q}}$ such that $\cup_{j=1}^{n_{Q}} P_{j, Q}=Q$, $\stackrel{o}{P_{i, Q} \cap P_{j, Q}^{o}}=\emptyset$ if $i \neq j$ and $\frac{R}{16}<\operatorname{diam}\left(P_{j, Q}\right) \leq \frac{R}{8}$. We set $\mathcal{Q}^{\prime}=\left\{Q \in \mathcal{Q}: \operatorname{diam}(Q) \leq \frac{R}{8}\right\}$, $\mathcal{Q}^{\prime \prime}=\left\{P_{i, Q}: 1 \leq i \leq n_{Q}, Q \in \mathcal{Q}, \operatorname{diam}(Q)>\frac{R}{8}\right\}$ and $\mathcal{F}=\mathcal{Q}^{\prime} \cup \mathcal{Q}^{\prime \prime}$.
For $\varepsilon>0$ we denote again $F_{\varepsilon, \lambda}=\left\{\mathbf{W}_{\alpha, p}^{R}[\mu]>3 \lambda,\left(\mathbf{M}_{\alpha p, R}^{\eta}[\mu]\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda\right\}$. Let $Q \in \mathcal{F}$ such that $F_{\varepsilon, \lambda} \cap Q \neq \emptyset$ and $r_{0}=5 \operatorname{diam}(Q)$.
If $\operatorname{dist}\left(D_{\lambda}^{c}, Q\right) \leq 4 \operatorname{diam}(Q)$, that is if there exists $x_{Q} \in D_{\lambda}^{c}$ such that $\operatorname{dist}\left(x_{Q}, Q\right) \leq$ $4 \operatorname{diam}(Q)$ and $\mathbf{W}_{\alpha, p}^{R}[\mu]\left(x_{Q}\right) \leq \lambda$, we find, by the same argument as in the case $R=\infty$, (1.2.10), that for any $x \in F_{\varepsilon, \lambda} \cap Q$ there holds

$$
\begin{equation*}
\int_{r_{0}}^{R}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq\left(1+c_{11} \varepsilon\right) \lambda, \tag{1.2.17}
\end{equation*}
$$

where $c_{11}=c_{11}(N, \alpha, p, \eta)>0$.
If $\operatorname{dist}\left(D_{\lambda}^{c}, Q\right)>4 \operatorname{diam}(Q)$, we have $\frac{R}{16}<\operatorname{diam}(Q) \leq \frac{R}{8}$ since $Q \in \mathcal{Q}^{\prime \prime}$. Then, for all $x \in F_{\varepsilon, \lambda} \cap Q$, there holds

$$
\begin{align*}
\int_{r_{0}}^{R}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} & \leq \int_{\frac{5 R}{16}}^{R}\left(\frac{t^{N-\alpha p}(\ln 2)^{-\eta}(\varepsilon \lambda)^{p-1}}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \\
& =(\ln 2)^{-\frac{\eta}{p-1}} \ln \frac{16}{5} \varepsilon \lambda \\
& \leq 2 \varepsilon \lambda . \tag{1.2.18}
\end{align*}
$$

Thus, if we take $\varepsilon \in\left(0, c_{12}\right]$ with $c_{12}=\min \left\{1, c_{11}^{-1}\right\}$, we derive

$$
\begin{equation*}
F_{\varepsilon, \lambda} \cap Q \subset E_{\varepsilon, \lambda}, \tag{1.2.19}
\end{equation*}
$$

where

$$
E_{\varepsilon, \lambda}=\left\{\mathbf{W}_{\alpha, p}^{r_{0}}[\mu]>\lambda,\left(\mathbf{M}_{\alpha p, R}^{\eta}[\mu]\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda\right\} .
$$

Furthermore, since $x \notin B_{2}$,

$$
\mathbf{W}_{\alpha, p}^{R}[\mu](x)=\int_{\min \{r, R\}}^{R}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq\left(\mu\left(\mathbb{R}^{N}\right)\right)^{\frac{1}{p-1}} l(r, R) .
$$

Thus, if $\lambda>\left(\mu\left(\mathbb{R}^{N}\right)\right)^{\frac{1}{p-1}} l(r, R)$ then $D_{\lambda} \subset B_{2}$ which implies $r_{0}=5 \operatorname{diam}(Q) \leq 20 r$.
The end of the proof is as in the case $R=\infty$.
In the next result we list a series of equivalent norms concerning Radon measures.
Theorem 1.2.3 Assume $\alpha>0,0<p-1<q<\infty, 0<\alpha p<N$ and $0<s \leq \infty$. Then there exists a constant $c_{13}=c_{13}(N, \alpha, p, q, s)>0$ such that for any $R \in(0, \infty]$ and $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$, there holds

$$
\begin{equation*}
c_{13}^{-1}\left\|\mathbf{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N}\right)} \leq\left\|\mathbf{M}_{\alpha p, R}[\mu]\right\|_{L^{\frac{q}{p}}}^{\frac{1}{p-1}, s^{s}-1}\left(\mathbb{R}^{N}\right)<c_{13}\left\|\mathbf{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N}\right)} . \tag{1.2.20}
\end{equation*}
$$

For any $R>0$, there exists $c_{14}=c_{14}(N, \alpha, p, q, s, R)>0$ such that for any $\mu \in \mathfrak{M}_{+}\left(\mathbb{R}^{N}\right)$,

$$
\begin{equation*}
c_{14}^{-1}\left\|\mathbf{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N}\right)} \leq\left\|\mathbf{G}_{\alpha p}[\mu]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}\left(\mathbb{R}^{N}\right)}}^{\frac{1}{p-1}} \leq c_{14}\left\|\mathbf{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N}\right)} . \tag{1.2.21}
\end{equation*}
$$

In (1.2.21), $\left\|\mathbf{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N}\right)}$ can be replaced by $\|\left.\mathbf{M}_{\alpha p, R}[\mu]\right|_{L^{\frac{q}{p-1}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)} ^{\frac{1}{p-1}}$.
Proof. We denote $\mu_{n}$ by $\chi_{B_{n}} \mu$ for $n \in \mathbb{N}^{*}$.
Step 1. We claim that

$$
\begin{equation*}
\left\|\mathbf{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N}\right)} \leq c^{\prime}{ }_{13}\left\|\mathbf{M}_{\alpha p, R}[\mu]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}\left(\mathbb{R}^{N}\right)}}^{\frac{1}{p-1}} \tag{1.2.22}
\end{equation*}
$$

From Proposition 1.2.2 there exist positive constants $c_{0}=c_{0}(N, \alpha, p), a=a(\alpha, p)$ and $\varepsilon_{0}=\varepsilon_{0}(N, \alpha, p)$ such that for all $n \in \mathbb{N}^{*}, t>0,0<R \leq \infty$ and $0<\varepsilon \leq \varepsilon_{0}$, there holds

$$
\begin{equation*}
\left|\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right]>3 t,\left(\mathbf{M}_{\alpha p, R}^{\eta}\left[\mu_{n}\right]\right)^{\frac{1}{p-1}} \leq \varepsilon t\right\}\right| \leq c_{0} \exp \left(-a \varepsilon^{-1}\right)\left|\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right]>t\right\}\right| \tag{1.2.23}
\end{equation*}
$$

In the case $0<s<\infty$ and $0<q<\infty$, we have
$\left|\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right]>3 t\right\}\right|^{\frac{s}{q}} \leq c_{15} \exp \left(-\frac{s}{q} a \varepsilon^{-1}\right)\left|\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right]>t\right\}\right|^{\frac{s}{q}}+c_{15}\left|\left\{\left(\mathbf{M}_{\alpha p, R}^{\eta}\left[\mu_{n}\right]\right)^{\frac{1}{p-1}}>\varepsilon t\right\}\right|^{\frac{s}{q}}$, with $c_{15}=c_{15}(N, \alpha, p, q, s)>0$.
Multiplying by $t^{s-1}$ and integrating over $(0, \infty)$, we obtain

$$
\begin{aligned}
\int_{0}^{\infty} t^{s}\left|\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right]>3 t\right\}\right|^{\frac{s}{q}} \frac{d t}{t} & \leq c_{15} \exp \left(-\frac{s}{q} a \varepsilon^{-1}\right) \int_{0}^{\infty} t^{s}\left|\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right]>t\right\}\right|^{\frac{s}{q}} \frac{d t}{t} \\
& +c_{15} \int_{0}^{\infty} t^{s}\left|\left\{\mathbf{M}_{\alpha p, R}^{\eta}\left[\mu_{n}\right]>(\varepsilon t)^{p-1}\right\}\right|^{\frac{s}{q}} \frac{d t}{t}
\end{aligned}
$$

By a change of variable, we derive

$$
\begin{aligned}
\left(3^{-s}-c_{15} \exp \left(-\frac{s}{q} a \varepsilon^{-1}\right)\right) & \int_{0}^{\infty} t^{s}\left|\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right]>t\right\}\right|^{\frac{s}{q}} \frac{d t}{t} \\
& \leq \frac{c_{15} \varepsilon^{-s}}{p-1} \int_{0}^{\infty} t^{\frac{s}{p-1}}\left|\left\{\mathbf{M}_{\alpha p, R}^{\eta}\left[\mu_{n}\right]>t\right\}\right|^{\frac{s}{q}} \frac{d t}{t}
\end{aligned}
$$

We choose $\varepsilon$ small enough so that $3^{-s}-c_{15} \exp \left(-\frac{s}{q} a \varepsilon^{-1}\right)>0$, we derive from (1.2.1) and $\left\|t^{1 / s_{1}} f^{*}\right\|_{L^{s_{2}}\left(\mathbb{R}, \frac{d t}{t}\right)}=s_{1}^{1 / s_{2}}\left\|\lambda_{f}^{1 / s_{1}} t\right\|_{L^{s_{2}}\left(\mathbb{R}, \frac{d t}{t}\right)}$ for any $f \in L^{s_{1}, s_{2}}\left(\mathbb{R}^{N}\right)$ with $0<s_{1}<\infty, 0<$ $s_{2} \leq \infty$

$$
\left\|\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right]\right\|_{L^{q, s}\left(\mathbb{R}^{N}\right)} \leq c_{13}^{\prime}\left\|\mathbf{M}_{\alpha p, R}\left[\mu_{n}\right]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}\left(\mathbb{R}^{N}\right)}}^{\frac{1}{p-1}},
$$

and (1.2.22) follows by Fatou's lemma. Similarly, we can prove (1.2.22) in the case $s=\infty$.
Step 2. We claim that

$$
\begin{equation*}
\left\|\mathbf{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N}\right)} \geq c_{13}^{\prime \prime}\left\|\mathbf{M}_{\alpha p, R}[\mu]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)}^{\frac{1}{p-1}} \tag{1.2.24}
\end{equation*}
$$

For $R>0$ we have

$$
\begin{align*}
\mathbf{W}_{\alpha, p}^{2 R}\left[\mu_{n}\right](x) & =\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right](x)+\int_{R}^{2 R}\left(\frac{\mu_{n}\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \\
& \leq \mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right](x)+\left(\frac{\mu_{n}\left(B_{2 R}(x)\right)}{R^{N-\alpha p}}\right)^{\frac{1}{p-1}} \tag{1.2.25}
\end{align*}
$$

Thus

$$
\left|\left\{x: \mathbf{W}_{\alpha, p}^{2 R}\left[\mu_{n}\right](x)>2 t\right\}\right| \leq\left|\left\{x: \mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right](x)>t\right\}\right|+\left|\left\{x: \frac{\mu_{n}\left(B_{2 R}(x)\right)}{R^{N-\alpha p}}>t^{p-1}\right\}\right| .
$$

Consider $\left\{z_{j}\right\}_{i=1}^{m} \subset B_{2}$ such that $B_{2} \subset \bigcup_{i=1}^{m} B_{\frac{1}{2}}\left(z_{i}\right)$. Thus $B_{2 R}(x) \subset \bigcup_{i=1}^{m} B_{\frac{R}{2}}\left(x+R z_{i}\right)$ for any $x \in \mathbb{R}^{N}$ and $R>0$. Then

$$
\begin{aligned}
\left|\left\{x: \frac{\mu_{n}\left(B_{2 R}(x)\right)}{R^{N-\alpha p}}>t^{p-1}\right\}\right| & \leq\left|\left\{x: \sum_{i=1}^{m} \frac{\mu_{n}\left(B_{\frac{R}{2}}\left(x+R z_{i}\right)\right)}{R^{N-\alpha p}}>t^{p-1}\right\}\right| \\
& \leq \sum_{i=1}^{m}\left|\left\{x: \frac{\mu_{n}\left(B_{\frac{R}{2}}\left(x+R z_{i}\right)\right)}{R^{N-\alpha p}}>\frac{1}{m} t^{p-1}\right\}\right| \\
& \leq \sum_{i=1}^{m}\left|\left\{x-R z_{i}: \frac{\mu_{n}\left(B_{\frac{R}{2}}(x)\right)}{R^{N-\alpha p}}>\frac{1}{m} t^{p-1}\right\}\right| \\
& =m\left|\left\{x: \frac{\mu_{n}\left(B_{\frac{R}{2}}(x)\right)}{R^{N-\alpha p}}>\frac{1}{m} t^{p-1}\right\}\right| .
\end{aligned}
$$

Moreover

$$
\left(\frac{\mu_{n}\left(B_{\frac{R}{2}}(x)\right)}{R^{N-\alpha p}}\right)^{\frac{1}{p-1}} \leq 2 \mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right](x),
$$

thus

$$
\left|\left\{x: \frac{\mu_{n}\left(B_{2 R}(x)\right)}{R^{N-\alpha p}}>t^{p-1}\right\}\right| \leq m\left|\left\{x: \mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right](x)>\frac{1}{2 m^{\frac{1}{p-1}}} t\right\}\right| .
$$

This leads to

$$
\left|\left\{x: \mathbf{W}_{\alpha, p}^{2 R}\left[\mu_{n}\right](x)>2 t\right\}\right| \leq(m+1)\left|\left\{x: \mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right](x)>\frac{1}{2 m^{\frac{1}{p-1}}} t\right\}\right| \forall t>0 .
$$

This implies

$$
\left\|\mathbf{W}_{\alpha, p}^{2 R}\left[\mu_{n}\right]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)} \leq c_{16}\left\|\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)},
$$

with $c_{16}=c_{16}(N, \alpha, p, q, s)>0$. By Fatou's lemma, we get

$$
\begin{equation*}
\left\|\mathbf{W}_{\alpha, p}^{2 R}[\mu]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)} \leq c_{16}\left\|\mathbf{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)} . \tag{1.2.26}
\end{equation*}
$$

On the other hand, from the identity in (1.2.25) we derive that for any $\rho \in(0, R)$,

$$
\mathbf{W}_{\alpha, p}^{2 R}[\mu](x) \geq \mathbf{W}_{\alpha, p}^{2 \rho}[\mu](x) \geq c_{17} \sup _{0<\rho \leq R}\left(\frac{\mu\left(B_{\rho}(x)\right)}{\rho^{N-\alpha p}}\right)^{\frac{1}{p-1}}
$$

with $c_{17}=c_{17}(N, \alpha, p)>0$, from which follows

$$
\begin{equation*}
\mathbf{W}_{\alpha, p}^{2 R}[\mu](x) \geq c_{17}\left(\mathbf{M}_{\alpha p, R}[\mu](x)\right)^{\frac{1}{p-1}} . \tag{1.2.27}
\end{equation*}
$$

Combining (1.2.26) and (1.2.27) we obtain (1.2.24) and then (1.2.20). Notice that the estimates are independent of $R$ and thus valid if $R=\infty$.
Step 3.We claim that (1.2.21) holds. By the previous result we have also

$$
\begin{equation*}
c_{18}^{-1}\left\|\mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu]\right\|_{L^{\frac{q}{p-1}}, \frac{s}{p^{-1}}}\left(\mathbb{R}^{N}\right) \leq\left\|\mathbf{M}_{\alpha p, R}[\mu]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)} \leq c_{18}\left\|\mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu]\right\|_{L^{\frac{q}{p-1}}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)^{\circ} . \tag{1.2.28}
\end{equation*}
$$

where $c_{18}=c_{18}(N, \alpha, p, q, s)>0$. For $R>0$, the Bessel kernel satisfies[14, V-3-1]

$$
c_{19}^{-1}\left(\frac{\chi_{B_{R}}(x)}{|x|^{N-\alpha p}}\right) \leq \mathbf{G}_{\alpha p}(x) \leq c_{19}\left(\frac{\chi_{B_{\frac{R}{2}}}(x)}{|x|^{N-\alpha p}}\right)+c_{19} e^{-\frac{|x|}{2}} \quad \forall x \in \mathbb{R}^{N},
$$

where $c_{19}=c_{19}(N, \alpha, p, R)>0$. Therefore

$$
\begin{equation*}
c_{19}^{-1}\left(\frac{\chi_{B_{R}}}{|\cdot|^{N-\alpha p}}\right) * \mu \leq \mathbf{G}_{\alpha p}[\mu] \leq c_{19}\left(\frac{\chi_{B_{\frac{R}{2}}}}{|\cdot|^{N-\alpha p}}\right) * \mu+c_{19} e^{-\frac{|\cdot|}{2}} * \mu . \tag{1.2.29}
\end{equation*}
$$

By integration by parts, we get

$$
\left(\frac{\chi_{B_{R}}}{|\cdot|^{N-\alpha p}}\right) * \mu(x)=(N-\alpha p) \mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu](x)+\frac{\mu\left(B_{R}(x)\right)}{R^{N-\alpha p}} \geq(N-\alpha p) \mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu](x),
$$

which implies

$$
\begin{equation*}
c_{20}\left\|\mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu]\right\|_{L^{\frac{q}{p-1}, p^{-1}}\left(\mathbb{R}^{N}\right)} \leq\left\|\mathbf{G}_{\alpha p}[\mu]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)}, \tag{1.2.30}
\end{equation*}
$$

where $c_{20}=c_{20}(N, \alpha, p, q, s)>0$. Furthermore $e^{-\frac{|x|}{2}} \leq c_{21} \chi_{B_{\frac{R}{2}}} * e^{-\frac{\mid .1}{2}}(x)$ where $c_{21}=$ $c_{21}(N, R)>0$, thus

$$
e^{-\frac{\mid .1}{2}} * \mu \leq c_{21}\left(\chi_{B_{\frac{R}{2}}} * e^{-\frac{1.1}{2}}\right) * \mu=c_{21} e^{-\frac{1.1}{2}} *\left(\chi_{B_{\frac{R}{2}}} * \mu\right) .
$$

Since

$$
\chi_{B_{\frac{R}{2}}} * \mu(x)=\mu\left(B_{\frac{R}{2}}(x)\right) \leq c_{22} \mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu](x),
$$

where $c_{22}=c_{22}(N, \alpha, p, R)>0$, we derive with $c_{23}=c_{21} c_{22}$

$$
e^{-\frac{|.|}{2}} * \mu \leq c_{23} e^{-\frac{\mid .1}{2}} * \mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu] .
$$

Using Young inequality, we obtain

$$
\begin{align*}
\left\|e^{-\frac{\mid \cdot 1}{2}} * \mu\right\|_{L^{\frac{q}{p-1}}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right) & \leq c_{23}\left\|e^{-\frac{\mid \cdot 1}{2}} * \mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu]\right\|_{L^{\frac{q}{p-1}}, \frac{s}{p^{-1}}}\left(\mathbb{R}^{N}\right) \\
& \leq c_{24}\left\|\mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu]\right\|_{L^{\frac{q}{p-1}}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)
\end{align*}\left\|e^{-\frac{1.1}{2}}\right\|_{L^{1, \infty}\left(\mathbb{R}^{N}\right)} .
$$

where $c_{25}=c_{25}(N, \alpha, p, R)>0$.
Since by integration by parts there holds as above

$$
\left(\frac{\chi_{B_{\frac{R}{2}}}}{|\cdot|^{N-\alpha p}}\right) * \mu(x)=(N-\alpha p) \mathbf{W}_{\frac{\alpha p}{2}, 2}^{\frac{R}{2}}[\mu](x)+2^{N-\alpha p} \frac{\mu\left(B_{\frac{R}{2}}(x)\right)}{R^{N-\alpha p}} \leq c_{26} \mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu](x)
$$

where $c_{26}=c_{26}(N, \alpha, p)>0$ we obtain

$$
\begin{equation*}
\left\|\left(\frac{\chi_{B_{R}}}{\|\left.\cdot\right|^{N-\alpha p}}\right) * \mu\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}}\left(\mathbb{R}^{N}\right)} \leq c_{27}\left\|\mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}}}, \tag{1.2.32}
\end{equation*}
$$

where $c_{27}=c_{27}(N, \alpha, p, q, s)>0$. Thus

$$
\begin{equation*}
\left\|\mathbf{G}_{\alpha p}[\mu]\right\|_{L^{\frac{q}{p-1}, \frac{s}{p-1}\left(\mathbb{R}^{N}\right)}} \leq c_{28}\left\|\mathbf{W}_{\frac{\alpha p}{2}, 2}^{R}[\mu]\right\|_{L^{\frac{q}{p-1}}, \frac{s}{p-1}} \tag{1.2.33}
\end{equation*}
$$

where $c_{28}=c_{28}(N, \alpha, p, q, s, R)>0$, follows by combining (1.2.29), (1.2.31) and (1.2.32). Then, combining (1.2.30), (1.2.33) and using (1.2.28), (1.2.20) we obtain (1.2.21).

Remark 1.2.4 Proposition 5.1 in [13] is a particular case of the previous result.

Theorem 1.2.5 Let $\alpha>0, p>1,0 \leq \eta<p-1,0<\alpha p<N$ and $r>0$. Set $\delta_{0}=\left(\frac{p-1-\eta}{12(p-1)}\right)^{\frac{p-1}{p-1-\eta}} \alpha p \ln 2$. Then there exists $c_{29}>0$, depending on $N, \alpha, p, \eta$ and $r$ such that for any $R \in(0, \infty], \delta \in\left(0, \delta_{0}\right), \mu \in \mathfrak{M}_{+}\left(\mathbb{R}^{N}\right)$, any ball $B_{1} \subset \mathbb{R}^{N}$ with radius $\leq r$ and ball $B_{2}$ concentric to $B_{1}$ with radius double $B_{1}$ 's radius, there holds

$$
\begin{equation*}
\frac{1}{\left|B_{2}\right|} \int_{B_{2}} \exp \left(\delta \frac{\left(\mathbf{W}_{\alpha, p}^{R}\left[\mu_{B_{1}}\right](x)\right)^{\frac{p-1}{p-1-\eta}}}{\left\|\mathbf{M}_{\alpha p, R}^{\eta}\left[\mu_{B_{1}}\right]\right\|_{L^{\infty}\left(B_{1}\right)}^{\frac{1}{p-1-\eta}}}\right) d x \leq \frac{c_{29}}{\delta_{0}-\delta} \tag{1.2.34}
\end{equation*}
$$

where $\mu_{B_{1}}=\chi_{B_{1}} \mu$. Furthermore, if $\eta=0, c_{29}$ is independent of $r$.
Proof. Let $\mu \in \mathfrak{M}_{+}\left(\mathbb{R}^{N}\right)$ such that $M:=\left\|\mathbf{M}_{\alpha p, R}^{\eta}\left[\mu_{B_{1}}\right]\right\|_{L^{\infty}\left(B_{1}\right)}<\infty$. By Proposition 1.2.2(1.2.5) with $\mu=\mu_{B_{1}}$, there exist $c_{0}>0$ depending on $N, \alpha, p, \eta$ and $\varepsilon_{0}>0$ depending on $N, \alpha, p, \eta$ and $r$ such that, for all $R \in(0, \infty], \varepsilon \in\left(0, \varepsilon_{0}\right], t>\left(\mu_{B_{1}}\left(\mathbb{R}^{N}\right)\right)^{\frac{1}{p-1}} l\left(r^{\prime}, R\right)$ where $r^{\prime}$ is radius of $B_{1}$ there holds,

$$
\begin{aligned}
\mid\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{B_{1}}\right]>3 t\right. & \left.,\left(\mathbf{M}_{\alpha p, R}^{\eta}\left[\mu_{B_{1}}\right]\right)^{\frac{1}{p-1}} \leq \varepsilon t\right\} \mid \\
& \leq c_{0} \exp \left(-\left(\frac{p-1-\eta}{4(p-1)}\right)^{\frac{p-1}{p-1-\eta}} \alpha p \ln 2 \varepsilon^{-\frac{p-1}{p-1-\eta}}\right)\left|\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{B_{1}}\right]>t\right\}\right|
\end{aligned}
$$

Since $\left(\mu_{B_{1}}\left(\mathbb{R}^{N}\right)\right)^{\frac{1}{p-1}} l\left(r^{\prime}, R\right) \leq \frac{N-\alpha p}{p-1}(\ln 2)^{-\frac{\eta}{p-1}} M^{\frac{1}{p-1}}$, thus in (1.2.5) we can choose

$$
\varepsilon=t^{-1} \| \mathbf{M}_{\alpha p, R}^{\eta}\left[\mu_{B_{1}}\right]| |_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{\frac{1}{p-1}}=t^{-1} M^{\frac{1}{p-1}} \quad \forall t>\max \left\{\varepsilon_{0}^{-1}, \frac{N-\alpha p}{p-1}(\ln 2)^{-\frac{\eta}{p-1}}\right\} M^{\frac{1}{p-1}},
$$

and as in the proof of Proposition 1.2.2, $\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{B_{1}}\right]>t\right\} \subset B_{2}$.
Then

$$
\begin{equation*}
\left|\left\{\mathbf{W}_{\alpha, p}^{R}\left[\mu_{B_{1}}\right]>3 t\right\} \cap B_{2}\right| \leq c_{0} \exp \left(-\left(\frac{p-1-\eta}{4(p-1)}\right)^{\frac{p-1}{p-1-\eta}} \alpha p \ln 2 M^{-\frac{1}{p-1-\eta}} t^{\frac{p-1}{p-1-\eta}}\right)\left|B_{2}\right| . \tag{1.2.35}
\end{equation*}
$$

This can be written under the form

$$
\begin{equation*}
\left|\{F>t\} \cap B_{2}\right| \leq\left|B_{2}\right| \chi_{\left(0, t_{0}\right]}+c_{0} \exp \left(-\delta_{0} t\right)\left|B_{2}\right| \chi_{\left(t_{0}, \infty\right)}(t) \tag{1.2.36}
\end{equation*}
$$

where $F=M^{-\frac{1}{p-1-\eta}}\left(\mathbf{W}_{\alpha, p}^{R}\left[\mu_{B_{1}}\right]\right)^{\frac{p-1}{p-1-\eta}}$ and $t_{0}=\left(3 \max \left\{\varepsilon_{0}^{-1}, \frac{N-\alpha p}{p-1}(\ln 2)^{-\frac{\eta}{p-1}}\right\}\right)^{\frac{p-1}{p-1-\eta}}$. Take $\delta \in\left(0, \delta_{0}\right)$, by Fubini's theorem

$$
\int_{B_{2}} \exp (\delta F(x)) d x=\delta \int_{0}^{\infty} \exp (\delta t)\left|\{F>t\} \cap B_{2}\right| d t
$$

Thus,

$$
\begin{aligned}
\int_{B_{2}} \exp (\delta F(x)) d x & \leq \delta \int_{0}^{t_{0}} \exp (\delta t) d t\left|B_{2}\right|+c_{0} \delta \int_{t_{0}}^{\infty} \exp \left(-\left(\delta_{0}-\delta\right) t\right) d t\left|B_{2}\right| \\
& \leq\left(\exp \left(\delta t_{0}\right)-1\right)\left|B_{2}\right|+\frac{c_{0} \delta}{\delta_{0}-\delta}\left|B_{2}\right|
\end{aligned}
$$

which is the desired inequality.
Remark 1.2.6 By the proof of Proposition 1.2.2, we see that $\varepsilon_{0} \geq \frac{c_{30}}{\max (1, \ln 40 r)}$ where $c_{30}=c_{30}(N, \alpha, p, \eta)>0$. Thus, $t_{0} \leq c_{31}(\max (1, \ln 40 r))^{\frac{p-1}{p-1-\eta}}$. Therefore,

$$
c_{29} \leq c_{32} \exp \left(c_{33}(\max (1, \ln 40 r))^{\frac{p-1}{p-1-\eta}}\right)
$$

where $c_{32}$ and $c_{33}$ depend on $N, \alpha, p$ and $\eta$.

### 1.2.4 Approximation of measures

The next result is an extension of a classical result of Feyel and de la Pradelle [10]. This type of result has been intensively used in the framework of Sobolev spaces since the pioneering work of Baras and Pierre [2], but apparently it is new in the case of BesselLorentz spaces. We recall that a sequence of bounded measures $\left\{\mu_{n}\right\}$ in $\Omega$ converges to some bounded measure $\mu$ in $\Omega$ in the narrow topology of $\mathfrak{M}_{b}(\Omega)$ if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} \phi d \mu_{n}=\int_{\Omega} \phi d \mu \quad \forall \phi \in C_{b}(\Omega):=C(\Omega) \cap L^{\infty}(\Omega) \tag{1.2.37}
\end{equation*}
$$

Theorem 1.2.7 Assume $\Omega$ is an open subset of $\mathbb{R}^{N}$. Let $\alpha>0,1<s<\infty, 1 \leq q<\infty$ and $\mu \in \mathfrak{M}_{+}(\Omega)$. If $\mu$ is absolutely continuous with respect to Cap ${ }_{\alpha, s, q}$ in $\Omega$, there exists a nondecreasing sequence $\left\{\mu_{n}\right\} \subset \mathfrak{M}_{b}^{+}(\Omega) \cap\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}$, with compact support in $\Omega$ which converges to $\mu$ weakly in the sense of measures. Furthermore, if $\mu \in \mathfrak{M}_{b}^{+}(\Omega)$, then $\mu_{n} \rightharpoonup \mu$ in the narrow topology.

Proof. Step 1. Assume that $\mu$ has compact support. Let $\phi \in L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)$ and $\tilde{\phi}$ its $\operatorname{Cap}_{\alpha, s, q^{-}}$ quasicontinuous representative. Since $\mu$ is abolutely continuous with respect to $\mathrm{Cap}_{\alpha, s, q}$, we can define the mapping

$$
\phi \mapsto P(\phi)=\int_{\mathbb{R}^{N}} \tilde{\phi}^{+} d \mu\lfloor\Omega
$$

where $\mu\left\lfloor\Omega\right.$ is the extension of $\mu$ by 0 in $\Omega^{c}$. By Fatou's lemma, $P$ is lower semi-continuous on $L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)$. Furthermore it is convex and potitively homogeneous of degree 1. If Epi $(P)$ denotes the epigraph of $P$, i.e.

$$
\operatorname{Epi}(P)=\left\{(\phi, t) \in L^{\alpha, s, q}\left(\mathbb{R}^{N}\right) \times \mathbb{R}: t \geq P(\phi)\right\}
$$

it is a closed convex cone. Let $\varepsilon>0$ and $\phi_{0} \in C_{c}^{\infty}, \phi_{0} \geq 0$. Since $\left(\phi_{0}, P\left(\phi_{0}\right)-\varepsilon\right) \notin \operatorname{Epi}(P)$, there exist $\ell \in\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}, a$ and $b$ in $\mathbb{R}$ such that

$$
\begin{align*}
& a+b t+\ell(\phi) \leq 0 \quad \forall(\phi, t) \in \operatorname{Epi}(P)  \tag{1.2.38}\\
& a+b\left(P\left(\phi_{0}\right)-\varepsilon\right)+\ell\left(\phi_{0}\right)>0 \tag{1.2.39}
\end{align*}
$$

Since $(0,0) \in \operatorname{Epi}(P), a \leq 0$. Since $(s \phi, s t) \in \operatorname{Epi}(P)$ for all $s>0, s^{-1} a+b t+\ell(\phi) \leq 0$, which implies

$$
b t+\ell(\phi) \leq 0 \quad \forall(\phi, t) \in \operatorname{Epi}(P)
$$

Finally, since $(0,1) \in \operatorname{Epi}(P), b \leq 0$. But if $b=0$ we would have $\ell(\phi) \leq-a$ for all $\phi \in L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)$. which would lead to $\ell=0$ and $a>0$ from (1.2.39), a contradiction. Therefore $b<0$. Then, we put $\theta(\phi)=-\frac{\ell(\phi)}{b}$ and derive that, for any $(\phi, t) \in \operatorname{Epi}(P)$, there holds $\theta(\phi) \leq t$, and in particular

$$
\begin{equation*}
\theta(\phi) \leq P(\phi) \quad \forall \phi \in L^{\alpha, s, q}\left(\mathbb{R}^{N}\right) \tag{1.2.40}
\end{equation*}
$$

Since $\phi \leq 0 \Longrightarrow P(\phi)=0, \theta$ is a positive linear functional on $L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)$. Furthermore

$$
\sup _{\substack{\phi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right) \\\|\phi\|_{L^{\infty}} \leq 1}}|\theta(\phi)|=\sup _{\substack{\phi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right) \\\|\phi\|_{L^{\infty}} \leq 1}} \theta(\phi) \leq \sup _{\substack{\phi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right) \\\|\phi\|_{L^{\infty}} \leq 1}} P(\phi)=P(1)=\mu(\Omega)
$$

By the Riesz representation theorem, there exists $\sigma \in \mathfrak{M}_{+}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
\theta(\phi)=\int_{\mathbb{R}^{N}} \phi d \sigma \quad \forall \phi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right) \tag{1.2.41}
\end{equation*}
$$

Inequality (1.2.40) implies $0 \leq \sigma \leq \mu\lfloor\Omega$. Thus $\operatorname{supp}(\sigma) \subset \operatorname{supp}(\mu\lfloor\Omega)=\operatorname{supp}(\mu)$ and $\sigma$ vanishes on Borel subsets of $\operatorname{Cap}_{\alpha, s, q}$ capacity zero, as $\mu$ does it, besides (1.2.41) also values for all $\phi \in C^{\infty}\left(\mathbb{R}^{N}\right)$. From (1.2.39), we have

$$
\int_{\mathbb{R}^{N}} \tilde{\phi}_{0} d \sigma=\theta\left(\phi_{0}\right)>P\left(\phi_{0}\right)-\varepsilon+\frac{a}{b} \geq \int_{\mathbb{R}^{N}} \tilde{\phi}_{0} d \mu\left\lfloor_{\Omega}-\varepsilon .\right.
$$

This implies

$$
\begin{equation*}
0 \leq \int_{\mathbb{R}^{N}} \tilde{\phi}_{0} d(\mu\lfloor\Omega-\sigma) \leq \varepsilon \tag{1.2.42}
\end{equation*}
$$

It remains to prove that $\sigma \in\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}$. For all $f \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right), f \geq 0$, there holds

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \mathbf{G}_{\alpha}[f] d \sigma=\theta\left(\mathbf{G}_{\alpha}[f]\right) \leq\|\theta\|_{\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}}\left\|\mathbf{G}_{\alpha}[f]\right\|_{L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)}, \tag{1.2.43}
\end{equation*}
$$

since $\theta=-b^{-1} \ell$ and $\ell \in\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}$. Now, given $f \in L^{s, q}\left(\mathbb{R}^{N}\right), f \geq 0$ and a sequence of modifiers $\left\{\rho_{n}\right\},\left(\chi_{B_{n}} f\right) * \rho_{n} \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ and $\left(\chi_{B_{n}} f\right) * \rho_{n} \rightarrow f$ in $L^{s, q}\left(\mathbb{R}^{N}\right)$, where $\chi_{B_{n}}$ is the indicator function of the ball $B_{n}$ centered at the origin of radius $n$. Furthermore, there is a subsequence $\left\{n_{k}\right\}$ such that $\lim _{n_{k} \rightarrow \infty} \mathbf{G}_{\alpha}\left[\left(\chi_{B_{n_{k}}} f\right) * \rho_{n_{k}}\right](x) \rightarrow \mathbf{G}_{\alpha}[f](x)$, $\operatorname{Cap}_{\alpha, s, q}$-quasi everywhere. Using Fatou's lemma and lower semicontinuity of the norm

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \mathbf{G}_{\alpha}[f] d \sigma & \leq \liminf _{n_{k} \rightarrow \infty} \int_{\mathbb{R}^{N}} \mathbf{G}_{\alpha}\left[\left(\chi_{B_{n_{k}}} f\right) * \rho_{n_{k}}\right] d \sigma \\
& \leq \liminf _{n_{k} \rightarrow \infty}\|\theta\|_{\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}}\left\|\mathbf{G}_{\alpha}\left[\left(\chi_{B_{n_{k}}} f\right) * \rho_{n_{k}}\right]\right\|_{L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)} \\
& \leq\|\theta\|_{\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}}\left\|\mathbf{G}_{\alpha}[f]\right\|_{L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)}
\end{aligned}
$$

Therefore (1.2.43) also holds for all $f \in L^{s, q}\left(\mathbb{R}^{N}\right), f \geq 0$. Consequently $\sigma \in \mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N}\right) \cap$ $\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}$ satisfies

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{N}} \mathbf{G}_{\alpha}[f] d \sigma\right| \leq\|\theta\|_{\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}}\left\|\mathbf{G}_{\alpha}[f]\right\|_{L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)} \quad \forall f \in L^{s, q}\left(\mathbb{R}^{N}\right) \tag{1.2.44}
\end{equation*}
$$

Step 2. We assume that $\mu$ has no longer compact support. Set $\Omega_{n}=\left\{x \in \Omega: \operatorname{dist}\left(x, \Omega^{c}\right) \geq\right.$ $\left.n^{-1},|x| \leq n\right\}$, then $\Omega_{n} \subset \overline{\Omega_{n}} \subset \Omega_{n+1} \subset \Omega$ for $n \geq n_{0}$ such that $\Omega_{n_{0}} \neq \emptyset$. Let $\left\{\phi_{n}\right\} \subset$ $C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ be an increasing sequence such that $0 \leq \phi_{n} \leq 1, \phi_{n}=1$ in a neighborhood of $\overline{\Omega_{n}}$ and $\operatorname{supp}\left(\phi_{n}\right) \subset \Omega_{n+1}$. and let $\nu_{n}=\phi_{n} \mu$. For $n \geq n_{0}$ there is $\sigma_{n} \in \mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N}\right) \cap\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}$ with $0 \leq \sigma_{n} \leq \nu_{n}$ and

$$
\frac{1}{n}>\int_{\Omega} \phi_{n} d\left(\nu_{n}-\sigma_{n}\right) \geq \int_{\Omega_{n}} d\left(\mu_{n}-\sigma_{n}\right)=\int_{\Omega_{n}} d\left(\mu-\sigma_{n}\right)
$$

We set $\mu_{n}=\sup \left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right\}$, then $\left\{\mu_{n}\right\}$ is nondecreasing and $\operatorname{supp}\left(\mu_{n}\right) \subset \Omega_{n+1}$, and $\mu_{n} \in \mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N}\right) \cap\left(L^{\alpha, s, q}\left(\mathbb{R}^{N}\right)\right)^{\prime}$. Finally, let $\phi \in C_{c}(\Omega)$ and $m \in \mathbb{N}^{*}$ such that $\operatorname{supp}(\phi) \subset \Omega_{m}$. For all $n \geq m$, we have

$$
\left|\int_{\Omega} \phi d \mu_{n}-\int_{\Omega} \phi d \mu\right| \leq\left|\int_{\Omega_{n}} d\left(\mu-\mu_{n}\right)\right|\|\phi\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq \frac{1}{n}\|\phi\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}
$$

Thus $\mu_{n} \rightharpoonup \mu$ weakly in the sense of measures.
Step 3. Assume that $\mu \in \mathfrak{M}_{b}^{+}(\Omega)$. Then $\mu_{n}(\Omega) \leq \mu(\Omega)$. Thus

$$
\mu_{n}(\Omega)=\mu_{n}\left(\Omega_{n_{0}}\right)+\sum_{k=n_{0}}^{\infty} \mu_{n}\left(\bar{\Omega}_{k+1} \backslash \Omega_{k}\right)
$$

Since the sequence $\left\{\mu_{n}\right\}$ is nondecreasing and $\lim _{k \rightarrow \infty} \mu_{n}\left(\bar{\Omega}_{k+1} \backslash \Omega_{k}\right)=\mu\left(\bar{\Omega}_{k+1} \backslash \Omega_{k}\right)$ by the previous construction, we obtain by monotone convergence

$$
\lim _{n \rightarrow \infty} \mu_{n}(\Omega)=\mu\left(\Omega_{n_{0}}\right)+\sum_{k=n_{0}}^{\infty} \mu\left(\bar{\Omega}_{k+1} \backslash \Omega_{k}\right)=\mu(\Omega)
$$

Next we consider $\phi \in C_{b}(\Omega):=C(\Omega) \cap L^{\infty}(\Omega)$, then

$$
\left|\int_{\Omega} \phi d \mu_{n}-\int_{\Omega} \phi d \mu\right| \leq\left|\int_{\Omega} d\left(\mu-\mu_{n}\right)\right| \mid \phi\left\|_{L^{\infty}(\Omega)} \leq\left(\mu(\Omega)-\mu_{n}(\Omega)\right)\right\| \phi \|_{L^{\infty}(\Omega)} \rightarrow 0
$$

Thus $\mu_{n} \rightharpoonup \mu$ in the narrow topology of measures.
As a consequence of Theorem 1.2.7 and Theorem 1.2.3 we obtain the following :
Theorem 1.2.8 Let $p-1<s_{1}<\infty, p-1<s_{2} \leq \infty, 0<\alpha p<N, R>0$ and $\mu \in \mathfrak{M}_{+}(\Omega)$. If $\mu$ is absolutely continuous with respect to the capacity Cap $\frac{s_{1}}{} \frac{s_{2}}{s_{1}-p+1}, \frac{s_{2}-p+1}{}$, there exists a nondecreasing sequence $\left\{\mu_{n}\right\} \subset \mathfrak{M}^{+}(\Omega)$ with compact support in $\Omega$ which converges to $\mu$ in the weak sense of measures and such that $\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right] \in L^{s_{1}, s_{2}}\left(\mathbb{R}^{N}\right)$, for all $n$. Furthermore, if $\mu \in \mathfrak{M}_{b}^{+}(\Omega)$, $\mu_{n}$ converges to to $\mu$ in the narrow topology.

Proof. By Theorem 1.2.7 there exists a nondecreasing sequence $\left\{\mu_{n}\right\}$ of nonnegative measures with compact support in $\Omega$, all elements of $\left(L^{\alpha p, \frac{s_{1}}{s_{1}-p+1}, \frac{s_{2}}{s_{2}-p+1}}\left(\mathbb{R}^{N}\right)\right)^{\prime}$, which converges weakly to $\mu$. If $\mu \in \mathfrak{M}_{b}^{+}(\Omega)$, the convergence holds in the narrow topology. Noting that for a positive measure $\sigma$ in $\mathbb{R}^{N}$,

$$
\mathbf{G}_{\alpha p}[\sigma] \in L^{\frac{s_{1}}{p-1}, \frac{s_{2}}{p-1}}\left(\mathbb{R}^{N}\right) \Longleftrightarrow \sigma \in\left(L^{\alpha p, \frac{s_{1}}{s_{1}-p+1}}, \frac{s_{2}}{s_{2}-p+1}\left(\mathbb{R}^{N}\right)\right)^{\prime}
$$

it implies $\mathbf{G}_{\alpha p}\left[\mu_{n}\right] \in L^{\frac{s_{1}}{p-1}, \frac{s_{2}}{p-1}}\left(\mathbb{R}^{N}\right)$. Then, by Theorem 1.2.3, $\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right] \in L^{s_{1}, s_{2}}\left(\mathbb{R}^{N}\right)$.

### 1.3 Renormalized solutions

### 1.3.1 Classical results

Although the notion of renormalized solutions is becoming more and more present in the theory of quasilinear equations with measure data, it has not yet acquainted a popularity which could avoid us to present some of its main aspects. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}$. If $\mu \in \mathfrak{M}_{b}(\Omega)$, we denote by $\mu^{+}$and $\mu^{-}$respectively its positive and negative part. We denote by $\mathfrak{M}_{0}(\Omega)$ the space of measures in $\Omega$ which are absolutely continuous with respect to the $\operatorname{Cap}_{1, p}^{\Omega}$-capacity defined on a compact set $K \subset \Omega$ by

$$
\begin{equation*}
\operatorname{Cap}_{1, p}^{\Omega}(K)=\inf \left\{\int_{\Omega}|\nabla \phi|^{p} d x: \phi \geq \chi_{K}, \phi \in C_{c}^{\infty}(\Omega)\right\} \tag{1.3.1}
\end{equation*}
$$

We also denote $\mathfrak{M}_{s}(\Omega)$ the space of measures in $\Omega$ with support on a set of zero $\operatorname{Cap}_{1, p^{-}}^{\Omega}$ capacity. Classically, any $\mu \in \mathfrak{M}_{b}(\Omega)$ can be written in a unique way under the form $\mu=\mu_{0}+\mu_{s}$ where $\mu_{0} \in \mathfrak{M}_{0}(\Omega) \cap \mathfrak{M}_{b}(\Omega)$ and $\mu_{s} \in \mathfrak{M}_{s}(\Omega)$. We recall that any $\mu_{0} \in$ $\mathfrak{M}_{0}(\Omega) \cap \mathfrak{M}_{b}(\Omega)$ can be written under the form $\mu_{0}=f-\operatorname{div} g$ where $f \in L^{1}(\Omega)$ and $g \in\left(L^{p^{\prime}}(\Omega)\right)^{N}$.

For $k>0$ and $s \in \mathbb{R}$ we set $T_{k}(s)=\max \{\min \{s, k\},-k\}$. We recall that if $u$ is a measurable function defined and finite a.e. in $\Omega$, such that $T_{k}(u) \in W_{0}^{1, p}(\Omega)$ for any $k>0$, there exists a measurable function $v: \Omega \rightarrow \mathbb{R}^{N}$ such that $\nabla T_{k}(u)=\chi_{|u| \leq k} v$ a.e. in $\Omega$ and for all $k>0$. We define the gradient $\nabla u$ of $u$ by $v=\nabla u$. We recall the definition of a renormalized solution given in [9].

Theorem 1.3.1 Let $\mu=\mu_{0}+\mu_{s} \in \mathfrak{M}_{b}(\Omega)$. A measurable function $u$ defined in $\Omega$ and finite a.e. is called a renormalized solution of

$$
\begin{align*}
-\Delta_{p} u & =\mu \quad \text { in } \Omega  \tag{1.3.2}\\
u & =0
\end{align*} \quad \text { on } \partial \Omega,
$$

if $T_{k}(u) \in W_{0}^{1, p}(\Omega)$ for any $k>0, \mid \nabla u^{p-1} \in L^{r}(\Omega)$ for any $0<r<\frac{N}{N-1}$, and $u$ has the property that for any $k>0$ there exist $\lambda_{k}^{+}, \lambda_{k}^{-} \in \mathfrak{M}_{b}^{+}(\Omega) \cap \mathfrak{M}_{0}(\Omega)$, respectively concentrated on the sets $u=k$ and $u=-k$, with the property that $\lambda_{k}^{+} \rightharpoonup \mu_{s}^{+}, \lambda_{k}^{-} \rightharpoonup \mu_{s}^{-}$in the narrow topology of measures, such that

$$
\begin{equation*}
\int_{\{|u|<k\}}|\nabla u|^{p-2} \nabla u \nabla \phi d x=\int_{\{|u|<k\}} \phi d \mu_{0}+\int_{\Omega} \phi d \lambda_{k}^{+}-\int_{\Omega} \phi d \lambda_{k}^{-} \tag{1.3.3}
\end{equation*}
$$

for every $\phi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega)$.

Remark 1.3.2 If $u$ is a renormalized solution of problem (1.3.2) and $\mu \in \mathfrak{M}_{b}^{+}(\Omega)$, then $u \geq 0$ in $\Omega$ 。

We recall the following important results, see [9, Th 4.1, Sec 5.1].

Theorem 1.3.3 Let $\left\{\mu_{n}\right\} \subset \mathfrak{M}_{b}(\Omega)$ be a sequence such that $\sup _{n}\left|\mu_{n}\right|(\Omega)<\infty$ and let $\left\{u_{n}\right\}$ be renormalized solutions of

$$
\begin{align*}
-\Delta_{p} u_{n}=\mu_{n} & \text { in } \Omega,  \tag{1.3.4}\\
u_{n}=0 & \text { on } \partial \Omega .
\end{align*}
$$

Then, up to a subsequence, $\left\{u_{n}\right\}$ converges a.e. to a solution $u$ of $-\Delta_{p} u=\mu$ in the sense of distributions in $\Omega$, for some measure $\mu \in \mathfrak{M}_{b}(\Omega)$, and for every $k>0, k^{-1} \int_{\Omega}\left|\nabla T_{k}(u)\right|^{p} \leq$ $M$ for some $M>0$.

Finally we recall the following fundamental stability result of [9] which extends Theorem 1.3.3.

Theorem 1.3.4 Let $\mu=\mu_{0}+\mu_{s}^{+}-\mu_{s}^{-} \in \mathfrak{M}_{b}(\Omega)$, with $\mu_{0}=f-\operatorname{divg} \in \mathfrak{M}_{0}(\Omega)$, $\mu_{s}^{+}, \mu_{s}^{-} \in$ $\mathfrak{M}_{s}^{+}(\Omega)$. Assume there are sequences $\left\{f_{n}\right\} \subset L^{1}(\Omega),\left\{g_{n}\right\} \subset\left(L^{p^{\prime}}(\Omega)\right)^{N},\left\{\eta_{n}^{1}\right\},\left\{\eta_{n}^{2}\right\} \subset$ $\mathfrak{M}_{b}^{+}(\Omega)$ such that $f_{n} \rightharpoonup f$ weakly in $L^{1}(\Omega), g_{n} \rightarrow g$ in $L^{p^{\prime}}(\Omega)$ and div $g_{n}$ is bounded in $\mathfrak{M}_{b}(\Omega), \eta_{n}^{1} \rightharpoonup \mu_{s}^{+}$and $\eta_{n}^{2} \rightharpoonup \mu_{s}^{-}$in the narrow topology. If $\mu_{n}=f_{n}-\operatorname{divg}_{n}+\eta_{n}^{1}-\eta_{n}^{2}$ and $u_{n}$ is a renormalized solution of (1.3.4), then, up to a subsequence, $u_{n}$ converges a.e. to a renormalized solution $u$ of (1.3.2). Furthermore, $T_{k}\left(u_{n}\right) \rightarrow T_{k}(u)$ in $W_{0}^{1, p}(\Omega)$ for any $k>0$.

### 1.3.2 Applications

We present below some interesting consequences of the above theorem.

### 1.3. RENORMALIZED SOLUTIONS

Corollary 1.3.5 Let $\mu \in \mathfrak{M}^{b}(\Omega)$ with compact support in $\Omega$ and $\omega \in \mathfrak{M}_{b}(\Omega)$. Let $\left\{f_{n}\right\} \subset$ $L^{1}(\Omega)$ which converges weakly to $f \in L^{1}(\Omega)$ and $\mu_{n}=\rho_{n} * \mu$ where $\left\{\rho_{n}\right\}$ is a sequence of mollifiers. If $u_{n}$ is a renormalized solution of

$$
\begin{aligned}
-\Delta_{p} u_{n} & =f_{n}+\mu_{n}+\omega & & \text { in } \Omega, \\
u_{n} & =0 & & \text { on } \partial \Omega,
\end{aligned}
$$

then, up to a subsequence, $u_{n}$ converges to a renormalized solution of

$$
\begin{aligned}
-\Delta_{p} u & =f+\mu+\omega & & \text { in } \Omega, \\
u & =0 & & \text { on } \partial \Omega .
\end{aligned}
$$

Proof. We write $\omega=\tilde{h}-\operatorname{div} \tilde{g}+\omega_{s}^{+}-\omega_{s}^{-}$and $\mu=h-\operatorname{div} g+\mu_{s}^{+}-\mu_{s}^{-}$, with $h, \tilde{h} \in L^{1}(\Omega)$, $g, \tilde{g} \in\left(L^{p^{\prime}}(\Omega)\right)^{N}, h, g, \mu_{s}^{+}$and $\mu_{s}^{-}$with support in a compact set $K \subset \Omega$. For $n_{0}$ large enough, $\rho_{n} * h, \rho_{n} * g, \rho_{n} * \mu_{s}^{+}$and $\rho_{n} * \mu_{s}^{-}$have also their support in a fixed compact subset of $\Omega$ for all $n \geq n_{0}$. Moreover $\rho_{n} * h \rightarrow h$ and $\rho_{n} * g \rightarrow g$ in $L^{1}(\Omega)$ and $\left(L^{p^{\prime}}(\Omega)\right)^{N}$ respectively and $\operatorname{div} \rho_{n} * g \rightarrow \operatorname{div} g$ in $W^{-1, p^{\prime}}(\Omega)$. Therefore

$$
f_{n}+\mu_{n}+\omega=f_{n}+\tilde{h}+\rho_{n} * h-\operatorname{div}\left(\tilde{g}+\rho_{n} * g\right)+\omega_{s}^{+}+\rho_{n} * \mu_{s}^{+}-\omega_{s}^{-}-\rho_{n} * \mu_{s}^{-}
$$

is an approximation of the measure $f+\mu+\omega$ in the sense of Theorem 1.3.4. This implies the claim.

Corollary 1.3.6 Let $\mu_{i} \in \mathfrak{M}_{+}^{b}(\Omega), i=1,2$, and $\left\{\mu_{i, n}\right\} \subset \mathfrak{M}_{+}^{b}(\Omega)$ be a nondecreasing and converging to $\mu_{i}$ in $\mathfrak{M}_{b}^{+}(\Omega)$. Let $\left\{f_{n}\right\} \subset L^{1}(\Omega)$ which converges to some $f$ weakly in $L^{1}(\Omega)$. Let $\left\{\vartheta_{n}\right\} \subset \mathfrak{M}^{b}(\Omega)$ which converges to some $\vartheta \in \mathfrak{M}_{s}(\Omega)$ in the narrow topology. For any $n \in \mathbb{N}$ let $u_{n}$ be a renormalized solution of

$$
\begin{aligned}
-\Delta_{p} u_{n} & =f_{n}+\mu_{1, n}-\mu_{2, n}+\vartheta_{n} & & \text { in } \Omega, \\
u_{n} & =0 & & \text { on } \partial \Omega .
\end{aligned}
$$

Then, up to a subsequence, $u_{n}$ converges a.e. to a renormalized solution of problem

$$
\begin{aligned}
-\Delta_{p} u & =f+\mu_{1}-\mu_{2}+\vartheta & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega .
\end{aligned}
$$

The proof of this results is based upon two lemmas
Lemma 1.3.7 For any $\mu \in \mathfrak{M}_{0}(\Omega) \cap \mathfrak{M}_{+}^{b}(\Omega)$ there exists $f \in L^{1}(\Omega)$ and $h \in W^{-1, p^{\prime}}(\Omega)$ such that $\mu=f+h$ and

$$
\begin{equation*}
\|f\|_{L^{1}(\Omega)}+\|h\|_{W^{-1, p^{\prime}}(\Omega)}+\|h\|_{\mathfrak{M}^{b}(\Omega)} \leq 5 \mu(\Omega) \tag{1.3.5}
\end{equation*}
$$

Proof. Following [8] and the proof of [6, Th 2.1], one can write $\mu=\phi \gamma$ where $\gamma \in$ $W^{-1, p^{\prime}}(\Omega) \cap \mathfrak{M}_{b}^{+}(\Omega)$ and $0 \leq \phi \in L^{1}(\Omega, \gamma)$. Let $\left\{\Omega_{n}\right\}_{n \in \mathbb{N}_{*}}$ be an increasing sequence of compact subsets of $\Omega$ such that $\cup_{n} \Omega_{n}=\Omega$. We define the sequence of measures $\left\{\nu_{n}\right\}_{n \in \mathbb{N}_{*}}$ by

$$
\nu_{1}=T_{1}\left(\chi_{\Omega_{1}} \phi\right) \gamma, \nu_{n}=T_{n}\left(\chi_{\Omega_{n}} \phi\right) \gamma-T_{n-1}\left(\chi_{\Omega_{n-1}} \phi\right) \gamma \quad \text { for } n \geq 2
$$

Since $\nu_{k} \geq 0$, then $\sum_{k=1}^{\infty} \nu_{k}=\mu$ with strong convergence in $\mathfrak{M}^{b}(\Omega),\left\|\nu_{k}\right\|_{\mathfrak{M}_{b}(\Omega)}=\nu_{k}(\Omega)$ and $\sum_{k=1}^{\infty}\left\|\nu_{k}\right\|_{\mathfrak{M}^{b}(\Omega)}=\mu(\Omega)$. Let $\left\{\rho_{n}\right\}$ be a sequence of mollifiers. We may assume that $\eta_{n}=\rho_{n} * \nu_{n} \in C_{c}^{\infty}(\Omega)$,

$$
\left\|\eta_{n}-\nu_{n}\right\|_{W^{-1, p^{\prime}}(\Omega)} \leq 2^{-n} \mu(\Omega)
$$

Set $f_{n}=\sum_{k=1}^{n} \eta_{k}$, then $\left\|f_{n}\right\|_{L^{1}(\Omega)} \leq \sum_{k=1}^{n}\left\|\eta_{k}\right\|_{L^{1}(\Omega)} \leq \sum_{k=1}^{n}\left\|\nu_{k}\right\|_{\mathfrak{M}_{b}(\Omega)} \leq \mu(\Omega)$. If we define $f=\lim _{n \rightarrow \infty} f_{n}$, then $f \in L^{1}(\Omega)$ with $\|f\|_{L^{1}(\Omega)} \leq \mu(\Omega)$. Set $h_{n}=\sum_{k=1}^{n}\left(\nu_{k}-\eta_{k}\right)$, then $h_{n} \in W^{-1, p^{\prime}}(\Omega) \cap \mathfrak{M}_{b}(\Omega),\left\|h_{n}\right\|_{W^{-1, p^{\prime}}(\Omega)} \leq 2 \mu(\Omega)$ and $h_{n}$ converges strongly in $W^{-1, p^{\prime}}(\Omega)$ to some $h$ which satisfies $\|h\|_{W^{-1, p^{\prime}}(\Omega)} \leq 2 \mu(\Omega)$. Since $\mu=f+h$ and $\|h\|_{\mathfrak{M}_{b}(\Omega)} \leq 2 \mu(\Omega)$, the result follows.

Lemma 1.3.8 Let $\mu \in \mathfrak{M}_{b}^{+}(\Omega)$. If $\left\{\mu_{n}\right\} \subset \mathfrak{M}_{b}^{+}(\Omega)$ is a nondecreasing sequence which converges to $\mu$ in $\mathfrak{M}_{b}(\Omega)$, there exist $F_{n}, F \in L^{1}(\Omega), G_{n}, G \in W^{-1, p^{\prime}}(\Omega)$ and $\mu_{n s}, \mu_{s} \in$ $\mathfrak{M}_{s}(\Omega)$ such that

$$
\mu_{n}=\mu_{n 0}+\mu_{n s}=F_{n}+G_{n}+\mu_{n s} \quad \text { and } \quad \mu=\mu_{0}+\mu_{s}=F+G+\mu_{s}
$$

such that $F_{n} \rightarrow F$ in $L^{1}(\Omega), G_{n} \rightarrow G$ in $W^{-1, p^{\prime}}(\Omega)$ and in $\mathfrak{M}^{b}(\Omega)$ and $\mu_{n s} \rightarrow \mu_{s}$ in $\mathfrak{M}^{b}(\Omega)$, and

$$
\begin{equation*}
\left\|F_{n}\right\|_{L^{1}(\Omega)}+\left\|G_{n}\right\|_{W^{-1, p^{\prime}}(\Omega)}+\left.\left\|\left.G_{n}\right|_{\mathfrak{M}_{b}(\Omega)}+\right\| \mu_{n s}\right|_{\mathfrak{M}_{b}(\Omega)} \leq 6 \mu(\Omega) \tag{1.3.6}
\end{equation*}
$$

Proof. Since $\left\{\mu_{n}\right\}$ is nondecreasing $\left\{\mu_{n 0}\right\}$ and $\left\{\mu_{n s}\right\}$ share this property. Clearly

$$
\left\|\mu-\mu_{n}\right\|_{\mathfrak{M}^{b}(\Omega)}=\left\|\mu_{0}-\mu_{n 0}\right\|_{\mathfrak{M}^{b}(\Omega)}+\left\|\mu_{s}-\mu_{n s}\right\|_{\mathfrak{M}^{b}(\Omega)}
$$

thus $\mu_{n 0} \rightarrow \mu_{0}$ and $\mu_{n s} \rightarrow \mu_{s}$ in $\mathfrak{M}_{b}(\Omega)$. Furthermore $\left\|\mu_{n s}\right\|_{\mathfrak{M}_{b}(\Omega)} \leq \mu_{s}(\Omega) \leq \mu(\Omega)$. Set $\tilde{\mu}_{00}=0$ and $\tilde{\mu}_{n 0}=\mu_{n 0}-\mu_{n-10}$ for $n \in \mathbb{N}_{*}$. From Lemma 1.3.7, for any $n \in \mathbb{N}$, one can find $f_{n} \in L^{1}(\Omega), h_{n} \in W^{-1, p^{\prime}}(\Omega) \cap \mathfrak{M}_{b}(\Omega)$ such that $\tilde{\mu}_{n 0}=f_{n}+h_{n}$ and

$$
\left\|f_{n}\right\|_{L^{1}(\Omega)}+\left\|h_{n}\right\|_{W^{-1, p^{\prime}}(\Omega)}+\left\|h_{n}\right\|_{\mathfrak{M}_{b}(\Omega)} \leq 5 \tilde{\mu}_{n 0}(\Omega)
$$

If we define $F_{n}=\sum_{k=1}^{n} f_{k}$ and $G_{n}=\sum_{k=1}^{n} h_{k}$, then $\mu_{n 0}=F_{n}+G_{n}$ and

$$
\left\|F_{n}\right\|_{L^{1}(\Omega)}+\left\|G_{n}\right\|_{W^{-1, p^{\prime}}(\Omega)}+\left\|G_{n}\right\|_{\mathfrak{M}_{b}(\Omega)} \leq 5 \tilde{\mu}_{0}(\Omega)
$$

Therefore the convergence statements and (1.3.6) hold.
Proof of Corollary 1.3.6. We set $\nu_{n}=f_{n}+\mu_{n, 1}-\mu_{n, 2}+\vartheta_{n}$ and $\nu=f+\mu_{1}-\mu_{2}+\vartheta$. From Lemma 1.3.8 we can write

$$
\nu_{n}=f_{n}+F_{1 n}-F_{2 n}+G_{1 n}-G_{2 n}+\mu_{1 n s}-\mu_{2 n s}+\vartheta_{n}
$$

and

$$
\nu=f+F_{1}-F_{2}+G_{1}-G_{2}+\mu_{1 s}-\mu_{2 s}+\vartheta
$$

and the convergence properties listed in the lemma hold. Therefore we can apply Theorem 1.3.4 and the conclusion follows.

In the next result we prove the main pointwise estimates on renormalized solutions.

Theorem 1.3.9 Let $\Omega$ be a bounded domain of $\mathbb{R}^{N}$. Then there exists a constant $c>0$, dependent on $p$ and $N$ such that if $\mu \in \mathfrak{M}_{b}(\Omega)$ and $u$ is a renormalized solution of problem (1.3.2) there holds

$$
\begin{equation*}
-c \mathbf{W}_{1, p}^{2 \operatorname{diam} \Omega}\left[\mu^{-}\right] \leq u \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam} \Omega}\left[\mu^{+}\right] \quad \text { a.e. in } \Omega \tag{1.3.7}
\end{equation*}
$$

Proof. We claim the there exist renormalized solutions $u_{1}$ and $u_{2}$ of problem (1.3.2) with respective data $\mu^{+}$and $\mu^{-}$such that

$$
\begin{equation*}
-u_{2} \leq u \leq u_{1} \quad \text { a.e. in } \Omega \tag{1.3.8}
\end{equation*}
$$

We use the decomposition $\mu=\mu^{+}-\mu^{-}=\left(\mu_{0}^{+}-\mu_{s}^{+}\right)-\left(\mu_{0}^{-}-\mu_{s}^{-}\right)$. We put $u_{k}=T_{k}(u)$, $\mu_{k}=\chi_{\{|u|<k\}} \mu_{0}+\lambda_{k}^{+}-\lambda_{k}^{-}, v_{k}=\chi_{\{|u|<k\}} \mu_{0}^{+}+\lambda_{k}^{+}$. Since $\mu_{k} \in \mathfrak{M}_{0}(\Omega)$, problem (1.3.2) with data $\mu_{k}$ admits a unique renormalized solution (see [6]), and clearly $u_{k}$ is such a solution. Since $v_{k} \in \mathfrak{M}_{0}(\Omega)$, problem (1.3.2) with data $v_{k}$ admits a unique solution $u_{k, 1}$ which is furthermore nonnegative and dominates $u_{k}$ a.e. in $\Omega$. From Corollary 1.3.6, $\left\{u_{k, 1}\right\}$ converges a.e. in $\Omega$ to a renormalized solution $u_{1}$ of (1.3.2) with data $\mu^{+}$and $u \leq u_{1}$. Similarly $-u \leq u_{2}$ where $u_{2}$ is a renormalized solution of (1.3.2) with $\mu^{-}$. Finally, from [13, Th 6.9] there is a positive constant $c$ dependent only on $p$ and $N$ such that

$$
u_{1}(x) \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam} \Omega}\left[\mu^{+}\right] \quad \text { and } \quad u_{2}(x) \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam} \Omega}\left[\mu^{-}\right] \quad \text { a.e. in } \Omega .
$$

This implies the claim.

### 1.4 Equations with absorption terms

### 1.4.1 The general case

Let $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ be a Carathéodory function such that the map $s \mapsto g(x, s)$ is nondecreasing and odd for almost all $x \in \Omega$. If $U$ is a function defined in $\Omega$ we define the function $g \circ U$ in $\Omega$ by

$$
g \circ U(x)=g(x, U(x)) \quad \text { for almost all } x \in \Omega
$$

We consider the problem

$$
\begin{align*}
-\Delta_{p} u+g \circ u=\mu & \text { in } \Omega  \tag{1.4.1}\\
u=0 & \text { in } \partial \Omega
\end{align*}
$$

where $\mu \in \mathfrak{M}_{b}(\Omega)$. We say that $u$ is a renormalized solution of problem (1.4.1) if $g \circ u \in$ $L^{1}(\Omega)$ and $u$ is a renormalized solution of

$$
\begin{align*}
-\Delta_{p} u=\mu-g \circ u & \text { in } \Omega \\
u=0 & \text { in } \partial \Omega \tag{1.4.2}
\end{align*}
$$

Theorem 1.4.1 Let $\mu_{i} \in \mathfrak{M}_{+}^{b}(\Omega), i=1,2$, such that there exists a nondecreasing sequences $\left\{\mu_{i, n}\right\} \subset \mathfrak{M}_{+}^{b}(\Omega)$, with compact support in $\Omega$, converging to $\mu_{i}$ and $g \circ\left(c \mathbf{W}_{1, p}^{2 \operatorname{diam} \Omega}\left[\mu_{i, n}\right]\right) \in$
$L^{1}(\Omega)$ with the same constant $c$ as in Theorem 1.3.9. Then there exists a renormalized solution of

$$
\begin{align*}
-\Delta_{p} u+g \circ u & =\mu_{1}-\mu_{2} & & \text { in } \Omega,  \tag{1.4.3}\\
u & =0 & & \text { in } \partial \Omega,
\end{align*}
$$

such that

$$
\begin{equation*}
-c \mathbf{W}_{1, p}^{2 \operatorname{diam} \Omega}\left[\mu_{2}\right](x) \leq u(x) \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam} \Omega}\left[\mu_{1}\right](x) \quad \text { a.e. in } \Omega . \tag{1.4.4}
\end{equation*}
$$

Lemma 1.4.2 Assume $g$ belongs to $L^{\infty}(\Omega \times \mathbb{R})$, besides the assumptions of Theorem 1.4.1. Let $\lambda_{i} \in \mathfrak{M}_{b}^{+}(\Omega) \quad(i=1,2)$, with compact support in $\Omega$. Then there exist renormalized solutions $u, u_{i}, v_{i}(i=1,2)$ to problems

$$
\begin{align*}
&-\Delta_{p} u+g \circ u=\lambda_{1}-\lambda_{2} \text { in } \Omega, \\
& u=0 \text { in } \partial \Omega,  \tag{1.4.5}\\
&-\Delta_{p} u_{i}+g \circ u_{i}=\lambda_{i} \quad \text { in } \Omega,  \tag{1.4.6}\\
& u_{i}=0 \quad \text { in } \partial \Omega, \\
&-\Delta_{p} v_{i}=\lambda_{i} \text { in } \Omega,  \tag{1.4.7}\\
& v_{i}=0 \text { in } \partial \Omega,
\end{align*}
$$

such that

$$
\begin{align*}
-c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\lambda_{2}\right](x) \leq-v_{2}(x) & \leq-u_{2}(x) \leq u(x) \\
& \leq u_{1}(x) \leq v_{1}(x) \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\lambda_{1}\right](x) \tag{1.4.8}
\end{align*}
$$

for a.e $x \in \Omega$.
Proof. Let $\left\{\rho_{n}\right\}$ be a sequence of mollifiers, $\lambda_{i, n}=\rho_{n} * \lambda_{i},(i=1,2)$ and $\lambda_{n}=\lambda_{1, n}-\lambda_{2, n}$. Then, for $n_{0}$ large enough, $\lambda_{1, n}, \lambda_{2, n}$ and $\lambda_{n}$ are bounded with compact support in $\Omega$ for all $n \geq n_{0}$ and by minimization there exist unique solutions in $W_{0}^{1, p}(\Omega)$ to problems

$$
\begin{aligned}
& -\Delta_{p} u_{n}+g \circ u_{n}=\lambda_{n} \quad \text { in } \Omega, \\
& u_{n}=0 \quad \text { in } \partial \Omega, \\
& -\Delta_{p} u_{i, n}+g \circ u_{i, n}=\lambda_{i, n} \quad \text { in } \Omega, \\
& u_{i, n}=0 \quad \text { in } \partial \Omega, \\
& \begin{array}{cl}
-\Delta_{p} v_{i, n}=\lambda_{i, n} & \text { in } \Omega, \\
v_{i, n}=0 & \text { in } \partial \Omega,
\end{array}
\end{aligned}
$$

and by the maximum principle, they satisfy

$$
\begin{equation*}
-v_{2, n}(x) \leq-u_{2, n}(x) \leq u_{n}(x) \leq u_{1, n}(x) \leq v_{1, n}(x), \quad \forall x \in \Omega, \quad \forall n \geq n_{0} \tag{1.4.9}
\end{equation*}
$$

Since the $\lambda_{i}$ are bounded measure and $g \in L^{\infty}(\Omega \times \mathbb{R})$ the the sequences of measures $\left\{\lambda_{1, n}-\lambda_{2, n}-g \circ u_{n}\right\},\left\{\lambda_{i, n}-g \circ u_{i, n}\right\}$ and $\left\{\lambda_{i, n}\right\}$ are uniformly bounded in $\mathfrak{M}^{b}(\Omega)$. Thus, by Theorem 1.3.3 there exists a subsequence, still denoted by the index $n$ such that $\left\{u_{n}\right\}$, $\left\{u_{i, n}\right\},\left\{v_{i, n}\right\}$ converge a.e. in $\Omega$ to functions $\{u\},\left\{u_{i}\right\},\left\{v_{i}\right\}(i=1,2)$ when $n \rightarrow \infty$. Furthermore $g \circ u_{n}$ and $g \circ u_{i, n}$ converge in $L^{1}(\Omega)$ to $g \circ u$ and $g \circ u_{i}$ respectively. By Corollary 1.3.5, we can assume that $\{u\},\left\{u_{i}\right\},\left\{v_{i}\right\}$ are renormalized solutions of (1.4.5)(1.4.7), and by theorem 1.3.9, $v_{i}(x) \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam} \Omega}\left[\lambda_{i}\right](x)$, a.e. in $\Omega$. Thus we get (1.4.8).

### 1.4. EQUATIONS WITH ABSORPTION TERMS

Lemma 1.4.3 Let $g$ satisfy the assumptions of Theorem 1.4.1 and let $\lambda_{i} \in \mathfrak{M}_{b}^{+}(\Omega) \quad(i=$ $1,2)$, with compact support in $\Omega$ such that $g \circ\left(c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\lambda_{i}\right]\right) \in L^{1}(\Omega)$, where $c$ is the constant of Theorem 1.4.1. Then there exist renormalized solutions $u$, $u_{i}$ of the problems (1.4.5)-(1.4.6) such that

$$
\begin{equation*}
-c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\lambda_{2}\right](x) \leq-u_{2}(x) \leq u(x) \leq u_{1}(x) \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\lambda_{1}\right](x) \tag{1.4.10}
\end{equation*}
$$

for a.e $x \in \Omega$. Furthermore, if $\omega_{i}, \theta_{i}$ have the same properties as the $\lambda_{i}$ and satisfy $\omega_{i} \leq$ $\lambda_{i} \leq \theta_{i}$, one can find solutions $u_{\omega_{i}}$ and $u_{\theta_{i}}$ of problems (1.4.6) with right-hand respective side $\omega_{i}$ and $\theta_{i}$, such that $u_{\omega_{i}} \leq u_{i} \leq u_{\theta_{i}}$.

Proof. From Lemma 1.4.2 there exist renormalized solutions $u_{n}, u_{i, n}$ to problems

$$
\begin{aligned}
-\Delta_{p} u_{n}+T_{n}\left(g \circ u_{n}\right) & =\lambda_{1}-\lambda_{2} & & \text { in } \Omega \\
u_{n} & =0 & & \text { on } \partial \Omega
\end{aligned}
$$

and

$$
\begin{aligned}
-\Delta_{p} u_{i, n}+T_{n}\left(g \circ u_{i, n}\right) & =\lambda_{i} \quad & & \text { in } \Omega \\
u_{i, n} & =0 & & \text { on } \partial \Omega
\end{aligned}
$$

$i=1,2$, and they satisfy

$$
\begin{equation*}
-c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\lambda_{2}\right](x) \leq-u_{2, n}(x) \leq u_{n}(x) \leq u_{1, n}(x) \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\lambda_{1}\right](x) \forall x \in \Omega \tag{1.4.11}
\end{equation*}
$$

Since $\int_{\Omega}\left|T_{n}\left(g \circ u_{n}\right)\right| d x \leq \lambda_{1}(\Omega)+\lambda_{2}(\Omega)$ and $\int_{\Omega} T_{n}\left(g \circ u_{i, n}\right) d x \leq \lambda_{i}(\Omega)$ thus as in Lemma 1.4.2 one can choose a subsequence, still denoted by the index $n$ such that $\left\{u_{n}, u_{1, n}, u_{2, n}\right\}$ converges a.e. in $\Omega$ to $\left\{u, u_{1}, u_{2}\right\}$ for which (1.4.11) is satisfied a.e. in $\Omega$.
Since $g \circ\left(c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\lambda_{i}\right]\right) \in L^{1}(\Omega)$ we derive from (1.4.11) and the dominated convergence theorem that $T_{n}\left(g \circ u_{n}\right) \rightarrow g \circ u$ and $T_{n}\left(g \circ u_{i, n}\right) \rightarrow g \circ u_{i}$ in $L^{1}(\Omega)$. It follows from Theorem 1.3.4 that $u$ and $u_{i}$ are respective solutions of (1.4.5), (1.4.6). The last statement follows from the same assertion in Lemma 1.4.2.
Proof of Theorem 1.4.1. From Lemma 1.4.3, there exist renormalized solutions $u_{n}, u_{i, n}$ to problems

$$
\begin{aligned}
-\Delta_{p} u_{n}+g \circ u_{n} & =\mu_{1, n}-\mu_{2, n} & & \text { in } \Omega, \\
u_{n} & =0 & & \text { on } \partial \Omega,
\end{aligned}
$$

and

$$
\begin{array}{rlr}
-\Delta_{p} u_{i, n}+g \circ u_{i, n}=\mu_{i, n} & \text { in } \Omega, \\
u_{i, n}=0 & & \text { on } \partial \Omega
\end{array}
$$

$i=1,2$ such that $\left\{u_{i, n}\right\}$ is nonnegative and nondecreasing and they satisfy

$$
\begin{equation*}
-c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\mu_{2}\right](x) \leq-u_{2, n}(x) \leq u_{n}(x) \leq u_{1, n}(x) \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\mu_{1}\right](x) \tag{1.4.12}
\end{equation*}
$$

a.e. in $\Omega$. As in the proof of Lemma 1.4.3, up to the same subsequence, $\left\{u_{1, n}\right\},\left\{u_{2, n}\right\}$ and $\left\{u_{n}\right\}$ converge to $u_{1}, u_{2}$ and $u$ a.e. in $\Omega$. Since $g \circ u_{i, n}$ are nondecreasing, positive and $\int_{\Omega} g \circ u_{i, n} d x \leq \mu_{i, n}(\Omega) \leq \mu_{i}(\Omega)$, it follows from the monotone convergence theorem that $\left\{g \circ u_{i, n}\right\}$ converges to $g \circ u_{i}$ in $L^{1}(\Omega)$. Finally, since $\left|g \circ u_{n}\right| \leq g \circ u_{1}+g \circ u_{2},\left\{g \circ u_{n}\right\}$ converges to $g \circ u$ in $L^{1}(\Omega)$ by dominated convergence. Applying Corollary 1.3.6 we conclude that $u$ is a renormalized solution of (1.4.3) and that (1.4.4) holds.

### 1.4.2 Proofs of Theorem 1.1.1 and Theorem 1.1.2

We are now in situation of proving the two theorems stated in the introduction.
Proof of Theorem 1.1.1.1. Since $\mu$ is absolutely continuous with respect to the capacity $\mathrm{Cap}_{p, \frac{N q}{N q-(p-1)(N-\beta))}, \frac{q}{q+1-p}}, \mu^{+}$and $\mu^{-}$share this property. By Theorem 1.2.8 there exist two nondecreasing sequences $\left\{\mu_{1, n}\right\}$ and $\left\{\mu_{2, n}\right\}$ of positive bounded measures with compact support in $\Omega$ which converge to $\mu^{+}$and $\mu^{-}$respectively and which have the property that $\mathbf{W}_{1, p}^{R}\left[\mu_{i, n}\right] \in L^{\frac{N q}{N-\beta}, q}\left(\mathbb{R}^{N}\right)$, for $i=1,2$ and all $n \in \mathbb{N}$. Furthermore, with $R=\operatorname{diam}(\Omega)$,

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \frac{1}{|x|^{\beta}}\left(\mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right](x)\right)^{q} d x & \leq \int_{0}^{\infty}\left(\frac{1}{|\cdot|^{\beta}}\right)^{*}(t)\left(\left(\mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right]\right)^{*}(t)\right)^{q} d t \\
& \leq c_{34} \int_{0}^{\infty} \frac{1}{t^{\beta}}\left(\left(\mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right]\right)^{*}(t)\right)^{q} d t \\
& \leq c_{34}\left\|\mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right]\right\|_{L^{q}}^{q}{ }^{\frac{N q}{N-\beta}, q}\left(\mathbb{R}^{N}\right) \\
& <\infty .
\end{aligned}
$$

Then the result follows from Theorem 1.4.1.
2. Because $\mu$ is absolutely continuous with respect to the capacity $\mathrm{Cap}_{p, \frac{N q}{N q-(p-1)(N-\beta))}, 1}$, so are $\mu^{+}$and $\mu^{-}$. Applying again Theorem 1.2.8 there exist two nondecreasing sequences $\left\{\mu_{1, n}\right\}$ and $\left\{\mu_{2, n}\right\}$ of positive bounded measures with compact support in $\Omega$ which converge to $\mu^{+}$and $\mu^{-}$respectively and such that $\mathbf{W}_{1, p}^{R}\left[\mu_{i, n}\right] \in L^{\frac{N q}{N-\beta}, 1}\left(\mathbb{R}^{N}\right)$. This implies in particular

$$
\left(\mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right](.)\right)^{*}(t) \leq c_{35} t^{-\frac{N-\beta}{N q}}, \quad \forall t>0
$$

for some $c_{34}>0$. Therefore, by Theorem 1.2.3

$$
\begin{aligned}
\int_{\Omega} \frac{1}{|x|^{\beta}} g\left(c \mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right](x)\right) d x & \leq \int_{0}^{|\Omega|}\left(\frac{1}{|\cdot|^{\beta}}\right)^{*}(t) g\left(c\left(\mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right]\right)^{*}(t)\right) d t \\
& \leq c_{36} \int_{0}^{|\Omega|} \frac{1}{t^{\beta}} g\left(c\left(\mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right]\right)^{*}(t)\right) d t \\
& \leq c_{36} \int_{0}^{|\Omega|} \frac{1}{t^{\frac{\beta}{N}}} g\left(c_{35} c t^{-\frac{N-\beta}{N q}}\right) d t \\
& \leq c_{37} \int_{a}^{\infty} g(t) t^{-q-1} d t \\
& <\infty,
\end{aligned}
$$

where $a>0$ depends on $|\Omega|, c_{35} c, N, \beta, q$. Thus the result follows by Theorem 1.4.1.
Proof of Theorem 1.1.2. Again we take $R=\operatorname{diam}(\Omega)$. Let $\left\{\Omega_{n}\right\}_{n \in \mathbb{N}_{*}}$ be an increasing sequence of compact subsets of $\Omega$ such that $\cup_{n} \Omega_{n}=\Omega$. We define $\mu_{i, n}=T_{n}\left(\chi_{\Omega_{n}} f_{i}\right)+\chi_{\Omega_{n}} \nu_{i}$ $(i=1,2)$. Then $\left\{\mu_{1, n}\right\}$ and $\left\{\mu_{2, n}\right\}$ are nondecreasing sequences of elements of $\mathfrak{M}_{b}^{+}(\Omega)$ with compact support, and they converge to $\mu^{+}$and $\mu^{-}$respectively. Since for any $\varepsilon>0$ there exists $c_{\varepsilon}>0$ such that

$$
\left(\mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right]\right)^{\lambda} \leq c_{\varepsilon} n^{\frac{\lambda}{p-1}}+(1+\varepsilon)\left(\mathbf{W}_{1, p}^{2 R}\left[\nu_{i}\right]\right)^{\lambda}
$$

### 1.4. EQUATIONS WITH ABSORPTION TERMS

a.e. in $\Omega$, it follows

$$
\exp \left(\tau\left(c \mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right]\right)^{\lambda}\right) \leq c_{\varepsilon, n, c} \exp \left(\tau(1+\varepsilon)\left(c \mathbf{W}_{1, p}^{2 R}\left[\nu_{i}\right]\right)^{\lambda}\right)
$$

If there holds

$$
\left\|\mathbf{M}_{p, 2 R}^{\frac{(p-1)(\lambda-1)}{\lambda}}\left[\nu_{i}\right]\right\|_{L^{\infty}(\Omega)}<\left(\frac{p \ln 2}{\lambda(12 \lambda c)^{\lambda}}\right)^{\frac{p-1}{\lambda}}
$$

we can choose $\varepsilon>0$ small enough so that

$$
\lambda(1+\varepsilon) c^{\lambda}<\frac{p \ln 2}{(12 \lambda)^{\lambda}\left\|\mathbf{M}_{p, 2 R}^{\frac{(p-1)(\lambda-1)}{\lambda}}\left[\nu_{i}\right]\right\|_{L^{\infty}(\Omega)}^{\frac{\lambda}{p-1}}}
$$

Hence, by Theorem 1.2 .5 with $\eta=\frac{(p-1)(\lambda-1)}{\lambda}, \exp \left(\tau(1+\varepsilon)\left(c \mathbf{W}_{1, p}^{2 R}\left[\nu_{i}\right]\right)^{\lambda}\right) \in L^{1}(\Omega)$, which implies $\exp \left(\tau\left(c \mathbf{W}_{1, p}^{2 R}\left[\mu_{i, n}\right]\right)^{\lambda}\right) \in L^{1}(\Omega)$. We conclude by Theorem 1.4.1.
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## Chapitre 2

## Quasilinear and Hessian type equations with exponential reaction and measure data

## Abstract ${ }^{1}$

We prove existence results concerning equations of the type $-\Delta_{p} u=P(u)+\mu$ for $p>1$ and $F_{k}[-u]=P(u)+\mu$ with $1 \leq k<\frac{N}{2}$ in a bounded domain $\Omega$ or the whole $\mathbb{R}^{N}$, where $\mu$ is a positive Radon measure and $P(u) \sim e^{a u^{\beta}}$ with $a>0$ and $\beta \geq 1$. Sufficient conditions for existence are expressed in terms of the fractional maximal potential of $\mu$. Two-sided estimates on the solutions are obtained in terms of some precise Wolff potentials of $\mu$. Necessary conditions are obtained in terms of Orlicz capacities. We also establish existence results for a general Wolff potential equation under the form $u=\mathbf{W}_{\alpha, p}^{R}[P(u)]+f$ in $\mathbb{R}^{N}$, where $0<R \leq \infty$ and $f$ is a positive integrable function.

[^1]
### 2.1. INTRODUCTION

### 2.1 Introduction

Let $\Omega \subset \mathbb{R}^{N}$ be either a bounded domain or the whole $\mathbb{R}^{N}, p>1$ and $k \in\{1,2, \ldots, N\}$. We denote by

$$
\Delta_{p} u:=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)
$$

the p-Laplace operator and by

$$
F_{k}[u]=\sum_{1 \leq j_{1}<j_{2}<\ldots<j_{k} \leq N} \lambda_{j_{1}} \lambda_{j_{2}} \ldots \lambda_{j_{k}}
$$

the k-Hessian operator where $\lambda_{1}, \ldots, \lambda_{N}$ are the eigenvalues of the Hessian matrix $D^{2} u$. Let $\mu$ be a positive Radon measure in $\Omega$; our aim is to study the existence of nonnegative solutions to the following boundary value problems if $\Omega$ is bounded,

$$
\begin{align*}
-\Delta_{p} u & =P(u)+\mu & & \text { in } \Omega  \tag{2.1.1}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}
$$

and

$$
\begin{align*}
F_{k}[-u] & =P(u)+\mu & & \text { in } \Omega  \tag{2.1.2}\\
u & =\varphi & & \text { on } \partial \Omega
\end{align*}
$$

where $P$ is an exponential function. If $\Omega=\mathbb{R}^{N}$, we consider the same equations, but the boundary conditions are replaced by $\inf _{\mathbb{R}^{N}} u=0$. When $P(r)=r^{q}$ with $q>p-1$, Phuc and Verbitsky published a seminal article [20] on the solvability of the corresponding problem (2.1.1). They obtained necessary and sufficient conditions involving Bessel capacities or Wolff potentials. For example, assuming that $\Omega$ is bounded, they proved that if $\mu$ has compact support in $\Omega$ it is equivalent to solve (2.1.1) with $P(r)=r^{q}$, or to have

$$
\begin{equation*}
\mu(E) \leq c \operatorname{Cap}_{\mathbf{G}_{p}, \frac{q}{q+1-p}}(E) \quad \text { for all compact set } E \subset \Omega \tag{2.1.3}
\end{equation*}
$$

where $c$ is a suitable positive constant and $\operatorname{Cap}_{\mathbf{G}_{p}, \frac{q}{q+1-p}}$ a Bessel capacity, or to have

$$
\begin{equation*}
\int_{B}\left(\mathbf{W}_{1, p}^{2 R}\left[\mu_{B}\right](x)\right)^{q} d x \leq C \mu(B) \quad \text { for all ball } B \text { s.t. } B \cap \operatorname{supp} \mu \neq \emptyset \tag{2.1.4}
\end{equation*}
$$

where $R=\operatorname{diam}(\Omega)$. Other conditions are expressed in terms of Riesz potentials and maximal fractional potentials. Their construction is based upon sharp estimates of solutions of the non-homogeneous problem

$$
\begin{align*}
-\Delta_{p} u=\omega & \text { in } \Omega  \tag{2.1.5}\\
u=0 & \text { on } \partial \Omega
\end{align*}
$$

for positive measures $\omega$. We refer to $[4,5,6,7,9,13,23]$ for the previous studies of these and other related results. Concerning the k-Hessian operator in a bounded $(k-1)$-convex domain $\Omega$, they proved that if $\mu$ has compact support and $\|\varphi\|_{L^{\infty}(\partial \Omega)}$ is small enough, the corresponding problem (2.1.2) with $P(r)=r^{q}$ with $q>k$ admits a nonnegative solution if and only if

$$
\begin{equation*}
\mu(E) \leq c \operatorname{Cap}_{\mathbf{G}_{2 k}, \frac{q}{q-k}}(E) \quad \text { for all compact set } E \subset \Omega \tag{2.1.6}
\end{equation*}
$$
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or equivalently

$$
\begin{equation*}
\int_{B}\left[\mathbf{W}_{\frac{2 k}{k+1}, k+1}^{2 R}\left[\mu_{B}(x)\right]\right]^{q} d x \leq C \mu(B) \quad \text { for all ball } B \text { s.t. } B \cap \operatorname{supp} \mu \neq \emptyset . \tag{2.1.7}
\end{equation*}
$$

The results concerning the linear case $p=2$ and $k=1$, can be found in [2, 3, 28]. The main tools in their proofs are derived from recent advances in potential theory for nonlinear elliptic equations obtained by Kilpelainen and Malý [15, 16], Trudinger and Wang [24, 25, 26], and Labutin [18] thanks to whom the authors first provide global pointwise estimates for solutions of the homogeneous Dirichlet problems in terms of Wolff potentials of suitable order.

For $s>1,0<\alpha<\frac{N}{s}, \eta \geq 0$ and $0<T \leq \infty$, we recall that the $T$-truncated Wolff potential of a positive Radon measure $\mu$ is defined in $\mathbb{R}^{N}$ by

$$
\begin{equation*}
\mathbf{W}_{\alpha, s}^{T}[\mu](x)=\int_{0}^{T}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha s}}\right)^{\frac{1}{s-1}} \frac{d t}{t} \tag{2.1.8}
\end{equation*}
$$

the $T$-truncated Riesz potential of a positive Radon measure $\mu$ by

$$
\begin{equation*}
\mathbf{I}_{\alpha}^{T}[\mu](x)=\int_{0}^{T} \frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha}} \frac{d t}{t} \tag{2.1.9}
\end{equation*}
$$

and the $T$-truncated $\eta$-fractional maximal potential of $\mu$ by

$$
\begin{equation*}
\mathbf{M}_{\alpha, T}^{\eta}[\mu](x)=\sup \left\{\frac{\mu\left(B_{t}(x)\right)}{t^{N-\alpha} h_{\eta}(t)}: 0<t \leq T\right\} \tag{2.1.10}
\end{equation*}
$$

where $h_{\eta}(t)=(-\ln t)^{-\eta} \chi_{\left(0,2^{-1}\right)}(t)+(\ln 2)^{-\eta} \chi_{\left[2^{-1}, \infty\right)}(t)$. If $\eta=0$, then $h_{\eta}=1$ and we denote by $\mathbf{M}_{\alpha, T}[\mu]$ the corresponding $T$-truncated fractional maximal potential of $\mu$. We also denote by $\mathbf{W}_{\alpha, s}[\mu]\left(\operatorname{resp} \mathbf{I}_{\alpha}[\mu], \mathbf{M}_{\alpha}^{\eta}[\mu]\right)$ the $\infty$-truncated Wolff potential (resp Riesz Potential, $\eta$ - fractional maximal potential) of $\mu$. When the measures are only defined in an open subset $\Omega \subset \mathbb{R}^{N}$, they are naturally extended by 0 in $\Omega^{c}$. For $l \in \mathbb{N}^{*}$, we define the $l$-truncated exponential function

$$
\begin{equation*}
H_{l}(r)=e^{r}-\sum_{j=0}^{l-1} \frac{r^{j}}{j!}, \tag{2.1.11}
\end{equation*}
$$

and for $a>0$ and $\beta \geq 1$, we set

$$
\begin{equation*}
P_{l, a, \beta}(r)=H_{l}\left(a r^{\beta}\right) . \tag{2.1.12}
\end{equation*}
$$

We put

$$
Q_{p}(s)= \begin{cases}\sum_{q=l}^{\infty} \frac{s^{\frac{\beta q}{p-1}}}{q^{\frac{\beta q}{p-1}} q!} & \text { if } p \neq 2,  \tag{2.1.13}\\ H_{l}\left(s^{\beta}\right) & \text { if } p=2,\end{cases}
$$

$Q_{p}^{*}(r)=\max \left\{r s-Q_{p}(s): s \geq 0\right\}$ is the complementary function to $Q_{p}$, and define the corresponding Bessel and Riesz capacities respectively by

$$
\begin{equation*}
\operatorname{Cap}_{\mathbf{G}_{\alpha p}, Q_{p}^{*}}(E)=\inf \left\{\int_{\mathbb{R}^{N}} Q_{p}^{*}(f) d x: \mathbf{G}_{\alpha p} * f \geq \chi_{E}, f \geq 0, Q_{p}^{*}(f) \in L^{1}\left(\mathbb{R}^{N}\right)\right\} \tag{2.1.14}
\end{equation*}
$$

### 2.1. INTRODUCTION

and

$$
\begin{equation*}
\operatorname{Cap}_{\mathbf{I}_{\alpha p}, Q_{p}^{*}}(E)=\inf \left\{\int_{\mathbb{R}^{N}} Q_{p}^{*}(f) d x: \mathbf{I}_{\alpha p} * f \geq \chi_{E}, f \geq 0, Q_{p}^{*}(f) \in L^{1}\left(\mathbb{R}^{N}\right)\right\} \tag{2.1.15}
\end{equation*}
$$

where $E$ is a Borel set in $\mathbb{R}^{N}, \mathbf{G}_{\alpha p}(x)=\mathcal{F}^{-1}\left(\left(1+|.|^{2}\right)^{-\frac{\alpha p}{2}}\right)(x)$ is the Bessel kernel of order $\alpha p$ and $I_{\alpha p}(x)=(N-\alpha p)^{-1}|x|^{-(N-\alpha p)}$.

The expressions $a \wedge b$ and $a \vee b$ stand for $\min \{a, b\}$ and $\max \{a, b\}$ respectively. We denote by $B_{r}$ the ball of center 0 and radius $r>0$. Our main results are the following theorems.

Theorem 2.1.1 Let $1<p<N$, $a>0, l \in \mathbb{N}^{*}$ and $\beta \geq 1$ such that $l \beta>p-1$. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain. If $\mu$ is a nonnegative Radon measure in $\Omega$, there exists $M>0$ depending on $N, p, l, a, \beta$ and diam $(\Omega)$ (the diameter of $\Omega$ ) such that if

$$
\left\|\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M
$$

and $\omega=M\left\|\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{\frac{(p-1)(\beta-1)}{\beta}}[1]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1}+\mu$ with $c_{p}=1 \vee 4^{\frac{2-p}{p-1}}$, then $P_{l, a, \beta}\left(2 c_{p} K_{1} \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]\right)$ is integrable in $\Omega$ and the following Dirichlet problem

$$
\begin{align*}
-\Delta_{p} u & =P_{l, a, \beta}(u)+\mu & & \text { in } \Omega, \\
u & =0 & & \text { on } \partial \Omega, \tag{2.1.16}
\end{align*}
$$

admits a nonnegative renormalized solution $u$ which satisfies

$$
\begin{equation*}
u(x) \leq 2 c_{p} K_{1} \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega](x) \quad \forall x \in \Omega \tag{2.1.17}
\end{equation*}
$$

The role of $K_{1}=K_{1}(N, p)$ will be made explicit in Theorem 2.3.4.
Conversely, if (2.1.16) admits a nonnegative renormalized solution $u$ and $P_{l, a, \beta}(u)$ is integrable in $\Omega$, then for any compact set $K \subset \Omega$, there exists a positive constant $C$ depending on $N, p, l, a, \beta$ and $\operatorname{dist}(K, \partial \Omega)$ such that

$$
\begin{equation*}
\int_{E} P_{l, a, \beta}(u) d x+\mu(E) \leq C \operatorname{Cap}_{\mathbf{G}_{p}, Q_{p}^{*}}(E) \quad \text { for all Borel sets } E \subset K . \tag{2.1.18}
\end{equation*}
$$

Furthermore, $u \in W_{0}^{1, p_{1}}(\Omega)$ for all $1 \leq p_{1}<p$.
When $\Omega=\mathbb{R}^{N}$, we have a similar result provided $\mu$ has compact suppport.
Theorem 2.1.2 Let $1<p<N, a>0, l \in \mathbb{N}^{*}$ and $\beta \geq 1$ such that $l \beta>\frac{N(p-1)}{N-p}$ and $R>0$. If $\mu$ is a nonnegative Radon measure in $\mathbb{R}^{N}$ with $\operatorname{supp}(\mu) \subset B_{R}$ there exists $M>0$ depending on $N, p, l, a, \beta$ and $R$ such that if

$$
\left\|\mathbf{M}_{p}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M
$$

and $\omega=M| | \mathbf{M}_{p}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\chi_{B_{R}}\right] \|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1} \chi_{B_{R}}+\mu$, then $P_{l, a, \beta}\left(2 c_{p} K_{1} \mathbf{W}_{1, p}[\omega]\right)$ is integrable in $\mathbb{R}^{N}$ and the following problem

$$
\begin{align*}
-\Delta_{p} u & =P_{l, a, \beta}(u)+\mu \text { in } \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right),  \tag{2.1.19}\\
\inf _{\mathbb{R}^{N}} u & =0,
\end{align*}
$$

admits a p-superharmonic solution $u$ which satisfies

$$
\begin{equation*}
u(x) \leq 2 c_{p} K_{1} \mathbf{W}_{1, p}[\omega](x) \quad \forall x \in \mathbb{R}^{N} \tag{2.1.20}
\end{equation*}
$$

( $c_{p}$ and $K_{1}$ as in Theorem 2.1.1).
Conversely, if (2.1.19) has a solution $u$ and $P_{l, a, \beta}(u)$ is locally integrable in $\mathbb{R}^{N}$, then there exists a positive constant $C$ depending on $N, p, l, a, \beta$ such that

$$
\begin{equation*}
\int_{E} P_{l, a, \beta}(u) d x+\mu(E) \leq C \operatorname{Cap}_{\mathbf{I}_{p}, Q_{p}^{*}}(E) \quad \forall E \subset \mathbb{R}^{N}, E \text { Borel. } \tag{2.1.21}
\end{equation*}
$$

Furthermore, $u \in W_{\text {loc }}^{1, p_{1}}\left(\mathbb{R}^{N}\right)$ for all $1 \leq p_{1}<p$.
Concerning the $k$-Hessian operator we recall some notions introduced by Trudinger and Wang [24, 25, 26], and we follow their notations. For $k=1, \ldots, N$ and $u \in C^{2}(\Omega)$ the k -Hessian operator $F_{k}$ is defined by

$$
F_{k}[u]=S_{k}\left(\lambda\left(D^{2} u\right)\right),
$$

where $\lambda\left(D^{2} u\right)=\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$ denotes the eigenvalues of the Hessian matrix of second partial derivatives $D^{2} u$ and $S_{k}$ is the k-th elementary symmetric polynomial that is

$$
S_{k}(\lambda)=\sum_{1 \leq i_{1}<\ldots<i_{k} \leq N} \lambda_{i_{1} \ldots \lambda_{i_{k}} .} .
$$

It is straightforward that

$$
F_{k}[u]=\left[D^{2} u\right]_{k},
$$

where in general $[A]_{k}$ denotes the sum of the k-th principal minors of a matrix $A=\left(a_{i j}\right)$. In order that there exists a smooth k-admissible function which vanishes on $\partial \Omega$, the boundary $\partial \Omega$ must satisfy a uniformly (k-1)-convex condition, that is

$$
S_{k-1}(\kappa) \geq c_{0}>0 \text { on } \partial \Omega
$$

for some positive constant $c_{0}$, where $\kappa=\left(\kappa_{1}, \kappa_{2}, \ldots, \kappa_{n-1}\right)$ denote the principal curvatures of $\partial \Omega$ with respect to its inner normal. We also denote by $\Phi^{k}(\Omega)$ the class of uppersemicontinuous functions $\Omega \rightarrow[-\infty, \infty)$ which are $k$-convex, or subharmonic in the Perron sense (see Definition 2.5.1). In this paper we prove the following theorem (in which expression $\mathbb{E}[q]$ is the largest integer less or equal to $q$ )

Theorem 2.1.3 Let $k \in\{1,2, \ldots, \mathbb{E}[N / 2]\}$ such that $2 k<N, l \in \mathbb{N}^{*}, \beta \geq 1$ such that $l \beta>k$ and $a>0$. Let $\Omega$ be a bounded uniformly ( $k-1$ )-convex domain in $\mathbb{R}^{N}$. Let $\varphi$ be a nonnegative continuous function on $\partial \Omega$ and $\mu=\mu_{1}+f$ be a nonnegative Radon measure
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where $\mu_{1}$ has compact support in $\Omega$ and $f \in L^{q}(\Omega)$ for some $q>\frac{N}{2 k}$. Let $K_{2}=K_{2}(N, k)$ be the constant $K_{2}$ which appears in Theorem 2.5.3. Then, there exist positive constants $b$, $M_{1}$ and $M_{2}$ depending on $N, k, l, a, \beta$ and $\operatorname{diam}(\Omega)$ such that, if $\max _{\partial \Omega} \varphi \leq M_{2}$ and

$$
\left\|\mathbf{M}_{2 k, 2 \operatorname{diam}(\Omega)}^{\frac{k(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M_{1}
$$

then $P_{l, a, \beta}\left(2 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}^{2 \operatorname{diam}(\Omega)}[\mu]+b\right)$ is integrable in $\Omega$ and the following Dirichlet problem

$$
\begin{align*}
F_{k}[-u] & =P_{l, a, \beta}(u)+\mu & & \text { in } \Omega  \tag{2.1.22}\\
u & =\varphi & & \text { on } \partial \Omega
\end{align*}
$$

admits a nonnegative solution $u$, continuous near $\partial \Omega$, with $-u \in \Phi^{k}(\Omega)$ which satisfies

$$
\begin{equation*}
u(x) \leq 2 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}^{2 \operatorname{diam}(\Omega)}[\mu](x)+b \quad \forall x \in \Omega \tag{2.1.23}
\end{equation*}
$$

Conversely, if (2.1.22) admits a nonnegative solution $u$, continuous near $\partial \Omega$, such that $-u \in \Phi^{k}(\Omega)$ and $P_{l, a, \beta}(u)$ is integrable in $\Omega$, then for any compact set $K \subset \Omega$, there exists a positive constant $C$ depending on $N, k, l, a, \beta$ and $\operatorname{dist}(K, \partial \Omega)$ such that there holds

$$
\begin{equation*}
\int_{E} P_{l, a, \beta}(u) d x+\mu(E) \leq C C a p_{\mathbf{G}_{2 k}, Q_{k+1}^{*}}(E) \quad \forall E \subset K, E \text { Borel } \tag{2.1.24}
\end{equation*}
$$

where $Q_{k+1}(s)$ is defined by (2.1.13) with $p=k+1, Q_{k+1}^{*}$ is its complementary function and $\operatorname{Cap}_{\mathbf{G}_{2 k}, Q_{k+1}^{*}}(E)$ is defined accordingly by (2.1.14).

The following extension holds when $\Omega=\mathbb{R}^{N}$.
Theorem 2.1.4 Let $k \in\{1,2, \ldots, \mathbb{E}[N / 2]\}$ such that $2 k<N, l \in \mathbb{N}^{*}, \beta \geq 1$ such that $l \beta>$ $\frac{N k}{N-2 k}$ and $a>0, R>0$. If $\mu$ is a nonnegative Radon measure in $\mathbb{R}^{N}$ with $\operatorname{supp}(\mu) \subset B_{R}$ there exists $M>0$ depending on $N, k, l, a, \beta$ and $R$ such that if

$$
\left\|\mathbf{M}_{2 k}^{\frac{k(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M
$$

and $\omega=M\left\|\mathbf{M}_{2 k}^{\frac{k(\beta-1)}{\beta}}\left[\chi_{B_{R}}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1} \chi_{B_{R}}+\mu$, then $P_{l, a, \beta}\left(2 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}[\omega]\right)$ is integrable in $\mathbb{R}^{N}\left(K_{2}\right.$ as in Theorem 2.1.3) and the following Dirichlet problem

$$
\begin{align*}
& F_{k}[-u]=P_{l, a, \beta}(u)+\mu \quad \text { in } \mathbb{R}^{N}  \tag{2.1.25}\\
& \inf _{\mathbb{R}^{N}} u=0
\end{align*}
$$

admits a nonnegative solution $u$ with $-u \in \Phi^{k}\left(\mathbb{R}^{N}\right)$ which satisfies

$$
\begin{equation*}
u(x) \leq 2 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}[\omega](x) \quad \forall x \in \mathbb{R}^{N} \tag{2.1.26}
\end{equation*}
$$

Conversely, if (2.1.25) admits a nonnegative solution $u$ with $-u \in \Phi^{k}\left(\mathbb{R}^{N}\right)$ and $P_{l, a, \beta}(u)$ locally integrable in $\mathbb{R}^{N}$, then there exists a positive constant $C$ depending on $N, k, l, a, \beta$ such that there holds

$$
\begin{equation*}
\int_{E} P_{l, a, \beta}(u) d x+\mu(E) \leq C \operatorname{Cap}_{\mathbf{I}_{2 k}, Q_{k+1}^{*}}(E) \quad \forall E \subset \mathbb{R}^{N}, E \text { Borel. } \tag{2.1.27}
\end{equation*}
$$

where $\operatorname{Cap}_{\mathbf{I}_{2 k}, Q_{k+1}^{*}}(E)$ is defined accordingly by (2.1.15).

### 2.1. INTRODUCTION

The four previous theorems are connected to the following results which deals with a class of nonlinear Wolff integral equations.

Theorem 2.1.5 Let $\alpha>0, p>1, a>0, \varepsilon>0, R>0, l \in \mathbb{N}^{*}$ and $\beta \geq 1$ such that $l \beta>p-1$ and $0<\alpha p<N$. Let $f$ be a nonnegative measurable in $\mathbb{R}^{N}$ with the property that $\mu_{1}=P_{l, a+\varepsilon, \beta}(f)$ is locally integrable in $\mathbb{R}^{N}$ and $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$. There exists $M>0$ depending on $N, \alpha, p, l, a, \beta, \varepsilon$ and $R$ such that if

$$
\begin{equation*}
\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M \quad \text { and } \quad\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\mu_{1}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M \tag{2.1.28}
\end{equation*}
$$

then there exists a nonnegative function $u$ such that $P_{l, a, \beta}(u)$ is locally integrable in $\mathbb{R}^{N}$ which satisfies

$$
\begin{equation*}
u=\mathbf{W}_{\alpha, p}^{R}\left[P_{l, a, \beta}(u)+\mu\right]+f \quad \text { in } \mathbb{R}^{N} \tag{2.1.29}
\end{equation*}
$$

and

$$
\begin{equation*}
u \leq F:=2 c_{p} \mathbf{W}_{\alpha, p}^{R}\left[\omega_{1}\right]+2 c_{p} \mathbf{W}_{\alpha, p}^{R}\left[\omega_{2}\right]+f, \quad P_{l, a, \beta}(F) \in L_{l o c}^{1}\left(\mathbb{R}^{N}\right) \tag{2.1.30}
\end{equation*}
$$

where $\omega_{1}=M\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[1]\right\| \|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1}+\mu$ and $\omega_{2}=M\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[1]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1}+\mu_{1}$.
Conversely, if (2.1.29) admits a nonnegative solution $u$ and $P_{l, a, \beta}(u)$ is locally integrable in $\mathbb{R}^{N}$, then there exists a positive constant $C$ depending on $N, \alpha, p, l, a, \beta$ and $R$ such that there holds

$$
\begin{equation*}
\int_{E} P_{l, a, \beta}(u) d x+\int_{E} P_{l, a+\varepsilon, \beta}(f) d x+\mu(E) \leq C C_{\mathbf{G}_{\alpha p}, Q_{p}^{*}}(E) \quad \forall E \subset \mathbb{R}^{N}, E \text { Borel. } \tag{2.1.31}
\end{equation*}
$$

When $R=\infty$ in the above theorem, we have a similar result provided $f$ and $\mu$ have compact support in $\mathbb{R}^{N}$.

Theorem 2.1.6 Let $\alpha>0, p>1$, $a>0, \varepsilon>0, R>0, l \in \mathbb{N}^{*}$ and $\beta \geq 1$ such that $0<\alpha p<N$ and $l \beta>\frac{N(p-1)}{N-\alpha p}$. There exists $M>0$ depending on $N, \alpha, p, l, a, \beta, \varepsilon$ and $R$ such that if $f$ is a nonnegative measurable function in $\mathbb{R}^{N}$ with support in $B_{R}$ such that $\mu_{1}=P_{l, a+\varepsilon, \beta}(f)$ is locally integrable in $\mathbb{R}^{N}$ and $\mu$ is a positive measure in $\mathbb{R}^{N}$ with support in $B_{R}$ which verify

$$
\begin{equation*}
\left\|\mathbf{M}_{\alpha p}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M \quad \text { and } \quad\left\|\mathbf{M}_{\alpha p}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\mu_{1}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M \tag{2.1.32}
\end{equation*}
$$

then there exists a nonnegative function $u$ such that $P_{l, a, \beta}(u)$ is integrable in $\mathbb{R}^{N}$ which satisfies

$$
\begin{equation*}
u=\mathbf{W}_{\alpha, p}\left[P_{l, a, \beta}(u)+\mu\right]+f \quad \text { in } \mathbb{R}^{N}, \tag{2.1.33}
\end{equation*}
$$

and

$$
\begin{equation*}
u \leq F:=2 c_{p} \mathbf{W}_{\alpha, p}\left[\omega_{1}\right]+2 c_{p} \mathbf{W}_{\alpha, p}\left[\omega_{2}\right]+f, \quad P_{l, a, \beta}(F) \in L^{1}\left(\mathbb{R}^{N}\right) \tag{2.1.34}
\end{equation*}
$$

where $\omega_{1}=M\left\|\mathbf{M}_{\alpha p^{\beta}}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\chi_{B_{R}}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1} \chi_{B_{R}}+\mu$ and $\omega_{2}=M\left\|\mathbf{M}_{\alpha p^{\beta}}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\chi_{B_{R}}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1} \chi_{B_{R}}+$ $\mu_{1}$.

### 2.1. INTRODUCTION

Conversely, if (2.1.33) admits a nonnegative solution $u$ such that $P_{l, a, \beta}(u)$ is integrable in $\mathbb{R}^{N}$, then there exists a positive constant $C$ depending on $N, \alpha, p, l, a, \beta$ such that there holds

$$
\begin{equation*}
\int_{E} P_{l, a, \beta}(u) d x+\int_{E} P_{l, a, \beta}(f) d x+\mu(E) \leq C \operatorname{Cap}_{\mathbf{I}_{\alpha p}, Q_{p}^{*}}(E) \quad \forall E \subset \mathbb{R}^{N}, E \text { Borel. } \tag{2.1.35}
\end{equation*}
$$

As an application of the Wolff integral equation we can notice that $\alpha=1$, equation (2.1.33) is equivalent to

$$
-\Delta_{p}(u-f)=P_{l, a, \beta}(u)+\mu \quad \text { in } \mathbb{R}^{N}
$$

When $\alpha=\frac{2 k}{k+1}$ and $p=k+1$, it is equivalent to

$$
F_{k}[-u+f]=P_{l, a, \beta}(u)+\mu \quad \text { in } \mathbb{R}^{N}
$$

If $p=2$ equation (2.1.33) becomes linear. If we set $\gamma=2 \alpha$, then

$$
\begin{aligned}
\mathbf{W}_{\alpha, 2}[\omega](x) & =\int_{0}^{\infty} \omega\left(B_{t}(x)\right) \frac{d t}{t^{N-\gamma+1}} \\
& =\int_{\mathbb{R}^{N}}\left(\int_{|x-y|}^{\infty} \frac{d t}{t^{N-\gamma+1}}\right) d \mu(y) \\
& =\frac{1}{N-\gamma} \int_{\mathbb{R}^{N}} \frac{d \omega(y)}{|x-y|^{N-\gamma}} \\
& =\mathbf{I}_{\gamma} * \omega
\end{aligned}
$$

where $\mathbf{I}_{\gamma}$ is the Riesz kernel of order $\gamma$. Thus (2.1.33) is equivalent to

$$
(-\Delta)^{\alpha}(u-f)=P_{l, a, \beta}(u)+\mu \quad \text { in } \mathbb{R}^{N}
$$

Remark 2.1.7 In case $\Omega$ is a bounded open set, uniformly bounded of sequence $\left\{u_{n}\right\}$ (2.2.22) is essential for the existence of solutions of equations (2.1.16), (2.1.22) and (2.1.29). Moreover, conditions $l \beta>p-1$ in Theorem 2.1.1, 2.1.5 and $l \beta>k$ in Theorem 2.1.3 is necessary so as to get (2.2.22) from iteration schemes (2.2.20). Besides, in case $\Omega=\mathbb{R}^{N}$, equation (2.1.19) in Theorem 2.1.2 ( (2.1.25) in Theorem 2.1.4, (2.1.33) in Theorem 2.1.6 resp.) has nontrivial solution on $\mathbb{R}^{N}$ if and only if $l \beta>\frac{N(p-1)}{N-p}\left(l \beta>\frac{N k}{N-2 k}, l \beta>\frac{N(p-1)}{N-\alpha p}\right.$ resp.). In fact, here we only need to consider equation (2.1.19). Assume that $l \beta \leq \frac{N(p-1)}{N-p}$, using Holder inequality we have $P_{l, a, \beta}(u) \geq c u^{\gamma}$ where $p-1<\gamma \leq \frac{N(p-1)}{N-p}$, so we get from Theorem (2.3.4).

$$
u \geq K \mathbf{W}_{1, p}\left[c u^{\gamma}+\mu\right] \quad \text { in } \mathbb{R}^{N}
$$

for some constant $K$. Therefore, we can verify that

$$
\int_{E} u^{\gamma} d x+\mu(E) \leq C C a p_{\mathbf{I}_{p}, \frac{\gamma}{\gamma-p+1}}(E) \quad \forall E \subset \mathbb{R}^{N}, E \text { Borel. }
$$

see Theorem 2.2.7, where $C$ is a constant and Cap $_{\mathbf{I}_{p}, \frac{\gamma}{\gamma-p+1}}$ is a Riesz capacity.
Since $N \leq \frac{p \gamma}{\gamma-p+1}\left(\Leftrightarrow p-1<\gamma \leq \frac{N(p-1)}{N-p}\right), \operatorname{Cap}_{\mathbf{I}_{p}, \frac{\gamma}{\gamma-p+1}}(E)=0$ for all Borel set $E$, see [1]. Immediately, we deduce $u \equiv 0$ and $\mu \equiv 0$.

### 2.2 Estimates on potentials and Wolff integral equations

We denote by $B_{r}(a)$ the ball of center $a$ and radius $r>0, B_{r}=B_{r}(0)$ and by $\chi_{E}$ the characteristic function of a set $E$. The next estimates are crucial in the sequel.

Theorem 2.2.1 Let $\alpha>0, p>1$ such that $0<\alpha p<N$.

1. There exists a positive constant $c_{1}$, depending only on $N, \alpha, p$ such that for all $\mu \in$ $\mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ and $q \geq p-1,0<R \leq \infty$ we have

$$
\begin{equation*}
\left(c_{1} q\right)^{-\frac{q}{p-1}} \int_{\mathbb{R}^{N}}\left(\mathbf{I}_{\alpha p}^{R}[\mu](x)\right)^{\frac{q}{p-1}} d x \leq \int_{\mathbb{R}^{N}}\left(\mathbf{W}_{\alpha, p}^{R}[\mu](x)\right)^{q} d x \leq\left(c_{1} q\right)^{q} \int_{\mathbb{R}^{N}}\left(\mathbf{I}_{\alpha p}^{R}[\mu](x)\right)^{\frac{q}{p-1}} d x \tag{2.2.1}
\end{equation*}
$$

2. Let $R>0$. There exists a positive constant $c_{2}$, depending only on $N, \alpha, p, R$ such that for all $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ and $q \geq p-1$ we have

$$
\begin{equation*}
\left(c_{2} q\right)^{-\frac{q}{p-1}} \int_{\mathbb{R}^{N}}\left(\mathbf{G}_{\alpha p}[\mu](x)\right)^{\frac{q}{p-1}} d x \leq \int_{\mathbb{R}^{N}}\left(\mathbf{W}_{\alpha, p}^{R}[\mu](x)\right)^{q} d x \leq\left(c_{2} q\right)^{q} \int_{\mathbb{R}^{N}}\left(\mathbf{G}_{\alpha p}[\mu](x)\right)^{\frac{q}{p-1}} d x \tag{2.2.2}
\end{equation*}
$$

where $\mathbf{G}_{\alpha p}[\mu]:=\mathbf{G}_{\alpha p} * \mu$ denotes the Bessel potential of order $\alpha p$ of $\mu$.
3. There exists a positive constant $c_{3}$, depending only on $N, \alpha, R$ such that for all $\mu \in$ $\mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ and $q \geq 1$ we have

$$
\begin{equation*}
c_{3}^{-q} \int_{\mathbb{R}^{N}}\left(\mathbf{G}_{\alpha}[\mu](x)\right)^{q} d x \leq \int_{\mathbb{R}^{N}}\left(\mathbf{I}_{\alpha}^{R}[\mu](x)\right)^{q} d x \leq c_{3}^{q} \int_{\mathbb{R}^{N}}\left(\mathbf{G}_{\alpha}[\mu](x)\right)^{q} d x \tag{2.2.3}
\end{equation*}
$$

Proof. Note that $\mathbf{W}_{\frac{\alpha}{2}, 2}^{R}[\mu]=\mathbf{I}_{\alpha}^{R}[\mu]$. We can find proof of (2.2.3) in $[8$, Step 3, Theorem 2.3]. By [8, Step 2, Theorem 2.3], there is $c_{4}>0$ such that
$\int_{\mathbb{R}^{N}}\left(\mathbf{W}_{\alpha, p}^{R}[\mu](x)\right)^{q} d x \geq c_{4}^{q} \int_{\mathbb{R}^{N}}\left(\mathbf{M}_{\alpha p, R}[\mu](x)\right)^{\frac{q}{p-1}} d x \forall q \geq p-1,0<R \leq \infty$ and $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$.
We recall that $\mathbf{M}_{\alpha p, R}[\mu]=\mathbf{M}_{\alpha p, R}^{0}[\mu]$ by (2.1.10). Next we show that for all $q \geq p-1$, $0<R \leq \infty$ and $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ there holds

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left(\mathbf{M}_{\alpha p, R}[\mu](x)\right)^{\frac{q}{p-1}} d x \geq\left(c_{5} q\right)^{-q} \int_{\mathbb{R}^{N}}\left(\mathbf{W}_{\alpha, p}^{R}[\mu](x)\right)^{q} d x \tag{2.2.5}
\end{equation*}
$$

for some positive constant $c_{5}$ depending on $N, \alpha, p$. Indeed, we denote $\mu_{n}$ by $\chi_{B_{n}} \mu$ for $n \in$ $\mathbb{N}^{*}$. By [17, Theorem 1.2] or [8, Proposition 2.2], there exist constants $c_{6}=c_{6}(N, \alpha, p)>0$, $a=a(\alpha, p)>0$ and $\varepsilon_{0}=\varepsilon(N, \alpha, p)$ such that for all $n \in \mathbb{N}^{*}, t>0,0<R \leq \infty$ and $0<\varepsilon<\varepsilon_{0}$, there holds

$$
\left|\left\{\mathbf{W}_{\alpha, p}^{R} \mu_{n}>3 t\right\}\right| \leq c_{6} \exp \left(-a \varepsilon^{-1}\right)\left|\left\{\mathbf{W}_{\alpha, p}^{R} \mu_{n}>t\right\}\right|+\left|\left\{\left(\mathbf{M}_{\alpha p, R} \mu_{n}\right)^{\frac{1}{p-1}}>\varepsilon t\right\}\right|
$$

Multiplying by $q t^{q-1}$ and integrating over $(0, \infty)$, we obtain

$$
\begin{aligned}
\int_{0}^{\infty} q t^{q-1}\left|\left\{\mathbf{W}_{\alpha, p}^{R} \mu_{n}>3 t\right\}\right| d t \leq c_{6} \exp \left(-a \varepsilon^{-1}\right) & \int_{0}^{\infty} q t^{q-1}\left|\left\{\mathbf{W}_{\alpha, p}^{R} \mu_{n}>t\right\}\right| d t \\
& +\int_{0}^{\infty} q t^{q-1}\left|\left\{\left(\mathbf{M}_{\alpha p, R} \mu_{n}\right)^{\frac{1}{p-1}}>\varepsilon t\right\}\right| d t
\end{aligned}
$$

which implies

$$
\varepsilon^{q}\left(3^{-q}-c_{6} \exp \left(-a \varepsilon^{-1}\right)\right) \int_{\mathbb{R}^{N}}\left(\mathbf{W}_{\alpha, p}^{R}\left[\mu_{n}\right](x)\right)^{q} d x \leq \int_{\mathbb{R}^{N}}\left(\mathbf{M}_{\alpha p, R} \mu_{n}\right)^{\frac{q}{p-1}} d x .
$$

We see that $\sup _{0<\varepsilon<\varepsilon_{0}} \varepsilon^{q}\left(3^{-q}-c_{6} \exp \left(-a \varepsilon^{-1}\right)\right) \geq\left(c_{7} q\right)^{-q}$ for some constant $c_{7}$ which does not depend on $q$. Therefore (2.2.5) follows by Fatou's lemma. Hence, it is easy to obtain (2.2.1) from (2.2.4) and (2.2.5). At end, we obtain (2.2.2) from (2.2.1) and (2.2.3).

The next result is proved in [8].
Theorem 2.2.2 Let $\alpha>0, p>1,0 \leq \eta<p-1,0<\alpha p<N$ and $L>0$. Set $\delta=\frac{1}{2}\left(\frac{p-1-\eta}{12(p-1)}\right)^{\frac{p-1}{p-1-\eta}} \alpha p \log (2)$. Then there exists $C(L)>0$, depending on $N, \alpha, p, \eta$ and $L$ such that for any $R \in(0, \infty], \mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$, any $a \in \mathbb{R}^{N}$ and $0<r \leq L$, there holds

$$
\begin{equation*}
\frac{1}{\left|B_{2 r}(a)\right|} \int_{B_{2 r}(a)} \exp \left(\delta \frac{\left(\mathbf{W}_{\alpha, p}^{R}\left[\mu_{B_{r}(a)}\right](x)\right)^{\frac{p-1}{p-1-\eta}}}{\left\|\mathbf{M}_{\alpha p, R}^{\eta}\left[\mu_{B_{r}(a)}\right]\right\|_{L^{\infty}\left(B_{r}(a)\right)}^{\frac{1}{p-1}}}\right) d x \leq C(L), \tag{2.2.6}
\end{equation*}
$$

where $\mu_{B_{r}(a)}=\chi_{B_{r}(a)}$. Furthermore, if $\eta=0, C$ is independent of $L$.
Theorem 2.2.3 Let $\alpha>0, p>1$ with $0<\alpha p<N, \beta \geq 1$ and $R>0$. Assume $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ satisfies

$$
\begin{equation*}
\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq 1, \tag{2.2.7}
\end{equation*}
$$

and set $\omega=\left\|\mathbf{M}_{\alpha p, R}^{(p-1)(\beta-1)}[1]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1}+\mu$. Then there exist positive constants $C, \delta_{0}$ and $c$ independent on $\mu$ such that $\exp \left(\delta_{0}\left(\mathbf{W}_{\alpha, p}^{R}[\omega]\right)^{\beta}\right)$ is locally integrable in $\mathbb{R}^{N}$,

$$
\begin{equation*}
\left\|\mathbf{W}_{\alpha, p}^{R}\left[\exp \left(\delta_{0}\left(\mathbf{W}_{\alpha, p}^{R}[\omega]\right)^{\beta}\right)\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq C, \tag{2.2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{W}_{\alpha, p}^{R}\left[\exp \left(\delta_{0}\left(\mathbf{W}_{\alpha, p}^{R}[\omega]\right)^{\beta}\right)\right] \leq c \mathbf{W}_{\alpha, p}^{R}[\omega] \quad \text { in } \mathbb{R}^{N} . \tag{2.2.9}
\end{equation*}
$$

Proof. Let $\delta$ be as in Theorem 2.2.2. From (2.2.7), we have

$$
\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[\omega]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq 2
$$

Let $x \in \mathbb{R}^{N}$. Since $\omega\left(B_{t}(y)\right) \leq 2 t^{N-\alpha p} h_{\frac{(p-1)(\beta-1)}{\beta}}(t)$, for all $r \in(0, R)$ and $y \in \mathbb{R}^{N}$ we have

$$
\begin{aligned}
\mathbf{W}_{\alpha, p}^{R}[\omega](y) & =\mathbf{W}_{\alpha, p}^{r}[\omega](y)+\int_{r}^{R}\left(\frac{\omega\left(B_{t}(y)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \\
& \leq \mathbf{W}_{\alpha, p}^{r}[\omega](y)+2^{\frac{1}{p-1}} \int_{r \wedge 2^{-1}}^{2^{-1}}(-\ln t)^{-\frac{\beta-1}{\beta}} \frac{d t}{t}+2^{\frac{1}{p-1}} \int_{2^{-1}}^{R \vee 2^{-1}}(-\ln t)^{-\frac{\beta-1}{\beta}} \frac{d t}{t} \\
& \leq \mathbf{W}_{\alpha, p}^{r}[\omega](y)+c_{8}\left(-\ln \left(r \wedge 2^{-1}\right)\right)^{\frac{1}{\beta}}+c_{8} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\left(\mathbf{W}_{\alpha, p}^{R}[\omega](y)\right)^{\beta} \leq 3^{\beta-1}\left(\mathbf{W}_{\alpha, p}^{r}[\omega](y)\right)^{\beta}+c_{9} \ln \left(\frac{1}{r \wedge 2^{-1}}\right)+c_{9} . \tag{2.2.10}
\end{equation*}
$$

Let $\theta \in\left(0,2^{-\frac{\beta}{p-1}}\right]$, since $\exp \left(\frac{a+b}{2}\right) \leq \exp (a)+\exp (b)$ for all $a, b \in \mathbb{R}$, we get from (2.2.10)

$$
\begin{align*}
\exp \left(\theta \delta 3^{-\beta}\left(\mathbf{W}_{\alpha, p}^{R}[\omega](y)\right)^{\beta}\right) & \leq \exp \left(\delta 2^{-\frac{\beta}{p-1}}\left(\mathbf{W}_{\alpha, p}^{r}[\omega](y)\right)^{\beta}\right)+c_{10} \exp \left(\theta c_{11} \ln \left(\frac{1}{r \wedge 2^{-1}}\right)\right) \\
& =\exp \left(\delta 2^{-\frac{\beta}{p-1}}\left(\mathbf{W}_{\alpha, p}^{r}[\omega](y)\right)^{\beta}\right)+c_{10}\left(r \wedge 2^{-1}\right)^{-\theta c_{11}} . \tag{2.2.11}
\end{align*}
$$

For $r>0,0<t \leq r, y \in B_{r}(x)$ there holds $B_{t}(y) \subset B_{2 r}(x)$. Thus, $\mathbf{W}_{\alpha, p}^{r}[\omega]=\mathbf{W}_{\alpha, p}^{r}\left[\omega_{B_{2 r}(x)}\right]$ in $B_{r}(x)$. Then, using (2.2.6) in Theorem 2.2.2 with $\eta=\frac{(p-1)(\beta-1)}{\beta}$ and $L=2 R$ we get

$$
\int_{B_{r}(x)} \exp \left(\delta 2^{-\frac{\beta}{p-1}}\left(\mathbf{W}_{\alpha, p}^{r}[\omega]\right)^{\gamma}\right)=\int_{B_{r}(x)} \exp \left(\delta 2^{-\frac{\beta}{p-1}}\left(\mathbf{W}_{\alpha, p}^{r}\left[\omega_{B_{2 r}(x)}\right]\right)^{\gamma}\right) \leq c_{12} r^{N}
$$

Therefore, taking $\theta=2^{-\frac{\beta}{p-1}} \wedge \frac{\alpha p}{2 c_{11}}$, we deduce from (2.2.11)

$$
\begin{aligned}
\mathbf{W}_{\alpha, p}^{R}\left[\exp \left(\theta \delta 3^{-\beta}\left(\mathbf{W}_{\alpha, p}^{R}[\omega]\right)^{\gamma}\right)\right](x) & \leq \int_{0}^{R}\left(c_{12} r^{\alpha p}+c_{13}\left(r \wedge 2^{-1}\right)^{-\theta c_{11}} r^{\alpha p}\right)^{\frac{1}{p-1}} \frac{d r}{r} \\
& \leq \int_{0}^{R}\left(c_{12} r^{\alpha p}+c_{13}\left(r \wedge 2^{-1}\right)^{-\frac{\alpha p}{2}} r^{\alpha p}\right)^{\frac{1}{p-1}} \frac{d r}{r} \\
& \leq c_{14} .
\end{aligned}
$$

Hence, we get (2.2.8) with $\delta_{0}=\left(2^{-\frac{\beta}{p-1}} \wedge \frac{\alpha p}{2 c_{11}}\right) \delta 3^{-\beta}$; we also get (2.2.9) since $\mathbf{W}_{\alpha, p}^{R}[\omega] \geq$ $c_{15}$ for some positive constant $c_{15}>0$.

We recall that $H_{l}$ and $P_{l, a, \beta}$ have been defined in (2.1.11) and (2.1.12).
Theorem 2.2.4 Let $\alpha>0, p>1, l \in \mathbb{N}^{*}$ and $\beta \geq 1$ such that $0<\alpha p<N, l \beta>\frac{N(p-1)}{N-\alpha p}$ and $R>0$. Assume that $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ has support in $B_{R}$ and verifies

$$
\begin{equation*}
\| \mathbf{M}_{\alpha p}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\mu \|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq 1,\right. \tag{2.2.12}
\end{equation*}
$$

and set $\omega=\left\|\mathbf{M}_{\alpha p}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\chi_{B_{R}}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1} \chi_{B_{R}}+\mu$. Then there exist $C=C(N, \alpha, p, l, \beta, R)>0$ and $\delta_{1}=\delta_{1}(N, \alpha, p, l, \beta, R)>0$ such that $H_{l}\left(\delta_{1}\left(\mathbf{W}_{\alpha, p}[\omega]\right)^{\beta}\right)$ is integrable in $\mathbb{R}^{N}$ and

$$
\begin{equation*}
\mathbf{W}_{\alpha, p}\left[H_{l}\left(\delta_{1}\left(\mathbf{W}_{\alpha, p}[\omega]\right)^{\beta}\right)\right](x) \leq C \mathbf{W}_{\alpha, p}[\omega](x) \quad \forall x \in \mathbb{R}^{N} . \tag{2.2.13}
\end{equation*}
$$

Proof. We have from (2.2.12)

$$
\begin{equation*}
\left\|\mathbf{M}_{\alpha p}^{\frac{(p-1)(\beta-1)}{\beta}}[\omega]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq 2 . \tag{2.2.14}
\end{equation*}
$$

In particular, $\omega\left(B_{R}\right) \leq c_{16}$. Let $\delta_{1}>0$ and $x \in \mathbb{R}^{N}$ fixed. We split the Wolff potential $\mathbf{W}_{\alpha, p}[\omega]$ into lower and upper parts defined by

$$
\mathbf{L}_{\alpha, p}^{t}[\omega](x)=\int_{t}^{+\infty}\left(\frac{\omega\left(B_{r}(x)\right)}{r^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d r}{r}
$$

and

$$
\mathbf{W}_{\alpha, p}^{t}[\omega](x)=\int_{0}^{t}\left(\frac{\omega\left(B_{r}(x)\right)}{r^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d r}{r} .
$$

Using the convexity we have

$$
H_{l}\left(\delta_{1}\left(\mathbf{W}_{\alpha, p}[\omega]\right)^{\beta}\right) \leq H_{l}\left(\delta_{1} 2^{\beta}\left(\mathbf{L}_{\alpha, p}^{t}[\omega]\right)^{\beta}\right)+H_{l}\left(\delta_{1} 2^{\beta}\left(\mathbf{W}_{\alpha, p}^{t}[\omega]\right)^{\beta}\right) .
$$

Thus,
$\mathbf{W}_{\alpha, p}\left[H_{l}\left(\delta_{1}\left(\mathbf{W}_{\alpha, p}[\omega]\right)^{\beta}\right)\right](x) \leq c_{17} \int_{0}^{+\infty}\left(\frac{\omega_{t}^{1}\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}+c_{17} \int_{0}^{+\infty}\left(\frac{\omega_{t}^{2}\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}$,
where $d \omega_{t}^{1}=H_{l}\left(\delta_{1} 2^{\beta}\left(\mathbf{L}_{\alpha, p}^{t}[\omega]\right)^{\beta}\right) d x$ and $d \omega_{t}^{2}=H_{l}\left(\delta_{1} 2^{\beta}\left(\mathbf{W}_{\alpha, p}^{t}[\omega]\right)^{\beta}\right) d x$. Inequality (2.2.13) will follows from the two inequalities below,

$$
\begin{equation*}
\int_{0}^{+\infty}\left(\frac{\omega_{t}^{1}\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq c_{18} \mathbf{W}_{\alpha, p}[\omega](x) \tag{2.2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{t}^{2}\left(B_{t}(x)\right) \leq c_{18} \omega\left(B_{4 t}(x)\right) . \tag{2.2.16}
\end{equation*}
$$

Step 1 : Proof of (2.2.15). Since $B_{r}(y) \subset B_{2 r}(x)$ for $y \in B_{t}(x)$ and $r \geq t$, there holds

$$
\mathbf{L}_{\alpha, p}^{t}[\omega](y) \leq \int_{t}^{+\infty}\left(\frac{\omega\left(B_{2 r}(x)\right)}{r^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d r}{r}=2^{\frac{N-\alpha p}{p-1}} \mathbf{L}_{\alpha, p}^{2 t}[\omega](x) .
$$

It follows

$$
\omega_{t}^{1}\left(B_{t}(x)\right) \leq\left|B_{1}(0)\right| t^{N} H_{l}\left(\delta_{1} c_{19}\left(\mathbf{L}_{\alpha, p}^{2 t}[\omega](x)\right)^{\beta}\right) .
$$

Thus,

$$
\begin{equation*}
\int_{0}^{+\infty}\left(\frac{\omega_{t}^{1}\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq c_{20} \int_{0}^{\infty} A_{t}(x) d t \tag{2.2.17}
\end{equation*}
$$

where

$$
A_{t}(x)=\left(t^{\alpha p} H_{l}\left(\delta_{1} c_{19}\left(\mathbf{L}_{\alpha, p}^{2 t}[\omega](x)\right)^{\beta}\right)\right)^{\frac{1}{p-1}} \frac{1}{t}
$$

Since $H_{l}(s) \leq s^{l} \exp (s)$ for all $s \geq 0$,

$$
\begin{aligned}
A_{t}(x) & \leq c_{21}\left(t^{\alpha p}\left(\mathbf{L}_{\alpha, p}^{2 t}[\omega](x)\right)^{l \beta} \exp \left(\delta_{1} c_{19}\left(\mathbf{L}_{\alpha, p}^{2 t}[\omega](x)\right)^{\beta}\right)\right)^{\frac{1}{p-1}} \frac{1}{t} \\
& =c_{21} t^{\frac{\alpha p}{p-1}-1}\left(\mathbf{L}_{\alpha, p}^{2 t}[\omega](x)\right)^{\frac{l \beta-p+1}{p-1}} \exp \left(\delta_{1} c_{22}\left(\mathbf{L}_{\alpha, p}^{2 t}[\omega](x)\right)^{\beta}\right) \mathbf{L}_{\alpha, p}^{2 t}[\omega](x) .
\end{aligned}
$$

Now we estimate $\mathbf{L}_{\alpha, p}^{2 t}[\omega]$.
Case 1 $: t \in(0,1)$. From (2.2.14) we deduce

$$
\begin{aligned}
\mathbf{L}_{\alpha, p}^{2 t}[\omega](x) & \leq \int_{t / 2}^{1 / 2}\left(\frac{\omega\left(B_{s}(x)\right)}{s^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d s}{s}+\int_{1 / 2}^{\infty}\left(\frac{\omega\left(B_{s}(x)\right)}{s^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d s}{s} \\
& \leq c_{23} \int_{t / 2}^{1 / 2}(-\ln (s))^{-1+\frac{1}{\beta}} \frac{d s}{s}+\int_{1 / 2}^{\infty}\left(\frac{\omega\left(B_{R}\right)}{s^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d s}{s} \\
& \leq c_{24}(-\ln (t / 2))^{\frac{1}{\beta}},
\end{aligned}
$$

which implies

$$
\begin{aligned}
A_{t}(x) & \leq c_{25} t^{\frac{\alpha p}{p-1}-1}(-\ln (t / 2))^{\frac{l \beta-p+1}{\beta(p-1)}} \exp \left(\delta_{1} c_{26}(-\ln (t / 2))\right) \mathbf{L}_{\alpha, p}^{2 t}[\omega](x) \\
& =c_{27} t^{\frac{\alpha p}{p-1}-1}(-\ln (t / 2))^{\frac{l \beta-p+1}{\beta(p-1)}} t^{-\delta_{1} c_{26}} \mathbf{L}_{\alpha, p}^{2 t}[\omega](x)
\end{aligned}
$$

We take $\delta_{1} \leq \frac{1}{2 c_{26}}\left(\frac{\alpha p}{p-1}-1\right)$ and obtain

$$
\begin{equation*}
A_{t}(x) \leq c_{28} \mathbf{L}_{\alpha, p}^{2 t}[\omega](x) \quad \forall t \in(0,1) \tag{2.2.18}
\end{equation*}
$$

Case 2 $: t \geq 1$. We have

$$
\mathbf{L}_{\alpha, p}^{2 t}[\omega](x) \leq \int_{2 t}^{\infty}\left(\frac{\omega\left(B_{R}\right)}{s^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d s}{s}=c_{29} t^{-\frac{N-\alpha p}{p-1}}
$$

thus

$$
\begin{aligned}
A_{t}(x) & \leq c_{30} t^{\frac{\alpha p}{p-1}-1} t^{-\frac{(l \beta-p+1)(N-\alpha p)}{(p-1)^{2}}} \exp \left(\delta_{1} c_{31} t^{-\frac{\beta(N-\alpha p)}{p-1}}\right) \mathbf{L}_{\alpha, p}^{2 t}[\omega](x) \\
& \leq c_{32} t^{-1-\gamma} \mathbf{L}_{\alpha, p}^{2 t}[\omega](x)
\end{aligned}
$$

where $\gamma=\frac{1}{p-1}\left(\frac{l \beta(N-\alpha p)}{p-1}-N\right)>0$.
Therefore, $A_{t}(x) \leq c_{33}(t \vee 1)^{-1-\gamma} \mathbf{L}_{\alpha, p}^{2 t}[\omega](x)$ for all $t>0$. Therefore, from (2.2.17)

$$
\int_{0}^{+\infty}\left(\frac{\omega_{t}^{1}\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq c_{34} \int_{0}^{\infty}(t \vee 1)^{-1-\gamma} \mathbf{L}_{\alpha, p}^{2 t}[\omega](x) d t
$$

Using Fubini Theorem we get

$$
\begin{aligned}
\int_{0}^{+\infty}\left(\frac{\omega_{t}^{1}\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} & \leq c_{34} \int_{0}^{\infty} \int_{0}^{t / 2}(s \vee 1)^{-1-\gamma} d s\left(\frac{\omega\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \\
& \leq c_{35} \int_{0}^{\infty}\left(\frac{\omega\left(B_{t}(x)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \\
& =c_{35} \mathbf{W}_{\alpha, p}[\mu](x),
\end{aligned}
$$

which follows (2.2.15).

Step 2 : Proof of (2.2.16). For $t>0, r \leq t$ and $y \in B_{t}(x)$ we have $B_{r}(y) \subset B_{2 t}(x)$, thus

$$
\omega_{t}^{2}\left(B_{t}(x)\right)=\int_{B_{t}(x)} H_{l}\left(\delta_{1} 2^{\beta}\left(\mathbf{W}_{\alpha, p}^{t}\left[\omega_{B_{2 t}(x)}\right](y)\right)^{\beta}\right) d y
$$

By Theorem 2.2.2 there exists $c_{36}>0$ such that for $0<\delta_{1} \leq c_{36}, 0<t<2 R, z \in \mathbb{R}^{N}$,

$$
\begin{equation*}
\int_{B_{4 t}(z)} \exp \left(\delta_{1} 2^{\beta}\left(\mathbf{W}_{\alpha, p}\left[\omega_{B_{2 t}(z)}\right](y)\right)^{\beta}\right) d y \leq c_{37} t^{N} \tag{2.2.19}
\end{equation*}
$$

We take $0<\delta_{1} \leq c_{36}$.
Case 1 $: x \in B_{R}$. If $0<t<2 R$, from (2.2.19) we get

$$
\omega_{t}^{2}\left(B_{t}(x)\right) \leq c_{37} t^{N} \leq c_{38} \omega\left(B_{4 t}(x)\right)
$$

If $t \geq 2 R$, since for any $|y| \geq 2 R$,

$$
\mathbf{W}_{\alpha, p}[\omega](y)=\int_{|y| / 2}^{\infty}\left(\frac{\omega\left(B_{t}(y)\right)}{t^{N-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq c_{39} \int_{|y| / 2}^{\infty} t^{-1-\frac{N-\alpha p}{p-1}} d t \leq c_{40}|y|^{-\frac{N-\alpha p}{p-1}}
$$

and thanks to $(2.2 .19)$ we have

$$
\begin{aligned}
\omega_{t}^{2}\left(B_{t}(x)\right) & \leq \int_{B_{2 R}} \exp \left(\delta_{1} 2^{\beta}\left(\mathbf{W}_{\alpha, p}\left[\omega_{B_{R}}\right](y)\right)^{\beta}\right) d y+\int_{\mathbb{R}^{N} \backslash B_{2 R}} H_{l}\left(\delta_{1} 2^{\beta}\left(\mathbf{W}_{\alpha, p}[\omega](y)\right)^{\beta}\right) d y \\
& \leq c_{41} R^{N}+\int_{\mathbb{R}^{N} \backslash B_{2 R}} H_{l}\left(c_{42}|y|^{-\frac{\beta(N-\alpha p)}{p-1}}\right) d y \\
& \leq c_{43}+c_{43} \int_{\mathbb{R}^{N} \backslash B_{2 R}}|y|^{-\frac{l \beta(N-\alpha p)}{p-1}} d y=c_{43}+c_{44} R^{N-\frac{l \beta(N-\alpha p)}{p-1}} \\
& \leq c_{45}\left|B_{4 t}(x) \cap B_{R}\right| \leq c_{46} \omega\left(B_{4 t}(x)\right) .
\end{aligned}
$$

From this we also have $H_{l}\left(\delta_{1}\left(\mathbf{W}_{\alpha, p}[\omega]\right)^{\beta}\right) \in L^{1}\left(\mathbb{R}^{N}\right)$.
Case 2 : $x \in \mathbb{R}^{N} \backslash B_{R}$. If $|x|>R+t$ then $\omega_{t}^{2}\left(B_{t}(x)\right)=0$. Next we consider the case $R<|x| \leq R+t$. If $0<t<2 R$, we have $B_{t / 2}\left(\left(R-\frac{t}{2}\right) \frac{x}{|x|}\right) \subset B_{4 t}(x) \cap B_{R}$; thus from (2.2.19) we get

$$
\omega_{t}^{2}\left(B_{t}(x)\right) \leq c_{47} t^{N}=c_{48}\left|B_{t / 2}\left(\left(R-\frac{t}{2}\right) \frac{x}{|x|}\right)\right| \leq c_{48}\left|B_{4 t}(x) \cap B_{R}\right| \leq c_{49} \omega\left(B_{4 t}(x)\right)
$$

If $t \geq 2 R$, as in Case 1 we also obtain $\omega_{t}^{2}\left(B_{t}(x)\right) \leq c_{50} \omega\left(B_{4 t}(x)\right)$ since $B_{R} \subset B_{4 t}(x)$. Hence, we get (2.2.16). Therefore, the result follows with $\delta_{1}=\left(\frac{1}{2 c_{26}}\left(\frac{\alpha p}{p-1}-1\right)\right) \wedge c_{36}$.

In the next result we obtain estimate on a sequence of solutions of Wolff integral inequations obtained by induction.

Theorem 2.2.5 Assume that the assumptions on $\alpha, p, l, a, \beta, \varepsilon, f, \mu_{1}$ and $\mu$ of Theorem 2.1.5 are fulfilled and $R, K$ are positive real numbers. Suppose that $\left\{u_{m}\right\}$ is a sequence of nonnegative measurable functions in $\mathbb{R}^{N}$ that satisfies

$$
\begin{align*}
u_{m+1} & \leq K \mathbf{W}_{\alpha, p}^{R}\left[P_{l, a, \beta}\left(u_{m}\right)+\mu\right]+f \quad \forall m \in \mathbb{N} \\
u_{0} & \leq K \mathbf{W}_{\alpha, p}^{R}[\mu]+f \tag{2.2.20}
\end{align*}
$$

Then there exists $M>0$ depending on $N, \alpha, p, l, a, \beta, \varepsilon, K$ and $R$ such that if

$$
\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M \quad \text { and } \quad\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\mu_{1}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M
$$

there holds

$$
\begin{equation*}
P_{l, a, \beta}\left(4 c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[\omega_{1}\right]+4 c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[\omega_{2}\right]+f\right) \in L_{l o c}^{1}\left(\mathbb{R}^{N}\right) \tag{2.2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{m} \leq 2 c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[\omega_{1}\right]+2 c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[\omega_{2}\right]+f \quad \forall m \in \mathbb{N} \tag{2.2.22}
\end{equation*}
$$

where

$$
\begin{align*}
& \omega_{1}=M\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[1]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1}+\mu  \tag{2.2.23}\\
& \omega_{2}=M\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[1]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1}+\mu_{1} \tag{2.2.24}
\end{align*}
$$

and $c_{p}=1 \vee 4^{\frac{2-p}{p-1}}$.
Furthermore, if $f \equiv 0$ then (2.2.21) and (2.2.22) are satisfied with $\omega_{2} \equiv 0$.
Proof. The proof is based upon Theorems 2.2.3 and 2.2.4. Set $c_{a, \varepsilon}=2\left(1-\left(\frac{a}{a+\varepsilon}\right)^{1 / \beta}\right)^{-1}$ and $\bar{a}=a\left(4 c_{a, \varepsilon} c_{p} K\right)^{\beta}$. If $0<M \leq 1$ we define $\omega_{1}$ and $\omega_{2}$ by (2.2.23) and (2.2.24) respectively. We now assume

$$
\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M \quad \text { and } \quad\left\|\mathbf{M}_{\alpha p, R}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\mu_{1}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M
$$

We prove first that

$$
\begin{equation*}
\mathbf{W}_{\alpha, p}^{R}\left[H_{l}\left(\bar{a}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{i}\right]\right)^{\beta}\right)\right] \leq \mathbf{W}_{\alpha, p}^{R}\left[\omega_{i}\right] \quad \text { for } \quad i=1,2 \tag{2.2.25}
\end{equation*}
$$

By Theorem 2.2.3, there exist $c, \delta_{0}>0$ independent on $\mu$ such that $\exp \left(\delta_{0}\left(\mathbf{W}_{\alpha, p}^{R}\left[M^{-1} \omega_{i}\right]\right)^{\beta}\right)$ is locally integrable in $\mathbb{R}^{N}$ and

$$
\mathbf{W}_{\alpha, p}^{R}\left[\exp \left(\delta_{0}\left(\mathbf{W}_{\alpha, p}^{R}\left[M^{-1} \omega_{i}\right]\right)^{\beta}\right)\right] \leq c \mathbf{W}_{\alpha, p}^{R}\left[M^{-1} \omega_{i}\right] \quad \text { in } \mathbb{R}^{N}
$$

Since $\theta^{-l} H_{l}(s) \leq H_{l}\left(\theta^{-1} s\right)$ for all $s \geq 0$ and $0<\theta \leq 1$, it follows

$$
\begin{aligned}
\left.\mathbf{W}_{\alpha, p}^{R}\left[M^{-\frac{1}{2}\left(\frac{\beta l}{p-1}+1\right.}\right) H_{l}\left(\delta_{0} M^{-\frac{1}{2}\left(\frac{\beta}{p-1}-\frac{1}{l}\right)}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{i}\right]\right)^{\beta}\right)\right] & \leq \mathbf{W}_{\alpha, p}^{R}\left[H_{l}\left(\delta_{0} M^{-\frac{\beta}{p-1}}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{i}\right]\right)^{\beta}\right)\right] \\
& \leq \mathbf{W}_{\alpha, p}^{R}\left[\exp \left(\delta_{0}\left(\mathbf{W}_{\alpha, p}^{R}\left[M^{-1} \omega_{i}\right]\right)^{\beta}\right)\right] \\
& \leq c M^{-\frac{1}{p-1}} \mathbf{W}_{\alpha, p}^{R}\left[\omega_{i}\right]
\end{aligned}
$$

Hence,

$$
\mathbf{W}_{\alpha, p}^{R}\left[H_{l}\left(\delta_{0} M^{-\frac{1}{2}\left(\frac{\beta}{p-1}-\frac{1}{l}\right)}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{i}\right]\right)^{\beta}\right)\right] \leq c M^{\frac{1}{2(p-1)}\left(\frac{\beta l}{p-1}-1\right)} \mathbf{W}_{\alpha, p}^{R}\left[\omega_{i}\right]
$$

Therefore (2.2.25) is achieved if we prove

$$
\bar{a} \leq \delta_{0} M^{-\frac{1}{2}\left(\frac{\beta}{p-1}-\frac{1}{l}\right)} \text { and } c M^{\frac{1}{2(p-1)}\left(\frac{\beta l}{p-1}-1\right)} \leq 1
$$

which is equivalent to

$$
M \leq\left(\delta_{0} \bar{a}^{-1}\right)^{\left(\frac{1}{2}\left(\frac{\beta}{p-1}-\frac{1}{l}\right)\right)^{-1}} \wedge c^{-\left(\frac{1}{2(p-1)}\left(\frac{\beta l}{p-1}-1\right)\right)^{-1}}
$$

Thus, we choose $M=1 \wedge\left(\delta_{0} \bar{a}^{-1}\right)^{\left(\frac{1}{2}\left(\frac{\beta}{p-1}-\frac{1}{l}\right)\right)^{-1}} \wedge c^{-\left(\frac{1}{2(p-1)}\left(\frac{\beta l}{p-1}-1\right)\right)^{-1}} ;$ we obtain (2.2.25) and the fact that $H_{l}\left(\bar{a}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{i}\right]\right)^{\beta}\right) \in L_{l o c}^{1}\left(\mathbb{R}^{N}\right)$.
Now, we prove (2.2.22) by induction. Clearly, (2.2.22) holds with $m=0$. Next we assume that (2.2.22) holds with $m=n$, and we claim that

$$
\begin{equation*}
u_{n+1} \leq 2 c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[\omega_{1}\right]+2 c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[\omega_{2}\right]+f \tag{2.2.26}
\end{equation*}
$$

In fact, since $(2.2 .22)$ holds with $m=n$ and $P_{l, a, \beta}$ is convex, we have

$$
\begin{aligned}
P_{l, a, \beta}\left(u_{n}\right) & \leq P_{l, a, \beta}\left(4 c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[\omega_{1}\right]+4 c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[\omega_{2}\right]+f\right) \\
& \leq P_{l, a, \beta}\left(4 c_{a, \varepsilon} c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[\omega_{1}\right]\right)+P_{l, \varepsilon, a}\left(4 c_{a, \varepsilon} c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[\omega_{2}\right]\right)+P_{l, a, \beta}\left(\left(1+\frac{\varepsilon}{a}\right)^{1 / \beta} f\right) \\
& =H_{l}\left(\bar{a}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{1}\right]\right)^{\beta}\right)+H_{l}\left(\bar{a}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{2}\right]\right)^{\beta}\right)+P_{l, a+\varepsilon, \beta}(f)
\end{aligned}
$$

From this we derive (2.2.21). By the definition of $u_{n+1}$ and the sub-additive property of $\mathbf{W}_{\alpha, p}^{R}[$.$] , we obtain$

$$
\begin{aligned}
u_{n+1} \leq K \mathbf{W}_{\alpha, p}^{R}[ & \left.H_{l}\left(\bar{a}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{1}\right]\right)^{\beta}\right)+H_{l}\left(\bar{a}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{2}\right]\right)^{\beta}\right)+P_{l, a+\varepsilon, \beta}(f)+\mu\right]+f \\
\leq c_{p} K \mathbf{W}_{\alpha, p}^{R}[ & {\left[H_{l}\left(\bar{a}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{1}\right]\right)^{\beta}\right)\right]+c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[H_{l}\left(\bar{a}\left(\mathbf{W}_{\alpha, p}^{R}\left[\omega_{2}\right]\right)^{\beta}\right)\right] } \\
& +c_{p} K \mathbf{W}_{\alpha, p}^{R}\left[P_{l, a+\varepsilon, \beta}(f)\right]+c_{p} K \mathbf{W}_{\alpha, p}^{R}[\mu]+f
\end{aligned}
$$

Hence follows (2.2.26) from (2.2.25). This completes the proof of the theorem.

The next result is obtained by an easy adaptation of the proof Theorem 2.2.5.

Theorem 2.2.6 Assume that the assumptions on $\alpha, p, a, l, \beta, \varepsilon, f, \mu_{1}$ and $\mu$ of Theorem 2.1.6 are fulfilled and $R, K$ are positive real numbers. Suppose that $\left\{u_{m}\right\}$ is a sequence of nonnegative measurable functions in $\mathbb{R}^{N}$ that satisfies

$$
\begin{align*}
u_{m+1} & \leq K \mathbf{W}_{\alpha, p}\left[P_{l, a, \beta}\left(u_{m}\right)+\mu\right]+f \quad \forall m \in \mathbb{N} \\
u_{0} & \leq K \mathbf{W}_{\alpha, p}[\mu]+f \tag{2.2.27}
\end{align*}
$$

Then there exists $M>0$ depending on $N, \alpha, p, l, a, \beta, \varepsilon, K$ and $R$ such that if

$$
\left\|\mathbf{M}_{\alpha p}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M \quad \text { and } \quad\left\|\mathbf{M}_{\alpha p}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\mu_{1}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M
$$

there holds

$$
\begin{equation*}
P_{l, a, \beta}\left(4 c_{p} K \mathbf{W}_{\alpha, p}\left[\omega_{3}\right]+4 c_{p} K \mathbf{W}_{\alpha, p}\left[\omega_{4}\right]+f\right) \in L^{1}\left(\mathbb{R}^{N}\right) \tag{2.2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{m} \leq 2 c_{p} K \mathbf{W}_{\alpha, p}\left[\omega_{3}\right]+2 c_{p} K \mathbf{W}_{\alpha, p}\left[\omega_{4}\right]+f \quad \forall m \in \mathbb{N} \tag{2.2.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{3}=M\left\|\mathbf{M}_{\alpha p}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\chi_{B_{R}}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1} \chi_{B_{R}}+\mu \tag{2.2.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{4}=M\left\|\mathbf{M}_{\alpha p}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\chi_{B_{R}}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1} \chi_{B_{R}}+\mu_{1} \tag{2.2.31}
\end{equation*}
$$

Furthermore, if $f \equiv 0$ then (2.2.28) and (2.2.29) are satisfied with $\omega_{4} \equiv 0$.

Let $P \in C\left(\mathbb{R}^{+}\right)$be a decreasing positive function. The $(\alpha, P)$-Orlicz-Bessel capacity of a Borel set $E \subset \mathbb{R}^{N}$ is defined by (see [1, Sect 2.6])

$$
\operatorname{Cap}_{\mathbf{G}_{\alpha}, P}(E)=\inf \left\{\int_{\mathbb{R}^{N}} P(f) d x: \mathbf{G}_{\alpha} * f \geq \chi_{E}, f \geq 0, P(f) \in L^{1}\left(\mathbb{R}^{N}\right)\right\}
$$

and the $(\alpha, P)$-Orlicz-Riesz capacity

$$
\operatorname{Cap}_{\mathbf{I}_{\alpha}, P}(E)=\inf \left\{\int_{\mathbb{R}^{N}} P(f) d x: \mathbf{I}_{\alpha} * f \geq \chi_{E}, f \geq 0, P(f) \in L^{1}\left(\mathbb{R}^{N}\right)\right\}
$$

Theorem 2.2.7 Let $\alpha>0, p>1, a>0, c>0, l \in \mathbb{N}^{*}$ and $\beta \geq 1$ such that $l \beta>p-1$ and $0<\alpha p<N$. Let $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$.

1. Let $0<R \leq \infty$. If $u$ is a nonnegative Borel function in $\mathbb{R}^{N}$ such that $P_{l, a, \beta}(u)$ is locally integrable in $\mathbb{R}^{N}$ and

$$
\begin{equation*}
u(x) \geq c \mathbf{W}_{\alpha, p}^{R}\left[P_{l, a, \beta}(u)+\mu\right](x) \quad \forall x \in \mathbb{R}^{N} \tag{2.2.32}
\end{equation*}
$$

then the following statements holds.
(i) If $R<\infty$, there exists a positive constant $C_{1}$ depending on $N, \alpha, p, l, a, \beta, c$ and $R$ such that

$$
\begin{equation*}
\int_{E} P_{l, a, \beta}(u) d x+\mu(E) \leq C_{1} \operatorname{Cap}_{\mathbf{G}_{\alpha p}, Q_{p}^{*}}(E) \quad \forall E \subset \mathbb{R}^{N}, E \text { Borel. } \tag{2.2.33}
\end{equation*}
$$

(ii) If $R=\infty$, there exists a positive constant $C_{2}$ depending on $N, \alpha, p, l, a, \beta, c$ such that

$$
\begin{equation*}
\int_{E} P_{l, a, \beta}(u) d x+\mu(E) \leq C_{2} \operatorname{Cap}_{\mathbf{I}_{\alpha p}, Q_{p}^{*}}(E) \quad \forall E \subset \mathbb{R}^{N}, E \text { Borel } . \tag{2.2.34}
\end{equation*}
$$

2. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}, \mu \in \mathfrak{M}^{+}(\Omega)$ and $\delta \in(0,1)$. If $u$ is a nonnegative Borel function in $\Omega$ such that $P_{l, a, \beta}(u)$ is locally integrable in $\Omega$ and

$$
\begin{equation*}
u(x) \geq c \mathbf{W}_{\alpha, p}^{\delta d(x, \partial \Omega)}\left[P_{l, a, \beta}(u)+\mu\right](x) \quad \forall x \in \Omega \tag{2.2.35}
\end{equation*}
$$

### 2.2. ESTIMATES ON POTENTIALS AND WOLFF INTEGRAL EQUATIONS

then, for any compact set $K \subset \Omega$, there exists a positive constant $C_{3}$ depending on $N, \alpha, p, l, a, \beta, c, \delta$ and $\operatorname{dist}(K, \partial \Omega)$ such that

$$
\begin{equation*}
\int_{E} P_{l, a, \beta}(u) d x+\mu(E) \leq C_{3} \operatorname{Cap}_{\mathbf{G}_{\alpha p}, Q_{p}^{*}}(E) \quad \forall E \subset K, E \text { Borel }, \tag{2.2.36}
\end{equation*}
$$

where $Q_{p}^{*}$ is the complementary function to $Q_{p}$.

Proof. Set $d \omega=P_{l, a, \beta}(u) d x+d \mu$.

1. We have

$$
P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{R}[\omega]\right) d x \leq d \omega \quad \text { in } \mathbb{R}^{N}
$$

Let $M_{\omega}$ denote the centered Hardy-Littlewood maximal function which is defined for any $f \in L_{l o c}^{1}\left(\mathbb{R}^{N}, d \omega\right)$ by

$$
M_{\omega} f(x)=\sup _{t>0} \frac{1}{\omega\left(B_{t}(x)\right)} \int_{B_{t}(x)}|f| d \omega
$$

If $E \subset \mathbb{R}^{N}$ is a Borel set, we have

$$
\int_{\mathbb{R}^{N}}\left(M_{\omega} \chi_{E}\right)^{\frac{l \beta}{p-1}} P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{R}[\omega]\right) d x \leq \int_{\mathbb{R}^{N}}\left(M_{\omega} \chi_{E}\right)^{\frac{l \beta}{p-1}} d \omega .
$$

Since $M_{\omega}$ is bounded on $L^{s}\left(\mathbb{R}^{N}, d \omega\right), s>1$, we deduce from Fefferman's result [11] that

$$
\int_{\mathbb{R}^{N}}\left(M_{\omega} \chi_{E}\right)^{\frac{l \beta}{p-1}} P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{R}[\omega]\right) d x \leq c_{51} \omega(E)
$$

for some constant $c_{51}$ only depends on $N$ and $\frac{l \beta}{p-1}$. Since $M_{\omega} \chi_{E} \leq 1$, we derive

$$
\begin{aligned}
\left(M_{\omega} \chi_{E}(x)\right)^{\frac{l \beta}{p-1}} P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{R}[\omega](x)\right) & \geq P_{l, a, \beta}\left(c\left(M_{\omega} \chi_{E}(x)\right)^{\frac{1}{p-1}} \mathbf{W}_{\alpha, p}^{R}[\omega](x)\right) \\
& \geq P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{R}\left[\omega_{E}\right](x)\right)
\end{aligned}
$$

where $\omega_{E}=\chi_{E} \omega$. Thus

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{R}\left[\omega_{E}\right]\right) d x \leq c_{51} \omega(E) \quad \forall E \subset \mathbb{R}^{N}, E \text { Borel. } \tag{2.2.37}
\end{equation*}
$$

From (2.2.1), (2.2.2) and (2.2.3) we get

$$
\int_{\mathbb{R}^{N}} P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{R}\left[\omega_{E}\right](x)\right) d x \geq \int_{\mathbb{R}^{N}} Q_{p}\left(c_{52} \mathbf{G}_{\alpha p}\left[\omega_{E}\right](x)\right) d x \quad \text { if } R<\infty
$$

and

$$
\int_{\mathbb{R}^{N}} P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{R}\left[\omega_{E}\right](x)\right) d x \geq \int_{\mathbb{R}^{N}} Q_{p}\left(c_{53} \mathbf{I}_{\alpha p}\left[\omega_{E}\right](x)\right) d x \quad \text { if } R=\infty
$$

where $Q_{p}$ is defined by (2.1.13) and $c_{52}=\left(c_{2} \beta\right)^{-1} a^{\frac{p-1}{\beta}} c^{p-1}$ if $p \neq 2, c_{52}=c_{3}^{-1} a^{\frac{1}{\beta}} c$ if $p=2$ (the constants $c_{2}, c_{3}$ defined in (2.2.2) and (2.2.3), depend on $R$, therefore $c_{52}=c_{52}\left(r_{K}\right)$ )
and $c_{53}=\left(c_{1} \beta\right)^{-1} a^{\frac{p-1}{\beta}} c^{p-1}$ if $p \neq 2, c_{53}=a^{\frac{1}{\beta}} c$ if $p=2$. Thus, from (2.2.37) we obtain that for all Borel set $E \subset \mathbb{R}^{N}$ there holds

$$
\int_{\mathbb{R}^{N}} Q_{p}\left(c_{52} \mathbf{G}_{\alpha p}\left[\omega_{E}\right](x)\right) d x \leq c_{51} \omega(E) \text { if } R<\infty
$$

and

$$
\int_{\mathbb{R}^{N}} Q_{p}\left(c_{53} \mathbf{I}_{\alpha p}\left[\omega_{E}\right](x)\right) d x \leq c_{51} \omega(E) \text { if } R=\infty .
$$

We recall that $Q_{p}^{*}(s)=\sup _{t>0}\left\{s t-Q_{p}(t)\right\}$ satisfies the sub-additivity $\Delta_{2}$-condition (see Chapter 2 in [19]).
(i) We assume $R<\infty$. For every $f \geq 0, Q_{p}^{*}(f) \in L^{1}(\Omega)$ such that $\mathbf{G}_{\alpha p} * f \geq \chi_{E}$, we have

$$
\begin{aligned}
\omega(E) & \leq \int_{\mathbb{R}^{N}} \mathbf{G}_{\alpha p} * f d \omega_{E}=\left(2 c_{51}\right)^{-1} \int_{\mathbb{R}^{N}}\left(c_{52} \mathbf{G}_{\alpha p}\left[\omega_{E}\right]\right)\left(2 c_{51} c_{52}^{-1} f\right) d x \\
& \leq\left(2 c_{51}\right)^{-1} \int_{\mathbb{R}^{N}} Q_{p}\left(c_{52} \mathbf{G}_{\alpha p}\left[\omega_{E}\right]\right) d x+\left(2 c_{51}\right)^{-1} \int_{\mathbb{R}^{N}} Q_{p}^{*}\left(2 c_{51} c_{52}^{-1} f\right) d x \\
& \leq 2^{-1} \omega(E)+c_{54} \int_{\mathbb{R}^{N}} Q_{p}^{*}(f) d x,
\end{aligned}
$$

the last inequality following from the $\Delta_{2}$-condition. Notice that $c_{54}$, as well as the next constant $c_{55}$, depends on $r_{K}$. Thus,

$$
\omega(E) \leq 2 c_{54} \int_{\mathbb{R}^{N}} Q_{p}^{*}(f) d x
$$

Then, we get

$$
\omega(E) \leq c_{55} \operatorname{Cap}_{\mathbf{G}_{\alpha p}, Q_{p}^{*}}(E) \quad \forall E \subset \mathbb{R}^{N}, E \text { Borel. }
$$

Which implies (2.2.33).
(ii) We assume $R=\infty$. For every $f \geq 0, Q_{p}^{*}(f) \in L^{1}(\Omega)$ such that $\mathbf{I}_{\alpha p} * f \geq \chi_{E}$, since $\mathbf{I}_{\alpha p} * \omega_{E}=\mathbf{I}_{\alpha p}\left[\omega_{E}\right]$, as above we have

$$
\begin{aligned}
\omega(E) & \leq \int_{\mathbb{R}^{N}} \mathbf{I}_{\alpha p} * f d \omega_{E}=\int_{\mathbb{R}^{N}}\left(\mathbf{I}_{\alpha p} * \omega_{E}\right) f d x=\int_{\mathbb{R}^{N}} \mathbf{I}_{\alpha p}\left[\omega_{E}\right] f d x \\
& \leq 2^{-1} \omega(E)+c_{56} \int_{\mathbb{R}^{N}} Q_{p}^{*}(f) d x,
\end{aligned}
$$

Then, it follows (2.2.34).
2. Let $K \subset \Omega$ be compact. Set $r_{K}=\operatorname{dist}(K, \partial \Omega)$ and $\Omega_{K}=\left\{x \in \Omega: d(x, K)<r_{K} / 2\right\}$. We have

$$
P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{\delta d(x, \partial \Omega)}[\omega]\right) d x \leq d \omega \quad \text { in } \Omega .
$$

Thus, for any Borel set $E \subset K$

$$
\int_{\Omega}\left(M_{\omega} \chi_{E}\right)^{\frac{l \beta}{p-1}} P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{\delta d(x, \partial \Omega)}[\omega]\right) d x \leq \int_{\Omega}\left(M_{\omega} \chi_{E}\right)^{\frac{l \beta}{p-1}} d \omega .
$$

As above we get

$$
\begin{equation*}
\int_{\Omega} P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{\delta d(x, \partial \Omega)}\left[\omega_{E}\right](x)\right) d x \leq c_{51} \omega(E) \quad \forall E \subset K, E \text { Borel. } \tag{2.2.38}
\end{equation*}
$$

Note that if $x \in \Omega$ and $d(x, \partial \Omega) \leq r_{K} / 8$, then $B_{t}(x) \subset \Omega \backslash \Omega_{K}$ for all $t \in(0, \delta d(x, \partial \Omega))$; indeed, for all $y \in B_{t}(x)$

$$
d(y, \partial \Omega) \leq d(x, \partial \Omega)+|x-y|<(1+\delta) d(x, \partial \Omega)<\frac{1}{4} r_{K}
$$

thus

$$
d(y, K) \geq d(K, \partial \Omega)-d(y, \partial \Omega)>\frac{3}{4} r_{K}>\frac{1}{2} r_{K}
$$

which implies $y \notin \Omega_{K}$. We deduce that

$$
\mathbf{W}_{\alpha, p}^{\delta d(x, \partial \Omega)}\left[\omega_{E}\right](x) \geq \mathbf{W}_{\alpha, p}^{\frac{\delta}{\delta} r_{K}}\left[\omega_{E}\right](x) \quad \forall x \in \Omega
$$

and

$$
\mathbf{W}_{\alpha, p}^{\frac{\delta}{8} r_{K}}\left[\omega_{E}\right](x)=0 \quad \forall x \in \Omega^{c}
$$

Hence we obtain from (2.2.38),

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} P_{l, a, \beta}\left(c \mathbf{W}_{\alpha, p}^{\frac{\delta}{8} r_{K}}\left[\omega_{E}\right](x)\right) d x \leq c_{51} \omega(E) \quad \forall E \subset K, E \text { Borel. } \tag{2.2.39}
\end{equation*}
$$

As above we also obtain

$$
\omega(E) \leq c_{57} \operatorname{Cap}_{\mathbf{G}_{\alpha p}, Q_{p}^{*}}(E) \quad \forall E \subset K, E \text { Borel }
$$

where the positive constant $c_{57}$ depends on $r_{K}$. Inequality (2.2.36) follows and this completes the proof of the Theorem.

Proof of Theorem 2.1.5. Consider the sequence $\left\{u_{m}\right\}_{m \geq 0}$ of nonnegative functions defined by $u_{0}=f$ and

$$
u_{m+1}=\mathbf{W}_{\alpha, p}^{R}\left[P_{l, a, \beta}\left(u_{m}\right)\right]+f \quad \text { in } \quad \mathbb{R}^{N} \quad \forall m \geq 0
$$

By Theorem 2.2.5, there exists $M>0$ depending on $N, \alpha, p, l, a, \beta, \varepsilon$ and $R$ such that if (2.1.28) holds, then $\left\{u_{m}\right\}_{m \geq 0}$ is well defined and (2.2.21) and (2.2.22) are satisfied. It is easy to see that $\left\{u_{m}\right\}$ is nondecreasing. Hence, thanks to the dominated convergence theorem, we obtain that $u(x)=\lim _{m \rightarrow \infty} u_{m}(x)$ is a solution of equation (2.1.29) which satisfies (2.1.30).

Conversely, we obtain (2.1.31) directly from Theorem 2.2.7, Part 1, (i).

Proof of Theorem 2.1.6. The proof is similar to the previous one by using Theorem 2.2.6 and Theorem 2.2.7, Part 1, (ii).

### 2.3 Quasilinear Dirichlet problems

Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}$. If $\mu \in \mathfrak{M}_{b}(\Omega)$, we denote by $\mu^{+}$and $\mu^{-}$respectively its positive and negative parts in the Jordan decomposition. We denote by $\mathfrak{M}_{0}(\Omega)$ the space
of measures in $\Omega$ which are absolutely continuous with respect to the $c_{1, p}^{\Omega}$-capacity defined on a compact set $K \subset \Omega$ by

$$
c_{1, p}^{\Omega}(K)=\inf \left\{\int_{\Omega}|\nabla \varphi|^{p} d x: \varphi \geq \chi_{K}, \varphi \in C_{c}^{\infty}(\Omega)\right\}
$$

We also denote $\mathfrak{M}_{s}(\Omega)$ the space of measures in $\Omega$ with support on a set of zero $c_{1, p}^{\Omega}$-capacity. Classically, any $\mu \in \mathfrak{M}_{b}(\Omega)$ can be written in a unique way under the form $\mu=\mu_{0}+\mu_{s}$ where $\mu_{0} \in \mathfrak{M}_{0}(\Omega) \cap \mathfrak{M}_{b}(\Omega)$ and $\mu_{s} \in \mathfrak{M}_{s}(\Omega)$. It is well known that any $\mu_{0} \in \mathfrak{M}_{0}(\Omega) \cap \mathfrak{M}_{b}(\Omega)$ can be written under the form $\mu_{0}=f$ - div $g$ where $f \in L^{1}(\Omega)$ and $g \in L^{p^{\prime}}\left(\Omega, \mathbb{R}^{N}\right)$.

For $k>0$ and $s \in \mathbb{R}$ we set $T_{k}(s)=\max \{\min \{s, k\},-k\}$. If $u$ is a measurable function defined in $\Omega$, finite a.e. and such that $T_{k}(u) \in W_{l o c}^{1, p}(\Omega)$ for any $k>0$, there exists a measurable function $v: \Omega \rightarrow \mathbb{R}^{N}$ such that $\nabla T_{k}(u)=\chi_{|u| \leq k} v$ a.e. in $\Omega$ and for all $k>0$. We define the gradient $\nabla u$ of $u$ by $v=\nabla u$. We recall the definition of a renormalized solution given in [10].

Definition 2.3.1 Let $\mu=\mu_{0}+\mu_{s} \in \mathfrak{M}_{b}(\Omega)$. A measurable function $u$ defined in $\Omega$ and finite a.e. is called a renormalized solution of

$$
\begin{align*}
&-\Delta_{p} u=\mu \text { in } \Omega  \tag{2.3.1}\\
& u=0 \\
& \text { on } \partial \Omega
\end{align*}
$$

if $T_{k}(u) \in W_{0}^{1, p}(\Omega)$ for any $k>0,|\nabla u|^{p-1} \in L^{r}(\Omega)$ for any $0<r<\frac{N}{N-1}$, and $u$ has the property that for any $k>0$ there exist $\lambda_{k}^{+}$and $\lambda_{k}^{-}$belonging to $\mathfrak{M}_{b}^{+} \cap \mathfrak{M}_{0}(\Omega)$, respectively concentrated on the sets $u=k$ and $u=-k$, with the property that $\mu_{k}^{+} \rightharpoonup \mu_{s}^{+}, \mu_{k}^{-} \rightharpoonup \lambda_{s}^{-}$in the narrow topology of measures and such that

$$
\int_{\{|u|<k\}}|\nabla u|^{p-2} \nabla u . \nabla \varphi d x=\int_{\{|u|<k\}} \varphi d \mu_{0}+\int_{\Omega} \varphi d \lambda_{k}^{+}-\int_{\Omega} \varphi d \lambda_{k}^{-}
$$

for every $\varphi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega)$.
Remark 2.3.2 We recall that if $u$ is a renormalized solution to problem (2.3.1), then $\frac{|\nabla u|^{p}}{(|u|+1)^{r}} \in L^{1}(\Omega)$ for all $r>1$. From this it follows by Hölder's inequality that $u \in W_{0}^{1, p_{1}}(\Omega)$ for all $1 \leq p_{1}<p$ provided $e^{a|u|} \in L^{1}(\Omega)$ for some $a>0$. Furthermore, $u \geq 0$ a.e. in $\Omega$ if $\mu \in \mathfrak{M}_{b}^{+}(\Omega)$.

The following general stability result has been proved in [10, Th 4.1].
Theorem 2.3.3 Let $\mu=\mu_{0}+\mu_{s}^{+}-\mu_{s}^{-}$, with $\mu_{0}=F-\operatorname{div} g \in \mathfrak{M}_{0}(\Omega)$ and $\mu_{s}^{+}$, $\mu_{s}^{-}$ belonging to $\mathfrak{M}_{s}^{+}(\Omega)$. Let $\mu_{n}=F_{n}-\operatorname{div} g_{n}+\rho_{n}-\eta_{n}$ with $F_{n} \in L^{1}(\Omega), g_{n} \in\left(L^{p^{\prime}}(\Omega)\right)^{N}$ and $\rho_{n}, \eta_{n}$ belonging to $\mathfrak{M}_{b}^{+}(\Omega)$. Assume that $\left\{F_{n}\right\}$ converges to $F$ weakly in $L^{1}(\Omega),\left\{g_{n}\right\}$ converges to $g$ strongly in $\left(L^{p^{\prime}}(\Omega)\right)^{N}$ and $\left(\operatorname{div} g_{n}\right)$ is bounded in $\mathfrak{M}_{b}(\Omega)$; assume also that $\left\{\rho_{n}\right\}$ converges to $\mu_{s}^{+}$and $\left\{\eta_{n}\right\}$ to $\mu_{s}^{-}$in the narrow topology. If $\left\{u_{n}\right\}$ is a sequence of renormalized solutions of (2.3.1) with data $\mu_{n}$, then, up to a subsequence, it converges a.e. in $\Omega$ to a renormalized solution $u$ of problem (2.3.1). Furthermore, $T_{k}\left(u_{n}\right)$ converges to $T_{k}(u)$ in $W_{0}^{1, p}(\Omega)$ for any $k>0$.

We also recall the following estimate [20, Th 2.1].
Theorem 2.3.4 Let $\Omega$ be a bounded domain of $\mathbb{R}^{N}$. Then there exists a constant $K_{1}>0$, depending on $p$ and $N$ such that if $\mu \in \mathfrak{M}_{b}^{+}(\Omega)$ and $u$ is a nonnegative renormalized solution of problem (2.3.1) with data $\mu$, there holds

$$
\begin{equation*}
\frac{1}{K_{1}} \mathbf{W}_{1, p}^{\frac{d(x, \partial \Omega)}{3}}[\mu](x) \leq u(x) \leq K_{1} \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\mu](x) \quad \forall x \in \Omega \tag{2.3.2}
\end{equation*}
$$

where the positive constant $K_{1}$ only depends on $N, p$.
Proof of Theorem 2.1.1. Let $\left\{u_{m}\right\}_{m \in \mathbb{N}}$ be a sequence of nonnegative renormalized solutions of the following problems

$$
\begin{aligned}
-\Delta_{p} u_{0}=\mu & \text { in } \Omega \\
u_{0}=0 & \text { on } \partial \Omega
\end{aligned}
$$

and, for $m \in \mathbb{N}$,

$$
\begin{aligned}
-\Delta_{p} u_{m+1} & =P_{l, a, \beta}\left(u_{m}\right)+\mu & & \text { in } \Omega \\
u_{m+1} & =0 & & \text { on } \partial \Omega .
\end{aligned}
$$

Clearly, we can assume that $\left\{u_{m}\right\}$ is nondecreasing, see [21]. By Theorem 2.3.4 we have

$$
\begin{aligned}
\chi_{\Omega} u_{0} & \leq K_{1} \mathbf{W}_{1, p}^{R}[\mu] \\
\chi_{\Omega} u_{m+1} & \leq K_{1} \mathbf{W}_{1, p}^{R}\left[P_{l, a, \beta}\left(u_{m}\right)+\mu\right] \quad \forall m \in \mathbb{N}
\end{aligned}
$$

where $R=2 \operatorname{diam}(\Omega)$. Thus, by Theorem 2.2 .5 with $f \equiv 0$, there exists $M>0$ depending on $N, p, l, a, \beta, K_{1}$ and $R$ such that $P_{l, a, \beta}\left(4 c_{p} K_{1} \mathbf{W}_{1, p}^{R}[\omega]\right) \in L^{1}(\Omega)$ and

$$
\begin{equation*}
u_{m}(x) \leq 2 c_{p} K_{1} \mathbf{W}_{1, p}^{R}[\omega](x) \quad \forall x \in \Omega, m \in \mathbb{N} \tag{2.3.3}
\end{equation*}
$$

provided that

$$
\left\|M_{p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M
$$

where $\omega=M\left\|\mathbf{M}_{p, R}^{\frac{(p-1)(\beta-1)}{\beta}}[1]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1}+\mu$ and $c_{p}=1 \vee 4^{\frac{2-p}{p-1}}$. This implies that $\left\{u_{m}\right\}$ is well defined and nondecreasing. Thus $\left\{u_{m}\right\}$ converges a.e in $\Omega$ to some function $u$ which satisfies (2.1.17) in $\Omega$. Furthermore, we deduce from (2.3.3) and the monotone convergence theorem that $P_{l, a, \beta}\left(u_{m}\right) \rightarrow P_{l, a, \beta}(u)$ in $L^{1}(\Omega)$. Finally, by Theorem 2.3 .3 we obtain that $u$ is a renormalized solution of (2.1.16).
Conversely, assume that (2.1.16) admits a nonnegative renormalized solution $u$. By Theorem 2.3.4 there holds

$$
u(x) \geq \frac{1}{K_{1}} \mathbf{W}_{1, p}^{\frac{d(x, \partial \Omega)}{3}}\left[P_{l, a, \beta}(u)+\mu\right](x) \quad \text { for all } x \in \Omega
$$

Hence, we achieve (2.1.18) from Theorem 2.2.7, Part 2.

Applications. We consider the case $p=2, \beta=1$. Then $l=2$ and

$$
P_{l, a, \beta}(r)=e^{a r}-1-a r .
$$

### 2.4. P-SUPERHARMONIC FUNCTIONS AND QUASILINEAR EQUATIONS IN $\mathbb{R}^{N}$

If $\Omega$ is a bounded domain in $\mathbb{R}^{N}$, there exists $M>0$ such that if $\mu$ is a positive Radon measure in $\Omega$ which satisfies

$$
\mu\left(B_{t}(x)\right) \leq M t^{N-2} \quad \forall t>0 \text { and almost all } x \in \Omega
$$

there exists a positive solution $u$ to the following problem

$$
\begin{aligned}
-\Delta u & =e^{a u}-1-a u+\mu & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega .
\end{aligned}
$$

Furthermore

$$
u(x) \leq K(N) \int_{0}^{2 \operatorname{diam} \Omega} \frac{\omega\left(B_{t}(x)\right)}{t^{N-1}} d t=K(N) \int_{0}^{2 \operatorname{diam}(\Omega)} \frac{\mu\left(B_{t}(x)\right)}{t^{N-1}} d t+b \quad \forall x \in \Omega
$$

where $b=2 K(N) M\left|\left\|\mathbf{M}_{2,2 \operatorname{diam}(\Omega)}[1]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1}\right| B_{1} \mid(\operatorname{diam} \Omega)^{2}$. In the case $N=2$ this result has already been proved by Richard and Véron [22, Prop 2.4].

## 2.4 p-superharmonic functions and quasilinear equations in $\mathbb{R}^{N}$

We recall some definitions and properties of $p$-superharmonic functions.

Definition 2.4.1 $A$ function $u$ is said to be p-harmonic in $\mathbb{R}^{N}$ if $u \in W_{l o c}^{1, p}\left(\mathbb{R}^{N}\right) \cap C\left(\mathbb{R}^{N}\right)$ and $-\Delta_{p} u=0$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right)$. A function $u$ is called a $p$-supersolution in $\mathbb{R}^{N}$ if $u \in W_{\text {loc }}^{1, p}\left(\mathbb{R}^{N}\right)$ and $-\Delta_{p} u \geq 0$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right)$.

Definition 2.4.2 A lower semicontinuous (l.s.c) function $u: \mathbb{R}^{N} \rightarrow(-\infty, \infty]$ is called p-super-
harmonic if $u$ is not identically infinite and if, for all open $D \subset \subset \mathbb{R}^{N}$ and all $v \in C(\bar{D})$, $p$-harmonic in $D, v \leq u$ on $\partial D$ implies $v \leq u$ in $D$.

Let $u$ be a $p$-superharmonic in $\mathbb{R}^{N}$. It is well known that $u \wedge k \in W_{l o c}^{1, p}\left(\mathbb{R}^{N}\right)$ is a psupersolution for all $k>0$ and $u<\infty$ a.e in $\mathbb{R}^{N}$, thus, $u$ has a gradient (see the previous section). We also have $|\nabla u|^{p-1} \in L_{l o c}^{q}\left(\mathbb{R}^{N}\right), \frac{|\nabla u|^{p}}{(|u|+1)^{r}} \in L_{l o c}^{1}\left(\mathbb{R}^{N}\right)$ and $u \in L_{l o c}^{s}\left(\mathbb{R}^{N}\right)$ for $1 \leq q<\frac{N}{N-1}$ and $r>1,1 \leq s<\frac{N(p-1)}{N-p}$ (see [14, Theorem 7.46]). In particular, if $e^{a|u|} \in L_{l o c}^{1}\left(\mathbb{R}^{N}\right)$ for some $a>0$, then $u \in W_{l o c}^{1, p_{1}}\left(\mathbb{R}^{N}\right)$ for all $1 \leq p_{1}<p$ by Hölder's inequality. Thus for any $0 \leq \varphi \in C_{c}^{1}(\Omega)$, by the dominated convergence theorem,

$$
\left\langle-\Delta_{p} u, \varphi\right\rangle=\int_{\mathbb{R}^{N}}|\nabla u|^{p-2} \nabla u \nabla \varphi d x=\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{N}}|\nabla(u \wedge k)|^{p-2} \nabla(u \wedge k) \nabla \varphi \geq 0
$$

Hence, by the Riesz Representation Theorem we conclude that there is a nonnegative Radon measure denoted by $\mu[u]$, called Riesz measure, such that $-\Delta_{p} u=\mu[u]$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right)$.

The following weak convergence result for Riesz measures proved in [27] will be used to prove the existence of $p$-superharmonic solutions to quasilinear equations.

### 2.4. P-SUPERHARMONIC FUNCTIONS AND QUASILINEAR EQUATIONS IN $\mathbb{R}^{N}$

Theorem 2.4.3 Suppose that $\left\{u_{n}\right\}$ is a sequence of nonnegative p-superharmonic functions in $\mathbb{R}^{N}$ that converges a.e to a p-superharmonic function $u$. Then the sequence of measures $\left\{\mu\left[u_{n}\right]\right\}$ converges to $\mu[u]$ in the weak sense of measures.

The next theorem is proved in [20]
Theorem 2.4.4 Let $\mu$ be a measure in $\mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$. Suppose that $\mathbf{W}_{1, p}[\mu]<\infty$ a.e. Then there exists a nonnegative p-superharmonic function $u$ in $\mathbb{R}^{N}$ such that $-\Delta_{p} u=\mu$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right), \inf _{\mathbb{R}^{N}} u=0$ and

$$
\begin{equation*}
\frac{1}{K_{1}} \mathbf{W}_{1, p}[\mu](x) \leq u(x) \leq K_{1} \mathbf{W}_{1, p}[\mu](x) \tag{2.4.1}
\end{equation*}
$$

for all $x$ in $\mathbb{R}^{N}$, where the constant $K_{1}$ is as in Theorem 2.3.4. Furthermore any $p$ superharmonic function $u$ in $\mathbb{R}^{N}$, such that $\inf _{\mathbb{R}^{N}} u=0$ satisfies (2.4.1) with $\mu=-\Delta_{p} u$.

Proof of Theorem 2.1.2. Let $\left\{u_{m}\right\}_{m \in \mathbb{N}}$ be a sequence of $p$-superharmonic solutions of the following problems

$$
\begin{aligned}
-\Delta_{p} u_{0} & =\mu \quad \text { in } \quad \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) \\
\inf _{\mathbb{R}^{N}} u_{0} & =0
\end{aligned}
$$

and, for $m \in \mathbb{N}$,

$$
\begin{aligned}
-\Delta_{p} u_{m+1} & =P_{l, a, \beta}\left(u_{m}\right)+\mu \quad \text { in } \quad \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) \\
\inf _{\mathbb{R}^{N}} u_{m+1} & =0
\end{aligned}
$$

Clearly, we can assume that $\left\{u_{m}\right\}$ is nondecreasing. By Theorem 2.4.4 we have

$$
\begin{aligned}
u_{0} & \leq K_{1} \mathbf{W}_{1, p}[\mu] \\
u_{m+1} & \leq K_{1} \mathbf{W}_{1, p}\left[P_{l, a, \beta}\left(u_{m}\right)+\mu\right] \quad \forall m \in \mathbb{N}
\end{aligned}
$$

Thus, by Theorem 2.2 .6 with $f \equiv 0$, there exists $M>0$ depending on $N, p, l, a, \beta, K_{1}$ and $R$ such that $P_{l, a, \beta}\left(4 c_{p} K_{1} \mathbf{W}_{1, p}[\omega]\right) \in L^{1}\left(\mathbb{R}^{N}\right)$ and

$$
\begin{equation*}
u_{m} \leq 2 c_{p} K_{1} \mathbf{W}_{1, p}[\omega] \quad \forall m \in \mathbb{N} \tag{2.4.2}
\end{equation*}
$$

provided that

$$
\left\|M_{p}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M
$$

where $\omega=M\left\|\mathbf{M}_{p}^{\frac{(p-1)(\beta-1)}{\beta}}\left[\chi_{B_{R}}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1} \chi_{B_{R}}+\mu$. This implies that $\left\{u_{m}\right\}$ is well defined and nondecreasing. Thus, $\left\{u_{m}\right\}$ converges a.e in $\mathbb{R}^{N}$ to some $p$-superharmonic function $u$ which satisfies (2.1.20) in $\mathbb{R}^{N}$. Furthermore, we deduce from (2.4.2) and the monotone convergence theorem that $P_{l, a, \beta}\left(u_{m}\right) \rightarrow P_{l, a, \beta}(u)$ in $L^{1}\left(\mathbb{R}^{N}\right)$. Finally, by Theorem 2.4.3 we conclude that $u$ is a p-superharmonic solution of (2.1.19).
Conversely, assume that (2.1.19) admits a nonnegative renormalized solution $u$. By Theorem 2.4.4 there holds

$$
u(x) \geq \frac{1}{K_{1}} \mathbf{W}_{1, p}\left[P_{l, a, \beta}(u)+\mu\right](x) \quad \text { for all } x \in \mathbb{R}^{N}
$$

Hence, we obtain (2.1.21) from Theorem 2.2.7, Part 1, (ii).

### 2.5 Hessian equations

In this section $\Omega \subset \mathbb{R}^{N}$ is either a bounded domain with a $C^{2}$ boundary or the whole $\mathbb{R}^{N}$. For $k=1, \ldots, N$ and $u \in C^{2}(\Omega)$ the k-hessian operator $F_{k}$ is defined by

$$
F_{k}[u]=S_{k}\left(\lambda\left(D^{2} u\right)\right),
$$

where $\lambda\left(D^{2} u\right)=\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$ denotes the eigenvalues of the Hessian matrix of second partial derivative $D^{2} u$ and $S_{k}$ is the k-th elementary symmetric polynomial that is

$$
S_{k}(\lambda)=\sum_{1 \leq i_{1}<\ldots<i_{k} \leq N} \lambda_{i_{1} \ldots \lambda_{i_{k}} .} .
$$

We can see that

$$
F_{k}[u]=\left[D^{2} u\right]_{k},
$$

where for a matrix $A=\left(a_{i j}\right),[A]_{k}$ denotes the sum of the k -th principal minors. We assume that $\partial \Omega$ is uniformly ( $\mathrm{k}-1$ )-convex, that is

$$
S_{k-1}(\kappa) \geq c_{0}>0 \text { on } \partial \Omega,
$$

for some positive constant $c_{0}$, where $\kappa=\left(\kappa_{1}, \kappa_{2}, \ldots, \kappa_{n-1}\right)$ denote the principal curvatures of $\partial \Omega$ with respect to its inner normal.

Definition 2.5.1 An upper-semicontinuous function $u: \Omega \rightarrow[-\infty, \infty$ ) is $k$-convex ( $k$ subharmonic) if, for every open set $\Omega^{\prime} \subset \bar{\Omega}^{\prime} \subset \Omega$ and for every function $v \in C^{2}\left(\Omega^{\prime}\right) \cap C\left(\overline{\Omega^{\prime}}\right)$ satisfying $F_{k}[v] \leq 0$ in $\Omega^{\prime}$, the following implication is true

$$
u \leq v \text { on } \partial \Omega^{\prime} \quad \Longrightarrow \quad u \leq v \text { in } \Omega^{\prime} .
$$

We denote by $\Phi^{k}(\Omega)$ the class of all $k$-subharmonic functions in $\Omega$ which are not identically equal to $-\infty$.

The following weak convergence result for $k$-Hessian operators proved in [25] is fundamental in our study.

Theorem 2.5.2 Let $\Omega$ be either a bounded uniformly ( $k$-1)-convex in $\mathbb{R}^{N}$ or the whole $\mathbb{R}^{N}$. For each $u \in \Phi^{k}(\Omega)$, there exist a nonnegative Radon measure $\mu_{k}[u]$ in $\Omega$ such that
$1 \mu_{k}[u]=F_{k}[u]$ for $u \in C^{2}(\Omega)$.
2 If $\left\{u_{n}\right\}$ is a sequence of $k$-convex functions which converges a.e to $u$, then $\mu_{k}\left[u_{n}\right] \rightharpoonup \mu_{k}[u]$ in the weak sense of measures.

As in the case of quasilinear equations with measure data, precise estimates of solutions of k -Hessian equations with measures data are expressed in terms of Wolff potentials. The next results are proved in [25, 18, 20].

Theorem 2.5.3 Let $\Omega \subset \mathbb{R}^{N}$ be a bounded $C^{2}$, uniformly ( $k$-1)-convex domain. Let $\varphi$ be a nonnegative continuous function on $\partial \Omega$ and $\mu$ be a nonnegative Radon measure. Suppose that $\mu$ can be decomposed under the form

$$
\mu=\mu_{1}+f
$$

where $\mu_{1}$ is a measure with compact support in $\Omega$ and $f \in L^{q}(\Omega)$ for some $q>\frac{N}{2 k}$ if $k \leq \frac{N}{2}$, or $p=1$ if $k>\frac{N}{2}$. Then there exists a nonnegative function $u$ in $\Omega$ such that $-u \in \Phi^{k}(\Omega)$, continuous near $\partial \Omega$ and $u$ is a solution of the problem

$$
\begin{array}{rlrl}
F_{k}[-u] & =\mu & \text { in } \Omega, \\
u & =\varphi & & \text { on } \partial \Omega .
\end{array}
$$

Furthermore, any nonnegative function $u$ such that $-u \in \Phi^{k}(\Omega)$ which is continuous near $\partial \Omega$ and is a solution of above equation, satisfies

$$
\begin{equation*}
\left.\left.\frac{1}{K_{2}} \mathbf{W}_{\frac{2 k}{k+1}, k+1}^{\frac{d(x, \partial \Omega)}{8}}[\mu] \leq u(x) \leq K_{2}\left(\mathbf{W}_{\frac{2 k}{2 d i a m} \Omega}^{2+1}, k+1\right] \mu\right](x)+\max _{\partial \Omega} \varphi\right) \tag{2.5.1}
\end{equation*}
$$

where $K_{2}$ is a positive constant independent of $x, u$ and $\Omega$.
Theorem 2.5.4 Let $\mu$ be a measure in $\mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ and $2 k<N$. Suppose that $\mathbf{W}_{\frac{2 k}{k+1}, k+1}[\mu]<$ $\infty$ a.e. Then there exists $u,-u \in \Phi^{k}\left(\mathbb{R}^{N}\right)$ such that $\inf _{\mathbb{R}^{N}} u=0$ and $F_{k}[-u]=\mu$ in $\mathbb{R}^{N}$ and

$$
\begin{equation*}
\frac{1}{K_{2}} \mathbf{W}_{\frac{2 k}{k+1}, k+1}[\mu](x) \leq u(x) \leq K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}[\mu](x), \tag{2.5.2}
\end{equation*}
$$

for all $x$ in $\mathbb{R}^{N}$, where the constant $K_{2}$ is the one of the previous Theorem. Furthermore, if $u$ is a nonnegative function such that $\inf _{\mathbb{R}^{N}} u=0$ and $-u \in \Phi^{k}\left(\mathbb{R}^{N}\right)$, then (2.5.2) holds with $\mu=F_{k}[-u]$.

Proof of Theorem 2.1.3. We defined a sequence of nonnegative functions $u_{m}$, continuous near $\partial \Omega$ and such that $-u_{m} \in \Phi^{k}(\Omega)$, by the following iterative scheme

$$
\begin{align*}
F_{k}\left[-u_{0}\right] & =\mu \quad \text { in } \Omega, \\
u_{0} & =\varphi \quad \text { on } \quad \partial \Omega, \tag{2.5.3}
\end{align*}
$$

and, for $m \geq 0$,

$$
\begin{align*}
F_{k}\left[-u_{m+1}\right] & =P_{l, a, \beta}\left(u_{m}\right)+\mu & & \text { in } \Omega,  \tag{2.5.4}\\
u_{m+1} & =\varphi & & \text { on } \partial \Omega .
\end{align*}
$$

Clearly, we can assume that $\left\{u_{m}\right\}$ is nondecreasing, see [21]. By Theorem 2.5.3 we have

$$
\begin{align*}
\chi_{\Omega} u_{0} & \leq K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}^{R}[\mu]+b_{0}, \\
\chi_{\Omega} u_{m+1} & \left.\leq K_{2} \mathbf{W}_{\frac{2 k}{2}, k+1}^{k+1}, k+P_{l, a, \beta}\left(u_{m}\right)+\mu\right]+b_{0}, \tag{2.5.5}
\end{align*}
$$

where $b_{0}=K_{2} \max _{\partial \Omega} \varphi$ and $R=2 \operatorname{diam}(\Omega)$.
Then, by Theorem 2.2 .5 with $f=b_{0}$ and $\varepsilon=a$, there exists $M_{1}>0$ depending on $N, k, l, a, \beta, K_{2}$ and $R$ such that $P_{l, a, \beta}\left(4 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}^{R}\left[\omega_{1}\right]+2 g+b_{0}\right) \in L^{1}(\Omega)$ and

$$
\begin{equation*}
u_{m}(x) \leq 2 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}^{R}\left[\omega_{1}\right](x)+g+b_{0} \quad \forall x \in \Omega, \forall m \geq 0, \tag{2.5.6}
\end{equation*}
$$

provided that

$$
\left\|M_{2 k, R}^{\frac{k(\beta-1)}{\beta}}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M_{1} \text { and }\left\|M_{2 k, R}^{\frac{k(\beta-1)}{\beta}}\left[P_{l, 2 a, \beta}\left(b_{0}\right)\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M_{1}
$$

where $\omega_{1}=M_{1}\left\|\mathbf{M}_{2 k}^{\frac{(p-1)(\beta-1)}{\beta}}[1]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1}+\mu, \omega_{2}=M_{1}\left\|\mathbf{M}_{2 k}^{(p-1)(\beta-1)}{ }^{\frac{(p)}{\beta}}[1]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1}+P_{l, 2 a, \beta}\left(b_{0}\right)$ and $g=2 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}^{R}\left[\omega_{2}\right]$.
Since $\omega_{2}$ is constant, $g$ has the same property and actually $g=K_{2}\left(\left|B_{1}\right| \omega_{2}\right)^{\frac{1}{k}} R^{2}$. On the other hand, one can find constants $M_{2}$ depending on $N, k, l, a, \beta, R$ and $M_{1}$ such that if $\max _{\partial \Omega} \varphi \leq M_{2}$, then $\left\|M_{2 k, R}^{\frac{k(\beta-1)}{\beta}}\left[P_{l, 2 a, \beta}\left(b_{0}\right)\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M_{1}$.
Hence, we deduce from (2.5.6) that $P_{l, a, \beta}\left(2 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}^{R}[\mu]+b\right) \in L^{1}(\Omega)$ and

$$
\begin{equation*}
u_{m}(x) \leq 2 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}^{R}[\mu](x)+b \quad \forall x \in \Omega, \forall m \geq 0 \tag{2.5.7}
\end{equation*}
$$

for some constant $b\left(=2 g+b_{0}\right)$ depending on $N, k, l, a, \beta, R$ and $M_{1}$. Note that because we can write

$$
\omega=P_{l, a, \beta}\left(u_{m}\right)+\mu=\left(\mu_{1}+\chi_{\Omega_{\delta}} P_{l, a, \beta}\left(u_{m}\right)\right)+\left(\left(1-\chi_{\Omega_{\delta}}\right) P_{l, a, \beta}\left(u_{m}\right)+f\right),
$$

where $\Omega_{\delta}=\{x \in \Omega: d(x, \partial \Omega)>\delta\}$ and $\delta>0$ is small enough and since $u_{m}$ is continuous near $\partial \Omega$, then $\omega$ satisfies the assumptions of the data in Theorem 2.5.3. Therefore the sequence $\left\{u_{m}\right\}$ is well defined and nondecreasing. Thus, $\left\{u_{m}\right\}$ converges a.e in $\Omega$ to some function $u$ for which (2.1.23) is satisfied in $\Omega$. Furthermore, we deduce from (2.5.7) and the monotone convergence theorem that $P_{l, a, \beta}\left(u_{m}\right) \rightarrow P_{l, a, \beta}(u)$ in $L^{1}(\Omega)$. Finally, by Theorem 2.5.2, we obtain that $u$ satisfies (2.1.22) and (2.1.23).

Conversely, assume that (2.1.22) admits nonnegative solution $u$, continuous near $\partial \Omega$, such that $-u \in \Phi^{k}(\Omega)$ and $P_{l, a, \beta}(u) \in L^{1}(\Omega)$. Then by Theorem 2.5.3 we have

$$
u(x) \geq \frac{1}{K_{2}} \mathbf{W}_{\frac{2 k}{k+1}, k+1}^{\frac{d(x, \partial \Omega)}{8}}\left[P_{l, a, \beta}(u)+\mu\right](x) \quad \text { for all } x \in \Omega .
$$

Using the part 2 of Theorem 2.2.7, we conclude that (2.1.24) holds.
Proof of Theorem 2.1.4. We define a sequence of nonnegative functions $u_{m}$ with $-u_{m} \in$ $\Phi^{k}\left(\mathbb{R}^{N}\right)$, by the following iterative scheme

$$
\begin{align*}
& F_{k}\left[-u_{0}\right]=\mu \quad \text { in } \mathbb{R}^{N}  \tag{2.5.8}\\
& \inf _{\mathbb{R}^{N}} u_{0}=0,
\end{align*}
$$

and, for $m \geq 0$,

$$
\begin{align*}
& F_{k}\left[-u_{m+1}\right]=P_{l, a, \beta}\left(u_{m}\right)+\mu \text { in } \mathbb{R}^{N}  \tag{2.5.9}\\
& \inf _{\mathbb{R}^{N}} u_{m+1}=0 .
\end{align*}
$$

Clearly, we can assume that $\left\{u_{m}\right\}$ is nondecreasing. By Theorem 2.5.4, we have

$$
\begin{align*}
u_{0} & \leq K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}[\mu], \\
u_{m+1} & \leq K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}\left[P_{l, a, \beta}\left(u_{m}\right)+\mu\right] . \tag{2.5.10}
\end{align*}
$$

Thus, by Theorem 2.2 .6 with $f \equiv 0$, there exists $M>0$ depending on $N, k, l, a, \beta$ and $R$ such that $P_{l, a, \beta}\left(4 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}[\omega]\right) \in L^{1}\left(\mathbb{R}^{N}\right)$,

$$
\begin{equation*}
u_{m} \leq 2 K_{2} \mathbf{W}_{\frac{2 k}{k+1}, k+1}[\omega] \quad \forall m \geq 0 \tag{2.5.11}
\end{equation*}
$$

provided that $\left\|M_{2 k}^{\frac{k(\beta-1)}{\beta}}[\mu]\right\| \|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M$, where $\omega=M\left\|\mathbf{M}_{2 k}^{\frac{k(\beta-1)}{\beta}}\left[\chi_{B_{R}}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-1} \chi_{B_{R}}+\mu$. Therefore the sequence $\left\{u_{m}\right\}$ is well defined and nondecreasing. By arguing as in the proof of theorem 2.1.3 we obtain that $u$ satisfies (2.1.25) and (2.1.26).
Conversely, assume that (2.1.25) admits a nonnegative solution $u$ and $-u \in \Phi^{k}\left(\mathbb{R}^{N}\right)$ such that $P_{l, a, \beta}(u) \in L_{l o c}^{1}\left(\mathbb{R}^{N}\right)$, then by Theorem 2.5.4 we have

$$
u \geq \frac{1}{K_{2}} \mathbf{W}_{\frac{2 k}{k+1}, k+1}\left[P_{l, a, \beta}(u)+\mu\right]
$$

Using the part 1, (ii) of Theorem 2.2.7, we conclude that (2.1.27) holds.

## Bibliographie

[1] D. R. Adams, L.I. Heberg, Function Spaces and Potential Theory, Grundlehren der Mathematischen Wisenschaften 31, Springer-Verlag (1999).
[2] D.R. Adams, M. Pierre, Capacitary strong type estimates in semilinear problems, Ann. Inst. Fourier (Grenoble) 41, 117-135 (1991).
[3] P. Baras, M. Pierre, Critère d'existence des solutions positives pour des équations semilinéaires non monotones, Ann. Inst. H. Poincaré, Anal. Non Lin. 3, 185-212 (1985).
[4] M. F. Bidaut-Véron, Local and global behavior of solutions of quasilinear equations of Emden-Fowler type, Arch. Ration. Mech. Anal. 107, 293-324 (1989).
[5] M. F. Bidaut-Véron, Necessary conditions of existence for an elliptic equation with source term and measure data involving p-Laplacian, in : Proc. 2001 Luminy Conf. on Quasilinear Elliptic and Parabolic Equations and Systems, Electron. J. Differ. Equ. Conf. 8, 23-34 (2002).
[6] M. F. Bidaut-Véron, Removable singularities and existence for a quasilinear equation with absorption or source term and measure data, Adv. Nonlinear Stud. 3, 25-63 (2003).
[7] M. F. Bidaut-Véron, S. Pohozaev, Nonexistence results and estimates for some nonlinear elliptic problems, J. Anal. Math. 84, 1-49 (2001).
[8] M. F. Bidaut-Véron, H. Nguyen Quoc, L. Véron, Quasilinear Lane-Emden equations with absorption and measure data, J. Math. Pures Appl. 102, 315-337 (2014).
[9] I. Birindelli, F. Demengel, Some Liouville theorems for the p-Laplacian, in : Proc. 2001 Luminy Conf. on Quasilinear Elliptic and Parabolic Equations and Systems, Electron. J. Differ. Equ. Conf. 8, 35-46 (2002).
[10] G. Dal Maso, F. Murat, L. Orsina, A. Prignet, Renormalized solutions of elliptic equations with general measure data, Ann. Sc. Norm. Sup. Pisa, 28, 741-808 (1999).
[11] R. Fefferman, Strong differentiation with respect to measure, Amer. J. Math 103, 33-40 (1981).
[12] F. Ferrari, B. Franchi, I. Verbitsky, Hessian inequality and the fractional Laplacian, J. Reine Angew. Math. 667, 133-148 (2012).
[13] N. Grenon. Existence results for semilinear elliptic equations with small measure data., Ann. Inst. H. Poincaré, Anal. Non Lin. 19, 1-11 (2002).
[14] J. Heinonen, T. KilpelÃd'inen, O. Martio, Nonlinear potential theory of degenerate elliptic equations. Unabridged republication of the 1993 original. Dover Publications, Inc., Mineola, NY, 2006. xii+404 pp.
[15] T. Kilpelainen, J. Malý, Degenerate elliptic equation with measure data and nonlinear potentials, Ann. Sc. Norm. Super. Pisa, Cl. Sci. 19, 591-613 (1992).
[16] T. Kilpelainen, J. Malý, The Wiener test and potential estimates for quasilinear elliptic equations, Acta Math. 172, 137-161 (1994).
[17] P. Honzik, B. Jaye, On the good- $\lambda$ inequality for nonlinear potentials, Proc. Amer. Math. Soc. 140, 4167-4180, (2012).
[18] D. Labutin, Potential estimates for a class of fully nonlinear elliptic equations, Duke Math. J. 111, 1-49, (2002).
[19] M. M. Rao, Z. D. Ren, Theory of Orlicz Spaces, Textbooks in Pure and Applied Mathematics (1991).
[20] N. C. Phuc, I. E. Verbitsky, Quasilinear and Hessian equations of Lane-Emden type, Ann. Math. 168, 859-914 (2008).
[21] N. C. Phuc, I. E. Verbitsky, Singular quasilinear and Hessian equation and inequalities, J. Functional Analysis 256, 1875-1906 (2009).
[22] Y. Richard, L. Véron, Isotropic singularities of solutions of nonlinear elliptic inequalities, Ann. I.H.P. Analyse Non Linéaire 6,37-72 (1989).
[23] J. Serrin, H. Zou, Cauchy-Liouville and universal boundedness theorems for quasilinear elliptic equations and inequalities, Acta Math. 189 79-142, (2002).
[24] N. S. Trudinger and X.J. Wang, Hessian measures, Topological Methods in Nonlinear Analysis 10, 225-239 (1997).
[25] N. S. Trudinger, X.J. Wang, Hessian measures II, Annals of Mathematics, 150, 579604 (1999).
[26] N. S. Trudinger, X. J. Wang, Hessian measures III, Journal of Functional Analysis, 193, 1-23 (2002).
[27] N. S. Trudinger, X. J. Wang, On the weak continuity of elliptic operators and applications to potential theory, Amer. J. Math. 124, 369-410 (2002).
[28] L. Véron, Elliptic equations involving measures, in Stationary Partial Differential Equations, vol. I, Handbook of Equations, Elsevier B.V., pp. 593-712 (2004).

## Chapitre 3

## Stability properties for quasilinear parabolic equations with measure data and applications

## Abstract

Let $\Omega$ be a bounded domain of $\mathbb{R}^{N}$ and $Q=\Omega \times(0, T)$. We first study problems of the model type

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u=\mu \quad \text { in } Q \\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=u_{0} \quad \text { in } \Omega
\end{array}\right.
$$

where $p>1, \mu \in \mathfrak{M}_{b}(Q)$ and $u_{0} \in L^{1}(\Omega)$. Our main result is a stability theorem extending the results of Dal Maso, Murat, Orsina, Prignet, for the elliptic case, valid for quasilinear operators $u \longmapsto \mathcal{A}(u)=\operatorname{div}(A(x, t, \nabla u))$.
As an application, we consider perturbed problems of type

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u+\mathcal{G}(u)=\mu \quad \text { in } Q, \\
u=0 \quad \text { on } \partial \Omega \times(0, T), \\
u(0)=u_{0} \quad \text { in } \Omega,
\end{array}\right.
$$

where $\mathcal{G}(u)$ may be an absorption or a source term. In the model case $\mathcal{G}(u)= \pm|u|^{q-1} u$ $(q>p-1)$, or $\mathcal{G}$ has an exponential type. We give existence results when $q$ is subcritical, or when the measure $\mu$ is good in time and satisfies suitable capacity conditions.

### 3.1 Introduction

Let $\Omega$ be a bounded domain of $\mathbb{R}^{N}$, and $Q=\Omega \times(0, T), T>0$. We denote by $\mathfrak{M}_{b}(\Omega)$ and $\mathfrak{M}_{b}(Q)$ the sets of bounded Radon measures on $\Omega$ and $Q$ respectively. We are concerned with the problem

$$
\begin{cases}u_{t}-\operatorname{div}(A(x, t, \nabla u))= & \mu \quad \text { in } Q  \tag{3.1.1}\\ u=0 & \text { on } \partial \Omega \times(0, T) \\ u(0)=u_{0} & \text { in } \Omega\end{cases}
$$

where $\mu \in \mathfrak{M}_{b}(Q), u_{0} \in L^{1}(\Omega)$ and $A$ is a Caratheodory function on $Q \times \mathbb{R}^{N}$, such that for a.e. $(x, t) \in Q$, and any $\xi, \zeta \in \mathbb{R}^{N}$,

$$
\begin{gather*}
A(x, t, \xi) \cdot \xi \geq c_{1}|\xi|^{p}, \quad|A(x, t, \xi)| \leq a(x, t)+c_{2}|\xi|^{p-1}, \quad c_{1}, c_{2}>0, a \in L^{p^{\prime}}(Q),  \tag{3.1.2}\\
(A(x, t, \xi)-A(x, t, \zeta)) \cdot(\xi-\zeta)>0 \quad \text { if } \xi \neq \zeta . \tag{3.1.3}
\end{gather*}
$$

This includes the model problem

$$
\left\{\begin{array}{lc}
u_{t}-\Delta_{p} u=\mu & \text { in } Q  \tag{3.1.4}\\
u=0 & \text { on } \partial \Omega \times(0, T) \\
u(0)=u_{0} & \text { in } \Omega,
\end{array}\right.
$$

where $\Delta_{p}$ is the $p$-Laplacian defined by $\Delta_{p} u=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)$ with $p>1$. As an application, we consider problems with a nonlinear term of order 0 :

$$
\begin{cases}u_{t}-\operatorname{div}(A(x, \nabla u))+\mathcal{G}(u)=\mu \quad \text { in } Q  \tag{3.1.5}\\ u=0 & \text { on } \partial \Omega \times(0, T) \\ u(0)=u_{0} & \text { in } \Omega\end{cases}
$$

where $A$ is a Caratheodory function on $\Omega \times \mathbb{R}^{N}$, such that, for a.e. $x \in \Omega$, and any $\xi, \zeta \in \mathbb{R}^{N}$,

$$
\begin{gather*}
A(x, \xi) \cdot \xi \geq c_{1}|\xi|^{p}, \quad|A(x, \xi)| \leq c_{2}|\xi|^{p-1}, \quad c_{3}, c_{4}>0  \tag{3.1.6}\\
(A(x, \xi)-A(x, \zeta)) \cdot(\xi-\zeta)>0 \text { if } \xi \neq \zeta \tag{3.1.7}
\end{gather*}
$$

and $\mathcal{G}(u)$ may be an absorption or a source term, and possibly depends on $(x, t) \in Q$. The model problem is the case where $\mathcal{G}$ has a power-type $\mathcal{G}(u)= \pm|u|^{q-1} u(q>p-1)$, or an exponential type.

First make a brief survey of the elliptic associated problem :

$$
\left\{\begin{array}{cc}
-\operatorname{div}(A(x, \nabla u))=\mu & \text { in } \Omega \\
u=0 & \text { on } \partial \Omega
\end{array}\right.
$$

with $\mu \in \mathfrak{M}_{b}(\Omega)$ and assumptions (3.1.6), (3.1.7). When $p=2, A(x, \nabla u)=\nabla u$ existence and uniqueness are proved for general elliptic operators by duality methods in [59]. For $p>2-1 / N$, the existence of solutions in the sense of distributions is obtained in [23] and [24]. The condition on $p$ ensures that the gradient $\nabla u$ is well defined in $\left(L^{1}(\Omega)\right)^{N}$. For general $p>1$, new classes of solutions are introduced, first when $\mu \in L^{1}(\Omega)$, such as entropy solutions, and renormalized solutions, see [13], and also [58], and existence and
uniqueness is obtained. For any $\mu \in \mathfrak{M}_{b}(\Omega)$ the main work is done in [32, Theorems 3.1, 3.2], where not only existence is proved, but also a stability result, fundamental for applications. Uniqueness is still an open problem.

Next we make a brief survey about problem (3.1.1).
The first studies concern the case $\mu \in L^{p^{\prime}}(Q)$ and $u_{0} \in L^{2}(\Omega)$, where existence and uniqueness is obtained by variational methods, see [44]. In the general case $\mu \in \mathfrak{M}_{b}(Q)$ and $u_{0} \in \mathfrak{M}_{b}(\Omega)$, the pionner results come from [23], proving the existence of solutions in the sense of distributions for

$$
\begin{equation*}
p>p_{1}=2-\frac{1}{N+1}, \tag{3.1.8}
\end{equation*}
$$

see also [56, 57, 26]. The approximated solutions of (3.1.1) lie in Marcinkiewicz spaces $u \in L^{p_{c}, \infty}(Q)$ and $|\nabla u| \in L^{m_{c}, \infty}(Q)$, where

$$
\begin{equation*}
p_{c}=p-1+\frac{p}{N}, \quad m_{c}=p-\frac{N}{N+1} . \tag{3.1.9}
\end{equation*}
$$

This condition (3.1.8) ensures that $u$ and $|\nabla u|$ belong to $L^{1}(Q)$, since $m_{c}>1$ means $p>p_{1}$ and $p_{c}>1$ means $p>2 N /(N+1)$. Uniqueness follows in the case $p=2, A(x, t, \nabla u)=\nabla u$ by duality methods, see [48].

For $\mu \in L^{1}(Q)$, uniqueness is obtained in new classes of solutions : entropy solutions, and renormalized solutions, see [19], [55], see also [3] for a semi-group approach.

A larger set of measures is studied in [33]. They use a notion of parabolic capacity introduced in [33] also see [49, 50] that this was initiated and inspired by Pierre in [51], defined by

$$
c_{p}^{Q}(E)=\inf \left(\inf _{E \subset U \text { open } \subset Q}\left\{\|u\|_{W}: u \in W, u \geq \chi_{U} \quad \text { a.e. in } Q\right\}\right),
$$

for any Borel set $E \subset Q$, where

$$
\begin{aligned}
X & =L^{p}\left(0, T ; W_{0}^{1, p}(\Omega) \cap L^{2}(\Omega)\right), \\
W & =\left\{z: z \in X, \quad z_{t} \in X^{\prime}\right\}, \text { embedded with the norm }\|u\|_{W}=\|u\|_{X}+\left\|u_{t}\right\|_{X^{\prime}} .
\end{aligned}
$$

Let $\mathfrak{M}_{0}(Q)$ be the set of Radon measures $\mu$ on $Q$ that do not charge the sets of zero $c_{p}^{Q}$-capacity :

$$
\forall E \text { Borel set } \subset Q, \quad c_{p}^{Q}(E)=0 \Longrightarrow|\mu|(E)=0
$$

Then existence and uniqueness of renormalized solutions holds for any measure $\mu \in$ $\mathfrak{M}_{b}(\Omega) \cap \mathfrak{M}_{0}(Q)$, called regular (or diffuse) and $u_{0} \in L^{1}(\Omega)$, and $p>1$. The equivalence with the notion of entropy solutions is shown in [34]; see also [20] for more general equations.

Next consider any measure $\mu \in \mathfrak{M}_{b}(Q)$. Let $\mathfrak{M}_{s}(Q)$ be the set of all bounded Radon measures on $Q$ with support on a set of zero $c_{p}^{Q}$ capacity, also called singular. Let $\mathfrak{M}_{b}^{+}(Q), \mathfrak{M}_{0}^{+}(Q), \mathfrak{M}_{s}^{+}(Q)$ be the positive cones of $\mathfrak{M}_{b}(Q), \mathfrak{M}_{0}(Q), \mathfrak{M}_{s}(Q)$. From [33], $\mu$ can be written (in a unique way) under the form

$$
\begin{equation*}
\mu=\mu_{0}+\mu_{s}, \quad \mu_{0} \in \mathfrak{M}_{0}(Q), \quad \mu_{s}=\mu_{s}^{+}-\mu_{s}^{-}, \quad \mu_{s}^{+}, \mu_{s}^{-} \in \mathfrak{M}_{s}^{+}(Q), \tag{3.1.10}
\end{equation*}
$$

and $\mu_{0} \in \mathfrak{M}_{0}(Q)$ admits (at least) a decomposition under the form

$$
\begin{equation*}
\mu_{0}=f-\operatorname{div} g+h_{t}, \quad f \in L^{1}(Q), \quad g \in\left(L^{p^{\prime}}(Q)\right)^{N}, \quad h \in X, \tag{3.1.11}
\end{equation*}
$$

and we write $\mu_{0}=(f, g, h)$. The solutions of (3.1.1) are searched in a renormalized sense linked to this decomposition, introduced in [19, 49]. In the range (3.1.8) the existence of a renormalized solution relative to the decomposition (3.1.11) is proved in [49], using suitable approximations of $\mu_{0}$ and $\mu_{s}$. Uniqueness is still open, as well as in the elliptic case.

Next consider the problem (3.1.5). First we consider the case of an absorption term : $\mathcal{G}(u) u \geq 0$.

Let us recall the case $p=2, A(x, \nabla u)=\nabla u$ and $\mathcal{G}(u)=|u|^{q-1} u(q>1)$. The first results concern the case $\mu=0$ and $u_{0}$ is a Dirac mass in $\Omega$, see [28] : existence holds if and only if $q<(N+2) / N$. Then optimal results are given in [7], for any $\mu \in \mathfrak{M}_{b}(Q)$ and $u_{0} \in \mathfrak{M}_{b}(\Omega)$. Here two capacities are involved : the elliptic Bessel capacity $\operatorname{Cap}_{\mathbf{G}_{\alpha}, k},(\alpha>0, k>1)$ defined, for any Borel set $E \subset \mathbb{R}^{N}$, by

$$
\operatorname{Cap}_{\mathbf{G}_{\alpha}, k}(E)=\inf \left\{\|\varphi\|_{L^{k}\left(\mathbb{R}^{N}\right)}: \varphi \in L^{k}\left(\mathbb{R}^{N}\right), \quad \mathbf{G}_{\alpha} * \varphi \geq \chi_{E}\right\},
$$

where $\mathbf{G}_{\alpha}$ is the Bessel kernel of order $\alpha$; and a capacity $\operatorname{Cap}_{\mathbf{G}, k}(k>1)$ adapted to the operator of the heat equation of kernel $\mathbf{G}(x, t)=\chi_{(0, \infty)}(t)(4 \pi t)^{-N / 2} e^{-|x|^{2} / 4 t}$ : for any Borel set $E \subset \mathbb{R}^{N+1}$,

$$
\operatorname{Cap}_{\mathbf{G}, k}(E)=\inf \left\{\|\varphi\|_{L^{k}\left(\mathbb{R}^{N+1}\right)}: \varphi \in L^{k}\left(\mathbb{R}^{N+1}\right), \quad \mathbf{G} * \varphi \geq \chi_{E}\right\} .
$$

From [7], there exists a solution if and only if $\mu$ does not charge the sets of zero Cap $_{\mathbf{G}, q^{\prime}}$-capacity and $u_{0}$ does not charge the sets of zero $\mathrm{Cap}_{2 / q, q^{\prime}}$-capacity.

For $p \neq 2$ such a linear parabolic capacity cannot be used. Most of the contributions are relative to the case $\mu=0$ with $\Omega$ bounded, or $\Omega=\mathbb{R}^{N}$. The case where $u_{0}$ is a Dirac mass in $\Omega$ is studied in [35, 39] when $p>2$, and [29] when $p<2$. Existence and uniqueness hold in the subcritical case $q<p_{c}$. If $q \geq p_{c}$ and $q>1$, there is no solution with an isolated singularity at $t=0$. For $q<p_{c}$, and $u_{0} \in \mathfrak{M}_{b}^{+}(\Omega)$, the existence is obtained in the sense of distributions in [61], and for any $u_{0} \in \mathfrak{M}_{b}(\Omega)$ in [16]. The case $\mu \in L^{1}(Q), u_{0}=0$ is treated in [30], and $\mu \in L^{1}(Q), u_{0}=L^{1}(\Omega)$ in [4] where $\mathcal{G}$ can be multivalued. The case $\mu \in \mathfrak{M}_{0}(Q)$ is studied in [50], with a new formulation of the solutions, and existence and uniqueness is obtained for any function $\mathcal{G} \in C(\mathbb{R})$ such that $\mathcal{G}(u) u \geq 0$.

The case of a source term $\mathcal{G}(u)=-u^{q}$ with $u \geq 0$ has been treated in [6] for $p=2$, where optimal conditions are given for existence. As in the absorption case the arguments of proofs cannot be extended to general $p$.

### 3.2 Main results

In all the sequel we suppose that $p$ satisfies (3.1.8). Since $W_{0}^{1, p}(\Omega) \subset L^{2}(\Omega)$,

$$
X=L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right), \quad X^{\prime}=L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right) .
$$

We first study problem (3.1.1). In Section 3.3 we give some approximations of $\mu \in$ $\mathfrak{M}_{b}(Q)$, useful for the applications. In Section 3.4 we recall the definition of renormalized solutions, that we call R-solutions of (3.1.1), relative to the decomposition (3.1.11) of $\mu_{0}$, and study some of their properties.

Our main result is a stability theorem for problem (3.1.1), proved in Section 3.5, extending to the parabolic case the stability result of [32, Theorem 3.4], and improving the result of [49] :

Theorem 3.2.1 Let $A: Q \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ satisfy (3.1.2) and (3.1.3). Let $u_{0} \in L^{1}(\Omega)$, and

$$
\mu=f-\operatorname{div} g+h_{t}+\mu_{s}^{+}-\mu_{s}^{-} \in \mathfrak{M}_{b}(Q)
$$

with $f \in L^{1}(Q), g \in\left(L^{p^{\prime}}(Q)\right)^{N}, h \in X$ and $\mu_{s}^{+}, \mu_{s}^{-} \in \mathfrak{M}_{s}^{+}(Q)$. Let $u_{0, n} \in L^{1}(\Omega)$,

$$
\mu_{n}=f_{n}-\operatorname{div} g_{n}+\left(h_{n}\right)_{t}+\rho_{n}-\eta_{n} \in \mathfrak{M}_{b}(Q)
$$

with $f_{n} \in L^{1}(Q), g_{n} \in\left(L^{p^{\prime}}(Q)\right)^{N}, h_{n} \in X$, and $\rho_{n}, \eta_{n} \in \mathfrak{M}_{b}^{+}(Q)$, such that

$$
\rho_{n}=\rho_{n}^{1}-\operatorname{div} \rho_{n}^{2}+\rho_{n, s}, \quad \eta_{n}=\eta_{n}^{1}-\operatorname{div} \eta_{n}^{2}+\eta_{n, s}
$$

with $\rho_{n}^{1}, \eta_{n}^{1} \in L^{1}(Q), \rho_{n}^{2}, \eta_{n}^{2} \in\left(L^{p^{\prime}}(Q)\right)^{N}$ and $\rho_{n, s}, \eta_{n, s} \in \mathfrak{M}_{s}^{+}(Q)$. Assume that

$$
\sup _{n}\left|\mu_{n}\right|(Q)<\infty
$$

and $\left\{u_{0, n}\right\}$ converges to $u_{0}$ strongly in $L^{1}(\Omega),\left\{f_{n}\right\}$ converges to $f$ weakly in $L^{1}(Q),\left\{g_{n}\right\}$ converges to $g$ strongly in $\left(L^{p^{\prime}}(Q)\right)^{N},\left\{h_{n}\right\}$ converges to $h$ strongly in $X,\left\{\rho_{n}\right\}$ converges to $\mu_{s}^{+}$and $\left\{\eta_{n}\right\}$ converges to $\mu_{s}^{-}$in the narrow topology of measures ; and $\left\{\rho_{n}^{1}\right\},\left\{\eta_{n}^{1}\right\}$ are bounded in $L^{1}(Q)$, and $\left\{\rho_{n}^{2}\right\},\left\{\eta_{n}^{2}\right\}$ bounded in $\left(L^{p^{\prime}}(Q)\right)^{N}$. Let $\left\{u_{n}\right\}$ be a sequence of $R$-solutions of

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\mu_{n} \quad \text { in } Q  \tag{3.2.1}\\
u_{n}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=u_{0, n} \quad \text { in } \Omega
\end{array}\right.
$$

relative to the decomposition $\left(f_{n}+\rho_{n}^{1}-\eta_{n}^{1}, g_{n}+\rho_{n}^{2}-\eta_{n}^{2}, h_{n}\right)$ of $\mu_{n, 0}$. Let $v_{n}=u_{n}-h_{n}$. Then up to a subsequence, $\left\{u_{n}\right\}$ converges a.e. in $Q$ to a $R$-solution $u$ of (3.1.1), and $\left\{v_{n}\right\}$ converges a.e. in $Q$ to $v=u-h$. Moreover, $\left\{\nabla u_{n}\right\},\left\{\nabla v_{n}\right\}$ converge respectively to $\nabla u, \nabla v$ a.e. in $Q$, and $\left\{T_{k}\left(v_{n}\right)\right\}$ converge to $T_{k}(v)$ strongly in $X$ for any $k>0$.

In Section 3.6 we give applications to problems of type (3.1.5).
We first give an existence result of subcritical type, valid for any measure $\mu \in \mathfrak{M}_{b}(Q)$ :
Theorem 3.2.2 Let $A: Q \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ satisfy (3.1.2) and (3.1.3) with $a \equiv 0$. Let $(x, t, r) \mapsto \mathcal{G}(x, t, r)$ be a Caratheodory function on $Q \times \mathbb{R}$ and $G \in C\left(\mathbb{R}^{+}\right)$be a nondecreasing function with values in $\mathbb{R}^{+}$, such that

$$
\begin{equation*}
|\mathcal{G}(x, t, r)| \leq G(|r|) \quad \text { for a.e. }(x, t) \in Q \text { and any } r \in \mathbb{R} \tag{3.2.2}
\end{equation*}
$$

$$
\begin{equation*}
\int_{1}^{\infty} G(s) s^{-1-p_{c}} d s<\infty \tag{3.2.3}
\end{equation*}
$$

(i) Suppose that $\mathcal{G}(x, t, r) r \geq 0$, for a.e. $(x, t)$ in $Q$ and any $r \in \mathbb{R}$. Then, for any $\mu \in \mathfrak{M}_{b}(Q)$ and $u_{0} \in L^{1}(\Omega)$, there exists a $R$-solution $u$ of problem

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))+\mathcal{G}(u)=\mu \quad \text { in } Q  \tag{3.2.4}\\
u=0 \quad \text { in } \partial \Omega \times(0, T) \\
u(0)=u_{0} \quad \text { in } \Omega
\end{array}\right.
$$

(ii) Suppose that $\mathcal{G}(x, t, r) r \leq 0$, for a.e. $(x, t) \in Q$ and any $r \in \mathbb{R}$, and $u_{0} \geq 0, \mu \geq 0$. There exists $\varepsilon>0$ such that for any $\lambda>0$, any $\mu \in \mathfrak{M}_{b}(Q)$ and $u_{0} \in L^{1}(\Omega)$ with $\lambda+|\mu|(Q)+\left\|u_{0}\right\|_{L^{1}(\Omega)} \leq \varepsilon$, problem

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))+\lambda \mathcal{G}(u)=\mu \quad \text { in } Q  \tag{3.2.5}\\
u=0 \quad \text { in } \partial \Omega \times(0, T) \\
u(0)=u_{0} \quad \text { in } \Omega
\end{array}\right.
$$

admits a nonnegative $R$-solution.

In particular if $\mathcal{G}(u)=|u|^{q-1} u$, existence holds for any $0<q<p_{c}$, for any measure $\mu \in \mathfrak{M}_{b}(Q)$, small enough if $\mathcal{G}(u)=-|u|^{q-1} u$. In the supercritical case $q \geq p_{c}$, the class of "admissible" measures, for which there exist solutions, is not known.

Next we give new results relative to measures that have a good behaviour in $t$, based on recent results of [17] relative to the elliptic case. We recall the notions of (truncated) Wolff potential for any nonnegative measure $\omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ any $R>0, x_{0} \in \mathbb{R}^{N}$,

$$
\mathbf{W}_{1, p}^{R}[\omega]\left(x_{0}\right)=\int_{0}^{R}\left(r^{p-N} \omega\left(B\left(x_{0}, r\right)\right)\right)^{\frac{1}{p-1}} \frac{d r}{r}
$$

Any measure $\omega \in \mathfrak{M}_{b}(\Omega)$ is identified with its extension by 0 to $\mathbb{R}^{N}$. In case of absorption, we obtain the following :

Theorem 3.2.3 Let $A: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ satisfy (3.1.6) and (3.1.7). Let $p<N, q>p-1$, $\mu \in \mathfrak{M}_{b}(Q), f \in L^{1}(Q)$ and $u_{0} \in L^{1}(\Omega)$. Assume that

$$
\begin{equation*}
|\mu| \leq \omega \otimes F, \quad \text { with } \omega \in \mathfrak{M}_{b}^{+}(\Omega), F \in L^{1}((0, T)), F \geq 0 \tag{3.2.6}
\end{equation*}
$$

and $\omega$ does not charge the sets of zero $\operatorname{Cap}_{\mathbf{G}_{p}, \frac{q}{q+1-p}}$-capacity. Then there exists a $R$ - solution u of problem

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, \nabla u))+|u|^{q-1} u=f+\mu \quad \text { in } Q  \tag{3.2.7}\\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=u_{0} \quad \text { in } \Omega
\end{array}\right.
$$

From [7, Proposition 2.3], a measure $\omega \in \mathcal{M}_{b}(\Omega)$ does not charge the sets of zero $\operatorname{Cap}_{\mathbf{G}_{2}, \frac{q}{q-1}}-$ capacity if and only if $\omega \otimes \chi_{(0, T)}$ does not charge the sets of zero $\mathrm{Cap}_{2,1, \frac{q}{q-1}}$-capacity .

Therefore, when $A(x, \nabla u)=\nabla u$ and $\mu=\omega \otimes \chi_{(0, T)}, u_{0} \in L^{1}(\Omega)$, we find again the existence result of [7]. Besides, in view of [33, Theorem 2.16], there exists data $\mu \in \mathcal{M}_{b}(Q)$ in Theorem 3.2.3 such that $\mu \notin \mathcal{M}_{0}(Q)$, thus our result is the first one of existence for non diffuse measure. Otherwise our result can be extended to a more general function $\mathcal{G}$, see Remark 3.6.8. We also consider a source term.

Theorem 3.2.4 Assume that $A: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ satisfies (3.1.6) and (3.1.7). Let $p<N$, $q>p-1$. Let $\mu \in \mathfrak{M}_{b}^{+}(Q)$, and $u_{0} \in L^{\infty}(\Omega), u_{0} \geq 0$. Assume that

$$
\mu \leq \omega \otimes \chi_{(0, T)}, \quad \text { with } \omega \in \mathfrak{M}_{b}^{+}(\Omega)
$$

Then there exist $\lambda_{0}=\lambda_{0}\left(N, p, q, c_{3}, c_{4} \operatorname{diam}(\Omega)\right)$ and $b_{0}=b_{0}\left(N, p, q, c_{3}, c_{4}, \operatorname{diam}(\Omega)\right)$ such that, if

$$
\begin{equation*}
\omega(E) \leq \lambda_{0} \operatorname{Cap}_{\mathbf{G}_{p}, \frac{q}{q-p+1}}(E), \quad \forall E \text { compact } \subset \mathbb{R}^{N}, \quad\left\|u_{0}\right\|_{\infty, \Omega} \leq b_{0} \tag{3.2.8}
\end{equation*}
$$

there exists a nonnegative $R$-solution $u$ of problem

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, \nabla u))=u^{q}+\mu \quad \text { in } Q  \tag{3.2.9}\\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=u_{0} \quad \text { in } \Omega
\end{array}\right.
$$

which satisfies, a.e. in $Q$,

$$
\begin{equation*}
u(x, t) \leq C \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega](x)+2\left\|u_{0}\right\|_{\infty, \Omega} \tag{3.2.10}
\end{equation*}
$$

where a constant $C$ depends on $N, p$ and the constants $c_{3}, c_{4}$ in inequalities (3.1.6).

Corresponding results in case where $\mathcal{G}$ has exponential type are given at Theorems 3.6.9 and 3.6.14.

### 3.3 Approximations of measures

For any open set $\varpi$ of $\mathbb{R}^{m}$ and $F \in\left(L^{k}(\varpi)\right)^{\nu}, k \in[1, \infty], m, \nu \in \mathbb{N}^{*}$, we set $\|F\|_{k, \varpi}=$ $\|F\|_{\left(L^{k}(\varpi)\right)^{\nu}}$.

We give approximations of nonnegative measures in $\mathfrak{M}_{b}(Q)$. We recall that any measure $\mu \in \mathfrak{M}_{0}(Q) \cap \mathfrak{M}_{b}(Q)$ admits a decomposition under the form $\mu=(f, g, h)$ given by (3.1.11). Conversely, any measure of this form, such that $h \in L^{\infty}(Q)$, lies in $\mathfrak{M}_{0}(Q)$, see [50, Proposition 3.1].

Proposition 3.3.1 Let $\mu=\mu_{0}+\mu_{s} \in \mathcal{M}_{b}^{+}(Q)$ with $\mu_{0} \in \mathcal{M}_{0}^{+}(Q)$ and $\mu_{s} \in \mathcal{M}_{s}^{+}(Q)$.
(i) Then, we can find a decomposition $\mu_{0}=(f, g, h)$ with $f \in L^{1}(Q), g \in\left(L^{p^{\prime}}(Q)\right)^{N}, h \in$ $L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right)$ such that

$$
\begin{equation*}
\|f\|_{1, Q}+\|g\|_{p^{\prime}, Q}+\|h\|_{X}+\mu_{s}(\Omega) \leq 2 \mu(Q) \tag{3.3.1}
\end{equation*}
$$

(ii) Furthermore, there exists sequences of measures $\mu_{0, n}=\left(f_{n}, g_{n}, h_{n}\right), \mu_{s, n}$ such that $f_{n}, g_{n}, h_{n} \in C_{c}^{\infty}(Q)$ strongly converge to $f, g, h$ in $L^{1}(Q),\left(L^{p^{\prime}}(Q)\right)^{N}$ and $L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right)$ respectively, and $\mu_{s, n} \in\left(C_{c}^{\infty}(Q)\right)^{+}$converges to $\mu_{s}$ and $\mu_{n}:=\mu_{0, n}+\mu_{s, n}$ converges to $\mu$ in the narrow topology, and satisfying $\left|\mu_{n}\right|(Q) \leq \mu(Q)$,

$$
\begin{equation*}
\left\|f_{n}\right\|_{1, Q}+\left\|g_{n}\right\|_{p^{\prime}, Q}+\left\|h_{n}\right\| \|_{X}+\mu_{s, n}(Q) \leq 2 \mu(Q) \tag{3.3.2}
\end{equation*}
$$

Proof. (i) Step 1. Case where $\mu$ has a compact support in $Q$. By [33], we can find a decomposition $\mu_{0}=(f, g, h)$ with $f, g, h$ have a compact support in $Q$. Let $\left\{\varphi_{n}\right\}$ be sequence of mollifiers in $\mathbb{R}^{N+1}$. Then $\mu_{0, n}=\varphi_{n} * \mu_{0} \in C_{c}^{\infty}(Q)$ for $n$ large enough. We see that $\mu_{0, n}(Q)=\mu_{0}(Q)$ and $\mu_{0, n}$ admits the decomposition $\mu_{0, n}=\left(f_{n}, g_{n}, h_{n}\right)=\left(\varphi_{n} * f, \varphi_{n} *\right.$ $\left.g, \varphi_{n} * h\right)$. Since $\left\{f_{n}\right\},\left\{g_{n}\right\},\left\{h_{n}\right\}$ strongly converge to $f, g, h$ in $L^{1}(Q),\left(L^{p^{\prime}}(Q)\right)^{N}$ and $L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right)$ respectively, we have for $n_{0}$ large enough,

$$
\left\|f-f_{n_{0}}\right\|_{1, Q}+\left\|g-g_{n_{0}}\right\|_{p^{\prime}, Q}+\left\|h-h_{n_{0}}\right\|_{X} \leq \frac{1}{2} \mu_{0}(Q)
$$

Then we obtain a decomposition $\mu=(\hat{f}, \hat{g}, \hat{h})=\left(\mu_{n_{0}}+f-f_{n_{0}}, g-g_{n_{0}}, h-h_{n_{0}}\right)$, such that

$$
\begin{equation*}
\|\hat{f}\|_{1, Q}+\|\hat{g}\|_{p^{\prime}, Q}+\|\hat{h}\|_{X}+\mu_{s}(Q) \leq \frac{3}{2} \mu(Q) \tag{3.3.3}
\end{equation*}
$$

Step 2. General case. Let $\left\{\theta_{n}\right\}$ be a nonnegative, nondecreasing sequence in $C_{c}^{\infty}(Q)$ which converges to 1 , a.e. in $Q$. Set $\tilde{\mu}_{0}=\theta_{0} \mu$, and $\tilde{\mu}_{n}=\left(\theta_{n}-\theta_{n-1}\right) \mu$, for any $n \geq 1$. Since $\tilde{\mu}_{n}=$ $\tilde{\mu}_{0, n}+\tilde{\mu}_{s, n} \in \mathcal{M}_{0}(Q) \cap \mathcal{M}_{b}^{+}(Q)$ has compact support with $\tilde{\mu}_{0, n} \in \mathcal{M}_{0}(Q), \tilde{\mu}_{s, n} \in \mathcal{M}_{s}(Q)$, by Step 1 , we can find a decomposition $\tilde{\mu}_{0, n}=\left(\tilde{f}_{n}, \tilde{g}_{n}, \tilde{h}_{n}\right)$ such that

$$
\left\|\tilde{f}_{n}\right\|_{1, Q}+\left\|\tilde{g}_{n}\right\|_{p^{\prime}, Q}+\left\|\tilde{h}_{n}\right\|_{X}+\tilde{\mu}_{s, n}(\Omega) \leq \frac{3}{2} \tilde{\mu}_{n}(Q)
$$

Let $\bar{f}_{n}=\sum_{k=0}^{n} \tilde{f}_{k}, \bar{g}_{n}=\sum_{k=0}^{n} \tilde{g}_{k}, \bar{h}_{n}=\sum_{k=0}^{n} \tilde{h}_{k}$ and $\bar{\mu}_{s, n}=\sum_{k=0}^{n} \tilde{\mu}_{s, k}$. Clearly, $\theta_{n} \mu_{0}=$ $\left(\bar{f}_{n}, \bar{g}_{n}, \bar{h}_{n}\right), \theta_{n} \mu_{s}=\bar{\mu}_{s, n}$ and $\left\{\bar{f}_{n}\right\},\left\{\bar{g}_{n}\right\},\left\{\bar{h}_{n}\right\},\left\{\bar{\mu}_{s, n}\right\}$ converge strongly to some $f, g, h$, and $\mu_{s}$ respectively in $L^{1}(Q),\left(L^{p^{\prime}}(Q)\right)^{N}, X$ and $\mathcal{M}_{b}^{+}(Q)$, and

$$
\left\|\bar{f}_{n}\right\|_{1, Q}+\left\|\bar{g}_{n}\right\|_{p^{\prime}, Q}+\left\|\bar{h}_{n}\right\|_{X}+\bar{\mu}_{s, n}(Q) \leq \frac{3}{2} \mu(Q)
$$

Therefore, $\mu_{0}=(f, g, h)$, and (3.3.1) holds.
(ii) We take a sequence $\left\{m_{n}\right\}$ in $\mathbb{N}$ such that $f_{n}=\varphi_{m_{n}} * \bar{f}_{n}, g_{n}=\varphi_{m_{n}} * \bar{g}_{n}, h_{n}=$ $\varphi_{m_{n}} * \bar{h}_{n}, \varphi_{m_{n}} * \bar{\mu}_{s, n} \in\left(C_{c}^{\infty}(Q)\right)^{+}, \int_{Q} \varphi_{m_{n}} * \bar{\mu}_{s, n} d x d t=\bar{\mu}_{s, n}(Q)$ and

$$
\left\|f_{n}-\bar{f}_{n}\right\|_{1, Q}+\left\|g_{n}-\bar{g}_{n}\right\|_{p^{\prime}, Q}+\left\|h_{n}-\bar{h}_{n}\right\|_{X} \leq \frac{1}{n+2} \mu(Q) .
$$

Let $\mu_{0, n}=\varphi_{m_{n}} *\left(\theta_{n} \mu_{0}\right)=\left(f_{n}, g_{n}, h_{n}\right), \mu_{s, n}=\varphi_{m_{n}} * \bar{\mu}_{s, n}$ and $\mu_{n}=\mu_{0, n}+\mu_{s, n}$. Therefore, $\left\{f_{n}\right\},\left\{g_{n}\right\},\left\{h_{n}\right\}$ strongly converge to $f, g, h$ in $L^{1}(Q),\left(L^{p^{\prime}}(Q)\right)^{N}$ and $X$ respectively. And (3.3.2) holds. Furthermore, $\left\{\mu_{s, n}\right\},\left\{\mu_{n}\right\}$ converge to $\mu_{s}, \mu$ in the weak topology of measures,
and $\mu_{s, n}(Q)=\int_{Q} \theta_{n} d \mu_{s}, \mu_{n}(Q)=\int_{Q} \theta_{n} d \mu$ converges to $\mu_{s}(Q), \mu(Q)$, thus $\left\{\mu_{s, n}\right\},\left\{\mu_{n}\right\}$ converges to $\mu_{s}, \mu$ in the narrow topology and $\left|\mu_{n}\right|(Q) \leq \mu(Q)$.

Observe that part (i) of Proposition 3.3.1 was used in [49], even if there was no explicit proof. Otherwise part (ii) is a key point for finding applications to the stability Theorem. Note also a very useful consequence for approximations by nondecreasing sequences :

Proposition 3.3.2 Let $\mu \in \mathcal{M}_{b}^{+}(Q)$. Let $\left\{\mu_{n}\right\}$ be a nondecreasing sequence in $\mathcal{M}_{b}^{+}(Q)$ converging to $\mu$ in $\mathcal{M}_{b}(Q)$. Then, there exist $f_{n}, f \in L^{1}(Q), g_{n}, g \in\left(L^{p^{\prime}}(Q)\right)^{N}$ and $h_{n}, h \in$ $X, \mu_{n, s}, \mu_{s} \in \mathcal{M}_{s}^{+}(Q)$ such that

$$
\mu=f-\operatorname{div} g+h_{t}+\mu_{s}, \quad \mu_{n}=f_{n}-\operatorname{div} g_{n}+\left(h_{n}\right)_{t}+\mu_{n, s},
$$

and $\left\{f_{n}\right\},\left\{g_{n}\right\},\left\{h_{n}\right\}$ strongly converge to $f, g, h$ in $L^{1}(Q),\left(L^{p^{\prime}}(Q)\right)^{N}$ and $X$ respectively, and $\left\{\mu_{n, s}\right\}$ converges to $\mu_{s}$ (strongly) in $\mathcal{M}_{b}(Q)$ and

$$
\begin{equation*}
\left\|f_{n}\right\|_{1, Q}+\left\|g_{n}\right\|_{p^{\prime}, Q}+\left\|h_{n}\right\|_{X}+\mu_{n, s}(\Omega) \leq 2 \mu(Q) . \tag{3.3.4}
\end{equation*}
$$

Proof. Since $\left\{\mu_{n}\right\}$ is nondecreasing, then $\left\{\mu_{n, 0}\right\},\left\{\mu_{n, s}\right\}$ are nondecreasing too. Clearly, $\left\|\mu-\mu_{n}\right\|_{\mathcal{M}_{b}(Q)}=\left\|\mu_{0}-\mu_{n, 0}\right\|_{\mathcal{M}_{b}(Q)}+\left\|\mu_{s}-\mu_{n, s}\right\|_{\mathcal{M}_{b}(Q)}$. Hence, $\left\{\mu_{n, s}\right\}$ converges to $\mu_{s}$ and $\left\{\mu_{n, 0}\right\}$ converges to $\mu_{0}$ (strongly) in $\mathcal{M}_{b}(Q)$. Set $\widetilde{\mu}_{0,0}=\mu_{0,0}$, and $\widetilde{\mu}_{n, 0}=\mu_{n, 0}-\mu_{n-1,0}$ for any $n \geq 1$. By Proposition 3.3.1, (i), we can find $\tilde{f}_{n} \in L^{1}(Q), \tilde{g}_{n} \in\left(L^{p^{\prime}}(Q)\right)^{N}$ and $\tilde{h}_{n} \in X$ such that $\tilde{\mu}_{n, 0}=\left(\tilde{f}_{n}, \tilde{g}_{n}, \tilde{h}_{n}\right)$ and

$$
\left\|\tilde{f}_{n}\right\|_{1, Q}+\left\|\tilde{g}_{n}\right\|_{p^{\prime}, Q}+\left\|\tilde{h}_{n}\right\|_{X} \leq 2 \tilde{\mu}_{n, 0}(Q)
$$

Let $f_{n}=\sum_{k=0}^{n} \tilde{f}_{k}, G_{n}=\sum_{k=0}^{n} \tilde{g}_{k}$ and $h_{n}=\sum_{k=0}^{n} \tilde{h}_{k}$. Clearly, $\mu_{n, 0}=\left(f_{n}, g_{n}, h_{n}\right)$ and the convergence properties hold with (3.3.4), since

$$
\left\|f_{n}\right\|_{1, Q}+\left\|g_{n}\right\|_{p^{\prime}, Q}+\left\|h_{n}\right\|_{X} \leq 2 \mu_{0}(Q) .
$$

### 3.4 Renormalized solutions

### 3.4.1 Notations and Definition

For any function $f \in L^{1}(Q)$, we write $\int_{Q} f$ instead of $\int_{Q} f d x d t$, and for any measurable set $E \subset Q, \int_{E} f$ instead of $\int_{E} f d x d t$.
We set $T_{k}(r)=\max \{\min \{r, k\},-k\}$, for any $k>0$ and $r \in \mathbb{R}$. We recall that if $u$ is a measurable function defined and finite a.e. in $Q$, such that $T_{k}(u) \in X$ for any $k>0$, there exists a measurable function $w$ from $Q$ into $\mathbb{R}^{N}$ such that $\nabla T_{k}(u)=\chi_{|u| \leq k} w$, a.e. in $Q$, and for any $k>0$. We define the gradient $\nabla u$ of $u$ by $w=\nabla u$.

Let $\mu=\mu_{0}+\mu_{s} \in \mathfrak{M}_{b}(Q)$, and $(f, g, h)$ be a decomposition of $\mu_{0}$ given by (3.1.11), and $\widehat{\mu_{0}}=\mu_{0}-h_{t}=f-\operatorname{div} g$. In the general case $\widehat{\mu_{0}} \notin \mathfrak{M}(Q)$, but we write, for convenience,

$$
\int_{Q} w d \widehat{\mu_{0}}:=\int_{Q}(f w+g \cdot \nabla w), \quad \forall w \in X \cap L^{\infty}(Q) .
$$

Definition 3.4.1 Let $u_{0} \in L^{1}(\Omega), \mu=\mu_{0}+\mu_{s} \in \mathfrak{M}_{b}(Q)$. A measurable function $u$ is a renormalized solution, called $\boldsymbol{R}$-solution of (3.1.1) if there exists a decompostion ( $f, g, h$ ) of $\mu_{0}$ such that
$v=u-h \in L^{\sigma}\left(0, T ; W_{0}^{1, \sigma}(\Omega)\right) \cap L^{\infty}\left(0, T ; L^{1}(\Omega)\right), \quad \forall \sigma \in\left[1, m_{c}\right) ; \quad T_{k}(v) \in X, \quad \forall k>0$,
and :
(i) for any $S \in W^{2, \infty}(\mathbb{R})$ such that $S^{\prime}$ has compact support on $\mathbb{R}$, and $S(0)=0$,

$$
\begin{align*}
& -\int_{\Omega} S\left(u_{0}\right) \varphi(0) d x-\int_{Q} \varphi_{t} S(v) \\
& \quad+\int_{Q} S^{\prime}(v) A(x, t, \nabla u) \cdot \nabla \varphi+\int_{Q} S^{\prime \prime}(v) \varphi A(x, t, \nabla u) \cdot \nabla v=\int_{Q} S^{\prime}(v) \varphi \widehat{\mu_{0}}, \tag{3.4.2}
\end{align*}
$$

for any $\varphi \in X \cap L^{\infty}(Q)$ such that $\varphi_{t} \in X^{\prime}+L^{1}(Q)$ and $\varphi(., T)=0$;
(ii) for any $\phi \in C(\bar{Q})$,

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{m \leq v<2 m\}} \phi A(x, t, \nabla u) \cdot \nabla v=\int_{Q} \phi d \mu_{s}^{+},  \tag{3.4.3}\\
& \lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{-m \geq v>-2 m\}} \phi A(x, t, \nabla u) \cdot \nabla v=\int_{Q} \phi d \mu_{s}^{-} . \tag{3.4.4}
\end{align*}
$$

Remark 3.4.2 As a consequence, $S(v) \in C\left([0, T] ; L^{1}(\Omega)\right)$ and $S(v)(., 0)=S\left(u_{0}\right)$ in $\Omega$; and $u$ satisfies the equation
$(S(v))_{t}-\operatorname{div}\left(S^{\prime}(v) A(x, t, \nabla u)\right)+S^{\prime \prime}(v) A(x, t, \nabla u) . \nabla v=f S^{\prime}(v)-\operatorname{div}\left(g S^{\prime}(v)\right)+S^{\prime \prime}(v) g \cdot \nabla v$,
in the sense of distributions in $Q$, see [49, Remark 3]. Moreover

$$
\begin{aligned}
\left\|S(v)_{t}\right\|_{X^{\prime}+L^{\prime}(Q)} & \leq\left\|\operatorname{div}\left(S^{\prime}(v) A(x, t, \nabla u)\right)\right\|_{X^{\prime}}+\left\|S^{\prime \prime}(v) A(x, t, \nabla u) \cdot \nabla v\right\|_{1, Q} \\
& +\left\|S^{\prime}(v) f\right\|_{1, Q}+\left\|g \cdot S^{\prime \prime}(v) \nabla v\right\|_{1, Q}+\left\|\operatorname{div}\left(S^{\prime}(v) g\right)\right\|_{X^{\prime}} .
\end{aligned}
$$

Thus, if $[-M, M] \supset$ supp $S^{\prime}$,

$$
\begin{align*}
\left\|S(v)_{t}\right\|_{X^{\prime}+L^{1}(Q)} & \leq C\|S\|_{W^{2, \infty}(\mathbb{R})}\left(\left\||\nabla u|^{p} \chi_{|v| \leq M}\right\|_{1, Q}^{1 / p^{\prime}}+\left\||\nabla u|^{p} \chi_{|v| \leq M}\right\|_{1, Q}+\left\|\mid \nabla T_{M}(v)\right\|_{p, Q}^{p}\right. \\
& \left.+\|a\|_{p^{\prime}, Q}+\|a\|_{p^{\prime}, Q}^{p^{\prime}}+\|f\|_{1, Q}+\|g\|_{p^{\prime}, Q}\left\||\nabla u|^{p} \chi_{|v| \leq M}\right\|_{1, Q}^{1 / p}+\|g\|_{p^{\prime}, Q}\right) \tag{3.4.6}
\end{align*}
$$

We also deduce that, for any $\varphi \in X \cap L^{\infty}(Q)$, such that $\varphi_{t} \in X^{\prime}+L^{1}(Q)$,

$$
\begin{align*}
\int_{\Omega} S(v(T)) \varphi(T) d x-\int_{\Omega} S\left(u_{0}\right) \varphi(0) d x & -\int_{Q} \varphi_{t} S(v)+\int_{Q} S^{\prime}(v) A(x, t, \nabla u) \cdot \nabla \varphi \\
& +\int_{Q} S^{\prime \prime}(v) A(x, t, \nabla u) \cdot \nabla v \varphi=\int_{Q} S^{\prime}(v) \varphi d \widehat{\mu_{0}} \tag{3.4.7}
\end{align*}
$$

Remark 3.4.3 Let $u, v$ satisfy (3.4.1). It is easy to see that the condition (3.4.3) (resp. (3.4.4) ) is equivalent to

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{m \leq v<2 m\}} \phi A(x, t, \nabla u) \cdot \nabla u=\int_{Q} \phi d \mu_{s}^{+} \tag{3.4.8}
\end{equation*}
$$

resp.

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{m \geq v>-2 m\}} \phi A(x, t, \nabla u) \cdot \nabla u=\int_{Q} \phi d \mu_{s}^{-} . \tag{3.4.9}
\end{equation*}
$$

In particular, for any $\varphi \in L^{p^{\prime}}(Q)$ there holds

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{m} \int_{m \leq|v|<2 m}|\nabla u| \varphi=0, \quad \lim _{m \rightarrow \infty} \frac{1}{m} \int_{m \leq|v|<2 m}|\nabla v| \varphi=0 . \tag{3.4.10}
\end{equation*}
$$

Remark 3.4.4 (i) Any function $U \in X$ such that $U_{t} \in X^{\prime}+L^{1}(Q)$ admits a unique $c_{p}^{Q}$ quasi continuous representative, defined $c_{p}^{Q}$-quasi a.e. in $Q$, still denoted $U$. Furthermore, if $U \in L^{\infty}(Q)$, then for any $\mu_{0} \in \mathfrak{M}_{0}(Q)$, there holds $U \in L^{\infty}\left(Q, d \mu_{0}\right)$, see [49, Theorem 3 and Corollary 1].
(ii) Let $u$ be any $R$ - solution of problem (3.1.1). Then, $v=u-h$ admits a $c_{p}^{Q}$-quasi continuous functions representative which is finite $c_{p}^{Q}$-quasi a.e. in $Q$, and $u$ satisfies definition 3.4.1 for every decomposition $(\tilde{f}, \tilde{g}, \tilde{h})$ such that $h-\tilde{h} \in L^{\infty}(Q)$, see /49, Proposition 3 and Theorem 4 J.

### 3.4.2 Steklov and Landes approximations

A main difficulty for proving Theorem 3.2.1 is the choice of admissible test functions $(S, \varphi)$ in (3.4.2), valid for any $R$-solution. Because of a lack of regularity of these solutions, we use two ways of approximation adapted to parabolic equations :

Definition 3.4.5 Let $\varepsilon \in(0, T)$ and $z \in L_{\text {loc }}^{1}(Q)$. For any $l \in(0, \varepsilon)$, we define the Steklov time-averages $[z]_{l},[z]_{-l}$ of $z$ by

$$
\begin{aligned}
& {[z]_{l}(x, t)=\frac{1}{l} \int_{t}^{t+l} z(x, s) d s \quad \text { for a.e. }(x, t) \in \Omega \times(0, T-\varepsilon),} \\
& {[z]_{-l}(x, t)=\frac{1}{l} \int_{t-l}^{t} z(x, s) d s \quad \text { for a.e. }(x, t) \in \Omega \times(\varepsilon, T) .}
\end{aligned}
$$

The idea to use this approximation for R -solutions can be found in [22]. Recall some properties, see [50]. Let $\varepsilon \in(0, T)$, and $\varphi_{1} \in C_{c}^{\infty}(\bar{\Omega} \times[0, T)), \varphi_{2} \in C_{c}^{\infty}(\bar{\Omega} \times(0, T])$ with $\operatorname{Supp} \varphi_{1} \subset \bar{\Omega} \times[0, T-\varepsilon], \operatorname{Supp} \varphi_{2} \subset \bar{\Omega} \times[\varepsilon, T]$. We have
(i) If $z \in X$, then $\varphi_{1}[z]_{l}$ and $\varphi_{2}[z]_{-l} \in W$.
(ii) If $z \in X$ and $z_{t} \in X^{\prime}+L^{1}(Q)$, then, as $l \rightarrow 0,\left(\varphi_{1}[z]_{l}\right)$ and $\left(\varphi_{2}[z]_{-l}\right)$ converge respectively to $\varphi_{1} z$ and $\varphi_{2} z$ in $X$, and a.e. in $Q$; and $\left(\varphi_{1}[z]_{l}\right)_{t},\left(\varphi_{2}[z]_{-l}\right)_{t}$ converge to $\left(\varphi_{1} z\right)_{t},\left(\varphi_{2} z\right)_{t}$ in $X^{\prime}+L^{1}(Q)$.
(iii) If moreover $z \in L^{\infty}(Q)$, then from any sequence $\left\{l_{n}\right\} \rightarrow 0$, there exists a subsequence $\left\{l_{\nu}\right\}$ such that $\left\{[z]_{l_{\nu}}\right\},\left\{[z]_{-l_{\nu}}\right\}$ converge to $z, c_{p}^{Q}$-quasi everywhere in $Q$.
Next we recall the approximation used in several articles [21, 30, 26], first introduced in [41].

Definition 3.4.6 Let $k>0$, and $y \in L^{\infty}(\Omega)$ and $Y \in X$ such that $\|y\|_{\infty, \Omega} \leq k$ and $\|Y\|_{\infty, Q} \leq k$. For any $\nu \in \mathbb{N}$, a Landes-time approximation $\langle Y\rangle_{\nu}$ of the function $Y$ is defined as follows :

$$
\langle Y\rangle_{\nu}(x, t)=\nu \int_{0}^{t} Y(x, s) e^{\nu(s-t)} d s+e^{-\nu t} z_{\nu}(x) \quad \text { for any }(x, t) \in Q
$$

where $\left\{z_{\nu}\right\}$ is a sequence of functions in $W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega)$, such that $\left\|z_{\nu}\right\|_{\infty, \Omega} \leq k$, $\left\{z_{\nu}\right\}$ converges to $y$ a.e. in $\Omega$, and $\nu^{-1}\left\|z_{\nu}\right\|_{W_{0}^{1, p}(\Omega)}^{p}$ converges to 0 .

Therefore, we can verify that $\left(\langle Y\rangle_{\nu}\right)_{t} \in X,\langle Y\rangle_{\nu} \in X \cap L^{\infty}(Q),\left\|\langle Y\rangle_{\nu}\right\|_{\infty, Q} \leq k$ and $\left\{\langle Y\rangle_{\nu}\right\}$ converges to $Y$ strongly in $X$ and a.e. in $Q$. Moreover, $\langle Y\rangle_{\nu}$ satisfies the equation $\left(\langle Y\rangle_{\nu}\right)_{t}=\nu\left(Y-\langle Y\rangle_{\nu}\right)$ in the sense of distributions in $Q$, and $\langle Y\rangle_{\nu}(0)=z_{\nu}$ in $\Omega$. In this paper, we only use the Landes-time approximation of the function $Y=T_{k}(U)$, where $y=T_{k}\left(u_{0}\right)$.

### 3.4.3 First properties

In the sequel we use the following notations : for any function $J \in W^{1, \infty}(\mathbb{R})$, nondecreasing with $J(0)=0$, we set

$$
\begin{equation*}
\bar{J}(r)=\int_{0}^{r} J(\tau) d \tau, \quad \mathcal{J}(r)=\int_{0}^{r} J^{\prime}(\tau) \tau d \tau \tag{3.4.11}
\end{equation*}
$$

It is easy to verify that $\mathcal{J}(r) \geq 0$,

$$
\begin{equation*}
\mathcal{J}(r)+\bar{J}(r)=J(r) r, \quad \text { and } \quad \mathcal{J}(r)-\mathcal{J}(s) \geq s(J(r)-J(s)) \quad \forall r, s \in \mathbb{R} \tag{3.4.12}
\end{equation*}
$$

In particular we define, for any $k>0$, and any $r \in \mathbb{R}$,

$$
\begin{equation*}
\overline{T_{k}}(r)=\int_{0}^{r} T_{k}(\tau) d \tau, \quad \mathcal{T}_{k}(r)=\int_{0}^{r} T_{k}^{\prime}(\tau) \tau d \tau \tag{3.4.13}
\end{equation*}
$$

and we use several times a truncature used in [32] :

$$
\begin{equation*}
H_{m}(r)=\chi_{[-m, m]}(r)+\frac{2 m-|s|}{m} \chi_{m<|s| \leq 2 m}(r), \quad \overline{H_{m}}(r)=\int_{0}^{r} H_{m}(\tau) d \tau \tag{3.4.14}
\end{equation*}
$$

The next Lemma allows to extend the range of the test functions in (3.4.2). Its proof, given in the Appendix, is obtained by Steklov approximation of the solutions.

Lemma 3.4.7 Let u be a R-solution of problem (3.1.1). Let $J \in W^{1, \infty}(\mathbb{R})$ be nondecreasing with $J(0)=0$, and $\bar{J}$ defined by (3.4.11). Then,

$$
\begin{align*}
& \int_{Q} S^{\prime}(v) A(x, t, \nabla u) \cdot \nabla(\xi J(S(v)))+\int_{Q} S^{\prime \prime}(v) A(x, t, \nabla u) \cdot \nabla v \xi J(S(v)) \\
& -\int_{\Omega} \xi(0) J\left(S\left(u_{0}\right)\right) S\left(u_{0}\right) d x-\int_{Q} \xi_{t} \bar{J}(S(v)) \\
& \leq \int_{Q} S^{\prime}(v) \xi J(S(v)) d \widehat{\mu_{0}} \tag{3.4.15}
\end{align*}
$$

for any $S \in W^{2, \infty}(\mathbb{R})$ such that $S^{\prime}$ has compact support on $\mathbb{R}$ and $S(0)=0$, and for any $\xi \in C^{1}(Q) \cap W^{1, \infty}(Q), \xi \geq 0$.

Next we give estimates of the function and its gradient, following the first ones of [26], inspired by the estimates of the elliptic case of [13]. In particular we extend the priori estimates of [49, Proposition 4] given for solutions with smooth data; see also [33, 42].

Proposition 3.4.8 If $u$ is a $R$-solution of problem (3.1.1), then there exists $c=c(p)$ such that, for any $k \geq 1$ and $\ell \geq 0$,

$$
\begin{equation*}
\int_{\ell \leq|v| \leq \ell+k}|\nabla u|^{p}+\int_{\ell \leq|v| \leq \ell+k}|\nabla v|^{p} \leq c k M \tag{3.4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\|v\|_{L^{\infty}\left((0, T) ; L^{1}(\Omega)\right)} \leq c(M+|\Omega|) \tag{3.4.17}
\end{equation*}
$$

where

$$
M=\left\|u_{0}\right\|_{1, \Omega}+\left|\mu_{s}\right|(Q)+\|f\|_{1, Q}+\|g\|_{p^{\prime}, Q}^{p^{\prime}}+\|h\|_{X}^{p}+\|a\|_{p^{\prime}, Q}^{p^{\prime}}
$$

As a consequence, for any $k \geq 1$,

$$
\begin{align*}
& \text { meas }\{|v|>k\} \leq C_{1} M_{1} k^{-p_{c}}, \quad \text { meas }\{|\nabla v|>k\} \leq C_{2} M_{2} k^{-m_{c}}  \tag{3.4.18}\\
& \text { meas }\{|u|>k\} \leq C_{3} M_{2} k^{-p_{c}}, \quad \text { meas }\{|\nabla u|>k\} \leq C_{4} M_{2} k^{-m_{c}} \tag{3.4.19}
\end{align*}
$$

where $C_{i}=C_{i}\left(N, p, c_{1}, c_{2}\right), i=1-4$, and $M_{1}=(M+|\Omega|)^{\frac{p}{N}} M$ and $M_{2}=M_{1}+M$.
Proof. Set for any $r \in \mathbb{R}$, and $m, k, \ell>0$,

$$
T_{k, \ell}(r)=\max \{\min \{r-\ell, k\}, 0\}+\min \{\max \{r+\ell,-k\}, 0\}
$$

For $m>k+\ell$, we can choose $(J, S, \xi)=\left(T_{k, \ell}, \overline{H_{m}}, \xi\right)$ as test functions in (3.4.15), where $\overline{H_{m}}$ is defined at (3.4.14) and $\xi \in C^{1}([0, T])$ with values in $[0,1]$, independent on $x$. Since $T_{k, \ell}\left(\overline{H_{m}}(r)\right)=T_{k, \ell}(r)$ for all $r \in \mathbb{R}$, we obtain

$$
\begin{aligned}
& -\int_{\Omega} \xi(0) T_{k, \ell}\left(u_{0}\right) \overline{H_{m}}\left(u_{0}\right) d x-\int_{Q} \xi_{t} \overline{T_{k, \ell}}\left(\overline{H_{m}}(v)\right) \\
& +\int_{\{\ell \leq|v|<\ell+k\}} \xi A(x, t, \nabla u) . \nabla v-\frac{k}{m} \int_{\{m \leq|v|<2 m\}} \xi A(x, t, \nabla u) . \nabla v \leq \int_{Q} H_{m}(v) \xi T_{k, \ell}(v) d \widehat{\mu_{0}}
\end{aligned}
$$

### 3.4. RENORMALIZED SOLUTIONS

And

$$
\int_{Q} H_{m}(v) \xi T_{k, \ell}(v) d \widehat{\mu_{0}}=\int_{Q} H_{m}(v) \xi T_{k, \ell}(v) f+\int_{\{\ell \leq|v|<\ell+k\}} \xi \nabla v . g-\frac{k}{m} \int_{\{m \leq|v|<2 m\}} \xi \nabla v . g .
$$

Let $m \rightarrow \infty$; then, for any $k \geq 1$, since $v \in L^{1}(Q)$ and from (3.4.3), (3.4.4), and (3.4.10), we find

$$
\begin{equation*}
-\int_{Q} \xi_{t} \overline{T_{k, \ell}}(v)+\int_{\{\ell \leq|v|<\ell+k\}} \xi A(x, t, \nabla u) . \nabla v \leq \int_{\{\ell \leq|v|<\ell+k\}} \xi \nabla v \cdot g+k\left(\left\|u_{0}\right\|_{1, \Omega}+\left|\mu_{s}\right|(Q)+\|f\|_{1, Q}\right) . \tag{3.4.20}
\end{equation*}
$$

Next, we take $\xi \equiv 1$. We verify that there exists $c=c(p)$ such that

$$
A(x, t, \nabla u) \cdot \nabla v-\nabla v \cdot g \geq \frac{c_{1}}{4}\left(|\nabla u|^{p}+|\nabla v|^{p}\right)-c\left(|g|^{p^{\prime}}+|\nabla h|^{p}+|a|^{p^{\prime}}\right)
$$

where $c_{1}$ is the constant in (3.1.2). Hence (3.4.16) follows. Thus, from (3.4.20) and the Hölder inequality, we get, with another constant $c$, for any $\xi \in C^{1}([0, T])$ with values in [ 0,1 ],

$$
-\int_{Q} \xi_{t} \overline{T_{k, \ell}}(v) \leq c k M
$$

Thus $\int_{\Omega} \overline{T_{k, \ell}}(v)(t) d x \leq c k M$, for a.e. $t \in(0, T)$. We deduce (3.4.17) by taking $k=1, \ell=0$, since $\overline{T_{1,0}}(r)=\overline{T_{1}}(r) \geq|r|-1$, for any $r \in \mathbb{R}$.

Next, from the Gagliardo-Nirenberg embedding Theorem, we have

$$
\int_{Q}\left|T_{k}(v)\right|^{\frac{p(N+1)}{N}} \leq C_{1}\|v\|_{L^{\infty}\left((0, T) ; L^{1}(\Omega)\right)}^{\frac{p}{N}} \int_{Q}\left|\nabla T_{k}(v)\right|^{p},
$$

where $C_{1}=C_{1}(N, p)$. Then, from (3.4.16) and (3.4.17), we get, for any $k \geq 1$,

$$
\begin{aligned}
\text { meas }\{|v|>k\} & \leq k^{-\frac{p(N+1)}{N}} \int_{Q}\left|T_{k}(v)\right|^{\frac{p(N+1)}{N}} \\
& \leq C\|v\|_{L^{\infty}\left((0, T) ; L^{1}(\Omega)\right)}^{\frac{p}{N}} k^{-\frac{p(N+1)}{N}} \int_{Q}\left|\nabla T_{k}(v)\right|^{p} \\
& \leq C_{2} M_{1} k^{-p_{c}},
\end{aligned}
$$

with $C_{2}=C_{2}\left(N, p, c_{1}, c_{2}\right)$. We obtain

$$
\begin{aligned}
\operatorname{meas}\{|\nabla v|>k\} & \leq \frac{1}{k^{p}} \int_{0}^{k^{p}} \operatorname{meas}\left(\left\{|\nabla v|^{p}>s\right\}\right) d s \\
& \leq \operatorname{meas}\left\{|v|>k^{\frac{N}{N+1}}\right\}+\frac{1}{k^{p}} \int_{0}^{k^{p}} \operatorname{meas}\left(\left\{|\nabla v|^{p}>s,|v| \leq k^{\frac{N}{N+1}}\right\}\right) d s \\
& \leq C_{2} M_{1} k^{-m_{c}}+\frac{1}{k^{p}} \int_{|v| \leq k^{N+1}}|\nabla v|^{p} \leq C_{2} M_{2} k^{-m_{c}},
\end{aligned}
$$

with $C_{3}=C_{3}\left(N, p, c_{1}, c_{2}\right)$. Furthermore, for any $k \geq 1$,

$$
\text { meas }\{|h|>k\}+\text { meas }\{|\nabla h|>k\} \leq C_{4} k^{-p}\|h\|_{X}^{p},
$$

where $C_{4}=C_{4}\left(N, p, c_{1}, c_{2}\right)$. Therefore, we easily get (3.4.19).

### 3.4. RENORMALIZED SOLUTIONS

Remark 3.4.9 If $\mu \in L^{1}(Q)$ and $a \equiv 0$ in (3.1.2), then (3.4.16) holds for all $k>0$ and the term $|\Omega|$ in inequality (3.4.17) can be removed where $M=\left\|u_{0}\right\|_{1, \Omega}+|\mu|(Q)$. Furthermore, (3.4.19) is stated as follows :

$$
\begin{equation*}
\text { meas }\{|u|>k\} \leq C_{3} M^{\frac{p+N}{N}} k^{-p_{c}}, \quad \operatorname{meas}\{|\nabla u|>k\} \leq C_{4} M^{\frac{N+2}{N+1}} k^{-m_{c}}, \forall k>0 \tag{3.4.21}
\end{equation*}
$$

To see last inequality, we do in the following way:
meas $\{|\nabla v|>k\} \leq \frac{1}{k^{p}} \int_{0}^{k^{p}} \operatorname{meas}\left(\left\{|\nabla v|^{p}>s\right\}\right) d s$

$$
\begin{aligned}
& \leq \text { meas }\left\{|v|>M^{\frac{1}{N+1}} k^{\frac{N}{N+1}}\right\}+\frac{1}{k^{p}} \int_{0}^{k^{p}} \operatorname{meas}\left\{|\nabla v|^{p}>s,|v| \leq M^{\frac{1}{N+1}} k^{\frac{N}{N+1}}\right\} d s \\
& \leq C_{4} M^{\frac{N+2}{N+1}} k^{-m_{c}}
\end{aligned}
$$

Proposition 3.4.10 Let $\left\{\mu_{n}\right\} \subset \mathfrak{M}_{b}(Q)$, and $\left\{u_{0, n}\right\} \subset L^{1}(\Omega)$, with

$$
\sup _{n}\left|\mu_{n}\right|(Q)<\infty, \text { and } \sup _{n}\left\|u_{0, n}\right\|_{1, \Omega}<\infty
$$

Let $u_{n}$ be a $R$-solution of (3.1.1) with data $\mu_{n}=\mu_{n, 0}+\mu_{n, s}$ and $u_{0, n}$, relative to a decomposition $\left(f_{n}, g_{n}, h_{n}\right)$ of $\mu_{n, 0}$, and $v_{n}=u_{n}-h_{n}$. Assume that $\left\{f_{n}\right\}$ is bounded in $L^{1}(Q)$, $\left\{g_{n}\right\}$ bounded in $\left(L^{p^{\prime}}(Q)\right)^{N}$ and $\left\{h_{n}\right\}$ bounded in $X$.

Then, up to a subsequence, $\left\{v_{n}\right\}$ converges a.e. to a function $v$, such that $T_{k}(v) \in X$ and $v \in L^{\sigma}\left((0, T) ; W_{0}^{1, \sigma}(\Omega)\right) \cap L^{\infty}\left((0, T) ; L^{1}(\Omega)\right)$ for any $\sigma \in\left[1, m_{c}\right)$. And
(i) $\left\{v_{n}\right\}$ converges to $v$ strongly in $L^{\sigma}(Q)$ for any $\sigma \in\left[1, m_{c}\right)$, and $\sup \left\|v_{n}\right\|_{L^{\infty}\left((0, T) ; L^{1}(\Omega)\right)}<$ $\infty$,
(ii) $\sup _{k>0} \sup _{n} \frac{1}{k+1} \int_{Q}\left|\nabla T_{k}\left(v_{n}\right)\right|^{p}<\infty$,
(iii) $\left\{T_{k}\left(v_{n}\right)\right\}$ converges to $T_{k}(v)$ wealkly in $X$, for any $k>0$,
(iv) $\left\{A\left(x, t, \nabla\left(T_{k}\left(v_{n}\right)+h_{n}\right)\right)\right\}$ converges to some $F_{k}$ weakly in $\left(L^{p^{\prime}}(Q)\right)^{N}$.

Proof. Take $S \in W^{2, \infty}(\mathbb{R})$ such that $S^{\prime}$ has compact support on $\mathbb{R}$ and $S(0)=0$. We combine (3.4.6) with (3.4.16), and deduce that $\left\{S\left(v_{n}\right)_{t}\right\}$ is bounded in $X^{\prime}+L^{1}(Q)$ and $\left\{S\left(v_{n}\right)\right\}$ bounded in $X$. Hence, $\left\{S\left(v_{n}\right)\right\}$ is relatively compact in $L^{1}(Q)$. On the other hand, we choose $S=S_{k}$ such that $S_{k}(z)=z$, if $|z|<k$ and $S(z)=2 k$ sign $z$, if $|z|>2 k$. Thanks to (3.4.17), we obtain

$$
\operatorname{meas}\left\{\left|v_{n}-v_{m}\right|>\sigma\right\} \leq \operatorname{meas}\left\{\left|v_{n}\right|>k\right\}+\text { meas }\left\{\left|v_{m}\right|>k\right\}+\text { meas }\left\{\left|S_{k}\left(v_{n}\right)-S_{k}\left(v_{m}\right)\right|>\sigma\right\}
$$

$$
\begin{align*}
& \leq \frac{1}{k}\left(\left\|v_{n}\right\|_{1, Q}+\left\|v_{m}\right\|_{1, Q}\right)+\operatorname{meas}\left\{\left|S_{k}\left(v_{n}\right)-S_{k}\left(v_{m}\right)\right|>\sigma\right\} \\
& \leq \frac{C}{k}+\operatorname{meas}\left\{\left|S_{k}\left(v_{n}\right)-S_{k}\left(v_{m}\right)\right|>\sigma\right\} \tag{3.4.22}
\end{align*}
$$

Thus, up to a subsequence $\left\{u_{n}\right\}$ is a Cauchy sequence in measure, and converges a.e. in $Q$ to a function $u$. Thus, $\left\{T_{k}\left(v_{n}\right)\right\}$ converges to $T_{k}(v)$ weakly in $X$, since $\sup _{n}\left\|T_{k}\left(v_{n}\right)\right\|_{X}<\infty$ for any $k>0$. And $\left\{\left|\nabla\left(T_{k}\left(v_{n}\right)+h_{n}\right)\right|^{p-2} \nabla\left(T_{k}\left(v_{n}\right)+h_{n}\right)\right\}$ converges to some $F_{k}$ weakly in $\left(L^{p^{\prime}}(Q)\right)^{N}$. Furthermore, from (3.4.18), $\left\{v_{n}\right\}$ converges to $v$ strongly in $L^{\sigma}(Q)$, for any $\sigma<p_{c}$.

### 3.5 The convergence theorem

We first recall some properties of the measures, see [49, Lemma 5], [32].
Proposition 3.5.1 Let $\mu_{s}=\mu_{s}^{+}-\mu_{s}^{-} \in \mathfrak{M}_{b}(Q)$, where $\mu_{s}^{+}$and $\mu_{s}^{-}$are concentrated, respectively, on two disjoint sets $E^{+}$and $E^{-}$of zero $c_{p}^{Q}$-capacity. Then, for any $\delta>0$, there exist two compact sets $K_{\delta}^{+} \subseteq E^{+}$and $K_{\delta}^{-} \subseteq E^{-}$such that

$$
\mu_{s}^{+}\left(E^{+} \backslash K_{\delta}^{+}\right) \leq \delta, \quad \mu_{s}^{-}\left(E^{-} \backslash K_{\delta}^{-}\right) \leq \delta,
$$

and there exist $\psi_{\delta}^{+}, \psi_{\delta}^{-} \in C_{c}^{1}(Q)$ with values in $[0,1]$, such that $\psi_{\delta}^{+}, \psi_{\delta}^{-}=1$ respectively on $K_{\delta}^{+}, K_{\delta}^{-}$, and $\operatorname{supp}\left(\psi_{\delta}^{+}\right) \cap \operatorname{supp}\left(\psi_{\delta}^{-}\right)=\emptyset$, and

$$
\left\|\psi_{\delta}^{+}\right\|_{X}+\left\|\left(\psi_{\delta}^{+}\right)_{t}\right\|_{X^{\prime}+L^{1}(Q)} \leq \delta, \quad\left\|\psi_{\delta}^{-}\right\|_{X}+\left\|\left(\psi_{\delta}^{-}\right)_{t}\right\|_{X^{\prime}+L^{1}(Q)} \leq \delta .
$$

There exist decompositions $\left(\psi_{\delta}^{+}\right)_{t}=\left(\psi_{\delta}^{+}\right)_{t}^{1}+\left(\psi_{\delta}^{+}\right)_{t}^{2}$ and $\left(\psi_{\delta}^{-}\right)_{t}=\left(\psi_{\delta}^{-}\right)_{t}^{1}+\left(\psi_{\delta}^{-}\right)_{t}^{2}$ in $X^{\prime}+$ $L^{1}(Q)$, such that

$$
\begin{equation*}
\left\|\left(\psi_{\delta}^{+}\right)_{t}^{1}\right\|_{X^{\prime}} \leq \frac{\delta}{3}, \quad\left\|\left(\psi_{\delta}^{+}\right)_{t}^{2}\right\|_{1, Q} \leq \frac{\delta}{3}, \quad\left\|\left(\psi_{\delta}^{-}\right)_{t}^{1}\right\|_{X^{\prime}} \leq \frac{\delta}{3}, \quad\left\|\left(\psi_{\delta}^{-}\right)_{t}^{2}\right\|_{1, Q} \leq \frac{\delta}{3} . \tag{3.5.1}
\end{equation*}
$$

Both $\left\{\psi_{\delta}^{+}\right\}$and $\left\{\psi_{\delta}^{-}\right\}$converge to 0 , ${ }^{*}$-weakly in $L^{\infty}(Q)$, and strongly in $L^{1}(Q)$ and up to subsequences, a.e. in $Q$, as $\delta$ tends to 0 .

Moreover if $\rho_{n}$ and $\eta_{n}$ are as in Theorem 3.2.1, we have, for any $\delta, \delta_{1}, \delta_{2}>0$,

$$
\begin{align*}
\int_{Q} \psi_{\delta}^{-} d \rho_{n}+\int_{Q} \psi_{\delta}^{+} d \eta_{n} & =\omega(n, \delta), \quad \int_{Q} \psi_{\delta}^{-} d \mu_{s}^{+} \leq \delta, \quad \int_{Q} \psi_{\delta}^{+} d \mu_{s}^{-} \leq \delta,  \tag{3.5.2}\\
\int_{Q}\left(1-\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}\right) d \rho_{n}=\omega\left(n, \delta_{1}, \delta_{2}\right), & \int_{Q}\left(1-\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}\right) d \mu_{s}^{+} \leq \delta_{1}+\delta_{2},  \tag{3.5.3}\\
\int_{Q}\left(1-\psi_{\delta_{1}}^{-} \psi_{\delta_{2}}^{-}\right) d \eta_{n}=\omega\left(n, \delta_{1}, \delta_{2}\right), & \int_{Q}\left(1-\psi_{\delta_{1}}^{-} \psi_{\delta_{2}}^{-}\right) d \mu_{s}^{-} \leq \delta_{1}+\delta_{2} . \tag{3.5.4}
\end{align*}
$$

Hereafter, if $n, \varepsilon, \ldots, \nu$ are real numbers, and a function $\phi$ depends on $n, \varepsilon, \ldots, \nu$ and eventual other parameters $\alpha, \beta, . ., \gamma$, and $n \rightarrow n_{0}, \varepsilon \rightarrow \varepsilon_{0}, . ., \nu \rightarrow \nu_{0}$, we write $\phi=\omega(n, \varepsilon, . ., \nu)$, then this means $\overline{\lim }_{\nu \rightarrow \nu_{0}} . . \overline{\lim }_{\varepsilon \rightarrow \varepsilon_{0}} \overline{\lim }_{n \rightarrow n_{0}}|\phi|=0$, when the parameters $\alpha, \beta, . . \gamma$ are fixed. In the same way, $\phi \leq \omega(n, \varepsilon, \delta, \ldots, \nu)$ means $\varlimsup_{\nu \rightarrow \nu_{0}} . . \overline{\lim }_{\varepsilon \rightarrow \varepsilon_{0}} \overline{\lim }_{n \rightarrow n_{0}} \phi \leq 0$, and $\phi \geq \omega(n, \varepsilon, . ., \nu)$ means $-\phi \leq \omega(n, \varepsilon, . ., \nu)$.

Remark 3.5.2 In the sequel we use a convergence property, consequence of the DunfordPettis theorem, still used in [32]: If $\left\{a_{1, n}\right\}$ is a sequence in $L^{1}(Q)$ converging to $a_{1}$ weakly in $L^{1}(Q)$ and $\left\{b_{1, n}\right\}$ a bounded sequence in $L^{\infty}(Q)$ converging to $b_{1}$, a.e. in $Q$, then

$$
\lim _{n \rightarrow \infty} \int_{Q} a_{1, n} b_{1, n} d x d t=\int_{Q} a_{1} b_{1} \cdot d x d t
$$

Next we prove Thorem 3.2.1.
Scheme of the proof. Let $\left\{\mu_{n}\right\},\left\{u_{0, n}\right\}$ and $\left\{u_{n}\right\}$ satisfying the assumptions of Theorem 3.2.1. Then we can apply Proposition 3.4.10. Setting $v_{n}=u_{n}-h_{n}$, up to subsequences, $\left\{u_{n}\right\}$ converges a.e. in $Q$ to some function $u$, and $\left\{v_{n}\right\}$ converges a.e. to $v=u-h$, such that $T_{k}(v) \in X$ and $v \in L^{\sigma}\left((0, T) ; W_{0}^{1, \sigma}(\Omega)\right) \cap L^{\infty}\left((0, T) ; L^{1}(\Omega)\right)$ for every $\sigma \in\left[1, m_{c}\right)$. And $\left\{v_{n}\right\}$ satisfies the conclusions (i) to (iv) of Proposition 3.4.10. We have

$$
\begin{aligned}
\mu_{n} & =\left(f_{n}-\operatorname{div} g_{n}+\left(h_{n}\right)_{t}\right)+\left(\rho_{n}^{1}-\operatorname{div} \rho_{n}^{2}\right)-\left(\eta_{n}^{1}-\operatorname{div} \eta_{n}^{2}\right)+\rho_{n, s}-\eta_{n, s} \\
& =\mu_{n, 0}+\left(\rho_{n, s}-\eta_{n, s}\right)^{+}-\left(\rho_{n, s}-\eta_{n, s}\right)^{-},
\end{aligned}
$$

where
$\mu_{n, 0}=\lambda_{n, 0}+\rho_{n, 0}-\eta_{n, 0}, \quad$ with $\lambda_{n, 0}=f_{n}-\operatorname{div} g_{n}+\left(h_{n}\right)_{t}, \quad \rho_{n, 0}=\rho_{n}^{1}-\operatorname{div} \rho_{n}^{2}, \eta_{n, 0}=\eta_{n}^{1}-\operatorname{div} \eta_{n}^{2}$.
Hence

$$
\begin{equation*}
\rho_{n, 0}, \eta_{n, 0} \in \mathfrak{M}_{b}^{+}(Q) \cap \mathfrak{M}_{0}(Q), \quad \text { and } \quad \rho_{n} \geq \rho_{n, 0}, \quad \eta_{n} \geq \eta_{n, 0} . \tag{3.5.5}
\end{equation*}
$$

Let $E^{+}, E^{-}$be the sets where, respectively, $\mu_{s}^{+}$and $\mu_{s}^{-}$are concentrated. For any $\delta_{1}, \delta_{2}>0$, let $\psi_{\delta_{1}}^{+}, \psi_{\delta_{2}}^{+}$and $\psi_{\delta_{1}}^{-}, \psi_{\delta_{2}}^{-}$as in Proposition 3.5.1 and set

$$
\Phi_{\delta_{1}, \delta_{2}}=\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}+\psi_{\delta_{1}}^{-} \psi_{\delta_{2}}^{-} .
$$

Suppose that we can prove the two estimates, near $E$

$$
\begin{equation*}
I_{1}:=\int_{\left\{\left|v_{n}\right| \leq k\right\}} \Phi_{\delta_{1}, \delta_{2}} A\left(x, t, \nabla u_{n}\right) \cdot \nabla\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right) \leq \omega\left(n, \nu, \delta_{1}, \delta_{2}\right), \tag{3.5.7}
\end{equation*}
$$

and far from $E$,

$$
\begin{equation*}
I_{2}:=\int_{\left\{\left|v_{n}\right| \leq k\right\}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right) \leq \omega\left(n, \nu, \delta_{1}, \delta_{2}\right) . \tag{3.5.8}
\end{equation*}
$$

Then it follows that

$$
\begin{equation*}
\overline{\lim }_{n, \nu} \int_{\left\{v_{n} \mid \leq k\right\}} A\left(x, t, \nabla u_{n}\right) \cdot \nabla\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right) \leq 0, \tag{3.5.9}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\overline{\lim }_{n \rightarrow \infty} \int_{\left\{\left|v_{n}\right| \leq k\right\}} A\left(x, t, \nabla u_{n}\right) \cdot \nabla\left(v_{n}-T_{k}(v)\right) \leq 0, \tag{3.5.10}
\end{equation*}
$$

since $\left\{\left\langle T_{k}(v)\right\rangle_{\nu}\right\}$ converges to $T_{k}(v)$ in $X$. On the other hand, from the weak convergence of $\left\{T_{k}\left(v_{n}\right)\right\}$ to $T_{k}(v)$ in $X$, we verify that

$$
\int_{\left\{\left|v_{n}\right| \leq k\right\}} A\left(x, t, \nabla\left(T_{k}(v)+h_{n}\right)\right) \cdot \nabla\left(T_{k}\left(v_{n}\right)-T_{k}(v)\right)=\omega(n) .
$$

Thus we get

$$
\int_{\left\{\left|v_{n}\right| \leq k\right\}}\left(A\left(x, t, \nabla u_{n}\right)-A\left(x, t, \nabla\left(T_{k}(v)+h_{n}\right)\right)\right) \cdot \nabla\left(u_{n}-\left(T_{k}(v)+h_{n}\right)\right)=\omega(n)
$$

Then, it is easy to show that, up to a subsequence,

$$
\begin{equation*}
\left\{\nabla u_{n}\right\} \text { converges to } \nabla u, \quad \text { a.e. in } Q \tag{3.5.11}
\end{equation*}
$$

Therefore, $\left\{A\left(x, t, \nabla u_{n}\right)\right\}$ converges to $A(x, t, \nabla u)$ weakly in $\left(L^{p^{\prime}}(Q)\right)^{N}$; and from (3.5.10) we find

$$
\varlimsup_{n \rightarrow \infty} \int_{Q} A\left(x, t, \nabla u_{n}\right) \cdot \nabla T_{k}\left(v_{n}\right) \leq \int_{Q} A(x, t, \nabla u) \nabla T_{k}(v)
$$

Otherwise, $\left\{A\left(x, t, \nabla\left(T_{k}\left(v_{n}\right)+h_{n}\right)\right)\right\}$ converges weakly in $\left(L^{p^{\prime}}(Q)\right)^{N}$ to some $F_{k}$, from Proposition 3.4.10, and we obtain that $F_{k}=A\left(x, t, \nabla\left(T_{k}(v)+h\right)\right)$. Hence

$$
\begin{aligned}
& \varlimsup_{n \rightarrow \infty} \int_{Q} A\left(x, t, \nabla\left(T_{k}\left(v_{n}\right)+h_{n}\right)\right) \cdot \nabla\left(T_{k}\left(v_{n}\right)+h_{n}\right) \\
& \quad \leq \varlimsup_{n \rightarrow \infty} \int_{Q} A\left(x, t, \nabla u_{n}\right) \cdot \nabla T_{k}\left(v_{n}\right)+\varlimsup_{n \rightarrow \infty} \int_{Q} A\left(x, t, \nabla\left(T_{k}\left(v_{n}\right)+h_{n}\right)\right) \cdot \nabla h_{n} \\
& \quad \leq \int_{Q} A\left(x, t, \nabla\left(T_{k}(v)+h\right)\right) \cdot \nabla\left(T_{k}(v)+h\right)
\end{aligned}
$$

As a consequence

$$
\begin{equation*}
\left\{T_{k}\left(v_{n}\right)\right\} \text { converges to } T_{k}(v), \text { strongly in } X, \quad \forall k>0 \tag{3.5.12}
\end{equation*}
$$

Then to finish the proof we have to check that $u$ is a solution of (3.1.1).

In order to prove (3.5.7) we need a first Lemma, inspired of [32, Lemma 6.1], extending [49, Lemma 6 and Lemma 7] :

Lemma 3.5.3 Let $\psi_{1, \delta}, \psi_{2, \delta} \in C^{1}(Q)$ be uniformly bounded in $W^{1, \infty}(Q)$ with values in $[0,1]$, such that $\int_{Q} \psi_{1, \delta} d \mu_{s}^{-} \leq \delta$ and $\int_{Q} \psi_{2, \delta} d \mu_{s}^{+} \leq \delta$. Then,

$$
\begin{array}{lll}
\frac{1}{m} \int_{\left\{m \leq v_{n}<2 m\right\}}\left|\nabla u_{n}\right|^{p} \psi_{2, \delta}=\omega(n, m, \delta), & \frac{1}{m} \int_{\left\{m \leq v_{n}<2 m\right\}}\left|\nabla v_{n}\right|^{p} \psi_{2, \delta}=\omega(n, m, \delta), \\
\frac{1}{m} \int_{-2 m<v_{n} \leq-m}\left|\nabla u_{n}\right|^{p} \psi_{1, \delta}=\omega(n, m, \delta), & \frac{1}{m} \int_{-2 m<v_{n} \leq-m}\left|\nabla v_{n}\right|^{p} \psi_{1, \delta}=\omega(n, m, \delta), \tag{3.5.13}
\end{array}
$$

and for any $k>0$,

$$
\begin{equation*}
\int_{\left\{m \leq v_{n}<m+k\right\}}\left|\nabla u_{n}\right|^{p} \psi_{2, \delta}=\omega(n, m, \delta), \quad \int_{\left\{m \leq v_{n}<m+k\right\}}\left|\nabla v_{n}\right|^{p} \psi_{2, \delta}=\omega(n, m, \delta) \tag{3.5.15}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\left\{-m-k<v_{n} \leq-m\right\}}\left|\nabla u_{n}\right|^{p} \psi_{1, \delta}=\omega(n, m, \delta), \quad \int_{\left\{-m-k<v_{n} \leq-m\right\}}\left|\nabla v_{n}\right|^{p} \psi_{1, \delta}=\omega(n, m, \delta) \tag{3.5.16}
\end{equation*}
$$

Proof. (i) Proof of (3.5.13), (3.5.14). Set for any $r \in \mathbb{R}$ and any $m, \ell \geq 1$

$$
\begin{gathered}
S_{m, \ell}(r)=\int_{0}^{r}\left(\frac{-m+\tau}{m} \chi_{[m, 2 m]}(\tau)+\chi_{(2 m, 2 m+\ell]}(\tau)+\frac{4 m+2 h-\tau}{2 m+\ell} \chi_{(2 m+\ell, 4 m+2 h]}(\tau)\right) d \tau \\
S_{m}(r)=\int_{0}^{r}\left(\frac{-m+\tau}{m} \chi_{[m, 2 m]}(\tau)+\chi_{(2 m, \infty)}(\tau)\right) d \tau
\end{gathered}
$$

Note that $S_{m, \ell}^{\prime \prime}=\chi_{[m, 2 m]} / m-\chi_{[2 m+\ell, 2(2 m+\ell)]} /(2 m+\ell)$. We choose $(\xi, J, S)=\left(\psi_{2, \delta}, T_{1}, S_{m, \ell}\right)$ as test functions in (3.4.15) for $u_{n}$, and observe that, from (3.5.5),

$$
\begin{equation*}
\widehat{\mu_{n, 0}}=\mu_{n, 0}-\left(h_{n}\right)_{t}=\widehat{\lambda_{n, 0}}+\rho_{n, 0}-\eta_{n, 0}=f_{n}-\operatorname{div} g_{n}+\rho_{n, 0}-\eta_{n, 0} \tag{3.5.17}
\end{equation*}
$$

Thus we can write $\sum_{i=1}^{6} A_{i} \leq \sum_{i=7}^{12} A_{i}$, where

$$
\begin{aligned}
A_{1} & =-\int_{\Omega} \psi_{2, \delta}(0) T_{1}\left(S_{m, \ell}\left(u_{0, n}\right)\right) S_{m, \ell}\left(u_{0, n}\right), \quad A_{2}=-\int_{Q}\left(\psi_{2, \delta}\right)_{t} \overline{T_{1}}\left(S_{m, \ell}\left(v_{n}\right)\right) \\
A_{3} & =\int_{Q} S_{m, \ell}^{\prime}\left(v_{n}\right) T_{1}\left(S_{m, \ell}\left(v_{n}\right)\right) A\left(x, t, \nabla u_{n}\right) \nabla \psi_{2, \delta} \\
A_{4} & =\int_{Q}\left(S_{m, \ell}^{\prime}\left(v_{n}\right)\right)^{2} \psi_{2, \delta} T_{1}^{\prime}\left(S_{m, \ell}\left(v_{n}\right)\right) A\left(x, t, \nabla u_{n}\right) \nabla v_{n} \\
A_{5} & =\frac{1}{m} \int_{\left\{m \leq v_{n} \leq 2 m\right\}} \psi_{2, \delta} T_{1}\left(S_{m, \ell}\left(v_{n}\right)\right) A\left(x, t, \nabla u_{n}\right) \nabla v_{n}
\end{aligned}
$$

$$
\begin{aligned}
A_{6} & =-\frac{1}{2 m+\ell} \int_{\left\{2 m+\ell \leq v_{n}<2(2 m+\ell)\right\}} \psi_{2, \delta} A\left(x, t, \nabla u_{n}\right) \nabla v_{n} \\
A_{7} & =\int_{Q} S_{m, \ell}^{\prime}\left(v_{n}\right) T_{1}\left(S_{m, \ell}\left(v_{n}\right)\right) \psi_{2, \delta} f_{n}, \quad A_{8}=\int_{Q} S_{m, \ell}^{\prime}\left(v_{n}\right) T_{1}\left(S_{m, \ell}\left(v_{n}\right)\right) g_{n} . \nabla \psi_{2, \delta} \\
A_{9} & =\int_{Q}\left(S_{m, \ell}^{\prime}\left(v_{n}\right)\right)^{2} T_{1}^{\prime}\left(S_{m, \ell}\left(v_{n}\right)\right) \psi_{2, \delta} g_{n} . \nabla v_{n}, \quad A_{10}=\frac{1}{m} \int_{m \leq v_{n} \leq 2 m} T_{1}\left(S_{m, \ell}\left(v_{n}\right)\right) \psi_{2, \delta} g_{n} . \nabla v_{n} \\
A_{11} & =-\frac{1}{2 m+\ell} \int_{\left\{2 m+\ell \leq v_{n}<2(2 m+\ell)\right\}} \psi_{2, \delta} g_{n} . \nabla v_{n}, \quad A_{12}=\int_{Q} S_{m, \ell}^{\prime}\left(v_{n}\right) T_{1}\left(S_{m, \ell}\left(v_{n}\right)\right) \psi_{2, \delta} d\left(\rho_{n, 0}-\eta_{n, 0}\right)
\end{aligned}
$$

Since $\left\|S_{m, \ell}\left(u_{0, n}\right)\right\|_{1, \Omega} \leq \int_{\left\{m \leq u_{0, n}\right\}} u_{0, n} d x$, we find $A_{1}=\omega(\ell, n, m)$. Otherwise

$$
\left|A_{2}\right| \leq\left\|\psi_{2, \delta}\right\|_{W^{1, \infty}(Q)} \int_{\left\{m \leq v_{n}\right\}} v_{n}, \quad\left|A_{3}\right| \leq\left\|\psi_{2, \delta}\right\|_{W^{1, \infty}(Q)} \int_{\left\{m \leq v_{n}\right\}}\left(|a|+c_{2}\left|\nabla u_{n}\right|^{p-1}\right)
$$

which implies $A_{2}=\omega(\ell, n, m)$ and $A_{3}=\omega(\ell, n, m)$. Using (3.4.3) for $u_{n}$, we have

$$
A_{6}=-\int_{Q} \psi_{2, \delta} d\left(\rho_{n, s}-\eta_{n, s}\right)^{+}+\omega(\ell)=\omega(\ell, n, m, \delta)
$$

Hence $A_{6}=\omega(\ell, n, m, \delta)$, since $\left(\rho_{n, s}-\eta_{n, s}\right)^{+}$converges to $\mu_{s}^{+}$as $n \rightarrow \infty$ in the narrow topology, and $\int_{Q} \psi_{2, \delta} d \mu_{s}^{+} \leq \delta$. We also obtain $A_{11}=\omega(\ell)$ from (3.4.10).
Now $\left\{S_{m, \ell}^{\prime}\left(v_{n}\right) T_{1}\left(S_{m, \ell}\left(v_{n}\right)\right)\right\}_{\ell}$ converges to $S_{m}^{\prime}\left(v_{n}\right) T_{1}\left(S_{m}\left(v_{n}\right)\right),\left\{S_{m}^{\prime}\left(v_{n}\right) T_{1}\left(S_{m}\left(v_{n}\right)\right)\right\}_{n}$ converges to $S_{m}^{\prime}(v) T_{1}\left(S_{m}(v)\right),\left\{S_{m}^{\prime}(v) T_{1}\left(S_{m}(v)\right)\right\}_{m}$ converges to 0 , *-weakly in $L^{\infty}(Q)$, and $\left\{f_{n}\right\}$ converges to $f$ weakly in $L^{1}(Q),\left\{g_{n}\right\}$ converges to $g$ strongly in $\left(L^{p^{\prime}}(Q)\right)^{N}$. From Remark 3.5.2, we obtain
$A_{7}=\int_{Q} S_{m}^{\prime}\left(v_{n}\right) T_{1}\left(S_{m}\left(v_{n}\right)\right) \psi_{2, \delta} f_{n}+\omega(\ell)=\int_{Q} S_{m}^{\prime}(v) T_{1}\left(S_{m}(v)\right) \psi_{2, \delta} f+\omega(\ell, n)=\omega(\ell, n, m)$,
$A_{8}=\int_{Q} S_{m}^{\prime}\left(v_{n}\right) T_{1}\left(S_{m}\left(v_{n}\right)\right) g_{n} \cdot \nabla \psi_{2, \delta}+\omega(\ell)=\int_{Q} S_{m}^{\prime}(v) T_{1}\left(S_{m}(v)\right) g \nabla \psi_{2, \delta}+\omega(\ell, n)=\omega(\ell, n, m)$.
Otherwise, $A_{12} \leq \int_{Q} \psi_{2, \delta} d \rho_{n}$, and $\left\{\int_{Q} \psi_{2, \delta} d \rho_{n}\right\}$ converges to $\int_{Q} \psi_{2, \delta} d \mu_{s}^{+}$, thus $A_{12} \leq$ $\omega(\ell, n, m, \delta)$.
Using Holder inequality and the condition (3.1.2) we have

$$
g_{n} . \nabla v_{n}-A\left(x, t, \nabla u_{n}\right) \nabla v_{n} \leq C_{1}\left(\left|g_{n}\right|^{p^{\prime}}+\left|\nabla h_{n}\right|^{p}+|a|^{p^{\prime}}\right)
$$

with $C_{1}=C_{1}\left(p, c_{2}\right)$, which implies

$$
A_{9}-A_{4} \leq C_{1} \int_{Q}\left(S_{m, \ell}^{\prime}\left(v_{n}\right)\right)^{2} T_{1}^{\prime}\left(S_{m, \ell}\left(v_{n}\right)\right) \psi_{2, \delta}\left(\left|g_{n}\right|^{p^{\prime}}+\left|h_{n}\right|^{p}+|a|^{p^{\prime}}\right)=\omega(\ell, n, m)
$$

Similarly we also show that $A_{10}-A_{5} / 2 \leq \omega(\ell, n, m)$. Combining the estimates, we get $A_{5} / 2 \leq \omega(\ell, n, m, \delta)$. Using Holder inequality we have

$$
A\left(x, t, \nabla u_{n}\right) \nabla v_{n} \geq \frac{c_{1}}{2}\left|\nabla u_{n}\right|^{p}-C_{2}\left(|a|^{p^{\prime}}+\left|\nabla h_{n}\right|^{p}\right) .
$$

with $C_{2}=C_{2}\left(p, c_{1}, c_{2}\right)$, which implies

$$
\frac{1}{m} \int_{\left\{m \leq v_{n}<2 m\right\}}\left|\nabla u_{n}\right|^{p} \psi_{2, \delta} T_{1}\left(S_{m, \ell}\left(v_{n}\right)\right)=\omega(\ell, n, m, \delta) .
$$

Note that for all $m>4, S_{m, \ell}(r) \geq 1$ for any $r \in\left[\frac{3}{2} m, 2 m\right]$; hence $T_{1}\left(S_{m, \ell}(r)\right)=1$. So,

$$
\frac{1}{m} \int_{\left\{\frac{3}{2} m \leq v_{n}<2 m\right\}}\left|\nabla u_{n}\right|^{p} \psi_{2, \delta}=\omega(\ell, n, m, \delta) .
$$

Since $\left|\nabla v_{n}\right|^{p} \leq 2^{p-1}\left|\nabla u_{n}\right|^{p}+2^{p-1}\left|\nabla h_{n}\right|^{p}$, there also holds

$$
\frac{1}{m} \int_{\left\{\frac{3}{2} m \leq v_{n}<2 m\right\}}\left|\nabla v_{n}\right|^{p} \psi_{2, \delta}=\omega(\ell, n, m, \delta) .
$$

We deduce (3.5.13) by summing on each set $\left\{\left(\frac{4}{3}\right)^{i} m \leq v_{n} \leq\left(\frac{4}{3}\right)^{i+1} m\right\}$ for $i=0,1,2$. Similarly, we can choose $(\xi, \psi, S)=\left(\psi_{1, \delta}, T_{1}, \tilde{S}_{m, \ell}\right)$ as test functions in (3.4.15) for $u_{n}$, where $\tilde{S}_{m, \ell}(r)=S_{m, \ell}(-r)$, and we obtain (3.5.14).
(ii) Proof of (3.5.15), (3.5.16). We set, for any $k, m, \ell \geq 1$,

$$
\begin{gathered}
S_{k, m, \ell}(r)=\int_{0}^{r}\left(T_{k}\left(\tau-T_{m}(\tau)\right) \chi_{[m, k+m+\ell]}+k \frac{2(k+\ell+m)-\tau}{k+m+\ell} \chi_{(k+m+\ell, 2(k+m+\ell)]}\right) d \tau \\
S_{k, m}(r)=\int_{0}^{r} T_{k}\left(\tau-T_{m}(\tau)\right) \chi_{[m, \infty)} d \tau
\end{gathered}
$$

We choose $(\xi, \psi, S)=\left(\psi_{2, \delta}, T_{1}, S_{k, m, \ell}\right)$ as test functions in (3.4.15) for $u_{n}$. In the same way we also obtain

$$
\int_{\left\{m \leq v_{n}<m+k\right\}}\left|\nabla u_{n}\right|^{p} \psi_{2, \delta} T_{1}\left(S_{k, m, \ell}\left(v_{n}\right)\right)=\omega(\ell, n, m, \delta) .
$$

Note that $T_{1}\left(S_{k, m, \ell}(r)\right)=1$ for any $r \geq m+1$, thus $\int_{\left\{m+1 \leq v_{n}<m+k\right\}}\left|\nabla u_{n}\right|^{p} \psi_{2, \delta}=\omega(n, m, \delta)$, which implies (3.5.15) by changing $m$ into $m-1$. Similarly, we obtain (3.5.16).

Next we look at the behaviour near $E$.
Lemma 3.5.4 Estimate (3.5.7) holds.
Proof. There holds

$$
I_{1}=\int_{Q} \Phi_{\delta_{1}, \delta_{2}} A\left(x, t, \nabla u_{n}\right) \cdot \nabla T_{k}\left(v_{n}\right)-\int_{\left\{\left|v_{n}\right| \leq k\right\}} \Phi_{\delta_{1}, \delta_{2}} A\left(x, t, \nabla u_{n}\right) \cdot \nabla\left\langle T_{k}(v)\right\rangle_{\nu} .
$$

From Proposition 3.4.10, (iv), $\left\{A\left(x, t, \nabla\left(T_{k}\left(v_{n}\right)+h_{n}\right)\right) . \nabla\left\langle T_{k}(v)\right\rangle_{\nu}\right\}$ converges weakly in $L^{1}(Q)$ to $F_{k} \nabla\left\langle T_{k}(v)\right\rangle_{\nu}$. And $\left\{\chi_{\left\{\left|v_{n}\right| \leq k\right\}}\right\}$ converges to $\chi_{|v| \leq k}$, a.e. in $Q$, and $\Phi_{\delta_{1}, \delta_{2}}$ converges to 0 a.e. in $Q$ as $\delta_{1} \rightarrow 0$, and $\Phi_{\delta_{1}, \delta_{2}}$ takes its values in [0,1]. Thanks to Remark 3.5.2, we have

$$
\begin{aligned}
& \int_{\left\{\left|v_{n}\right| \leq k\right\}} \Phi_{\delta_{1}, \delta_{2}} A\left(x, t, \nabla u_{n}\right) \cdot \nabla\left\langle T_{k}(v)\right\rangle_{\nu} \\
& =\int_{Q} \chi_{\left\{\left|v_{n}\right| \leq k\right\}} \Phi_{\delta_{1}, \delta_{2}} A\left(x, t, \nabla\left(T_{k}\left(v_{n}\right)+h_{n}\right)\right) \cdot \nabla\left\langle T_{k}(v)\right\rangle_{\nu} \\
& =\int_{Q} \chi_{|v| \leq k} \Phi_{\delta_{1}, \delta_{2}} F_{k} \cdot \nabla\left\langle T_{k}(v)\right\rangle_{\nu}+\omega(n)=\omega\left(n, \nu, \delta_{1}\right) .
\end{aligned}
$$

Therefore, if we prove that

$$
\begin{equation*}
\int_{Q} \Phi_{\delta_{1}, \delta_{2}} A\left(x, t, \nabla u_{n}\right) \cdot \nabla T_{k}\left(v_{n}\right) \leq \omega\left(n, \delta_{1}, \delta_{2}\right) \tag{3.5.18}
\end{equation*}
$$

then we deduce (3.5.7). As noticed in [32, 49], it is precisely for this estimate that we need the double cut $\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}$. To do this, we set, for any $m>k>0$, and any $r \in \mathbb{R}$,

$$
\hat{S}_{k, m}(r)=\int_{0}^{r}\left(k-T_{k}(\tau)\right) H_{m}(\tau) d \tau,
$$

where $H_{m}$ is defined at (3.4.14). Hence $\operatorname{supp} \hat{S}_{k, m} \subset[-2 m, k]$; and $\hat{S}_{k, m}^{\prime \prime}=-\chi[-k, k]+$ $\frac{2 k}{m} \chi_{[-2 m,-m]}$. We choose $(\varphi, S)=\left(\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}, \hat{S}_{k, m}\right)$ as test functions in (3.4.2). From (3.5.17), we can write

$$
A_{1}+A_{2}-A_{3}+A_{4}+A_{5}+A_{6}=0
$$

where

$$
\begin{gathered}
A_{1}=-\int_{Q}\left(\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}\right)_{t} \hat{S}_{k, m}\left(v_{n}\right), A_{2}=\int_{Q}\left(k-T_{k}\left(v_{n}\right)\right) H_{m}\left(v_{n}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla\left(\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}\right), \\
A_{3}=\int_{Q} \psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+} A\left(x, t, \nabla u_{n}\right) \cdot \nabla T_{k}\left(v_{n}\right), A_{4}=\frac{2 k}{m} \int_{\left\{-2 m<v_{n} \leq-m\right\}} \psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+} A\left(x, t, \nabla u_{n}\right) \cdot \nabla v_{n}, \\
A_{5}= \\
-\int_{Q}\left(k-T_{k}\left(v_{n}\right)\right) H_{m}\left(v_{n}\right) \psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+} d \widehat{\lambda_{n, 0}}, A_{6}=\int_{Q}\left(k-T_{k}\left(v_{n}\right)\right) H_{m}\left(v_{n}\right) \psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+} d\left(\eta_{n, 0}-\rho_{n, 0}\right) ;
\end{gathered}
$$

and we estimate $A_{3}$. As in [49, p.585], since $\left\{\hat{S}_{k, m}\left(v_{n}\right)\right\}$ converges to $\hat{S}_{k, m}(v)$ weakly in $X$, and $\hat{S}_{k, m}(v) \in L^{\infty}(Q)$, and from (3.5.1), there holds

$$
A_{1}=-\int_{Q}\left(\psi_{\delta_{1}}^{+}\right)_{t} \psi_{\delta_{2}}^{+} \hat{S}_{k, m}(v)-\int_{Q} \psi_{\delta_{1}}^{+}\left(\psi_{\delta_{2}}^{+}\right)_{t} \hat{S}_{k, m}(v)+\omega(n)=\omega\left(n, \delta_{1}\right) .
$$

Next consider $A_{2}$. Notice that $v_{n}=T_{2 m}\left(v_{n}\right)$ on $\operatorname{supp}\left(H_{m}\left(v_{n}\right)\right)$. From Proposition 3.4.10, (iv), the sequence $\left\{A\left(x, t, \nabla\left(T_{2 m}\left(v_{n}\right)+h_{n}\right)\right) \cdot \nabla\left(\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}\right)\right\}$converges to $F_{2 m} \cdot \nabla\left(\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}\right)$weakly in $L^{1}(Q)$. Thanks to Remark 3.5.2 and the convergence of $\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}$in $X$ to 0 as $\delta_{1}$ tends to 0 , we find

$$
A_{2}=\int_{Q}\left(k-T_{k}(v)\right) H_{m}(v) F_{2 m} \cdot \nabla\left(\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}\right)+\omega(n)=\omega\left(n, \delta_{1}\right) .
$$

Then consider $A_{4}$. Then for some $C=C\left(p, c_{2}\right)$,

$$
\left|A_{4}\right| \leq C \frac{2 k}{m} \int_{\left\{-2 m<v_{n} \leq-m\right\}}\left(\left|\nabla u_{n}\right|^{p}+\left|\nabla v_{n}\right|^{p}+|a|^{p^{\prime}}\right) \psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+} .
$$

Since $\psi_{\delta_{1}}^{+}$takes its values in $[0,1]$, from Lemma 3.5.3, we get in particular $A_{4}=\omega\left(n, \delta_{1}, m, \delta_{2}\right)$.
Now estimate $A_{5}$. The sequence $\left\{\left(k-T_{k}\left(v_{n}\right)\right) H_{m}\left(v_{n}\right) \psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}\right\}$converges weakly in $X$ to $\left(k-T_{k}(v)\right) H_{m}(v) \psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}$, and $\left\{\left(k-T_{k}\left(v_{n}\right)\right) H_{m}\left(v_{n}\right)\right\}$ converges ${ }^{*}$-weakly in $L^{\infty}(Q)$ and a.e. in $Q$ to $\left(k-T_{k}(v)\right) H_{m}(v)$. Otherwise $\left\{f_{n}\right\}$ converges to $f$ weakly in $L^{1}(Q)$ and $\left\{g_{n}\right\}$ converges to $g$ strongly in $\left(L^{p^{\prime}}(Q)\right)^{N}$. Thanks to Remark 3.5.2 and the convergence of $\psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+}$to 0 in $X$ and a.e. in $Q$ as $\delta_{1} \rightarrow 0$, we deduce that

$$
A_{5}=-\int_{Q}\left(k-T_{k}\left(v_{n}\right)\right) H_{m}(v) \psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+} d \widehat{\nu_{0}}+\omega(n)=\omega\left(n, \delta_{1}\right),
$$

where $\widehat{\nu_{0}}=f-\operatorname{div} g$.
Finally $A_{6} \leq 2 k \int_{Q} \psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+} d \eta_{n}$; using (3.5.2) we also find $A_{6} \leq \omega\left(n, \delta_{1}, m, \delta_{2}\right)$. By addition, since $A_{3}$ does not depend on $m$, we obtain

$$
A_{3}=\int_{Q} \psi_{\delta_{1}}^{+} \psi_{\delta_{2}}^{+} A\left(x, t, \nabla u_{n}\right) \nabla T_{k}\left(v_{n}\right) \leq \omega\left(n, \delta_{1}, \delta_{2}\right) .
$$

Reasoning as before with $\left(\psi_{\delta_{1}}^{-} \psi_{\delta_{2}}^{-}, \check{S}_{k, m}\right)$ as test function in (3.4.2), where $\check{S}_{k, m}(r)=-\hat{S}_{k, m}(-r)$, we get in the same way

$$
\int_{Q} \psi_{\delta_{1}}^{-} \psi_{\delta_{2}}^{-} A\left(x, t, \nabla u_{n}\right) \nabla T_{k}\left(v_{n}\right) \leq \omega\left(n, \delta_{1}, \delta_{2}\right)
$$

Then, (3.5.18) holds.
Next we look at the behaviour far from $E$.
Lemma 3.5.5 . Estimate (3.5.8) holds.
Proof. Here we estimate $I_{2}$; we can write

$$
I_{2}=\int_{\left\{\left|v_{n}\right| \leq k\right\}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) A\left(x, t, \nabla u_{n}\right) \nabla\left(T_{k}\left(v_{n}\right)-\left\langle T_{k}(v)\right\rangle_{\nu}\right) .
$$

Following the ideas of [52], used also in [49], we define, for any $r \in \mathbb{R}$ and $\ell>2 k>0$,

$$
R_{n, \nu, \ell}=T_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)-T_{\ell-k}\left(v_{n}-T_{k}\left(v_{n}\right)\right) .
$$

Recall that $\left\|\left\langle T_{k}(v)\right\rangle_{\nu}\right\|_{\infty, Q} \leq k$, and observe that

$$
\begin{gather*}
R_{n, \nu, \ell}=2 k \operatorname{sign}\left(v_{n}\right) \quad \text { in }\left\{\left|v_{n}\right| \geq \ell+2 k\right\}, \quad\left|R_{n, \nu, \ell}\right| \leq 4 k, \quad R_{n, \nu, \ell}=\omega(n, \nu, \ell) \text { a.e. in } Q, \\
\lim _{n \rightarrow \infty} R_{n, \nu, \ell}=T_{\ell+k}\left(v-\left\langle T_{k}(v)\right\rangle_{\nu}\right)-T_{\ell-k}\left(v-T_{k}(v)\right), \quad \text { a.e. in } Q, \text { and weakly in } X . \tag{3.5.20}
\end{gather*}
$$

Next consider $\xi_{1, n_{1}} \in C_{c}^{\infty}([0, T)), \xi_{2, n_{2}} \in C_{c}^{\infty}((0, T])$ with values in $[0,1]$, such that $\left(\xi_{1, n_{1}}\right)_{t} \leq$ 0 and $\left(\xi_{2, n_{2}}\right)_{t} \geq 0$; and $\left\{\xi_{1, n_{1}}(t)\right\}$ (resp. $\left.\left\{\xi_{1, n_{2}}(t)\right\}\right)$ converges to 1 , for any $t \in[0, T)$ (resp. $t \in(0, T])$; and moreover, for any $a \in C\left([0, T] ; L^{1}(\Omega)\right),\left\{\int_{Q} a\left(\xi_{1, n_{1}}\right)_{t}\right\}$ and $\int_{Q} a\left(\xi_{2, n_{2}}\right)_{t}$ converge respectively to $-\int_{\Omega} a(., T)$ and $\int_{\Omega} a(., 0)$. We set
$\varphi=\varphi_{n, n_{1}, n_{2}, l_{1}, l_{2}, \ell}=\xi_{1, n_{1}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left[T_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\right]_{l_{1}}-\xi_{2, n_{2}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left[T_{\ell-k}\left(v_{n}-T_{k}\left(v_{n}\right)\right)\right]_{-l_{2}}$.
We can see that

$$
\begin{equation*}
\varphi-\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) R_{n, \nu, \ell}=\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right) \quad \text { in norm in } X \text { and a.e. in } Q . \tag{3.5.21}
\end{equation*}
$$

We can choose $(\varphi, S)=\left(\varphi_{n, n_{1}, n_{2}, l_{1}, l_{2}, \ell}, \overline{H_{m}}\right)$ as test functions in (3.4.7) for $u_{n}$, where $\overline{H_{m}}$ is defined at (3.4.14), with $m>\ell+2 k$. We obtain

$$
A_{1}+A_{2}+A_{3}+A_{4}+A_{5}=A_{6}+A_{7}
$$

with

$$
\begin{aligned}
& A_{1}=\int_{\Omega} \varphi(T) \overline{H_{m}}\left(v_{n}(T)\right) d x, \quad A_{2}=-\int_{\Omega} \varphi(0) \overline{H_{m}}\left(u_{0, n}\right) d x, \\
& A_{3}=-\int_{Q} \varphi_{t} \overline{H_{m}}\left(v_{n}\right), \quad A_{4}=\int_{Q} H_{m}\left(v_{n}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla \varphi, \\
& A_{5}=\int_{Q} \varphi H_{m}^{\prime}\left(v_{n}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla v_{n}, \quad A_{6}=\int_{Q} H_{m}\left(v_{n}\right) \varphi d \widehat{\lambda_{n, 0}}, \\
& A_{7}=\int_{Q} H_{m}\left(v_{n}\right) \varphi d\left(\rho_{n, 0}-\eta_{n, 0}\right) .
\end{aligned}
$$

Estimate of $A_{4}$. This term allows to study $I_{2}$. Indeed, $\left\{H_{m}\left(v_{n}\right)\right\}$ converges to 1, a.e. in $Q$; thanks to (3.5.21), (3.5.19) (3.5.20), we have

$$
\begin{aligned}
A_{4} & =\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla R_{n, \nu, \ell}-\int_{Q} R_{n, \nu, \ell} A\left(x, t, \nabla u_{n}\right) \cdot \nabla \Phi_{\delta_{1}, \delta_{2}}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right) \\
& =\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla R_{n, \nu, \ell}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n, \nu, \ell\right) \\
& =I_{2}+\int_{\left\{\left|v_{n}\right|>k\right\}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla R_{n, \nu, \ell}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n, \nu, \ell\right) \\
& =I_{2}+B_{1}+B_{2}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n, \nu, \ell\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& B_{1}=\int_{\left\{\left|v_{n}\right|>k\right\}}\left(1-\Phi_{\delta, \eta}\right)\left(\chi_{\left|v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right| \leq \ell+k}-\chi_{\left|\left|v_{n}\right|-k\right| \leq \ell-k}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla v_{n}, \\
& B_{2}=-\int_{\left\{\left|v_{n}\right|>k\right\}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) \chi_{\left|v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right| \leq \ell+k} A\left(x, t, \nabla u_{n}\right) \cdot \nabla\left\langle T_{k}(v)\right\rangle_{\nu} .
\end{aligned}
$$

Now $\left\{A\left(x, t, \nabla\left(T_{\ell+2 k}\left(v_{n}\right)+h_{n}\right)\right) . \nabla\left\langle T_{k}(v)\right\rangle_{\nu}\right\}$ converges to $F_{\ell+2 k} \nabla\left\langle T_{k}(v)\right\rangle_{\nu}$, weakly in $L^{1}(Q)$. Otherwise $\left\{\chi_{\left|v_{n}\right|>k} \chi_{\left|v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right| \leq \ell+k}\right\}$ converges to $\chi_{|v|>k} \chi_{\left|v-\left\langle T_{k}(v)\right\rangle_{\nu}\right| \leq \ell+k}$, a.e. in $Q$. And $\left\{\left\langle T_{k}(v)\right\rangle_{\nu}\right\}$ converges to $T_{k}(v)$ strongly in $X$. Thanks to Remark 3.5.2 we get

$$
\begin{aligned}
B_{2} & =-\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) \chi_{|v|>k} \chi_{\left|v-\left\langle T_{k}(v)\right\rangle_{\nu}\right| \leq \ell+k} F_{\ell+2 k} . \nabla\left\langle T_{k}(v)\right\rangle_{\nu}+\omega(n) \\
& =-\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) \chi_{|v|>k} \chi_{\left|v-T_{k}(v)\right| \leq \ell+k} F_{\ell+2 k} . \nabla T_{k}(v)+\omega(n, \nu)=\omega(n, \nu),
\end{aligned}
$$

since $\nabla T_{k}(v) \chi_{|v|>k}=0$. Besides, we see that, for some $C=C\left(p, c_{2}\right)$,

$$
\left|B_{1}\right| \leq C \int_{\left\{\ell-2 k \leq\left|v_{n}\right|<\ell+2 k\right\}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left(\left|\nabla u_{n}\right|^{p}+\left|\nabla v_{n}\right|^{p}+|a|^{p^{\prime}}\right) .
$$

Using (3.5.3) and (3.5.4) and applying (3.5.15) and (3.5.16) to $1-\Phi_{\delta_{1}, \delta_{2}}$, we obtain, for $k>0$

$$
\begin{equation*}
\int_{\left\{m \leq\left|v_{n}\right|<m+4 k\right\}}\left(\left|\nabla u_{n}\right|^{p}+\left|\nabla v_{n}\right|^{p}\right)\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)=\omega\left(n, m, \delta_{1}, \delta_{2}\right) \tag{3.5.22}
\end{equation*}
$$

Thus, $B_{1}=\omega\left(n, \nu, \ell, \delta_{1}, \delta_{2}\right)$, hence $B_{1}+B_{2}=\omega\left(n, \nu, \ell, \delta_{1}, \delta_{2}\right)$. Then

$$
\begin{equation*}
A_{4}=I_{2}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n, \nu, \ell, \delta_{1}, \delta_{2}\right) . \tag{3.5.23}
\end{equation*}
$$

Estimate of $A_{5}$. For $m>\ell+2 k$, since $|\varphi| \leq 2 \ell$, and (3.5.21) holds, we get, from the dominated convergence Theorem,

$$
\begin{aligned}
A_{5} & =\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) R_{n, \nu, \ell} H_{m}^{\prime}\left(v_{n}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla v_{n}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right) \\
& =-\frac{2 k}{m} \int_{\left\{m \leq\left|v_{n}\right|<2 m\right\}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla v_{n}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right) ;
\end{aligned}
$$

here, the final equality followed from the relation, since $m>\ell+2 k$,

$$
\begin{equation*}
R_{n, \nu, \ell} H_{m}^{\prime}\left(v_{n}\right)=-\frac{2 k}{m} \chi_{m \leq\left|v_{n}\right| \leq 2 m}, \quad \text { a.e. in } Q . \tag{3.5.24}
\end{equation*}
$$

Next we go to the limit in $m$, by using (3.4.3), (3.4.4) for $u_{n}$, with $\phi=\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)$. There holds

$$
A_{5}=-2 k \int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) d\left(\left(\rho_{n, s}-\eta_{n, s}\right)^{+}+\left(\rho_{n, s}-\eta_{n, s}\right)^{-}\right)+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right) .
$$

Then, from (3.5.3) and (3.5.4), we get $A_{5}=\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n, \nu, \ell, \delta_{1}, \delta_{2}\right)$.
Estimate of $A_{6}$. Again, from (3.5.21),

$$
\begin{aligned}
A_{6} & =\int_{Q} H_{m}\left(v_{n}\right) \varphi f_{n}+\int_{Q} g_{n} \cdot \nabla\left(H_{m}\left(v_{n}\right) \varphi\right) \\
& =\int_{Q} H_{m}\left(v_{n}\right)\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) R_{n, \nu, \ell} f_{n}+\int_{Q} g_{n} \cdot \nabla\left(H_{m}\left(v_{n}\right)\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) R_{n, \nu, \ell}\right)+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right) .
\end{aligned}
$$

Thus we can write $A_{6}=D_{1}+D_{2}+D_{3}+D_{4}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right)$, where

$$
\begin{gathered}
D_{1}=\int_{Q} H_{m}\left(v_{n}\right)\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) R_{n, \nu, \ell} f_{n}, \quad D_{2}=\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) R_{n, \nu, \ell} H_{m}^{\prime}\left(v_{n}\right) g_{n} . \nabla v_{n}, \\
D_{3}=\int_{Q} H_{m}\left(v_{n}\right)\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) g_{n} . \nabla R_{n, \nu, \ell}, \quad D_{4}=-\int_{Q} H_{m}\left(v_{n}\right) R_{n, \nu, \ell} g_{n} . \nabla \Phi_{\delta_{1}, \delta_{2}} .
\end{gathered}
$$

Since $\left\{f_{n}\right\}$ converges to $f$ weakly in $L^{1}(Q)$, and (3.5.19)-(3.5.20) hold, we get from Remark 3.5.2,

$$
D_{1}=\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left(T_{\ell+k}\left(v-\left\langle T_{k}(v)\right\rangle_{\nu}\right)-T_{\ell-k}\left(v-T_{k}(v)\right)\right) f+\omega(m, n)=\omega(m, n, \nu, \ell) .
$$

We deduce from (3.4.10) that $D_{2}=\omega(m)$. Next consider $D_{3}$. Note that $H_{m}\left(v_{n}\right)=1+\omega(m)$, and (3.5.20) holds, and $\left\{g_{n}\right\}$ converges to $g$ strongly in $\left(L^{p^{\prime}}(Q)\right)^{N}$, and $\left\langle T_{k}(v)\right\rangle_{\nu}$ converges to $T_{k}(v)$ strongly in $X$. Then we obtain successively that

$$
\begin{aligned}
D_{3} & =\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) g \cdot \nabla\left(T_{\ell+k}\left(v-\left\langle T_{k}(v)\right\rangle_{\nu}\right)-T_{\ell-k}\left(v-T_{k}(v)\right)\right)+\omega(m, n) \\
& =\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) g \cdot \nabla\left(T_{\ell+k}\left(v-T_{k}(v)\right)-T_{\ell-k}\left(v-T_{k}(v)\right)\right)+\omega(m, n, \nu) \\
& =\omega(m, n, \nu, \ell)
\end{aligned}
$$

Similarly we also get $D_{4}=\omega(m, n, \nu, \ell)$. Thus $A_{6}=\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n, \nu, \ell, \delta_{1}, \delta_{2}\right)$.
Estimate of $A_{7}$. We have

$$
\begin{aligned}
\left|A_{7}\right| & =\left|\int_{Q} S_{m}^{\prime}\left(v_{n}\right)\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) R_{n, \nu, \ell} d\left(\rho_{n, 0}-\eta_{n, 0}\right)\right|+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right) \\
& \leq 4 k \int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) d\left(\rho_{n}+\eta_{n}\right)+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right)
\end{aligned}
$$

From (3.5.3) and (3.5.4) we get $A_{7}=\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n, \nu, \ell, \delta_{1}, \delta_{2}\right)$.
Estimate of $A_{1}+A_{2}+A_{3}$. We set

$$
J(r)=T_{\ell-k}\left(r-T_{k}(r)\right), \quad \forall r \in \mathbb{R}
$$

and use the notations $\bar{J}$ and $\mathcal{J}$ of (3.4.11). From the definitions of $\xi_{1, n_{1}}, \xi_{1, n_{2}}$, we can see that

$$
\begin{align*}
A_{1}+A_{2} & =-\int_{\Omega} J\left(v_{n}(T)\right) \overline{H_{m}}\left(v_{n}(T)\right)-\int_{\Omega} T_{\ell+k}\left(u_{0, n}-z_{\nu}\right) \overline{H_{m}}\left(u_{0, n}\right)+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right) \\
& =-\int_{\Omega} J\left(v_{n}(T)\right) v_{n}(T)-\int_{\Omega} T_{\ell+k}\left(u_{0, n}-z_{\nu}\right) u_{0, n}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right), \tag{3.5.25}
\end{align*}
$$

where $z_{\nu}=\left\langle T_{k}(v)\right\rangle_{\nu}(0)$. We can write $A_{3}=F_{1}+F_{2}$, where

$$
\begin{aligned}
& F_{1}=-\int_{Q}\left(\xi_{n_{1}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left[T_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\right]_{l_{1}}\right)_{t} \overline{H_{m}}\left(v_{n}\right) \\
& \left.F_{2}=\int_{Q}\left(\xi_{n_{2}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left[T_{\ell-k}\left(v_{n}-T_{k}\left(v_{n}\right)\right)\right)\right]_{-l_{2}}\right)_{t} \overline{H_{m}}\left(v_{n}\right)
\end{aligned}
$$

Estimate of $F_{2}$. We write $F_{2}=G_{1}+G_{2}+G_{3}$, with

$$
\begin{aligned}
G_{1} & =-\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t} \xi_{n_{2}}\left[T_{\ell-k}\left(v_{n}-T_{k}\left(v_{n}\right)\right)\right]_{-l_{2}} \overline{H_{m}}\left(v_{n}\right) \\
G_{2} & =\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left(\xi_{n_{2}}\right)_{t}\left[T_{\ell-k}\left(v_{n}-T_{k}\left(v_{n}\right)\right)\right]_{-l_{2}} \overline{H_{m}}\left(v_{n}\right) \\
G_{3} & =\int_{Q} \xi_{n_{2}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left(\left[T_{\ell-k}\left(v_{n}-T_{k}\left(v_{n}\right)\right)\right]_{-l_{2}}\right)_{t} \overline{H_{m}}\left(v_{n}\right)
\end{aligned}
$$

We find easily

$$
\begin{gathered}
G_{1}=-\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t} J\left(v_{n}\right) v_{n}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right) \\
G_{2}=\int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left(\xi_{n_{2}}\right)_{t} J\left(v_{n}\right) \overline{H_{m}}\left(v_{n}\right)+\omega\left(l_{1}, l_{2}\right)=\int_{\Omega} J\left(u_{0, n}\right) u_{0, n}+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right)
\end{gathered}
$$

Next consider $G_{3}$. Setting $b=\overline{H_{m}}\left(v_{n}\right)$, there holds from (3.4.13) and (3.4.12),

$$
\left(\left([J(b)]_{-l_{2}}\right) t b\right)(., t)=\frac{b(., t)}{l_{2}}\left(J(b)(., t)-J(b)\left(., t-l_{2}\right)\right) .
$$

Hence

$$
\left(\left[T_{\ell-k}\left(v_{n}-T_{k}\left(v_{n}\right)\right)\right]_{-l_{2}}\right)_{t} \overline{H_{m}}\left(v_{n}\right) \geq\left(\left[\mathcal{J}\left(\overline{H_{m}}\left(v_{n}\right)\right)\right]_{-l_{2}}\right)_{t}=\left(\left[\mathcal{J}\left(v_{n}\right)\right]_{-l_{2}}\right)_{t}
$$

since $\mathcal{J}$ is constant in $\{|r| \geq m+\ell+2 k\}$. Integrating by parts in $G_{3}$, we find

$$
\begin{aligned}
G_{3} & \geq \int_{Q} \xi_{2, n_{2}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left(\left[\mathcal{J}\left(v_{n}\right)\right]_{-l_{2}}\right)_{t} \\
& =-\int_{Q}\left(\xi_{2, n_{2}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\right)_{t}\left[\mathcal{J}\left(v_{n}\right)\right]_{-l_{2}}+\int_{\Omega} \xi_{2, n_{2}}(T)\left[\mathcal{J}\left(v_{n}\right)\right]_{-l_{2}}(T) d x \\
& =-\int_{Q}\left(\xi_{2, n_{2}}\right)_{t}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) \mathcal{J}\left(v_{n}\right) \\
& +\int_{Q} \xi_{2, n_{2}}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t} \mathcal{J}\left(v_{n}\right)+\int_{\Omega} \xi_{2, n_{2}}(T) \mathcal{J}\left(v_{n}(T)\right)+\omega\left(l_{1}, l_{2}\right) \\
& =-\int_{\Omega} \mathcal{J}\left(u_{0, n}\right) d x+\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t} \mathcal{J}\left(v_{n}\right)+\int_{\Omega} \mathcal{J}\left(v_{n}(T)\right)+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right)
\end{aligned}
$$

Therefore, since $\mathcal{J}\left(v_{n}\right)-J\left(v_{n}\right) v_{n}=-\bar{J}\left(v_{n}\right)$ and $\bar{J}\left(u_{0, n}\right)=J\left(u_{0, n}\right) u_{0, n}-\mathcal{J}\left(u_{0, n}\right)$, we obtain

$$
\begin{equation*}
F_{2} \geq \int_{\Omega} \bar{J}\left(u_{0, n}\right) d x-\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t} \bar{J}\left(v_{n}\right)+\int_{\Omega} \mathcal{J}\left(v_{n}(T)\right) d x+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right) \tag{3.5.26}
\end{equation*}
$$

Estimate of $F_{1}$. Since $m>\ell+2 k$, there holds $T_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)=T_{\ell+k}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)$ on $\operatorname{supp} \overline{H_{m}}\left(v_{n}\right)$. Hence we can write $F_{1}=L_{1}+L_{2}$, with

$$
\begin{aligned}
& L_{1}=-\int_{Q}\left(\xi_{1, n_{1}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left[T_{\ell+k}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)\right]_{l_{1}}\right)_{t}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right\rangle_{\nu}\right)\right. \\
& L_{2}=-\int_{Q}\left(\xi_{1, n_{1}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left[T_{\ell+k}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)\right]_{l_{1}}\right)_{t}\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu} .
\end{aligned}
$$

Integrating by parts we have, by definition of the Landes-time approximation,

$$
\begin{align*}
L_{2}= & \int_{Q} \xi_{1, n_{1}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left[T_{\ell+k}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)\right]_{l_{1}}\left(\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)_{t} \\
+ & \int_{\Omega} \xi_{1, n_{1}}(0)\left[T_{\ell+k}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)\right]_{l_{1}}(0)\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}(0) \\
= & \nu \int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) T_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\left(T_{k}(v)-\left\langle T_{k}(v)\right\rangle_{\nu}\right) \\
& +\int_{\Omega} T_{\ell+k}\left(u_{0, n}-z_{\nu}\right) z_{\nu} d x+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right) . \tag{3.5.27}
\end{align*}
$$

We decompose $L_{1}$ into $L_{1}=K_{1}+K_{2}+K_{3}$, where

$$
\begin{aligned}
& K_{1}=-\int_{Q}\left(\xi_{1, n_{1}}\right)_{t}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left[T_{\ell+k}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)\right]_{l_{1}}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right) \\
& K_{2}=\int_{Q} \xi_{1, n_{1}}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t}\left[T_{\ell+k}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)\right]_{l_{1}}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right) \\
& K_{3}=-\int_{Q} \xi_{1, n_{1}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left(\left[T_{\ell+k}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)\right]_{l_{1}}\right)_{t}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right\rangle_{\nu}\right) .\right.
\end{aligned}
$$

Then we check easily that

$$
\begin{aligned}
K_{1} & =\int_{\Omega} T_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)(T)\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)(T) d x+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right), \\
K_{2} & =\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t} T_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right)
\end{aligned}
$$

Next consider $K_{3}$. Here we use the function $\mathcal{T}_{k}$ defined at (3.4.13).
We set $b=\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}$. Hence from (3.4.12),

$$
\begin{aligned}
\left(\left(\left[T_{\ell+k}(b)\right]_{l_{1}}\right)_{t} b\right)(., t) & =\frac{b(., t)}{l_{1}}\left(T_{\ell+k}(b)\left(., t+l_{1}\right)-T_{\ell+k}(b)(., t)\right) \\
& \leq \frac{1}{l_{1}}\left(\mathcal{T}_{\ell+k}(b)\left(\left(., t+l_{1}\right)\right)-\mathcal{T}_{\ell+k}(b)(., t)\right)=\left(\left[\mathcal{T}_{\ell+k}(b)\right]_{l_{1}}\right) t_{t}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \quad\left(\left[T_{\ell+k}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)\right]_{l_{1}}\right)_{t}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right) \\
& \quad \leq\left(\left[\mathcal{T}_{\ell+k}\left(\overline{H_{m}}\left(v_{n}\right)-\left\langle T_{k}\left(\overline{H_{m}}(v)\right)\right\rangle_{\nu}\right)\right]_{l_{1}}\right)_{t}=\left(\left[\mathcal{T}_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right]_{l_{1}}\right)_{t} .\right.
\end{aligned}
$$

Then

$$
\begin{aligned}
K_{3} & \geq-\int_{Q} \xi_{1, n_{1}}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left(\left[\mathcal{T}_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\right]_{l_{1}}\right)_{t} \\
& =\int_{Q}\left(\xi_{1, n_{1}}\right)_{t}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right)\left[\mathcal{T}_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\right]_{l_{1}}-\int_{Q} \xi_{1, n_{1}}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t}\left[\mathcal{T}_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\right]_{l_{1}} \\
& +\int_{\Omega} \xi_{1, n_{1}}(0)\left[\mathcal{T}_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\right]_{l_{1}}(0) d x \\
& =-\int_{\Omega} \mathcal{T}_{\ell+k}\left(v_{n}(T)-\left\langle T_{k}(v)\right\rangle_{\nu}(T)\right) d x-\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t} \mathcal{T}_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right) \\
& +\int_{\Omega} \mathcal{T}_{\ell+k}\left(u_{0, n}-z_{\nu}\right) d x+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}\right) .
\end{aligned}
$$

We find by addition, since $T_{\ell+k}(r)-\mathcal{T}_{\ell+k}(r)=\bar{T}_{\ell+k}(r)$ for any $r \in \mathbb{R}$,

$$
\begin{align*}
L_{1} & \geq \int_{\Omega} \mathcal{T}_{\ell+k}\left(u_{0, n}-z_{\nu}\right) d x+\int_{\Omega} \bar{T}_{\ell+k}\left(v_{n}(T)-\left\langle T_{k}(v)\right\rangle_{\nu}(T)\right) d x \\
& +\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t} \bar{T}_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right) \tag{3.5.28}
\end{align*}
$$

We deduce from $(3.5 .28)$, (3.5.27), (3.5.26),

$$
\begin{align*}
A_{3} & \geq \int_{\Omega} \bar{J}\left(u_{0, n}\right)+\int_{\Omega} \mathcal{T}_{\ell+k}\left(u_{0, n}-z_{\nu}\right) d x+\int_{\Omega} T_{\ell+k}\left(u_{0, n}-z_{\nu}\right) z_{\nu} d x  \tag{3.5.29}\\
& +\int_{\Omega} \bar{T}_{\ell+k}\left(v_{n}(T)-\left\langle T_{k}(v)\right\rangle_{\nu}(T)\right)+\int_{\Omega} \mathcal{J}\left(v_{n}(T)\right) d x+\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t}\left(\bar{T}_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)-\bar{J}\left(v_{n}\right)\right) \\
& +\nu \int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) T_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\left(T_{k}(v)-\left\langle T_{k}(v)\right\rangle_{\nu}\right)+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right)
\end{align*}
$$

Next we add (3.5.25) and (3.5.29). Note that $\mathcal{J}\left(v_{n}(T)\right)-J\left(v_{n}(T)\right) v_{n}(T)=-\bar{J}\left(v_{n}(T)\right)$, and also $\mathcal{T}_{\ell+k}\left(u_{0, n}-z_{\nu}\right)-T_{\ell+k}\left(u_{0, n}-z_{\nu}\right)\left(z_{\nu}-u_{0, n}\right)=-\bar{T}_{\ell+k}\left(u_{0, n}-z_{\nu}\right)$. Then we find

$$
\begin{aligned}
A_{1}+A_{2}+A_{3} & \geq \int_{\Omega}\left(\bar{J}\left(u_{0, n}\right)-\bar{T}_{\ell+k}\left(u_{0, n}-z_{\nu}\right)\right) d x+\int_{\Omega}\left(\bar{T}_{\ell+k}\left(v_{n}(T)-\left\langle T_{k}(v)\right\rangle_{\nu}(T)\right)-\bar{J}\left(v_{n}(T)\right)\right) d x \\
& +\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t}\left(\bar{T}_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)-\bar{J}\left(v_{n}\right)\right) \\
& +\nu \int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) T_{\ell+k}\left(v_{n}-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\left(T_{k}(v)-\left\langle T_{k}(v)\right\rangle_{\nu}\right)+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m\right)
\end{aligned}
$$

Notice that $\bar{T}_{\ell+k}(r-s)-\bar{J}(r) \geq 0$ for any $r, s \in \mathbb{R}$ such that $|s| \leq k$; thus

$$
\int_{\Omega}\left(\bar{T}_{\ell+k}\left(v_{n}(T)-\left\langle T_{k}(v)\right\rangle_{\nu}(T)\right)-\bar{J}\left(v_{n}(T)\right)\right) d x \geq 0 .
$$

And $\left\{u_{0, n}\right\}$ converges to $u_{0}$ in $L^{1}(\Omega)$ and $\left\{v_{n}\right\}$ converges to $v$ in $L^{1}(Q)$ from Proposition 3.4.10. Thus we obtain

$$
\begin{gathered}
A_{1}+A_{2}+A_{3} \geq \int_{\Omega}\left(\bar{J}\left(u_{0}\right)-\bar{T}_{\ell+k}\left(u_{0}-z_{\nu}\right)\right) d x+\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t}\left(\bar{T}_{\ell+k}\left(v-\left\langle T_{k}(v)\right\rangle_{\nu}\right)-\bar{J}(v)\right) \\
+\nu \int_{Q}\left(1-\Phi_{\delta_{1}, \delta_{2}}\right) T_{\ell+k}\left(v-\left\langle T_{k}(v)\right\rangle_{\nu}\right)\left(T_{k}(v)-\left\langle T_{k}(v)\right\rangle_{\nu}\right)+\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n\right) .
\end{gathered}
$$

Moreover $T_{\ell+k}(r-s)\left(T_{k}(r)-s\right) \geq 0$ for any $r, s \in \mathbb{R}$ such that $|s| \leq k$, hence

$$
\begin{aligned}
A_{1}+A_{2}+A_{3} & \geq \int_{\Omega}\left(\bar{J}\left(u_{0}\right)-\bar{T}_{\ell+k}\left(u_{0}-z_{\nu}\right)\right) d x+\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t}\left(\bar{T}_{\ell+k}\left(v-\left\langle T_{k}(v)\right\rangle_{\nu}\right)-\bar{J}(v)\right) \\
& +\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n\right)
\end{aligned}
$$

As $\nu \rightarrow \infty,\left\{z_{\nu}\right\}$ converges to $T_{k}\left(u_{0}\right)$, a.e. in $\Omega$, thus we get

$$
\begin{aligned}
A_{1}+A_{2}+A_{3} & \geq \int_{\Omega}\left(\bar{J}\left(u_{0}\right)-\bar{T}_{\ell+k}\left(u_{0}-T_{k}\left(u_{0}\right)\right)\right) d x+\int_{Q}\left(\Phi_{\delta_{1}, \delta_{2}}\right)_{t}\left(\bar{T}_{\ell+k}\left(v-T_{k}(v)\right)-\bar{J}(v)\right) \\
& +\omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n, \nu\right) .
\end{aligned}
$$

Finally $\left|\bar{T}_{\ell+k}\left(r-T_{k}(r)\right)-\bar{J}(r)\right| \leq 2 k|r| \chi_{\{|r| \geq \ell\}}$ for any $r \in \mathbb{R}$, thus

$$
A_{1}+A_{2}+A_{3} \geq \omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n, \nu, \ell\right)
$$

Combining all the estimates, we obtain $I_{2} \leq \omega\left(l_{1}, l_{2}, n_{1}, n_{2}, m, n, \nu, \ell, \delta_{1}, \delta_{2}\right)$ which implies (3.5.8), since $I_{2}$ does not depend on $l_{1}, l_{2}, n_{1}, n_{2}, m, \ell$.

Next we conclude the proof of Theorem 3.2.1:
Lemma 3.5.6 The function $u$ is a $R$-solution of (3.1.1).
Proof. (i) First show that $u$ satisfies (3.4.2). Here we proceed as in [49]. Let $\varphi \in X \cap L^{\infty}(Q)$ such $\varphi_{t} \in X^{\prime}+L^{1}(Q), \varphi(., T)=0$, and $S \in W^{2, \infty}(\mathbb{R})$, such that $S^{\prime}$ has compact support on $\mathbb{R}, S(0)=0$. Let $M>0$ such that $\operatorname{supp} S^{\prime} \subset[-M, M]$. Taking successively $(\varphi, S)$ and $\left(\varphi \psi_{\delta}^{ \pm}, S\right)$ as test functions in (3.4.2) applied to $u_{n}$, we can write

$$
A_{1}+A_{2}+A_{3}+A_{4}=A_{5}+A_{6}+A_{7}, \quad A_{2, \delta, \pm}+A_{3, \delta, \pm}+A_{4, \delta, \pm}=A_{5, \delta, \pm}+A_{6, \delta, \pm}+A_{7, \delta, \pm},
$$

where

$$
\begin{gathered}
A_{1}=-\int_{\Omega} \varphi(0) S\left(u_{0, n}\right), \quad A_{2}=-\int_{Q} \varphi_{t} S\left(v_{n}\right), \quad A_{2, \delta, \pm}=-\int_{Q}\left(\varphi \psi_{\delta}^{ \pm}\right)_{t} S\left(v_{n}\right), \\
A_{3}=\int_{Q} S^{\prime}\left(v_{n}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla \varphi, \quad A_{3, \delta, \pm}=\int_{Q} S^{\prime}\left(v_{n}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla\left(\varphi \psi_{\delta}^{ \pm}\right), \\
A_{4}=\int_{Q} S^{\prime \prime}\left(v_{n}\right) \varphi A\left(x, t, \nabla u_{n}\right) \cdot \nabla v_{n}, \quad A_{4, \delta, \pm}=\int_{Q} S^{\prime \prime}\left(v_{n}\right) \varphi \psi_{\delta}^{ \pm} A\left(x, t, \nabla u_{n}\right) \cdot \nabla v_{n}, \\
A_{5}=\int_{Q} S^{\prime}\left(v_{n}\right) \varphi d \widehat{\lambda_{n, 0}}, \quad A_{6}=\int_{Q} S^{\prime}\left(v_{n}\right) \varphi d \rho_{n, 0}, \quad A_{7}=-\int_{Q} S^{\prime}\left(v_{n}\right) \varphi d \eta_{n, 0}, \\
A_{5, \delta, \pm}=\int_{Q} S^{\prime}\left(v_{n}\right) \varphi \psi_{\delta}^{ \pm} d \widehat{\lambda_{n, 0}}, \quad A_{6, \delta, \pm}=\int_{Q} S^{\prime}\left(v_{n}\right) \varphi \psi_{\delta}^{ \pm} d \rho_{n, 0}, \quad A_{7, \delta, \pm}=-\int_{Q} S^{\prime}\left(v_{n}\right) \varphi \psi_{\delta}^{ \pm} d \eta_{n, 0} .
\end{gathered}
$$

Since $\left\{u_{0, n}\right\}$ converges to $u_{0}$ in $L^{1}(\Omega)$, and $\left\{S\left(v_{n}\right)\right\}$ converges to $S(v)$ strongly in $X$ and weak* in $L^{\infty}(Q)$, there holds, from (3.5.2),

$$
A_{1}=-\int_{\Omega} \varphi(0) S\left(u_{0}\right)+\omega(n), \quad A_{2}=-\int_{Q} \varphi_{t} S(v)+\omega(n), \quad A_{2, \delta, \psi_{\delta}^{ \pm}}=\omega(n, \delta) .
$$

Moreover $T_{M}\left(v_{n}\right)$ converges to $T_{M}(v)$, then $T_{M}\left(v_{n}\right)+h_{n}$ converges to $T_{k}(v)+h$ strongly in $X$, thus

$$
\begin{aligned}
A_{3} & =\int_{Q} S^{\prime}\left(v_{n}\right) A\left(x, t, \nabla\left(T_{M}\left(v_{n}\right)+h_{n}\right)\right) \cdot \nabla \varphi \\
& =\int_{Q} S^{\prime}(v) A\left(x, t, \nabla\left(T_{M}(v)+h\right)\right) \cdot \nabla \varphi+\omega(n) \\
& =\int_{Q} S^{\prime}(v) A(x, t, \nabla u) \cdot \nabla \varphi+\omega(n)
\end{aligned}
$$

and

$$
\begin{aligned}
A_{4} & =\int_{Q} S^{\prime \prime}\left(v_{n}\right) \varphi A\left(x, t, \nabla\left(T_{M}\left(v_{n}\right)+h_{n}\right)\right) \cdot \nabla T_{M}\left(v_{n}\right) \\
& =\int_{Q} S^{\prime \prime}(v) \varphi A\left(x, t, \nabla\left(T_{M}(v)+h\right)\right) \cdot \nabla T_{M}(v)+\omega(n) \\
& =\int_{Q} S^{\prime \prime}(v) \varphi A(x, t, \nabla u) \cdot \nabla v+\omega(n) .
\end{aligned}
$$

In the same way, since $\psi_{\delta}^{ \pm}$converges to 0 in $X$,

$$
\begin{aligned}
& A_{3, \delta, \pm}=\int_{Q} S^{\prime}(v) A(x, t, \nabla u) \cdot \nabla\left(\varphi \psi_{\delta}^{ \pm}\right)+\omega(n)=\omega(n, \delta), \\
& A_{4, \delta, \pm}=\int_{Q} S^{\prime \prime}(v) \varphi \psi_{\delta}^{ \pm} A(x, t, \nabla u) \cdot \nabla v+\omega(n)=\omega(n, \delta) .
\end{aligned}
$$

And $\left\{g_{n}\right\}$ converges strongly in $\left(L^{p^{\prime}}(\Omega)\right)^{N}$, thus

$$
\begin{aligned}
A_{5} & =\int_{Q} S^{\prime}\left(v_{n}\right) \varphi f_{n}+\int_{Q} S^{\prime}\left(v_{n}\right) g_{n} \cdot \nabla \varphi+\int_{Q} S^{\prime \prime}\left(v_{n}\right) \varphi g_{n} \cdot \nabla T_{M}\left(v_{n}\right) \\
& =\int_{Q} S^{\prime}(v) \varphi f+\int_{Q} S^{\prime}(v) g \cdot \nabla \varphi+\int_{Q} S^{\prime \prime}(v) \varphi g \cdot \nabla T_{M}(v)+\omega(n) \\
& =\int_{Q} S^{\prime}(v) \varphi d \widehat{\mu_{0}}+\omega(n) .
\end{aligned}
$$

and $A_{5, \delta, \pm}=\int_{Q} S^{\prime}(v) \varphi \psi_{\delta}^{ \pm} d \widehat{\lambda_{n, 0}}+\omega(n)=\omega(n, \delta)$. Then $A_{6, \delta, \pm}+A_{7, \delta, \pm}=\omega(n, \delta)$. From (3.5.2) we verify that $A_{7, \delta,+}=\omega(n, \delta)$ and $A_{6, \delta,-}=\omega(n, \delta)$. Moreover, from (3.5.6) and (3.5.2), we find
$\left|A_{6}-A_{6, \delta,+}\right| \leq \int_{Q}\left|S^{\prime}\left(v_{n}\right) \varphi\right|\left(1-\psi_{\delta}^{+}\right) d \rho_{n, 0} \leq\|S\|_{W^{2, \infty}(\mathbb{R})}\|\varphi\|_{L^{\infty}(Q)} \int_{Q}\left(1-\psi_{\delta}^{+}\right) d \rho_{n}=\omega(n, \delta)$.

Similarly we also have $\left|A_{7}-A_{7, \delta,-}\right| \leq \omega(n, \delta)$. Hence $A_{6}=\omega(n)$ and $A_{7}=\omega(n)$. Therefore, we finally obtain (3.4.2) :

$$
\begin{align*}
& -\int_{\Omega} \varphi(0) S\left(u_{0}\right) d x-\int_{Q} \varphi_{t} S(v) \\
& \quad+\int_{Q} S^{\prime}(v) A(x, t, \nabla u) \cdot \nabla \varphi+\int_{Q} S^{\prime \prime}(v) \varphi A(x, t, \nabla u) \cdot \nabla v=\int_{Q} S^{\prime}(v) \varphi d \widehat{\mu_{0}} \tag{3.5.30}
\end{align*}
$$

(ii) Next, we prove (3.4.3) and (3.4.4). We take $\varphi \in C_{c}^{\infty}(Q)$ and take $\left(\left(1-\psi_{\delta}^{-}\right) \varphi, \overline{H_{m}}\right)$ as test functions in (3.5.30), with $\overline{H_{m}}$ as in (3.4.14). We can write $D_{1, m}+D_{2, m}=D_{3, m}+$ $D_{4, m}+D_{5, m}$, where

$$
\begin{align*}
D_{1, m} & =-\int_{Q}\left(\left(1-\psi_{\delta}^{-}\right) \varphi\right)_{t} \overline{H_{m}}(v) \\
D_{2, m} & =\int_{Q} H_{m}(v) A(x, t, \nabla u) \cdot \nabla\left(\left(1-\psi_{\delta}^{-}\right) \varphi\right) \\
D_{3, m} & =\int_{Q} H_{m}(v)\left(1-\psi_{\delta}^{-}\right) \varphi d \widehat{\mu_{0}}  \tag{3.5.31}\\
D_{4, m} & =\frac{1}{m} \int_{m \leq v \leq 2 m}\left(1-\psi_{\delta}^{-}\right) \varphi A(x, t, \nabla u) \cdot \nabla v \\
D_{5, m} & =-\frac{1}{m} \int_{-2 m \leq v \leq-m}\left(1-\psi_{\delta}^{-}\right) \varphi A(x, t, \nabla u) \nabla v
\end{align*}
$$

Taking the same test functions in (3.4.2) applied to $u_{n}$, there holds $D_{1, m}^{n}+D_{2, m}^{n}=D_{3, m}^{n}+$ $D_{4, m}^{n}+D_{5, m}^{n}$, where

$$
\begin{align*}
D_{1, m}^{n} & =-\int_{Q}\left(\left(1-\psi_{\delta}^{-}\right) \varphi\right)_{t} \overline{H_{m}}\left(v_{n}\right), \\
D_{2, m}^{n} & =\int_{Q} H_{m}\left(v_{n}\right) A\left(x, t, \nabla u_{n}\right) \cdot \nabla\left(\left(1-\psi_{\delta}^{-}\right) \varphi\right), \\
D_{3, m}^{n} & =\int_{Q} H_{m}\left(v_{n}\right)\left(1-\psi_{\delta}^{-}\right) \varphi d\left(\widehat{\lambda_{n, 0}}+\rho_{n, 0}-\eta_{n, 0}\right),  \tag{3.5.32}\\
D_{4, m}^{n} & =\frac{1}{m} \int_{m \leq v \leq 2 m}\left(1-\psi_{\delta}^{-}\right) \varphi A\left(x, t, \nabla u_{n}\right) \cdot \nabla v_{n}, \\
D_{5, m}^{n} & =-\frac{1}{m} \int_{-2 m \leq v_{n} \leq-m}\left(1-\psi_{\delta}^{-}\right) \varphi A\left(x, t, \nabla u_{n}\right) . \nabla v_{n} .
\end{align*}
$$

In (3.5.32), we go to the limit as $m \rightarrow \infty$. Since $\left\{\bar{H}_{m}\left(v_{n}\right)\right\}$ converges to $v_{n}$ and $\left\{H_{m}\left(v_{n}\right)\right\}$ converges to 1 , a.e. in $Q$, and $\left\{\nabla H_{m}\left(v_{n}\right)\right\}$ converges to 0 , weakly in $\left(L^{p}(Q)\right)^{N}$, we obtain the relation $D_{1}^{n}+D_{2}^{n}=D_{3}^{n}+D^{n}$, where

$$
\begin{aligned}
D_{1}^{n} & =-\int_{Q}\left(\left(1-\psi_{\delta}^{-}\right) \varphi\right)_{t} v_{n}, D_{2}^{n}=\int_{Q} A\left(x, t, \nabla u_{n}\right) \nabla\left(\left(1-\psi_{\delta}^{-}\right) \varphi\right), D_{3}^{n}=\int_{Q}\left(1-\psi_{\delta}^{-}\right) \varphi d \widehat{\lambda_{n, 0}} \\
D^{n} & =\int_{Q}\left(1-\psi_{\delta}^{-}\right) \varphi d\left(\rho_{n, 0}-\eta_{n, 0}\right)+\int_{Q}\left(1-\psi_{\delta}^{-}\right) \varphi d\left(\left(\rho_{n, s}-\eta_{n, s}\right)^{+}-\left(\rho_{n, s}-\eta_{n, s}\right)^{-}\right) \\
& =\int_{Q}\left(1-\psi_{\delta}^{-}\right) \varphi d\left(\rho_{n}-\eta_{n}\right)
\end{aligned}
$$

Clearly, $D_{i, m}-D_{i}^{n}=\omega(n, m)$ for $i=1,2,3$. From Lemma (3.5.3) and (3.5.2)-(3.5.4), we obtain $D_{5, m}=\omega(n, m, \delta)$, and

$$
\frac{1}{m} \int_{\{m \leq v<2 m\}} \psi_{\delta}^{-} \varphi A(x, t, \nabla u) \cdot \nabla v=\omega(n, m, \delta),
$$

thus,

$$
D_{4, m}=\frac{1}{m} \int_{\{m \leq v<2 m\}} \varphi A(x, t, \nabla u) \cdot \nabla v+\omega(n, m, \delta) .
$$

Since $\left|\int_{Q}\left(1-\psi_{\delta}^{-}\right) \varphi d \eta_{n}\right| \leq\|\varphi\|_{L^{\infty}} \int_{Q}\left(1-\psi_{\delta}^{-}\right) d \eta_{n}$, it follows that $\int_{Q}\left(1-\psi_{\delta}^{-}\right) \varphi d \eta_{n}=$ $\omega(n, m, \delta)$ from (3.5.4). And $\left|\int_{Q} \psi_{\delta}^{-} \varphi d \rho_{n}\right| \leq\|\varphi\|_{L^{\infty}} \int_{Q} \psi_{\delta}^{-} d \rho_{n}$, thus, from (3.5.2),

$$
\int_{Q}\left(1-\psi_{\delta}^{-}\right) \varphi d \rho_{n}=\int_{Q} \varphi d \mu_{s}^{+}+\omega(n, m, \delta) .
$$

Then $D^{n}=\int_{Q} \varphi d \mu_{s}^{+}+\omega(n, m, \delta)$. Therefore by substraction, we get

$$
\frac{1}{m} \int_{\{m \leq v<2 m\}} \varphi A(x, t, \nabla u) . \nabla v=\int_{Q} \varphi d \mu_{s}^{+}+\omega(n, m, \delta),
$$

hence

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{m \leq v<2 m\}} \varphi A(x, t, \nabla u) \cdot \nabla v=\int_{Q} \varphi d \mu_{s}^{+}, \tag{3.5.33}
\end{equation*}
$$

which proves (3.4.3) when $\varphi \in C_{c}^{\infty}(Q)$. Next assume only $\varphi \in C^{\infty}(\bar{Q})$. Then

$$
\begin{aligned}
& \lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{m \leq v<2 m\}} \varphi A(x, t, \nabla u) . \nabla v \\
& =\lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{m \leq v<2 m\}} \varphi \psi_{\delta}^{+} A(x, t, \nabla u) \nabla v+\lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{m \leq v<2 m\}} \varphi\left(1-\psi_{\delta}^{+}\right) A(x, t, \nabla u) . \nabla v \\
& =\int_{Q} \varphi \psi_{\delta}^{+} d \mu_{s}^{+}+\lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{m \leq v<2 m\}} \varphi\left(1-\psi_{\delta}^{+}\right) A(x, t, \nabla u) . \nabla v=\int_{Q} \varphi d \mu_{s}^{+}+D,
\end{aligned}
$$

where,

$$
D=\int_{Q} \varphi\left(1-\psi_{\delta}^{+}\right) d \mu_{s}^{+}+\lim _{n \rightarrow \infty} \frac{1}{m} \int_{\{m \leq v<2 m\}} \varphi\left(1-\psi_{\delta}^{+}\right) A(x, t, \nabla u) \cdot \nabla v=\omega(\delta) .
$$

Therefore, (3.5.33) still holds for $\varphi \in C^{\infty}(\bar{Q})$, and we deduce (3.4.3) by density, and similarly, (3.4.4). This completes the proof of Theorem 3.2.1.

As a consequence of Theorem 3.2.1, we get the following :

Corollary 3.5.7 Let $u_{0} \in L^{1}(\Omega)$ and $\mu \in \mathfrak{M}_{b}(Q)$. Then there exists a $R$-solution $u$ to the problem 3.1.1 with data $\left(\mu, u_{0}\right)$. Furthermore, if $v_{0} \in L^{1}(\Omega)$ and $\omega \in \mathfrak{M}_{b}(Q)$ such that $u_{0} \leq v_{0}$ and $\mu \leq \omega$, then one can find $R$-solution $v$ to the problem 3.1.1 with data $\left(\omega, v_{0}\right)$ such that $u \leq v$.

In particular, if $a \equiv 0$ in (3.1.2), then $u$ satisfies (3.4.21) and $\|v\|_{L^{\infty}\left((0, T) ; L^{1}(\Omega)\right)} \leq M$ with $M=\left\|u_{0}\right\|_{1, \Omega}+|\mu|(Q)$.

### 3.6 Equations with perturbation terms

Let $A$ be a Caratheodory function on $Q \times \mathbb{R}^{N}$ and satisfy (3.1.2), (3.1.3) with $a \equiv 0$. Let $\mathcal{G}: \Omega \times(0, T) \times \mathbb{R} \rightarrow \mathbb{R}$ be a Caratheodory function. If $U$ is a function defined in $Q$ we define the function $\mathcal{G}(U)$ in $Q$ by

$$
\mathcal{G}(U)(x, t)=\mathcal{G}(x, t, U(x, t)) \quad \text { for a.e. }(x, t) \in Q .
$$

We consider the problem (3.1.5) :

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))+\mathcal{G}(u)=\mu \quad \text { in } Q \\
u=0 \quad \text { in } \partial \Omega \times(0, T) \\
u(0)=u_{0} \quad \text { in } \Omega
\end{array}\right.
$$

where $\mu \in \mathfrak{M}_{b}(Q), u_{0} \in L^{1}(\Omega)$. We say that $u$ is a R-solution of problem (3.1.5) if $\mathcal{G}(u) \in$ $L^{1}(Q)$ and $u$ is a R -solution of (3.1.1) with data $\left(\mu-\mathcal{G}(u), u_{0}\right)$.

### 3.6.1 Subcritical type results

For proving Theorem 3.2.2, we begin by an integration Lemma:

Lemma 3.6.1 Let $G$ satisfying (3.2.3). If a measurable function $V$ in $Q$ satisfies

$$
\text { meas }\{|V| \geq t\} \leq M t^{-p_{c}}, \quad \forall t \geq 1
$$

for some $M>0$, then for any $L>1$,

$$
\begin{equation*}
\int_{\{|V| \geq L\}} G(|V|) \leq p_{c} M \int_{L}^{\infty} G(s) s^{-1-p_{c}} d s \tag{3.6.1}
\end{equation*}
$$

Proof. Indeed, setting $G_{L}(s)=\chi_{[L, \infty)}(s) G(s)$, we have

$$
\int_{\{|V| \geq L\}} G(|V|) d x d t=\int_{Q} G_{L}(|V|) d x d t \leq \int_{0}^{\infty} G_{L}\left(|V|^{*}(s)\right) d s
$$

where $|V|^{*}$ is and the rearrangement of $|V|$, defined by

$$
\left.|V|^{*}(s)=\inf \{a>0: \text { meas }\{|V|>a\}) \leq s\right\}, \quad \forall s \geq 0
$$

From the assumption, we get $|V|^{*}(s) \leq \sup \left(\left(M s^{-1}\right)^{p_{c}^{-1}}, 1\right)$. Thus, for any $L>1$,

$$
\int_{\{|V| \geq L\}} G(|V|) d x d t \leq \int_{0}^{\infty} G_{L}\left(\sup \left(\left(M s^{-1}\right)^{p_{c}^{-1}}, 1\right)\right) d s=p_{c} M \int_{L}^{\infty} G(s) s^{-1-p_{c}} d s,
$$

which implies (3.6.1).
Proof of Theorem 3.2.2. Proof of (i) Let $\mu=\mu_{0}+\mu_{s} \in \mathfrak{M}_{b}(Q)$, with $\mu_{0} \in \mathfrak{M}_{0}(Q), \mu_{s} \in$ $\mathfrak{M}_{s}(Q)$, and $u_{0} \in L^{1}(\Omega)$. By Proposition 3.3.1, we can find $f_{n, i}, g_{n, i}, h_{n, i} \in C_{c}^{\infty}(Q)$ which strongly converge to $f_{i}, g_{i}, h_{i}$ in $L^{1}(Q),\left(L^{p^{\prime}}(Q)\right)^{N}$ and $L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right)$ respectively, for $i=1,2$, such that $\mu_{0}^{+}=\left(f_{1}, g_{1}, h_{1}\right), \mu_{0}^{-}=\left(f_{2}, g_{2}, h_{2}\right)$, and $\mu_{n, 0, i}=\left(f_{n, i}, g_{n, i}, h_{n, i}\right)$, converging respectively for $i=1,2$ to $\mu_{0}^{+}, \mu_{0}^{-}$in the narrow topology ; and we can find nonnegative $\mu_{n, s, i} \in C_{c}^{\infty}(Q), i=1,2$, converging respectively to $\mu_{s}^{+}, \mu_{s}^{-}$in the narrow topology.
Furthermore, if we set

$$
\mu_{n}=\mu_{n, 0,1}-\mu_{n, 0,2}+\mu_{n, s, 1}-\mu_{n, s, 2},
$$

then $\left|\mu_{n}\right|(Q) \leqq|\mu|(Q)$. Consider a sequence $\left\{u_{0, n}\right\} \subset C_{c}^{\infty}(\Omega)$ which strongly converges to $u_{0}$ in $L^{1}(\Omega)$ and satisfies $\left\|u_{0, n}\right\|_{1, \Omega} \leqq\left\|u_{0}\right\|_{1, \Omega}$.

Let $u_{n}$ be a solution of

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)+\mathcal{G}\left(u_{n}\right)=\mu_{n} \quad \text { in } Q, \\
u_{n}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=u_{0, n} \quad \text { in } \Omega .
\end{array}\right.
$$

We can choose $\varphi=\varepsilon^{-1} T_{\varepsilon}\left(u_{n}\right)$ as test function of above problem. Then we find
$\int_{Q}\left(\varepsilon^{-1} \overline{T_{\varepsilon}}\left(u_{n}\right)\right)_{t}+\int_{Q} \varepsilon^{-1} A\left(x, t, \nabla T_{\varepsilon}\left(u_{n}\right)\right) . \nabla T_{\varepsilon}\left(u_{n}\right)+\int_{Q} \mathcal{G}\left(x, t, u_{n}\right) \varepsilon^{-1} T_{\varepsilon}\left(u_{n}\right)=\int_{Q} \varepsilon^{-1} T_{\varepsilon}\left(u_{n}\right) d \mu_{n}$.
Since

$$
\int_{Q}\left(\varepsilon^{-1} \overline{T_{\varepsilon}}\left(u_{n}\right)\right)_{t}=\int_{\Omega} \varepsilon^{-1} \overline{T_{\varepsilon}}\left(u_{n}(T)\right) d x-\int_{\Omega} \varepsilon^{-1} \overline{T_{\varepsilon}}\left(u_{0, n}\right) d x \geq-\left\|u_{0, n}\right\|_{1, \Omega},
$$

there holds

$$
\int_{Q} \mathcal{G}\left(x, t, u_{n}\right) \varepsilon^{-1} T_{\varepsilon}\left(u_{n}\right) \leq\left|\mu_{n}\right|(Q)+\left\|u_{0, n}\right\|_{L^{1}(\Omega)} \leq|\mu|(Q)+\left\|u_{0}\right\|_{1, \Omega} .
$$

Letting $\varepsilon \rightarrow 0$, we obtain

$$
\begin{equation*}
\int_{Q}\left|\mathcal{G}\left(x, t, u_{n}\right)\right| \leq|\mu|(Q)+\left\|u_{0}\right\|_{1, \Omega} . \tag{3.6.2}
\end{equation*}
$$

Next apply Proposition 3.4.8 and Remark 3.4.9 to $u_{n}$ with initial data $u_{0, n}$ and measure data $\mu_{n}-\mathcal{G}\left(u_{n}\right) \in L^{1}(Q)$, we get

$$
\text { meas }\left\{\left|u_{n}\right| \geq s\right\} \leq C\left(|\mu|(Q)+\left\|u_{0}\right\|_{L^{1}(\Omega)}\right)^{\frac{p+N}{N}} s^{-p_{c}}, \quad \forall s>0, \forall n \in \mathbb{N},
$$

for some $C=C\left(N, p, c_{1}, c_{2}\right)$. Since $\left|\mathcal{G}\left(x, t, u_{n}\right)\right| \leq G\left(\left|u_{n}\right|\right)$, we deduce from (3.6.1) that $\left\{\left|\mathcal{G}\left(u_{n}\right)\right|\right\}$ is equi-integrable. Then, thanks to Proposition 3.4.10, up to a subsequence, $\left\{u_{n}\right\}$ converges to some function $u$, a.e. in $Q$, and $\left\{\mathcal{G}\left(u_{n}\right)\right\}$ converges to $\mathcal{G}(u)$ in $L^{1}(Q)$. Therefore, by Theorem 3.2.1, $u$ is a R-solution of (3.2.4).

Proof of (ii). Let $\left\{u_{n}\right\}_{n \geq 1}$ be defined by induction as nonnegative R-solutions of
$\left\{\begin{array}{l}\left(u_{1}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{1}\right)\right)=\mu \text { in } Q, \\ u_{1}=0 \text { on } \partial \Omega \times(0, T), \\ u_{1}(0)=u_{0} \text { in } \Omega,\end{array} \quad\left\{\begin{array}{l}\left(u_{n+1}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n+1}\right)\right)=\mu-\lambda \mathcal{G}\left(u_{n}\right) \text { in } Q, \\ u_{n+1}=0 \text { on } \partial \Omega \times(0, T), \\ u_{n+1}(0)=u_{0} \text { in } \Omega .\end{array}\right.\right.$
Thanks to Corollary 3.5.7 we can assume that $\left\{u_{n}\right\}$ is nondecreasing and satisfies for any $s>0$ and $n \in \mathbb{N}$

$$
\begin{equation*}
\text { meas }\left\{\left|u_{n}\right| \geq s\right\} \leq C_{1} K_{n} s^{-p_{c}}, \tag{3.6.3}
\end{equation*}
$$

where $C_{1}$ does not depend on $s, n$ and

$$
\begin{gathered}
K_{1}=\left(\left\|u_{0}\right\|_{1, \Omega}+|\mu|(Q)\right)^{\frac{p+N}{N}} \\
K_{n+1}=\left(\left\|u_{0}\right\|_{1, \Omega}+|\mu|(Q)+\lambda| | \mathcal{G}\left(u_{n}\right) \|_{1, Q}\right)^{\frac{p+N}{N}}
\end{gathered}
$$

for any $n \geq 1$. Take $\varepsilon=\lambda+|\mu|(Q)+\left\|u_{0}\right\|_{L^{1}(\Omega)} \leq 1$. Denoting by $C_{i}$ some constants independent on $n, \varepsilon$, there holds $K_{1} \leq C_{2} \varepsilon$, and for $n \geq 1$,

$$
K_{n+1} \leq C_{3} \varepsilon\left(\left\|\mathcal{G}\left(u_{n}\right)\right\|_{1, Q}^{1+\frac{p}{N}}+1\right) .
$$

From (3.6.1) and (3.6.3), we find

$$
\left\|\mathcal{G}\left(u_{n}\right)\right\|_{L^{1}(Q)} \leq|Q| G(2)+\int_{\left\{u_{n} \mid \geq 2\right\} \mid} G\left(\left|u_{n}\right|\right) d x d t \leq|Q| G(2)+C_{4} K_{n} \int_{2}^{\infty} G(s) s^{-1-p_{c}} d s .
$$

Thus, $K_{n+1} \leq C_{5} \varepsilon\left(K_{n}^{1+\frac{p}{N}}+1\right)$. Therefore, if $\varepsilon$ is small enough, $\left\{K_{n}\right\}$ is bounded. Then, again from (3.6.1) and the relation $\left|\mathcal{G}\left(x, t, u_{n}\right)\right| \leq G\left(\left|u_{n}\right|\right)$ we verify that $\left\{\mathcal{G}\left(u_{n}\right)\right\}$ converges. Then by Theorem 3.2.1, up to a subsequence, $\left\{u_{n}\right\}$ converges to a R-solution $u$ of (3.2.5).

### 3.6.2 General case with absorption terms

In the sequel we assume that $A: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ does not depend on $t$. We recall a result obtained in $[54,17]$ in the elliptic case :

Theorem 3.6.2 Let $\Omega$ be a bounded domain of $\mathbb{R}^{N}$ and $p<N$. Assume that $A: \Omega \times \mathbb{R}^{N} \rightarrow$ $\mathbb{R}$ satisfies (3.1.6),(3.1.7). Let $\omega \in \mathfrak{M}_{b}(\Omega)$ with compact support in $\Omega$. Suppose that $u_{n}$ is a solution of problem

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(A\left(x, \nabla u_{n}\right)\right)=\varphi_{n} * \omega \quad \text { in } \Omega, \\
u_{n}=0 \text { on } \partial \Omega,
\end{array}\right.
$$

where $\left\{\varphi_{n}\right\}$ is a sequence of mollifiers in $\mathbb{R}^{N}$. Then, up to subsequence, $u_{n}$ converges a.e in $\Omega$ to a renormalized solution $u$ of

$$
\left\{\begin{array}{l}
-\operatorname{div}(A(x, \nabla u))=\omega \quad \text { in } \Omega, \\
u=0 \quad \text { on } \partial \Omega,
\end{array}\right.
$$

in the elliptic sense of [32], satisfying

$$
\begin{equation*}
-\kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\omega^{-}\right] \leqq u \leqq \kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\omega^{+}\right] \tag{3.6.4}
\end{equation*}
$$

where $\kappa$ is a constant which only depends of $N, p, c_{1}, c_{2}$.
Next we give a general result in case of absorption terms :
Theorem 3.6.3 Let $p<N, A: \Omega \times \mathbb{R}^{N} \longmapsto \mathbb{R}$ satisfy (3.1.6) and (3.1.7), and $\mathcal{G}$ : $Q \times \mathbb{R} \longmapsto \mathbb{R}$ be a Caratheodory function such that the map $s \mapsto \mathcal{G}(x, t, s)$ is nondecreasing and odd, for a.e. $(x, t)$ in $Q$. Let $\mu_{1}, \mu_{2} \in \mathfrak{M}_{b}^{+}(Q)$ such that there exist $\omega_{n} \in \mathfrak{M}_{b}^{+}(\Omega)$ and nondecreasing sequences $\left\{\mu_{1, n}\right\},\left\{\mu_{2, n}\right\}$ in $\mathfrak{M}_{b}^{+}(Q)$ with compact support in $Q$, converging to $\mu_{1}, \mu_{2}$, respectively in the narrow topology, and

$$
\mu_{1, n}, \mu_{2, n} \leq \omega_{n} \otimes \chi_{(0, T)}, \quad \mathcal{G}\left(\left(n+\kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\omega_{n}\right]\right)\right) \in L^{1}(Q)
$$

where the constant $\kappa$ is given at Theorem 3.6.2. Let $u_{0} \in L^{1}(\Omega)$, and $\mu=\mu_{1}-\mu_{2}$. Then there exists a $R$-solution $u$ of problem (3.1.5).

Moreover if $u_{0} \in L^{\infty}(\Omega)$, and $\omega_{n} \leq \gamma$ for any $n \in \mathbb{N}$, for some $\gamma \in \mathfrak{M}_{b}^{+}(\Omega)$, then a.e. in $Q$,

$$
\begin{equation*}
|u(x, t)| \leq \kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\gamma](x)+\left\|u_{0}\right\|_{\infty, \Omega} \tag{3.6.5}
\end{equation*}
$$

For proving this result, we need two Lemmas:
Lemma 3.6.4 Let $\mathcal{G}$ satisfy the assumptions of Theorem 3.6.3 and $\mathcal{G} \in L^{\infty}(Q \times \mathbb{R})$ and $\kappa$ be the constant in Theorem 3.6.2. For $i=1,2$, let $u_{0, i} \in L^{\infty}(\Omega)$ be nonnegative, and $\lambda_{i}=\lambda_{i, 0}+\lambda_{i, s} \in \mathfrak{M}_{b}^{+}(Q)$ with compact support in $Q, \gamma \in \mathfrak{M}_{b}^{+}(\Omega)$ with compact support in $\Omega$ such that $\lambda_{i} \leq \gamma \otimes \chi_{(0, T)}$. Let $\lambda_{i, 0}=\left(f_{i}, g_{i}, h_{i}\right)$ be a decomposition of $\lambda_{i, 0}$ into functions with compact support in $Q$. Then, there exist $R$-solutions $u, u_{1}, u_{2}$, to problems
$u_{t}-\operatorname{div}(A(x, \nabla u))+\mathcal{G}(u)=\lambda_{1}-\lambda_{2} \quad$ in $Q, \quad u=0 \quad$ on $\partial \Omega \times(0, T), \quad u(0)=u_{0,1}-u_{0,2}$,
$\left(u_{i}\right)_{t}-\operatorname{div}\left(A\left(x, \nabla u_{i}\right)\right)+\mathcal{G}\left(u_{i}\right)=\lambda_{i} \quad$ in $Q, \quad u_{i}=0 \quad$ on $\partial \Omega \times(0, T), \quad u_{i}(0)=u_{0, i}$,
relative to decompositions $\left(f_{1, n}-f_{2, n}-\mathcal{G}\left(u_{n}\right), g_{1, n}-g_{2, n}, h_{1, n}-h_{2, n}\right),\left(f_{i, n}-\mathcal{G}\left(u_{i, n}\right), g_{i, n}, h_{i, n}\right)$, such that a.e. in $Q$,

$$
\begin{equation*}
-\left\|u_{0,2}\right\|_{\infty, \Omega}-\kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\gamma](x) \leq-u_{2}(x, t) \leq u(x, t) \leq u_{1}(x, t) \leq \kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\gamma](x)+\left\|u_{0,1}\right\|_{\infty, \Omega} \tag{3.6.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{Q}|\mathcal{G}(u)| \leq \sum_{i=1,2}\left(\lambda_{i}(Q)+\left\|u_{0, i}\right\|_{L^{1}(\Omega)}\right), \quad \text { and } \quad \int_{Q} \mathcal{G}\left(u_{i}\right) \leq \lambda_{i}(Q)+\left\|u_{0, i}\right\|_{1, \Omega}, \quad i=1,2 \tag{3.6.9}
\end{equation*}
$$

Furthermore, assume that $\mathcal{H}, \mathcal{K}$ have the same properties as $\mathcal{G}$, and $\mathcal{H}(x, t, s) \leq \mathcal{G}(x, t, s) \leq$ $\mathcal{K}(x, t, s)$ for any $s \in(0,+\infty)$ and a.e. in $Q$. Then, one can find solutions $u_{i}(\mathcal{H}), u_{i}(\mathcal{K})$, corresponding to $\mathcal{H}, \mathcal{K}$ with data $\lambda_{i}$, such that $u_{i}(\mathcal{H}) \geq u_{i} \geq u_{i}(\mathcal{K}), i=1,2$.

Assume that $\omega_{i}, \theta_{i}$ have the same properties as $\lambda_{i}$ and $\omega_{i} \leq \lambda_{i} \leq \theta_{i}, u_{0, i, 1}, u_{0, i, 2} \in$ $L^{\infty+}(\Omega), u_{0, i, 2} \leq u_{0, i} \leq u_{0, i, 1}$. Then one can find solutions $u_{i}\left(\omega_{i}\right), u_{i}\left(\theta_{i}\right)$, corresponding to $\left(\omega_{i}, u_{0, i, 2}\right),\left(\theta_{i}, u_{0, i, 1}\right)$, such that $u_{i}\left(\omega_{i}, u_{0, i, 2}\right) \leq u_{i} \leq u_{i}\left(\theta_{i}, u_{0, i, 1}\right)$.

Proof. Let $\left\{\varphi_{1, n}\right\},\left\{\varphi_{2, n}\right\}$ be sequences of mollifiers in $\mathbb{R}$ and $\mathbb{R}^{N}$, and $\varphi_{n}=\varphi_{1, n} \varphi_{2, n}$. Set $\gamma_{n}=\varphi_{2, n} * \gamma$, and for $i=1,2, u_{0, i, n}=\varphi_{2, n} * u_{0, i}$,

$$
\lambda_{i, n}=\varphi_{n} * \lambda_{i}=f_{i, n}-\operatorname{div}\left(g_{i, n}\right)+\left(h_{i, n}\right)_{t}+\lambda_{i, s, n}
$$

where $f_{i, n}=\varphi_{n} * f_{i}, g_{i, n}=\varphi_{n} * g_{i}, h_{i, n}=\varphi_{n} * h_{i}, \lambda_{i, s, n}=\varphi_{n} * \lambda_{i, s}$, and

$$
\lambda_{n}=\lambda_{1, n}-\lambda_{2, n}=f_{n}-\operatorname{div}\left(g_{n}\right)+\left(h_{n}\right)_{t}+\lambda_{s, n},
$$

where $f_{n}=f_{1, n}-f_{2, n}, g_{n}=g_{1, n}-g_{2, n}, h_{n}=h_{1, n}-h_{2, n}, \lambda_{s, n}=\lambda_{1, s, n}-\lambda_{2, s, n}$. Then for $n$ large enough, $\lambda_{1, n}, \lambda_{2, n}, \lambda_{n} \in C_{c}^{\infty}(Q), \gamma_{n} \in C_{c}^{\infty}(\Omega)$. Thus there exist unique solutions $u_{n}, u_{i, n}, w_{n}, i=1,2$, of problems

$$
\begin{aligned}
& \left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, \nabla u_{n}\right)\right)+\mathcal{G}\left(u_{n}\right)=\lambda_{1, n}-\lambda_{2, n} \\
u_{n}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=u_{0,1, n}-u_{0,2, n} \quad \text { in } \Omega,
\end{array}\right. \\
& \left\{\begin{array}{l}
\left(u_{i, n}\right)_{t}-\operatorname{div}\left(A\left(x, \nabla u_{i, n}\right)\right)+\mathcal{G}\left(u_{i, n}\right)=\lambda_{i, n} \\
u_{i, n}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{i, n}(0)=u_{0, i, n} \quad \text { in } \Omega,
\end{array}\right. \\
& -\operatorname{div}\left(A\left(x, \nabla w_{n}\right)\right)=\gamma_{n} \quad \text { in } \Omega, \quad w_{n}=0 \quad \text { on } \partial \Omega,
\end{aligned}
$$

Moreover, as in the Proof of Theorem 3.2.2, (i), there holds
$\int_{Q}\left|\mathcal{G}\left(u_{n}\right)\right| \leq \sum_{i=1,2}\left(\lambda_{i}(Q)+\left\|u_{0, i, n}\right\|_{1, \Omega}\right), \quad$ and $\quad \int_{Q} \mathcal{G}\left(u_{i, n}\right) \leq \lambda_{i}(Q)+\left\|u_{0, i, n}\right\|_{1, \Omega}, \quad i=1,2$.
By Proposition 3.4.10, up to a common subsequence, $\left\{u_{n}, u_{1, n}, u_{2, n}\right\}$ converge to some $\left(u, u_{1}, u_{2}\right)$, a.e. in $Q$. Since $\mathcal{G}$ is bounded, in particular, $\left\{\mathcal{G}\left(u_{n}\right)\right\}$ converges to $\mathcal{G}(u)$ and $\left\{\mathcal{G}\left(u_{i, n}\right)\right\}$ converges to $\mathcal{G}\left(u_{i}\right)$ in $L^{1}(Q)$. Thus, (3.6.9) is satisfied. Moreover $\left\{\lambda_{i, n}-\mathcal{G}\left(u_{i, n}\right), f_{i, n}\right.$ $\left.-\mathcal{G}\left(u_{i, n}\right), g_{i, n}, h_{i, n}, \lambda_{i, s, n}, u_{0, i, n}\right\}$ and $\left\{\lambda_{n}-\mathcal{G}\left(u_{n}\right), f_{n}-\mathcal{G}\left(u_{n}\right), g_{n}, h_{n}, \lambda_{s, n}, u_{0,1, n}-u_{0,2, n}\right\}$ are approximations of $\left(\lambda_{i}-\mathcal{G}\left(u_{i}\right), f_{i}-\mathcal{G}\left(u_{i}\right), g_{i}, h_{i}, \lambda_{i, s}, u_{0, i}\right)$ and $\left(\lambda_{1}-\lambda_{2}-\mathcal{G}(u), f-\mathcal{G}(u), g, h, \lambda_{s}, u_{0,1}-\right.$ $u_{0,2}$ ), in the sense of Theorem 3.2.1. Thus, we can find (different) subsequences converging a.e. to $u, u_{1}, u_{2}$, R-solutions of (3.6.6) and (3.6.7). Furthermore, from Theorem 3.6.2, up to a subsequence, $\left\{w_{n}\right\}$ converges a.e. in $Q$ to a renormalized solution of

$$
-\operatorname{div}(A(x, \nabla w))=\gamma \quad \text { in } \Omega, \quad w=0 \quad \text { on } \partial \Omega,
$$

such that $w \leqq \kappa \mathbf{W}_{1, p}^{2 D}[\gamma]$ a.e. in $\Omega$. Hence, we get the inequality (3.6.8). The other conclusions follow in the same way

Lemma 3.6.5 Let $\mathcal{G}$ satisfy the assumptions of Theorem 3.6.3 and $\kappa$ be the constant in Theorem 3.6.2. For $i=1,2$, let $u_{0, i} \in L^{\infty}(\Omega)$ be nonnegative, $\lambda_{i} \in \mathfrak{M}_{b}^{+}(Q)$ with compact support in $Q$, and $\gamma \in \mathfrak{M}_{b}^{+}(\Omega)$ with compact support in $\Omega$, such that

$$
\begin{equation*}
\lambda_{i} \leq \gamma \otimes \chi_{(0, T)}, \quad \mathcal{G}\left(\left(\left\|u_{0, i}\right\|_{\infty, \Omega}+\kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)} \gamma\right)\right) \in L^{1}(Q) . \tag{3.6.10}
\end{equation*}
$$

Then, there exist $R$-solutions $u, u_{1}, u_{2}$ of the problems (3.6.6) and (3.6.7), respectively relative to the decompositions $\left(f_{1}-f_{2}-\mathcal{G}(u), g_{1}-g_{2}, h_{1}-h_{2}\right),\left(f_{i}-\mathcal{G}\left(u_{i}\right), g_{i}, h_{i}\right)$, satifying (3.6.8) and (3.6.9).

Moreover, assume that $\omega_{i}, \theta_{i}$ have the same properties as $\lambda_{i}$ and $\omega_{i} \leq \lambda_{i} \leq \theta_{i}, u_{0, i, 1}, u_{0, i, 2} \in$ $L^{\infty+}(\Omega), u_{0, i, 2} \leq u_{0, i} \leq u_{0, i, 1}$. Then, one can find solutions $u_{i}\left(\omega_{i}, u_{0, i, 2}\right), u_{i}\left(\theta_{i}, u_{0, i, 1}\right)$, corresponding with $\left(\omega_{i}, u_{0, i, 2}\right),\left(\theta_{i}, u_{0, i, 1}\right)$, such that $u_{i}\left(\omega_{i}, u_{0, i, 2}\right) \leq u_{i} \leq u_{i}\left(\theta_{i}, u_{0, i, 1}\right)$.

Proof. From Lemma 3.6.4 there exist R-solutions $u_{n}, u_{i, n}$ to problems

$$
\begin{aligned}
& \begin{cases}\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, \nabla u_{n}\right)\right)+T_{n}\left(\mathcal{G}\left(u_{n}\right)\right)=\lambda_{1}-\lambda_{2} & \text { in } Q, \\
u_{n}=0 \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=u_{0,1}-u_{0,2} \quad \text { in } \Omega,\end{cases} \\
& \begin{cases}\left(u_{i, n}\right)_{t}-\operatorname{div}\left(A\left(x, \nabla u_{i, n}\right)\right)+T_{n}\left(\mathcal{G}\left(u_{i, n}\right)\right)=\lambda_{i} & \text { in } Q, \\
u_{i, n}=0 \text { on } \partial \Omega \times(0, T), \\
u_{i, n}(0)=u_{0, i}, \quad \text { in } \Omega,\end{cases}
\end{aligned}
$$

relative to the decompositions $\left(f_{1}-f_{2}-T_{n}\left(\mathcal{G}\left(u_{n}\right), g_{1}-g_{2}, h_{1}-h_{2}\right),\left(f_{i}-T_{n}\left(\mathcal{G}\left(u_{i, n}\right)\right), g_{i}, h_{i}\right)\right.$; and they satisfy

$$
\begin{align*}
&-\left\|u_{0,2}\right\|_{\infty, \Omega}-\kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\gamma](x) \leq-u_{2, n}(x, t) \leq u_{n}(x, t) \\
& \leq u_{1, n}(x, t) \leq \kappa \mathbf{W}_{1, p}^{\text {2diam }(\Omega)}[\gamma](x)+\left\|u_{0,1}\right\|_{\infty, \Omega},  \tag{3.6.11}\\
& \int_{Q}\left|T_{n}\left(\mathcal{G}\left(u_{n}\right)\right)\right| \leq \sum_{i=1,2}\left(\lambda_{i}(Q)+\left\|u_{0, i}\right\|_{1, \Omega}\right), \quad \text { and } \quad \int_{Q} T_{n}\left(\mathcal{G}\left(u_{i, n}\right)\right) \leq \lambda_{i}(Q)+\left\|u_{0, i}\right\|_{1, \Omega} .
\end{align*}
$$

As in Lemma 3.6.4, up to a common subsequence, $\left\{u_{n}, u_{1, n}, u_{2, n}\right\}$ converges a.e. in $Q$ to $\left\{u, u_{1}, u_{2}\right\}$ for which (3.6.8) is satisfied a.e. in $Q$. From (3.6.10), (3.6.11) and the dominated convergence Theorem, we deduce that $\left\{T_{n}\left(\mathcal{G}\left(u_{n}\right)\right)\right\}$ converges to $\mathcal{G}(u)$ and $\left\{T_{n}\left(\mathcal{G}\left(u_{i, n}\right)\right)\right\}$ converges to $\mathcal{G}\left(u_{i}\right)$ in $L^{1}(Q)$. Thus, from Theorem 3.2.1, $u$ and $u_{i}$ are respective R-solutions of (3.6.6) and (3.6.7) relative to the decompositions $\left(f_{1}-f_{2}-\mathcal{G}(u), g_{1}-g_{2}, h_{1}-h_{2}\right)$, ( $f_{i}-\mathcal{G}\left(u_{i}\right), g_{i}, h_{i}$ ), and (3.6.8) and (3.6.9 hold. The last statement follows from the same assertion in Lemma 3.6.4.

Proof of Theorem 3.6.3. By Proposition 3.3.2, for $i=1,2$, there exist $f_{i, n}, f_{i} \in L^{1}(Q)$, $g_{i, n}, g_{i} \in\left(L^{p^{\prime}}(Q)\right)^{N}$ and $h_{i, n}, h_{i} \in X, \mu_{i, n, s}, \mu_{i, s} \in \mathfrak{M}_{s}^{+}(Q)$ such that

$$
\mu_{i}=f_{i}-\operatorname{div} g_{i}+\left(h_{i}\right)_{t}+\mu_{i, s}, \quad \mu_{i, n}=f_{i, n}-\operatorname{div} g_{i, n}+\left(h_{i, n}\right)_{t}+\mu_{i, n, s},
$$

and $\left\{f_{i, n}\right\},\left\{g_{i, n}\right\},\left\{h_{i, n}\right\}$ strongly converge to $f_{i}, g_{i}, h_{i}$ in $L^{1}(Q),\left(L^{p^{\prime}}(Q)\right)^{N}$ and $X$ respectively, and $\left\{\mu_{i, n}\right\},\left\{\mu_{i, n, s}\right\}$ converge to $\mu_{i}, \mu_{i, s}$ (strongly) in $\mathfrak{M}_{b}(Q)$, and

$$
\left\|f_{i, n}\right\|_{1, Q}+\left\|g_{i, n}\right\|_{p^{\prime}, Q}+\left\|h_{i, n}\right\|_{X}+\mu_{i, n, s}(\Omega) \leqq 2 \mu(Q) .
$$

By Lemma 3.6.5, there exist R-solutions $u_{n}, u_{i, n}$ to problems

$$
\begin{aligned}
& \left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, \nabla u_{n}\right)\right)+\mathcal{G}\left(u_{n}\right)=\mu_{1, n}-\mu_{2, n} \\
u_{n}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=T_{n}\left(u_{0}\right) \quad \text { in } \Omega,
\end{array}\right. \\
& \left\{\begin{array}{l}
\left(u_{i, n}\right)_{t}-\operatorname{div}\left(A\left(x, \nabla u_{i, n}\right)\right)+\mathcal{G}\left(u_{i, n}\right)=\mu_{i, n} \\
u_{i, n}=0 \text { on } \partial \Omega \times(0, T), \\
u_{i, n}(0)=T_{n}\left(u_{0}^{ \pm}\right) \quad \text { in } \Omega,
\end{array}\right.
\end{aligned}
$$

for $i=1,2$, relative to the decompositions $\left(f_{1, n}-f_{2, n}-\mathcal{G}\left(u_{n}\right), g_{1, n}-g_{2, n}, h_{1, n}-h_{2, n}\right)$, $\left(f_{i, n}-\mathcal{G}\left(u_{i, n}\right), g_{i, n}, h_{i, n}\right)$, such that $\left\{u_{i, n}\right\}$ is nonnegative and nondecreasing, and $-u_{2, n} \leqq$ $u_{n} \leqq u_{1, n}$; and

$$
\begin{equation*}
\int_{Q}\left|\mathcal{G}\left(u_{n}\right)\right| d x d t, \int_{Q} \mathcal{G}\left(u_{i, n}\right) d x d t \leqq \mu_{1}(Q)+\mu_{2}(Q)+\left\|u_{0}\right\|_{1, \Omega} \tag{3.6.12}
\end{equation*}
$$

As in the proof of Lemma 3.6.5, up to a common subsequence $\left\{u_{n}, u_{1, n}, u_{2, n}\right\}$ converge a.e. in $Q$ to $\left\{u, u_{1}, u_{2}\right\}$. Since $\left\{\mathcal{G}\left(u_{i, n}\right)\right\}$ is nondecreasing, and nonnegative, from the monotone convergence Theorem and (5.1.6), we obtain that $\left\{\mathcal{G}\left(u_{i, n}\right)\right\}$ converges to $\mathcal{G}\left(u_{i}\right)$ in $L^{1}(Q)$, $i=1,2$. Finally, $\left\{\mathcal{G}\left(u_{n}\right)\right\}$ converges to $\mathcal{G}(u)$ in $L^{1}(Q)$, since $\left|\mathcal{G}\left(u_{n}\right)\right| \leqq \mathcal{G}\left(u_{1, n}\right)+\mathcal{G}\left(u_{2, n}\right)$. Thus, we can see that

$$
\left\{\mu_{1, n}-\mu_{2, n}-\mathcal{G}\left(u_{n}\right), f_{1, n}-f_{2, n}-\mathcal{G}\left(u_{n}\right), g_{1, n}-g_{2, n}, h_{1, n}-h_{2, n}, \mu_{1, s, n}-\mu_{2, s, n}, T_{n}\left(u_{0}\right)\right\}
$$

is an approximation of $\left(\mu_{1}-\mu_{2}-\mathcal{G}(u), f_{1}-f_{2}-\mathcal{G}(u), g_{1}-g_{2}, h_{1}-h_{2}, \mu_{1, s}-\mu_{2, s}, u_{0}\right)$, in the sense of Theorem 3.2.1. Therefore, $u$ is a R-solution of (3.1.5), and (3.6.5) holds if $u_{0} \in L^{\infty}(\Omega)$ and $\omega_{n} \leq \gamma$ for any $n \in \mathbb{N}$ and some $\gamma \in \mathfrak{M}_{b}^{+}(\Omega)$.

As a consequence we prove Theorem 3.2.3. We use the following result of [17] :
Proposition 3.6.6 ( see [17]) Let $q>p-1, \alpha>0$ and $\nu \in \mathfrak{M}_{b}^{+}(\Omega)$. If $\nu$ does not charge the sets of zero Cap $\boldsymbol{G}_{p, \frac{q}{q+1-p}}$ capacity, there exists a nondecreasing sequence $\left\{\nu_{n}\right\} \subset \mathfrak{M}_{b}^{+}(\Omega)$ with compact support in $\Omega$ which converges to $\nu$ strongly in $\mathfrak{M}_{b}(\Omega)$ and such that $\mathbf{W}_{1, p}^{R}\left[\nu_{n}\right] \in$ $L^{q}\left(\mathbb{R}^{N}\right)$, for any $n \in \mathbb{N}, R>0$.

Proof of Theorem 3.2.3. Let $f \in L^{1}(Q), u_{0} \in L^{1}(\Omega)$, and $\mu \in \mathfrak{M}_{b}(Q)$ such that $|\mu| \leq \omega \otimes$ $F$, where $F \in L^{1}((0, T))$ and $\omega$ does not charge the sets of zero $\mathrm{Cap}_{\mathbf{G}_{p}, \frac{q}{q+1-p}}$-capacity. From Proposition 3.6.6, there exists a nondecreasing sequence $\left\{\omega_{n}\right\} \subset \mathfrak{M}_{b}^{+}(\Omega)$ with compact support in $\Omega$ which converges to $\omega$, strongly in $\mathfrak{M}_{b}(\Omega)$, such that $\mathbf{W}_{1, p}^{2 d i a m(\Omega)}\left[\omega_{n}\right] \in L^{q}\left(\mathbb{R}^{N}\right)$. We can write

$$
\begin{equation*}
f+\mu=\mu_{1}-\mu_{2}, \quad \mu_{1}=f^{+}+\mu^{+}, \quad \mu_{2}=f^{-}+\mu^{-}, \tag{3.6.13}
\end{equation*}
$$

and $\mu^{+}, \mu^{-} \leq \omega \otimes F$. We set

$$
\begin{gather*}
Q_{n}=\left\{(x, t) \in \Omega \times\left(\frac{1}{n}, T-\frac{1}{n}\right): d(x, \partial \Omega)>\frac{1}{n}\right\}, \quad F_{n}=T_{n}\left(\chi_{\left(\frac{1}{n} T-\frac{1}{n}\right)} F\right),  \tag{3.6.14}\\
\mu_{1, n}=T_{n}\left(\chi_{Q_{n}} f^{+}\right)+\inf \left\{\mu^{+}, \omega_{n} \otimes F_{n}\right\}, \quad \mu_{2, n}=T_{n}\left(\chi_{Q_{n}} f^{-}\right)+\inf \left\{\mu^{-}, \omega_{n} \otimes F_{n}\right\} . \tag{3.6.15}
\end{gather*}
$$

Then $\left\{\mu_{1, n}\right\},\left\{\mu_{2, n}\right\}$ are nondecreasing sequences with compact support in $Q$, and $\mu_{1, n}, \mu_{2, n} \leq$ $\tilde{\omega}_{n} \otimes \chi_{(0, T)}$, with $\tilde{\omega}_{n}=n\left(\chi_{\Omega}+\omega_{n}\right)$ and $\left(n+\kappa \mathbf{W}_{1, p}^{2 d i a m(\Omega)}\left[\tilde{\omega}_{n}\right]\right)^{q} \in L^{1}(Q)$. Besides, $\omega_{n} \otimes F_{n}$ converges to $\omega \otimes F$ strongly in $\mathfrak{M}_{b}(Q)$ : indeed we easily check that

$$
\left\|\omega_{n} \otimes F_{n}-\omega \otimes F\right\|_{M_{b}(Q)} \leq\left\|F_{n}\right\|_{L^{1}((0, T))}| | \omega_{n}-\omega\left\|_{\mathfrak{M}_{b}(\Omega)}+\right\| \omega\left\|_{\mathfrak{M}_{b}(\Omega)}| | F_{n}-F\right\|_{L^{1}((0, T))}
$$

Observe that for any measures $\nu, \theta, \eta \in \mathfrak{M}_{b}(Q)$, there holds

$$
|\inf \{\nu, \theta\}-\inf \{\nu, \eta\}| \leq|\theta-\eta|,
$$

hence $\left\{\mu_{1, n}\right\},\left\{\mu_{2, n}\right\}$ converge to $\mu_{1}, \mu_{2}$ respectively in $\mathfrak{M}_{b}(Q)$. Therefore, the result follows from Theorem 3.6.3.

Remark 3.6.7 Let $\mathcal{G}: Q \times \mathbb{R} \rightarrow \mathbb{R}$ be a Caratheodory function such that the map $s \mapsto$ $\mathcal{G}(x, t, s)$ is nondecreasing and odd, for a.e. $(x, t)$ in $Q$. Let $\mu \in \mathcal{M}_{b}(Q), f \in L^{1}(Q), u_{0} \in$ $L^{1}(\Omega)$ and $\omega \in \mathcal{M}_{b}^{+}(\Omega)$ such that (3.2.6) holds.

If $\omega\left(\left\{x: \mathbf{W}_{1, p}^{2 d i a m}(\Omega)[\omega](x)=\infty\right\}\right)=0$, then, (3.1.5) has a $R$-solution with data $\left(f+\mu, u_{0}\right)$. The proof is similar to the one of Theorem 3.2.3, after replacing $\omega_{n}$ by $\chi_{\mathbf{W}_{1, p}^{2 d i a m(\Omega)}[\omega] \leqq n} \omega$. Note that $\omega\left(\left\{x: \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega](x)=\infty\right\}\right)=0$ if and only if $\omega$ is diffuse, see [46].

Remark 3.6.8 As in [17], from Theorem 3.6.3, we can extend Theorem 3.2.3 given for $\mathcal{G}(u)=|u|^{q-1} u$, to the case of a function $\mathcal{G}(x, t,$.$) , odd for a.e. (x, t) \in Q$, such that

$$
|\mathcal{G}(x, t, u)| \leq G(|u|), \quad \int_{1}^{\infty} G(s) s^{-q-1} d s<\infty
$$

where $G$ is a nondecreasing continuous, under the condition that $\omega$ does not charge the sets of zero Cap $\mathbf{G}_{\mathbf{G}_{p}, \frac{q}{q-p+1}, 1^{-}}$capacity, where for any Borel set $E \subset \mathbb{R}^{N}$,

$$
\operatorname{Cap}_{\mathbf{G}_{p}, \frac{q}{q-p+1}, 1}(E)=\inf \left\{\|\varphi\|_{L^{\frac{q}{q-p+1}, 1}\left(\mathbb{R}^{N}\right)}: \varphi \in L^{\frac{q}{q-p+1}, 1}\left(\mathbb{R}^{N}\right), \quad \mathbf{G}_{p} * \varphi \geq \chi_{E}\right\}
$$

where $L^{\frac{q}{q-p+1}}, 1\left(\mathbb{R}^{N}\right)$ is the Lorentz space of order $\left(\frac{q}{q-p+1}, 1\right)$.
In case $\mathcal{G}$ is of exponential type, we introduce the notion of maximal fractional operator, defined for any $\eta \geq 0, R>0, x_{0} \in \mathbb{R}^{N}$ by

$$
\left.\mathbf{M}_{p, R}^{\eta}[\omega]\left(x_{0}\right)=\sup _{t \in(0, R)} \frac{\omega\left(B\left(x_{0}, t\right)\right)}{t^{N-p} h_{\eta}(t)}, \quad \text { where } h_{\eta}(t)=\inf \left((-\ln t)^{-\eta},(\ln 2)^{-\eta}\right)\right) .
$$

We obtain the following :

Theorem 3.6.9 Let $A: \Omega \times \mathbb{R}^{N} \longmapsto \mathbb{R}$ satisfy (3.1.6) and (3.1.7). Let $p<N$ and $\tau>0, \beta>1, \mu \in \mathfrak{M}_{b}(Q), f \in L^{1}(Q)$ and $u_{0} \in L^{1}(\Omega)$. Assume that $|\mu| \leq \omega \otimes F$, with $\omega \in \mathfrak{M}_{b}^{+}(\Omega), F \in L^{1}((0, T))$ be nonnegative. Assume that one of the following assumptions is satisfied :
(i) $\|F\|_{L^{\infty}((0, T))} \leq 1$ and for some $M_{0}=M_{0}\left(N, p, \beta, \tau, c_{3}, c_{4}\right.$, $\left.\operatorname{diam} \Omega\right)$,

$$
\begin{equation*}
\left\|\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{\frac{p-1}{\beta^{\prime}}}[\omega]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}<M_{0} \tag{3.6.16}
\end{equation*}
$$

(ii) There exists $\beta_{0}>\beta$ such that $\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{\frac{p-1}{\beta_{0}^{\prime}}}[\omega] \in L^{\infty}\left(\mathbb{R}^{N}\right)$.

Then there exists a $R$-solution to the problem

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, \nabla u))+\left(e^{\tau|u|^{\beta}}-1\right) \operatorname{sign}(u)=f+\mu \quad \text { in } Q  \tag{3.6.17}\\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=u_{0} \quad \text { in } \Omega
\end{array}\right.
$$

For the proof we use the following result of [17] :

Proposition 3.6.10 (see [17], Theorem 2.4) Suppose $1<p<N$. Let $\nu \in \mathfrak{M}_{b}^{+}(\Omega)$, $\beta>1$, and $\delta_{0}=\left((12 \beta)^{-1}\right)^{\beta} p \ln 2$. There exists $C=C(N, p, \beta, \operatorname{diam} \Omega)$ such that, for any $\delta \in\left(0, \delta_{0}\right)$,

$$
\int_{\Omega} \exp \left(\frac{\left(\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\nu]\right)^{\beta}}{\left\|\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{\frac{p-1}{\beta^{\prime}}}[\nu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{\frac{\beta}{p-1}}}\right) d x \leq \frac{C}{\delta_{0}-\delta}
$$

Proof of Theorem 3.6.9. Let $Q_{n}$ be defined at (3.6.14), and $\omega_{n}=\omega \chi_{\Omega_{n}}$, where $\Omega_{n}=$ $\{x \in \Omega: d(x, \partial \Omega)>1 / n\}$. We still consider $\mu_{1}, \mu_{2}, F_{n}, \mu_{1, n}, \mu_{2, n}$ as in (3.6.13), (3.6.15). Case 1: Assume that $\|F\|_{L^{\infty}((0, T))} \leq 1$ and (3.6.16) holds. We have $\mu_{1, n}, \mu_{2, n} \leq n \chi_{\Omega}+\omega$. For any $\varepsilon>0$, there exists $c_{\varepsilon}=c_{\varepsilon}(\varepsilon, N, p, \beta, \kappa, \operatorname{diam} \Omega)>0$ such that

$$
\left(n+\kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[n \chi_{\Omega}+\omega\right]\right)^{\beta} \leq c_{\varepsilon} n^{\frac{\beta p}{p-1}}+(1+\varepsilon) \kappa^{\beta}\left(\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]\right)^{\beta}
$$

a.e. in $\Omega$. Thus,

$$
\exp \left(\tau\left(n+\kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[n \chi_{\Omega}+\omega\right]\right)^{\beta}\right) \leq \exp \left(\tau c_{\varepsilon} n^{\frac{\beta p}{p-1}}\right) \exp \left(\tau(1+\varepsilon) \kappa^{\beta}\left(\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]\right)^{\beta}\right)
$$

If (3.6.16) holds with $M_{0}=\left(\delta_{0} / \tau \kappa^{\beta}\right)^{(p-1) / \beta}$ then we can chose $\varepsilon$ such that

$$
\tau(1+\varepsilon) \kappa^{\beta} \|\left.\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{\frac{p-1}{\beta^{\prime}}}[\nu]\right|_{L^{\infty}\left(\mathbb{R}^{N}\right)} ^{\frac{\beta}{p-1}}<\delta_{0}
$$

From Proposition 3.6.10, we get $\left.\exp \left(\tau(1+\varepsilon) \kappa^{\beta} \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]\right)^{\beta}\right) \in L^{1}(\Omega)$, which implies $\exp \left(\tau\left(n+\kappa^{\beta} \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[n \chi_{\Omega}+\omega\right]\right)^{\beta}\right) \in L^{1}(\Omega)$ for all $n$. We conclude from Theorem 3.6.3.

Case 2 : Assume that there exists $\varepsilon>0$ such that $\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{(p-1) /(\beta+\varepsilon)^{\prime}}[\omega] \in L^{\infty}\left(\mathbb{R}^{N}\right)$. Now we use the inequality $\mu_{1, n}, \mu_{2, n} \leq n\left(\chi_{\Omega}+\omega\right)$. For any $\varepsilon>0$ and $n \in \mathbb{N}$ there exists $c_{\varepsilon, n}>0$ such that

$$
\left(n+\kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[n\left(\chi_{\Omega}+\omega\right)\right]\right)^{\beta} \leq c_{\varepsilon, n}+\varepsilon\left(\mathbf{W}_{1, p}^{2 \operatorname{diam} \Omega}[\omega]\right)^{\beta_{0}}
$$

Thus, from Proposition 3.6.10 we get $\exp \left(\tau\left(n+\kappa^{\beta} \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[n\left(\chi_{\Omega}+\omega\right)\right]\right)^{\beta}\right) \in L^{1}(\Omega)$ for all $n$. We conclude from Theorem 3.6.3.

### 3.6.3 Equations with source term

As a consequence of Theorem 3.6.3, we get a first result for problem (3.1.1) :
Corollary 3.6.11 Let $A: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ satisfy (3.1.6) and (3.1.7). Let $u_{0} \in L^{\infty}(\Omega)$, and $\mu \in \mathfrak{M}_{b}(Q)$ such that $|\mu| \leq \omega \otimes \chi_{(0, T)}$ for some $\omega \in \mathfrak{M}_{b}^{+}(\Omega)$. Then there exist a $R$-solution $u$ of (3.1.1), such that

$$
\begin{equation*}
|u(x, t)| \leq \kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega](x)+\left\|u_{0}\right\|_{\infty, \Omega}, \quad \text { for a.e. }(x, t) \in Q, \tag{3.6.18}
\end{equation*}
$$

where $\kappa$ is defined at Theorem 3.6.2.
Proof. Let $\left\{\phi_{n}\right\}$ be a nonnegative, nondecreasing sequence in $C_{c}^{\infty}(Q)$ which converges to 1, a.e. in $Q$. Since $\left\{\phi_{n} \mu^{+}\right\},\left\{\phi_{n} \mu^{-}\right\}$are nondecreasing sequences, the result follows from Theorem 3.6.3.

Our proof of Theorem 3.2.4 is based on a property of Wölf potentials :
Theorem 3.6.12 (see [54]) Let $q>p-1,0<p<N, \omega \in \mathfrak{M}_{b}^{+}(\Omega)$. If for some $\lambda>0$,

$$
\begin{equation*}
\omega(E) \leq \lambda \operatorname{Cap}_{\mathbf{G}_{p}, \frac{q}{p-q+1}}(E) \quad \text { for any compact set } E \subset \mathbb{R}^{N}, \tag{3.6.19}
\end{equation*}
$$

then $\left(\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]\right)^{q} \in L^{1}(\Omega)$, and there exists $M=M(N, p, q, \operatorname{diam}(\Omega))$ such that, a.e. in $\Omega$,

$$
\begin{equation*}
\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\left(\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]\right)^{q}\right] \leq M \lambda^{\frac{q-p+1}{(p-1)^{2}}} \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]<\infty . \tag{3.6.20}
\end{equation*}
$$

We deduce the following :
Lemma 3.6.13 Let $\omega \in \mathfrak{M}_{b}^{+}(\Omega)$, and $b \geq 0$ and $K>0$. Suppose that $\left\{u_{m}\right\}_{m \geq 1}$ is a sequence of nonnegative functions in $\Omega$ that satisfies

$$
u_{1} \leq K \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]+b, \quad u_{m+1} \leq K \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[u_{m}^{q}+\omega\right]+b \quad \forall m \geq 1 .
$$

Assume that $\omega$ satisfies (3.6.19) for some $\lambda>0$. Then there exist $\lambda_{0}$ and $b_{0}$, depending on $N, p, q, K$, and $\operatorname{diam}(\Omega)$, such that, if $\lambda \leq \lambda_{0}$ and $b \leq b_{0}$, then $\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\mu] \in L^{q}(\Omega)$ and for any $m \geq 1$,

$$
\begin{equation*}
u_{m} \leq 2 \beta_{p} K \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]+2 b, \quad \beta_{p}=\max \left(1,3^{\frac{2-p}{p-1}}\right) . \tag{3.6.21}
\end{equation*}
$$

Proof. Clearly, (3.6.21) holds for $m=1$. Now, assume that it holds at the order $m$. Then

$$
u_{m}^{q} \leq 2^{q-1}\left(2 \beta_{p}\right)^{q} K^{q}\left(\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]\right)^{q}+2^{q-1}(2 b)^{q}
$$

Using (3.6.20) we get

$$
\begin{aligned}
u_{m+1} & \leq K \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[2^{q-1}\left(2 \beta_{p}\right)^{q} K^{q}\left(\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]\right)^{q}+2^{q-1}(2 b)^{q}+\omega\right]+b \\
& \leq \beta_{p} K\left(A_{1} \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\left(\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]\right)^{q}\right]+\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[(2 b)^{q}\right]+\mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]\right)+b \\
& \leq \beta_{p} K\left(A_{1} M \lambda^{\frac{q-p+1}{(p-1)^{2}}}+1\right) \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]+\beta_{p} K \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[(2 b)^{q}\right]+b \\
& =\beta_{p} K\left(A_{1} M \lambda^{\frac{q-p+1}{(p-1)^{2}}}+1\right) \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]+A_{2} b^{\frac{q}{p-1}}+b,
\end{aligned}
$$

where $M$ is as in (3.6.20) and

$$
A_{1}=\left(2^{q-1}\left(2 \beta_{p}\right)^{q} K^{q}\right)^{1 /(p-1)}, A_{2}=\beta_{p} K 2^{q /(p-1)}\left|B_{1}\right|^{1 /(p-1)}\left(p^{\prime}\right)^{-1}(2 \operatorname{diam}(\Omega))^{p^{\prime}} .
$$

Thus, (3.6.21) holds for $m=n+1$ if we prove that

$$
A_{1} M \lambda^{\frac{q-p+1}{p-1)^{2}}} \leq 1 \text { and } A_{2} b^{\frac{q}{p-1}} \leq b
$$

which is equivalent to

$$
\lambda \leq\left(A_{1} M\right)^{-\frac{(p-1)^{2}}{q-p+1}} \text { and } b \leq A_{2}^{-\frac{p-1}{-p-p+1}} .
$$

Therefore, we obtain the result with $\lambda_{0}=\left(A_{1} M\right)^{-(p-1)^{2} /(q-p+1)}$ and $b_{0}=A_{2}^{-(p-1) /(q-p+1)}$.

Proof of Theorem 3.2.4. From Corollary 3.5 .7 and 3.6 .11 , we can construct a sequence of nonnegative nondecreasing R-solutions $\left\{u_{m}\right\}_{m \geq 1}$ defined in the following way: $u_{1}$ is a R -solution of (3.1.1), and $u_{m+1}$ is a nonnegative R -solution of

$$
\left\{\begin{array}{l}
\left(u_{m+1}\right)_{t}-\operatorname{div}\left(A\left(x, \nabla u_{m+1}\right)\right)=u_{m}^{q}+\mu \quad \text { in } Q, \\
u_{m+1}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{m+1}(0)=u_{0} \quad \text { in } \Omega .
\end{array}\right.
$$

Setting $\bar{u}_{m}=\sup _{t \in(0, T)} u_{m}(t)$ for all $m \geq 1$, there holds
$\bar{u}_{1} \leq \kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]+\left\|u_{0}\right\|_{\infty, \Omega}, \quad \bar{u}_{m+1} \leq \kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\bar{u}_{m}^{q}+\omega\right]+\left\|u_{0}\right\|_{\infty, \Omega} \quad \forall m \geq 1$.
From Lemma 3.6.13, we can find $\lambda_{0}=\lambda_{0}(N, p, q, \operatorname{diam} \Omega)$ and $b_{0}=b_{0}(N, p, q, \operatorname{diam} \Omega)$ such that if (3.2.8) is satisfied with $\lambda_{0}$ and $b_{0}$, then

$$
\begin{equation*}
u_{m} \leq \bar{u}_{m} \leq 2 \beta_{p} \kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]+2\left\|u_{0}\right\|_{\infty, \Omega} \quad \forall m \geq 1 . \tag{3.6.22}
\end{equation*}
$$

Thus $\left\{u_{m}\right\}$ converges a.e. in $Q$ and in $L^{1}(Q)$ to some function $u$, for which (3.2.10) is satisfied in $\Omega$ with $c=2 \beta_{p} \kappa$. Finally, one can apply Theorem 3.2.1 to the sequence of measures $\left\{u_{m}^{q}+\mu\right\}$, and obtain that $u$ is a R -solution of (3.2.9).

Next we consider the exponential case.

Theorem 3.6.14 Let $A: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ satisfy (3.1.6) and (3.1.7). Let $\tau>0, l \in \mathbb{N}$ and $\beta \geq 1$ such that $l \beta>p-1$. Set

$$
\begin{equation*}
\mathcal{E}(s)=e^{s}-\sum_{j=0}^{l-1} \frac{s^{j}}{j!}, \quad \forall s \in \mathbb{R} \tag{3.6.23}
\end{equation*}
$$

Let $\mu \in \mathfrak{M}_{b}^{+}(Q), \omega \in \mathfrak{M}_{b}^{+}(\Omega)$ such that $\mu \leq \chi_{(0, T)} \otimes \omega$. Then, there exist $b_{0}$ and $M_{0}$ depending on $N, p, \beta, \tau, l$ and $\operatorname{diam} \Omega$, such that if

$$
\left\|\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{\frac{(p-1)(\beta-1)}{\beta}}[\omega]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M_{0}, \quad\left\|u_{0}\right\|_{\infty, \Omega} \leq b_{0}
$$

the problem

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, \nabla u))=\mathcal{E}\left(\tau u^{\beta}\right)+\mu \quad \text { in } Q  \tag{3.6.24}\\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=u_{0} \quad \text { in } \Omega
\end{array}\right.
$$

admits nonnegative $R$ - solution $u$, which satisfies, a.e. in $Q$, for some $c$, depending on $N, p, c_{3}, c_{4}$

$$
\begin{equation*}
u(x, t) \leq c \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega](x)+2 b_{0} \tag{3.6.25}
\end{equation*}
$$

For the proof we first recall an approximation property, which is a consequence of [47, Theorem 2.5]:

Theorem 3.6.15 Let $\tau>0, b \geq 0, K>0, l \in \mathbb{N}$ and $\beta \geq 1$ such that $l \beta>p-1$. Let $\mathcal{E}$ be defined by (3.6.23). Let $\left\{v_{m}\right\}$ be a sequence of nonnegative functions in $\Omega$ such that, for some $K>0$,

$$
v_{1} \leq K \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\mu]+b, \quad v_{m+1} \leq K \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\mathcal{E}\left(\tau v_{m}^{\beta}\right)+\mu\right]+b, \quad \forall m \geq 1
$$

Then, there exist $b_{0}$ and $M_{0}$, depending on $N, p, \beta, \tau, l, K$ and $\operatorname{diam} \Omega$ such that if $b \leq b_{0}$ and

$$
\begin{equation*}
\left\|\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{\frac{(p-1)(\beta-1)}{\beta}}[\mu]\right\|_{\infty, \mathbb{R}^{N}} \leq M_{0} \tag{3.6.26}
\end{equation*}
$$

then, setting $c_{p}=2 \max \left(1,2^{\frac{2-p}{p-1}}\right)$,

$$
\begin{align*}
& \exp \left(\tau\left(K c_{p} \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\mu]+2 b_{0}\right)^{\beta}\right) \in L^{1}(\Omega) \\
& v_{m} \leq K c_{p} \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\mu]+2 b_{0}, \quad \forall m \geq 1 \tag{3.6.27}
\end{align*}
$$

Proof of Theorem 3.6.14. From Corollary 3.5 .7 and 3.6 .11 we can construct a sequence of nonnegative nondecreasing R-solutions $\left\{u_{m}\right\}_{m \geq 1}$ defined in the following way: $u_{1}$ is a R-solution of problem (3.1.1), and by induction, $u_{m+1}$ is a R-solution of

$$
\left\{\begin{array}{l}
\left(u_{m+1}\right)_{t}-\operatorname{div}\left(A\left(x, \nabla u_{m+1}\right)\right)=\mathcal{E}\left(\tau u_{m}^{\beta}\right)+\mu \quad \text { in } Q  \tag{3.6.28}\\
u_{m+1}=0 \quad \text { on } \partial \Omega \times(0, T) \\
u_{m+1}(0)=u_{0} \quad \text { in } \Omega
\end{array}\right.
$$

And, setting $\bar{u}_{m}=\sup _{t \in(0, T)} u_{m}(t)$, there holds
$\bar{u}_{1} \leq \kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\omega]+\left\|u_{0}\right\|_{\infty, \Omega}, \quad \bar{u}_{m+1} \leq \kappa \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}\left[\mathcal{E}\left(\tau \bar{u}_{m}^{\beta}\right)+\omega\right]+\left\|u_{0}\right\|_{\infty, \Omega}, \quad \forall m \geq 1$.
Thus, from Theorem 3.6.15, there exist $b_{0} \in(0,1]$ and $M_{0}>0$ depending on $N, p, \beta, \tau, l$ and $\operatorname{diam} \Omega$ such that, if (3.6.26) holds, then (3.6.27) is satisfied with $v_{m}=\bar{u}_{m}$. As a consequence, $u_{m}$ is well defined. Thus, $\left\{u_{m}\right\}$ converges a.e. in $Q$ to some function $u$, for which (3.6.25) is satisfied in $\Omega$. Furthermore, $\left\{\mathcal{E}\left(\tau u_{m}^{\beta}\right)\right\}$ converges to $\mathcal{E}\left(\tau u^{\beta}\right)$ in $L^{1}(Q)$. Finally, one can apply Theorem 3.2 .1 to the sequence of measures $\left\{\mathcal{E}\left(\tau u_{m}^{\beta}\right)+\mu\right\}$, and obtain that $u$ is a R -solution of (3.6.24).

Remark 3.6.16 In [47, Theorem 1.1], when $\operatorname{div}(A(x, \nabla u))=\Delta_{p} u$, we showed that there exist $M=M(N, p, \beta, \tau, l$, $\operatorname{diam}(\Omega))$ such that if

$$
\left\|\mathbf{M}_{p, 2 \operatorname{diam}(\Omega)}^{\frac{(p-1)(\beta-1)}{\beta}}[\omega]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leqq M,
$$

then the problem

$$
\left\{\begin{array}{l}
-\Delta_{p} v=\mathcal{E}\left(\tau v^{\beta}\right)+\omega \quad \text { in } \Omega  \tag{3.6.29}\\
v=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

has a renormalized solution in the sense of [17]. We claim the following :
$\operatorname{Let} \operatorname{div}(A(x, \nabla u))=\Delta_{p} u$ and $u_{0} \equiv 0$. If (3.6.29) has a renormalized solution $v$ and $\omega$ is diffuse, then the problem (3.6.24) in Theorem 3.6.14 admits a $R$-solution $u$, satisfying $u(x, t) \leqq v(x)$ a.e in $Q$.

Indeed, since $\omega$ is diffuse, there holds $\mu \in \mathcal{M}_{0}(Q)$. Otherwise, for any measure $\eta \in \mathcal{M}_{0}(Q)$ the problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u=\eta \quad \text { in } Q, \\
u=0 \quad \text { on } \partial \Omega \times(0, T), \\
u=0 \quad \text { in } \Omega,
\end{array}\right.
$$

has a (unique) $R$-solution, and the comparison principle is valid, see [50]. Thus, as in the proof of Theorem 3.6.14, we can construct a unique sequence of nonnegative nondecreasing $R$-solutions $\left\{u_{m}\right\}_{m \geqq 1}$, defined in the following way: $u_{1}$ is a $R$-solution of problem (3.1.1) and satisfies $u_{1} \leqq v$ a.e in $Q$; and by induction, $u_{m+1}$ is a $R$-solution of (3.6.28) and satisfies $u_{m+1} \leqq v$ a.e in $Q$. Then $\left\{\mathcal{E}\left(\tau u_{m}^{\beta}\right)\right\}$ converges to $\mathcal{E}\left(\tau u^{\beta}\right)$ in $L^{1}(Q)$. Finally, $u:=\lim _{n \rightarrow \infty} u_{n}$ is a solution of (3.6.24). Clearly, this claim is also valid for power source term.

### 3.7 Appendix

Proof of Lemma 3.4.7. Let $\mathcal{J}$ be defined by (3.4.11). Let $\zeta \in C_{c}^{1}([0, T))$ with values in $[0,1]$, such that $\zeta_{t} \leq 0$, and $\varphi=\zeta \xi[J(S(v))]_{l}$. Clearly, $\varphi \in X \cap L^{\infty}(Q)$; we choose the
pair of functions $(\varphi, S)$ as test function in (3.4.2). Thanks to convergence properties of Steklov time-averages, we easily will obtain (3.4.15) if we prove that

$$
\lim _{l \rightarrow 0, \zeta \rightarrow 1}\left(-\int_{Q}\left(\zeta \xi[J(S(v))]_{l}\right)_{t} S(v)\right) \geq-\int_{Q} \xi_{t} \bar{J}(S(v)) .
$$

We can write $-\int_{Q}\left(\zeta \xi[J(S(v))]_{l}\right)_{t} S(v)=F+G$, with

$$
F=-\int_{Q}(\zeta \xi)_{t}[J(S(v))]_{l} S(v), \quad G=-\int_{Q} \zeta \xi S(v) \frac{1}{l}(J(S(v))(x, t+l)-J(S(v))(x, t)) .
$$

Using (3.4.12) and integrating by parts we have

$$
\begin{aligned}
G & \geq-\int_{Q} \zeta \xi \frac{1}{l}(\mathcal{J}(S(v))(x, t+l)-\mathcal{J}(S(v))(x, t)) \\
& =-\int_{Q} \zeta \xi \frac{\partial}{\partial t}\left([\mathcal{J}(S(v))]_{l}\right)=\int_{Q}(\zeta \xi)_{t}[\mathcal{J}(S(v))]_{l}+\int_{\Omega} \zeta(0) \xi(0)[\mathcal{J}(S(v))]_{l}(0) d x \\
& \geq \int_{Q}(\zeta \xi)_{t}[\mathcal{J}(S(v))]_{l},
\end{aligned}
$$

since $\mathcal{J}(S(v)) \geq 0$. Hence,
$-\int_{Q}\left(\zeta \xi[j(S(v))]_{l}\right)_{t} S(v) \geq \int_{Q}(\zeta \xi)_{t}[\mathcal{J}(S(v))]_{l}+F=\int_{Q}(\zeta \xi)_{t}\left([\mathcal{J}(S(v))]_{l}-[J(S(v))]_{l} S(v)\right)$
Otherwise, $\mathcal{J}(S(v))$ and $J(S(v)) \in C\left([0, T] ; L^{1}(\Omega)\right)$, thus $\left\{(\zeta \xi)_{t}\left([\mathcal{J}(S(u))]_{l}-[J(S(u))]_{l} S(u)\right)\right\}$ converges to $-(\zeta \xi)_{t} \bar{J}(S(u))$ in $L^{1}(Q)$ as $l \rightarrow 0$. Therefore,

$$
\begin{aligned}
\lim _{l \rightarrow 0, \zeta \rightarrow 1}\left(-\int_{Q}\left(\zeta \xi[J(S(v))]_{l}\right)_{t} S(v)\right) & \geq \lim _{\zeta \rightarrow 1}\left(-\int_{Q}(\zeta \xi)_{t} \bar{J}(S(v))\right) \\
& \geq \lim _{\zeta \rightarrow 1}\left(-\int_{Q} \zeta \xi_{t} \bar{J}(S(v))\right)=-\int_{Q} \xi_{t} \bar{J}(S(v))
\end{aligned}
$$

which achieves the proof.
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## Chapitre 4

## Potential estimates and quasilinear parabolic equations with measure data

## Abstract

In this paper, we study the existence and regularity of the quasilinear parabolic equations :

$$
u_{t}-\operatorname{div}(A(x, t, \nabla u))=B(u, \nabla u)+\mu
$$

in $\mathbb{R}^{N+1}, \mathbb{R}^{N} \times(0, \infty)$ and a bounded domain $\Omega \times(0, T) \subset \mathbb{R}^{N+1}$. Here $N \geq 2$, the nonlinearity $A$ fulfills standard growth conditions and $B$ term is a continuous function and $\mu$ is a radon measure. Our first task is to establish the existence results with $B(u, \nabla u)= \pm|u|^{q-1} u$, for $q>1$. We next obtain global weighted-Lorentz, Lorentz-Morrey and Capacitary estimates on gradient of solutions with $B \equiv 0$, under minimal conditions on the boundary of domain and on nonlinearity $A$. Finally, due to these estimates, we solve the existence problems with $B(u, \nabla u)=|\nabla u|^{q}$ for $q>1$.

### 4.1 Introduction

In this article, we study a class of quasilinear parabolic equations :

$$
\begin{equation*}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=B(x, t, u, \nabla u)+\mu \tag{4.1.1}
\end{equation*}
$$

in $\mathbb{R}^{N+1}$ or $\mathbb{R}^{N} \times(0, \infty)$ or a bounded domain $\Omega_{T}:=\Omega \times(0, T) \subset \mathbb{R}^{N+1}$. Where $N \geq 2$, $A: \mathbb{R}^{N} \times \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is a Carathéodory function which satisfies

$$
\begin{align*}
|A(x, t, \zeta)| & \leq \Lambda_{1}|\zeta| \text { and }  \tag{4.1.2}\\
\langle A(x, t, \zeta) & -A(x, t, \lambda), \zeta-\lambda\rangle \geq \Lambda_{2}|\zeta-\lambda|^{2} \tag{4.1.3}
\end{align*}
$$

for every $(\lambda, \zeta) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$ and a.e. $(x, t) \in \mathbb{R}^{N} \times \mathbb{R}$, here $\Lambda_{1}$ and $\Lambda_{2}$ are positive constants, $B: \mathbb{R}^{N+1} \times \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is also a Carathéodory function and $\mu$ is a Radon measure.

The existence and regularity theory, the Wiener criteria and Harnack inequalities, Blowup at a finite time associated with above parabolic quasilinear operator was studied and developed intensely over the past 50 years, one can found in $[58,44,30,48,49,25,50$, $60,83,75,73]$. Moreover, we also refer to [19]-[22] for $L^{p}$-gradient estimates theory in non-smooth domains and [63] Wiener criteria for existence of large solutions of nonlinear parabolic equations with absorption in a non-cylindrical domain.

First, we are specially interested in the existence of solutions to quasilinear parabolic equations with absorption, source terms and data measure :

$$
\begin{align*}
& u_{t}-\operatorname{div}(A(x, t, \nabla u))+|u|^{q-1} u=\mu  \tag{4.1.4}\\
& u_{t}-\operatorname{div}(A(x, t, \nabla u))=|u|^{q-1} u+\mu \tag{4.1.5}
\end{align*}
$$

in $\mathbb{R}^{N+1}$ and

$$
\begin{array}{ll}
u_{t}-\operatorname{div}(A(x, t, \nabla u))+|u|^{q-1} u=\mu, & u(0)=\sigma \\
u_{t}-\operatorname{div}(A(x, t, \nabla u))=|u|^{q-1} u+\mu, & u(0)=\sigma \tag{4.1.7}
\end{array}
$$

in $\mathbb{R}^{N} \times(0, \infty)$ or a bounded domain $\Omega_{T} \subset \mathbb{R}^{N+1}$, where $q>1$ and $\mu, \sigma$ are Radon measures.

The linear case $A(x, t, \nabla u)=\nabla u$ was studied in detail by Fujita, Brezis and Friedman, Baras and Pierre.

In [18], showed that if $\mu=0$ and $\sigma$ is a Dirac mass in $\Omega$, the problem (4.1.6) in $\Omega_{T}$ (with Dirichlet boundary condition) admits a (unique) solution if and only if $q<(N+2) / N$. Then, optimal results had been considered in [5], for any $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$ : there exists a (unique) solution of (4.1.6) in $\Omega_{T}$ if and only if $\mu, \sigma$ are absolutely continuous with respect to the capacity $\operatorname{Cap}_{2,1, q^{\prime}}, \operatorname{Cap}_{\mathbf{G}_{2 / q}, q^{\prime}}$ (in $\Omega_{T}, \Omega$ ) respectively, for simplicity we write $\mu \ll \operatorname{Cap}_{2,1, q^{\prime}}$ and $\sigma \ll \operatorname{Cap}_{\mathbf{G}_{2 / q}, q^{\prime}}$, with $q^{\prime}$ is the conjugate exponent of $q$, i.e $q^{\prime}=\frac{q}{q-1}$. Where these two capacities will be defined in section 2 .

For source case, in [6], showed that for any $\mu \in \mathfrak{M}_{b}^{+}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}^{+}(\Omega)$, the problem (4.1.7) in bounded domain $\Omega_{T}$ has a nonnegative solution if

$$
\mu(E) \leq C \operatorname{Cap}_{2,1, q^{\prime}}(E) \text { and } \sigma(O) \leq C \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}(O)
$$

hold for every compact sets $E \subset \mathbb{R}^{N+1}, O \subset \mathbb{R}^{N}$ here $C=C(N, \operatorname{diam}(\Omega), T)$ is small enough. Conversely, the existence holds then for compact subset $K \subset \subset \Omega$, one find $C_{K}>0$ such that

$$
\mu(E \cap(K \times[0, T])) \leq C_{K} \operatorname{Cap}_{2,1, q^{\prime}}(E) \text { and } \sigma(O \cap K) \leq C_{K} \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}(O)
$$

hold for every compact sets $E \subset \mathbb{R}^{N+1}, O \subset \mathbb{R}^{N}$. In unbounded domain $\mathbb{R}^{N} \times(0, \infty)$, in [30] asserted that an inequality

$$
\begin{equation*}
u_{t}-\Delta u \geq u^{q}, u \geq 0 \text { in } \mathbb{R}^{N} \times(0, \infty) \tag{4.1.8}
\end{equation*}
$$

i. if $q<(N+2) / N$ then the only nonnegative global (in time) solution of above inequality is $u \equiv 0$,
ii. if $q>(N+2) / N$ then there exists global positive solution of above inequality.

More general, see [6], for $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ and $\sigma \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$, (4.1.7) has a nonnegative solution in $\mathbb{R}^{N} \times(0, \infty)$ (with $\left.A(x, t, \nabla u)=\nabla u\right)$ if and only if

$$
\begin{equation*}
\mu(E) \leq C \operatorname{Cap}_{\mathcal{H}_{2}, q^{\prime}}(E) \quad \text { and } \quad \sigma(O) \leq C \operatorname{Cap}_{\mathbf{I}_{\frac{2}{q}}, q^{\prime}}(O) \tag{4.1.9}
\end{equation*}
$$

hold for every compact sets $E \subset \mathbb{R}^{N+1}, O \subset \mathbb{R}^{N}$, here $C=C(N, q)$ is small enough, two capacities $\operatorname{Cap}_{\mathcal{H}_{2}, q^{\prime}}, \operatorname{Cap}_{\mathbf{I}_{\frac{2}{q}}, q^{\prime}}$ will be defined in section 2. Note that a necessary and sufficient condition for (4.1.9) holding with $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N} \times(0, \infty)\right) \backslash\{0\}$ or $\sigma \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right) \backslash\{0\}$ is $q \geq(N+2) / N$. In particular, (4.1.8) has a (global) positive solution if and only if $q \geq$ $(N+2) / N$. It is known that conditions for data $\mu, \sigma$ in problems with absorption are softer than source. Recently, in exponential case, i.e $|u|^{q-1} u$ is replaced by $P(u) \sim \exp \left(a|u|^{q}\right)$, for $a>0$ and $q \geq 1$ was established in [61].

We consider (4.1.6) and (4.1.7) in $\Omega_{T}$ with Dirichlet boundary conditions when $\operatorname{div}(A(x, t, \nabla u))$ is replaced by $\Delta_{p} u:=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)$ for $p \in(2-1 / N, N)$. In [66], showed that for any $q>p-1$, (4.1.6) admits a (unique renormalized) solution provided $\sigma \in L^{1}(\Omega)$ and $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ is diffuse measure i.e absolutely continuous with respect to $C_{p}$-parabolic capacity in $\Omega_{T}$ defined on a compact set $K \subset \Omega_{T}$ :

$$
C_{p}\left(K, \Omega_{T}\right)=\inf \left\{\|\varphi\|_{X}: \varphi \geq \chi_{K}, \varphi \in C_{c}^{\infty}\left(\Omega_{T}\right)\right\}
$$

where $X=\left\{\varphi: \varphi \in L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right), \varphi_{t} \in L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)\right\}$ endowed with norm $\|\varphi\|_{X}=\|\varphi\|_{L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)}+\left\|\varphi_{t}\right\|_{L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)}$ and $\chi_{K}$ is the characteristic function of $K$. An improving result was presented in [14] for measures that have good behavior in time, it is based on results of [16] relative to the elliptic case. That is, (4.1.6) has a (renormalized) solution for $q>p-1$ if $\sigma \in L^{1}(\Omega)$ and $|\mu| \leq f+\omega \otimes F$, where $f \in L_{+}^{1}\left(\Omega_{T}\right), F \in L_{+}^{1}((0, T))$ and $\omega \in \mathfrak{M}_{b}^{+}(\Omega)$ is absolutely continuous with respect to $\operatorname{Cap}_{\mathbf{G}_{p, \frac{q}{q-p+1}}}$ in $\Omega$. Also, (4.1.7) has a (renormalized) nonnegative solution if $\sigma \in L_{+}^{\infty}(\Omega), 0 \leq \mu \leq \omega \otimes \chi_{(0, T)}$ with $\omega \in \mathfrak{M}_{b}^{+}(\Omega)$ and

$$
\omega(E) \leq C_{1} \operatorname{Cap}_{\mathbf{G}_{p}, \frac{q}{q-p+1}}(E) \forall \text { compact } E \subset \mathbb{R}^{N}, \quad\|\sigma\|_{L^{\infty}(\Omega)} \leq C_{2}
$$

### 4.1. INTRODUCTION

for some $C_{1}, C_{2}$ small enough. Another improving results are also stated in [15], especially if $q>p-1, p>2, \mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$ are absolutely continuous with respect to $\mathrm{Cap}_{2,1, q^{\prime}}$ in $\Omega_{T}$ and $\operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ in $\Omega$ then (4.1.6) has a distribution solution.

In [15], we also obtain the existence of solutions for porous medium equation with absorption and data measure : for $q>m>\frac{N-2}{N}$, a sufficient condition for existence solution to the problem

$$
u_{t}-\Delta\left(|u|^{m-1} u\right)+|u|^{q-1} u=\mu \text { in } \Omega_{T}, \quad u=0 \text { on } \partial \Omega \times(0, T), \quad \text { and } u(0)=\sigma \text { in } \Omega .
$$

is $\mu \ll \operatorname{Cap}_{2,1, q^{\prime}}, \sigma \ll \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ if $m \geq 1$ and $\mu \ll \operatorname{Cap}_{\mathcal{G}_{2}, \frac{2 q}{2(q-1)+N(1-m)}}, \sigma \ll$ $\operatorname{Cap}_{\mathbf{G}_{\frac{2-N(1-m)}{q}, \frac{2 q}{2(q-1)+N(1-m)}}}$ if $\frac{N-2}{N}<m \leq 1$. A necessary condition is $\mu \ll \operatorname{Cap}_{2,1, \frac{q}{q-\max \{m, 1\}}}$ and $\sigma \ll \operatorname{Cap}_{\mathbf{G}_{\underline{2 \max \{m, 1\}}}, \frac{q}{q-\max \{m, 1\}}}$. Moreover, if $\mu=\mu_{1} \otimes \chi_{[0, T]}$ with $\mu_{1} \in \mathfrak{M}_{b}(\Omega)$ and $\sigma \equiv 0$ then a condition $\mu_{1} \ll \operatorname{Cap}_{\mathbf{G}_{2}, \frac{q}{q-m}}$ is not only a sufficient but also a necessary for existence of solutions to above problem.

We would like to make a brief survey of quasilinear elliptic equations with absorption, source terms and data measure :

$$
\begin{align*}
& -\Delta_{p} u+|u|^{q-1} u=\omega  \tag{4.1.10}\\
& -\Delta_{p} u=|u|^{q-1} u+\omega, u \geq 0 \tag{4.1.11}
\end{align*}
$$

in $\Omega$ with Dirichlet boundary conditions where $1<p<N, q>p-1$. In [16], we proved that the existence solution of equation (4.1.10) holds if $\omega \in \mathfrak{M}_{b}(\Omega)$ is absolutely continuous with respect to $\mathrm{Cap}_{\mathbf{G}_{p}, \frac{q}{q-p+1}}$. Moreover, a necessary condition for existence was also showed in [10, 11]. For problem with source term, it was solved in [68] (also see [69]). Exactly, if $\omega \in \mathfrak{M}_{b}^{+}(\Omega)$ has compact support in $\Omega$, then a sufficient and necessary condition for the existence of solutions of problem (4.1.11) is

$$
\omega(E) \leq C \operatorname{Cap}_{\mathbf{G}_{p}, \frac{q}{q-p+1}}(E) \quad \text { for all compact set } E \subset \Omega
$$

where $C$ is a constant only depending on $N, p, q$ and $d(\operatorname{supp}(\omega), \partial \Omega)$. Their construction is based upon sharp estimates of solutions of the problem

$$
-\Delta_{p} u=\omega \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega,
$$

for nonnegative Radon measures $\omega$ in $\Omega$ and a deep analysis of the Wolff potential.
Corresponding results in case that $u^{q}$ term is changed by $P(u) \approx \exp \left(a u^{\lambda}\right)$ for $a>0, \lambda>0$, was given in [16, 62].

In [27], Duzaar and Mingione gave a local pointwise estimate from above of solutions to equation

$$
\begin{equation*}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=\mu \tag{4.1.12}
\end{equation*}
$$

in $\Omega_{T}$ involving the Wolff parabolic potential $\mathbb{I}_{2}[|\mu|]$ defined by

$$
\mathbb{I}_{2}[|\mu|](x, t)=\int_{0}^{\infty} \frac{|\mu|\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N}} \frac{d \rho}{\rho} \quad \text { for all } \quad(x, t) \in \mathbb{R}^{N+1}
$$

here $\tilde{Q}_{\rho}(x, t):=B_{\rho}(x) \times\left(t-\rho^{2} / 2, t+\rho^{2} / 2\right)$. Specifically if $u \in L^{2}\left(0, T ; H^{1}(\Omega)\right) \cap C\left(\Omega_{T}\right)$ is a weak solution to above equation with data $\mu \in L^{2}\left(\Omega_{T}\right)$, then

$$
\begin{equation*}
|u(x, t)| \leq C f_{\tilde{Q}_{R}(x, t)}|u| d y d s+C \int_{0}^{2 R} \frac{|\mu|\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N}} \frac{d \rho}{\rho} \tag{4.1.13}
\end{equation*}
$$

for any $Q_{2 R}(x, t):=B_{2 R}(x) \times\left(t-(2 R)^{2}, t\right) \subset \Omega_{T}$, where a constant $C$ only depends on $N$ and the structure of operator $A$. Moreover, in this paper we show that if $u \geq 0, \mu \geq 0$ we also have local pointwise estimate from below :

$$
\begin{equation*}
u(y, s) \geq C^{-1} \sum_{k=0}^{\infty} \frac{\mu\left(Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right)\right)}{r_{k}^{N}} \tag{4.1.14}
\end{equation*}
$$

for any $Q_{r}(y, s) \subset \Omega_{T}$, see section 5 , where $r_{k}=4^{-k} r$.
From preceding two inequalities, we obtain global pointwise estimates of solution to (4.1.12). For example, if $\mu \in \mathfrak{M}\left(\mathbb{R}^{N+1}\right)$ with $\mathbb{I}_{2}[|\mu|]\left(x_{0}, t_{0}\right)<\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$ then there exists a distribution solution to (4.1.12) in $\mathbb{R}^{N+1}$ such that

$$
\begin{equation*}
-K \mathbb{I}_{2}\left[\mu^{-}\right](x, t) \leq u(x, t) \leq K \mathbb{I}_{2}\left[\mu^{+}\right](x, t) \quad \text { for a.e }(x, t) \in \mathbb{R}^{N+1} \tag{4.1.15}
\end{equation*}
$$

and we emphasize that if $u \geq 0, \mu \geq 0$ then

$$
u(x, t) \geq K^{-1} \sum_{k=-\infty}^{\infty} \frac{\mu\left(Q_{2^{-2 k-3}}\left(x, t-35 \times 2^{-4 k-7}\right)\right)}{2^{-2 N k}} \quad \text { for a.e }(x, t) \in \mathbb{R}^{N+1}
$$

and for $q>1$,

$$
\|u\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \approx\left\|\mathbb{I}_{2}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)}
$$

Where a constant $K$ only depends on $N$ and the structure of operator $A$.

Our first aim is to verify that
i. problems (4.1.4) and (4.1.6) have solutions if $\mu, \sigma$ are absolutely continuous with respect to the capacity $\operatorname{Cap}_{2,1, q^{\prime}}, \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ respectively,
ii. problems (4.1.5) in $\mathbb{R}^{N+1}$ and (4.1.7) in $\mathbb{R}^{N} \times(0, \infty)$ with data signed measure $\mu, \sigma$ admit a solution if

$$
\begin{equation*}
|\mu|(E) \leq C \operatorname{Cap}_{\mathcal{H}_{2}, q^{\prime}}(E) \text { and } \quad|\sigma|(O) \leq C \operatorname{Cap}_{\mathbf{I}_{\frac{2}{q}}, q^{\prime}}(O) \tag{4.1.16}
\end{equation*}
$$

hold for every compact sets $E \subset \mathbb{R}^{N+1}, O \subset \mathbb{R}^{N}$. Also, the equation (4.1.7) in a bounded domain $\Omega_{T}$ has a solution if (4.1.16) holds where capacities $\operatorname{Cap}_{2,1, q^{\prime}}, \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ are exploited instead of $\operatorname{Cap}_{\mathcal{H}_{2}, q^{\prime}}, \operatorname{Cap}_{\mathbf{I}_{\frac{2}{q}}, q^{\prime}}$.
It is worth mention that solutions obtained of (4.1.5) in $\mathbb{R}^{N+1}$ and (4.1.7) in $\mathbb{R}^{N} \times(0, \infty)$ obey

$$
\int_{E}|u|^{q} d x d t \leq C \operatorname{Cap}_{\mathcal{H}_{2}, q^{\prime}}(E) \quad \text { for all compact } E \subset \mathbb{R}^{N+1}
$$
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and we also have an analogous estimate for a solution of (4.1.7) in $\Omega_{T}$;

$$
\int_{E}|u|^{q} d x d t \leq C \operatorname{Cap}_{2,1, q^{\prime}}(E) \quad \text { for all compact } E \subset \mathbb{R}^{N+1}
$$

for some a constant $C>0$.
In case $\mu \equiv 0$, solutions (4.1.7) in $\mathbb{R}^{N} \times(0, \infty)$ and $\Omega_{T}$ are accepted the decay estimate

$$
-C t^{-\frac{1}{q-1}} \leq \inf _{x} u(x, t) \leq \sup _{x} u(x, t) \leq C t^{-\frac{1}{q-1}} \text { for any } t>0
$$

The strategy for establishment above results that is, we rely upon the combination some techniques of quasilinear elliptic equations in two articles $[16,68]$ with the global pointwise estimate (4.1.15), delicate estimates on Wolff parabolic potential and the stability theorem see [13], Proposition 4.3 .17 of this paper. They will be demonstrated in section 6 .

We next are interested in global regularity of solutions to quasilinear parabolic equations

$$
u_{t}-\operatorname{div}(A(x, t, \nabla u))=\mu \text { in } \Omega_{T}, u=0 \text { on } \partial \Omega \times(0, T) \text { and } u(0)=\sigma \text { in } \Omega
$$

where domain $\Omega_{T}$ and nonlinearity $A$ are as mentioned at the beginning.
Our aim is to achieve minimal conditions on the boundary of $\Omega$ and on nonlinearity $A$ so that the following statement holds

$$
\|\mid \nabla u\|_{\mathcal{K}} \leq C\left\|\mathbb{M}_{1}[\omega]\right\|_{\mathcal{K}}
$$

Here $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$ and $\mathbb{M}_{1}$ is the first order fractional Maximal parabolic potential defined by

$$
\mathbb{M}_{1}[\omega](x, t)=\sup _{\rho>0} \frac{\omega\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+1}} \forall(x, t) \in \mathbb{R}^{N+1}
$$

, a constant $C$ does not depend on $u$ and $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$ and $\mathcal{K}$ is a function space. The same question is as above for the elliptic framework studied by N. C. Phuc in [70, 71, 72].

First, we take $\mathcal{K}=L^{p, s}\left(\Omega_{T}\right)$ for $1 \leq p \leq \theta$ and $0<s \leq \infty$ under a capacity density condition on the domain $\Omega$ where $L^{p, s}\left(\Omega_{T}\right)$ is the Lorentz space and a constant $\theta>2$ depends on the structure of this condition and of nonlinearity $A$. It follows the recent result in [7], see remark 4.2 .18 . The capacity density condition is that, the complement of $\Omega$ satisfies uniformly 2 -thick, see section 2 . We remark that under this condition, the Sobolev embedding $H_{0}^{1}(\Omega) \subset L^{\frac{2 N}{N-2}}(\Omega)$ for $N>2$ is valid and it is fulfilled by any domain with Lipschitz boundary, or even of corkscrew type. This condition was used in two papers [70, 72]. Also, it is essentially sharp for higher integrability results, presented in [41, Remark 3.3]. Furthermore, we also assert that if $\frac{\gamma}{\gamma-1}<p<\theta, 2 \leq \gamma<N+2,0<s \leq \infty$ and $\sigma \equiv 0$ then

$$
\left\|\left|\nabla u\left\|\left\|_{L_{*}^{p, s ;(\gamma-1) p}\left(\Omega_{T}\right)} \leq C\right\| \mu\right\|\right|_{L_{*}}{ }^{\frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p}\left(\Omega_{T}\right)\right.
$$

for some a constant $C$ where $L_{*}^{p, s ;(\gamma-1) p}\left(\Omega_{T}\right), L_{*}^{\frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p}\left(\Omega_{T}\right)$ are the LorentzMorrey spaces involving "calorie" introduced in section 2. We would like to refer to [55] as
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the first paper where Lorentz-Morrey estimates for solutions of quasilinear elliptic equations via fractional operators have been obtained.

Next, in order to obtain shaper results, we take $\mathcal{K}=L^{q, s}\left(\Omega_{T}, d w\right)$, the weighted Lorentz spaces with weight in the Muckenhoupht class $A_{\infty}$ for $q \geq 1,0<s \leq \infty$, we require some stricter conditions on the domain $\Omega$ and nonlinearity $A$. A condition on $\Omega$ is flat enough in the sense of Reifenberg, essentially, that at boundary point and every scale the boundary of domain is between two hyperplanes at both sides (inside and outside) of domain by a distance which depends on the scale. Conditions on $A$ are that BMO type of $A$ with respect to the $x$-variable is small enough and the derivative of $A(x, t, \zeta)$ with respect to $\zeta$ is uniformly bounded. By choosing an appropriate weight we can establish the following important estimates :
a. The Lorentz-Morrey estimates involving "calorie" for $0<\kappa \leq N+2$ is obtained

$$
\left\|\left|\|u\|\left\|_{L_{*}^{q, s ; \kappa}\left(\Omega_{T}\right)} \leq C| | \mathbb{M}_{1}[|\omega|]\right\|_{L_{*}^{q, s, \kappa}\left(\Omega_{T}\right)} .\right.\right.
$$

b. Another Lorentz-Morrey estimates is also obtained for $0<\vartheta \leq N$

$$
\left.\|\left.\mathbb{M}(|\nabla u|)\right|_{L_{* *}^{q, s ;}\left(\Omega_{T}\right)} \leq C| | \mathbb{M}_{1}[|\omega|] \mid\right]\left.\right|_{L_{* *}^{q, s ; \theta}\left(\Omega_{T}\right)},
$$

where $L_{* *}^{q, s ; \vartheta}\left(\Omega_{T}\right)$ is introduced in section 2. This estimate implies global Holder-estimate in space variable and $L^{q}$-estimate in time, that is for all ball $B_{\rho} \subset \mathbb{R}^{N}$

$$
\left(\int_{0}^{T}\left|\operatorname{osc}_{B_{\rho} \cap \bar{\Omega}} u(t)\right|^{q} d t\right)^{\frac{1}{q}} \leq C \rho^{1-\frac{\vartheta}{q}}\left\|\mathbb{M}_{1}[|\omega|]\right\|_{L_{* * *}^{q ; \vartheta}\left(\Omega_{T}\right)} \text { provided } 0<\vartheta<\min \{q, N\} .
$$

In particular, there hold

$$
\left(\int_{0}^{T}\left|\operatorname{osc}_{B_{\rho} \cap \bar{\Omega}} u(t)\right|^{q} d t\right)^{\frac{1}{q}} \leq C \rho^{1-\frac{\vartheta}{q}}\|\sigma\|_{L^{\frac{\vartheta q}{\vartheta+2-q} ; \vartheta}(\Omega)}+C \rho^{1-\frac{\vartheta}{q}}\|\mu\|_{L^{(\vartheta-2+q) q_{1}-2 q} ; \vartheta}{ }^{\left.\vartheta q, L^{q_{1}}((0, T))\right)},
$$

provided

$$
\begin{aligned}
& 1<q_{1} \leq q<2, \\
& \max \left\{\frac{2-q}{q-1}, \frac{1}{q-1}\left(2+q-\frac{2 q}{q_{1}}\right)\right\}<\vartheta \leq N .
\end{aligned}
$$

Where $L^{\frac{\vartheta q}{\vartheta+2-q} ; \vartheta}(\Omega)$ is the standard Morrey space and

$$
\|\mu\|_{L^{q_{2} ; \vartheta}\left(\Omega, L^{q_{1}}((0, T))\right)}=\sup _{\rho>0, x \in \Omega} \rho^{\frac{\vartheta-N}{q_{2}}}\left(\int_{B_{\rho}(x) \cap \Omega}\left(\int_{0}^{T}|\mu(y, t)|^{q_{1}} d t\right)^{\frac{q_{2}}{q_{1}}} d y\right)^{\frac{1}{q_{2}}} .
$$

with $q_{2}=\frac{\vartheta q q_{1}}{(\vartheta+2+q) q_{1}-2 q}$. Besides, we also find

$$
\left(\left.\int_{0}^{T} \operatorname{osc}_{B_{\rho} \cap \bar{\Omega}} u(t)\right|^{q} d t\right)^{\frac{1}{q}} \leq C \rho^{1-\frac{\vartheta}{q}}\|\mu\|_{L^{(\hat{\vartheta}+2+q) q_{1}-2 q^{\prime}}} \overbrace{\left(\Omega, L^{q_{1}}((0, T))\right)}
$$

provided

$$
\begin{aligned}
& \sigma \equiv 0, \quad q \geq 2,1<q_{1} \leq q \\
& \frac{1}{q-1}\left(2+q-\frac{2 q}{q_{1}}\right)<\vartheta \leq N .
\end{aligned}
$$

c. A global capacitary estimate is also given

$$
\sup _{\substack{\text { compact } K \subset \mathbb{R}^{N+1} \\ \operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K)>0}}\left(\frac{\int_{K}|\nabla u|^{q} d x d t}{\operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K)}\right) \leq C \underset{\substack{\operatorname{compact} K \subset \mathbb{R}^{N+1} \\ \operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K)>0}}{ }\left(\frac{|\omega|(K)}{\operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K)}\right)^{q}
$$

To obtain this estimate we employ profound techniques in nonlinear potential theory, see section 4 and Theorem 4.2.22.

We utilize some ideas (in the quasilinear elliptic framework) in articles of N.C. Phuc $[70,72,71]$ during we establish above estimates.

We would like to emphasize that above estimates is also true for solutions to equation (4.1.17) in $\mathbb{R}^{N+1}$ with data $\mu$ (of course still true for (4.1.17) in $\mathbb{R}^{N} \times(0, \infty)$ ) with data $\mu$ provided $\mathbb{I}_{2}[|\mu|]\left(x_{0}, t_{0}\right)<\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$ see Theorem 4.2.25 and 4.2.27. Moreover, a global pointwise estimates of gradient of solutions is obtained when $A$ is independent of space variable x , that is

$$
|\nabla u(x, t)| \leq C \mathbb{I}_{1}[|\mu|](x, t) \quad \text { a.e }(x, t) \in \mathbb{R}^{N+1}
$$

see Theorem 4.2.5.
Our final aim is to obtain existence results for the quasilinear Riccati type parabolic problems (4.1.1) where $B(x, t, u, \nabla u)=|\nabla u|^{q}$ for $q>1$. The strategy we use in order to prove these existence results is that using Schauder Fixed Point Theorem and all above estimates and the stability Theorem see [13], Proposition 4.3 .17 in section 3. They will be carried out in section 9 . By our methods in the paper, we can treat general equations (4.1.1), where

$$
|B(x, t, u, \nabla u)| \leq C_{1}|u|^{q_{1}}+C_{2}|\nabla u|^{q_{2}}, q_{1}, q_{2}>1
$$

with constant coefficients $C_{1}, C_{2}>0$.

## Acknowledgements :

The author wishes to express his deep gratitude to his advisors Professor Laurent Véron and Professor Marie-Françoise Bidaut-Véron for encouraging, taking care and giving many useful comments during the preparation of the paper. Besides the author would like to thank Nguyen Phuoc Tai for many interesting comments.

### 4.2 Main Results

Throughout the paper, we assume that $\Omega$ is a bounded open subset of $\mathbb{R}^{N}, N \geq 2$ and $T>0$. Besides, we always denote $\Omega_{T}=\Omega \times(0, T), T_{0}=\operatorname{diam}(\Omega)+T^{1 / 2}$ and $Q_{\rho}(x, t)=$
$B_{\rho}(x) \times\left(t-\rho^{2}, t\right) \tilde{Q}_{\rho}(x, t)=B_{\rho}(x) \times\left(t-\rho^{2} / 2, t+\rho^{2} / 2\right)$ for $(x, t) \in \mathbb{R}^{N+1}$ and $\rho>0$. We always assume that $A: \mathbb{R}^{N} \times \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is a Caratheodory vector valued function, i.e. $A$ is measurable in $(x, t)$ and continuous with respect to $\nabla u$ for each fixed $(x, t)$ and satisfies (4.1.2) and (4.1.3). This article is divided into three parts. First part, we study the existence problems for the quasilinear parabolic equations with absorption and source terms

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))+|u|^{q-1} u=\mu \text { in } \Omega_{T}  \tag{4.2.1}\\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=\sigma \quad \text { in } \Omega
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=|u|^{q-1} u+\mu \text { in } \Omega_{T}  \tag{4.2.2}\\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=\sigma \quad \text { in } \Omega
\end{array}\right.
$$

where $q>1$, and $\mu, \sigma$ are Radon measures.
In order to state our results, let us introduce some definitions and notations. If $D$ is either a bounded domain or whole $\mathbb{R}^{l}$ for $l \in \mathbb{N}$, we denote by $\mathfrak{M}(D)$ (resp. $\mathfrak{M}_{b}(D)$ ) the set of Radon measure (resp. bounded Radon measures) in $D$. Their positive cones are $\mathfrak{M}^{+}(D)$ and $\mathfrak{M}_{b}^{+}(D)$ respectively. For $R \in(0, \infty]$, we define the $R$-truncated Riesz parabolic potential $\mathbb{I}_{\alpha}$ and Fractional Maximal parabolic potential $\mathbb{M}_{\alpha}, \alpha \in(0, N+2)$, on $\mathbb{R}^{N+1}$ of a measure $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ by

$$
\begin{equation*}
\mathbb{I}_{\alpha}^{R}[\mu](x, t)=\int_{0}^{R} \frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha}} \frac{d \rho}{\rho} \text { and } \mathbb{M}_{\alpha}^{R}[\mu](x, t)=\sup _{0<\rho<R} \frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha}} \tag{4.2.3}
\end{equation*}
$$

for all $(x, t)$ in $\mathbb{R}^{N+1}$. If $R=\infty$, we drop it in expressions of (4.2.3). We denote by $\mathcal{H}_{\alpha}$ the Heat kernel of order $\alpha \in(0, N+2)$ :

$$
\mathcal{H}_{\alpha}(x, t)=C_{\alpha} \frac{\chi_{(0, \infty)}(t)}{t^{(N+2-\alpha) / 2}} \exp \left(-\frac{|x|^{2}}{4 t}\right) \text { for }(x, t) \text { in } \mathbb{R}^{N+1}
$$

and $\mathcal{G}_{\alpha}$ the parabolic Bessel kernel of order $\alpha>0$ :

$$
\mathcal{G}_{\alpha}(x, t)=C_{\alpha} \frac{\chi_{(0, \infty)}(t)}{t^{(N+2-\alpha) / 2}} \exp \left(-t-\frac{|x|^{2}}{4 t}\right) \quad \text { for }(x, t) \text { in } \mathbb{R}^{N+1}
$$

see [4], where $C_{\alpha}=\left((4 \pi)^{N / 2} \Gamma(\alpha / 2)\right)^{-1}$. It is known that $\mathcal{F}\left(\mathcal{H}_{\alpha}\right)(x, t)=\left(|x|^{2}+i t\right)^{-\alpha / 2}$ and $\mathcal{F}\left(\mathcal{G}_{\alpha}\right)(x, t)=\left(1+|x|^{2}+i t\right)^{-\alpha / 2}$. We define the parabolic Riesz potential $\mathcal{H}_{\alpha}$ of a measure $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ by

$$
\mathcal{H}_{\alpha}[\mu](x, t)=\left(\mathcal{H}_{\alpha} * \mu\right)(x, t)=\int_{\mathbb{R}^{N+1}} \mathcal{H}_{\alpha}(x-y, t-s) d \mu(y, s) \text { for any } \quad(x, t) \text { in } \mathbb{R}^{N+1}
$$

the parabolic Bessel potential $\mathcal{G}_{\alpha}$ of a measure $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ by

$$
\mathcal{G}_{\alpha}[\mu](x, t)=\left(\mathcal{G}_{\alpha} * \mu\right)(x, t)=\int_{\mathbb{R}^{N+1}} \mathcal{G}_{\alpha}(x-y, t-s) d \mu(y, s) \text { for any }(x, t) \text { in } \mathbb{R}^{N+1}
$$

We also define $\mathbf{I}_{\alpha}, \mathbf{G}_{\alpha}, 0<\alpha<N$ the Riesz, Bessel potential of a measure $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ by

$$
\mathbf{I}_{\alpha}[\mu](x)=\int_{0}^{\infty} \frac{\mu\left(B_{\rho}(x)\right)}{\rho^{N-\alpha}} \frac{d \rho}{\rho} \text { and } \mathbf{G}_{\alpha}[\mu](x)=\int_{\mathbb{R}^{N}} \mathbf{G}_{\alpha}(x-y) d \mu(y) \text { for any } x \text { in } \mathbb{R}^{N},
$$

where $\mathbf{G}_{\alpha}$ is the Bessel kernel of order $\alpha$, see [2].
Several different capacities will be used over the paper. For $1<p<\infty$, the ( $\left.\mathcal{H}_{\alpha}, p\right)$-capacity, $\left(\mathcal{G}_{\alpha}, p\right)$-capacity of a Borel set $E \subset \mathbb{R}^{N+1}$ are defined by

$$
\begin{aligned}
& \operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(E)=\inf \left\{\int_{\mathbb{R}^{N+1}}|f|^{p} d x d t: f \in L_{+}^{p}\left(\mathbb{R}^{N+1}\right), \mathcal{H}_{\alpha} * f \geq \chi_{E}\right\} \text { and } \\
& \operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(E)=\inf \left\{\int_{\mathbb{R}^{N+1}}|f|^{p} d x d t: f \in L_{+}^{p}\left(\mathbb{R}^{N+1}\right), \mathcal{G}_{\alpha} * f \geq \chi_{E}\right\} .
\end{aligned}
$$

The $W_{p}^{2,1}$-capacity of compact set $E \subset \mathbb{R}^{N+1}$ is defined by

$$
\operatorname{Cap}_{2,1, p}(E)=\inf \left\{\|\varphi\|_{W_{p}^{2,1}\left(\mathbb{R}^{N+1}\right)}^{p}: \varphi \in S\left(\mathbb{R}^{N+1}\right), \varphi \geq 1 \text { in a neighborhood of } E\right\},
$$

where
$\|\varphi\|_{W_{p}^{2,1}\left(\mathbb{R}^{N+1}\right)}=\|\varphi\|_{L^{p}\left(\mathbb{R}^{N+1}\right)}+\left\|\frac{\partial \varphi}{\partial t}\right\|_{L^{p}\left(\mathbb{R}^{N+1}\right)}+\|\nabla \varphi\|_{L^{p}\left(\mathbb{R}^{N+1}\right)}+\sum_{i, j=1,2, \ldots, N}\left\|\frac{\partial^{2} \varphi}{\partial x_{i} \partial x_{j}}\right\|_{L^{p}\left(\mathbb{R}^{N+1}\right)}$.
We remark that thanks to Richard J. Bagby's result (see [4]) we obtain the equivalent of capacities $\mathrm{Cap}_{2,1, p}$ and $\mathrm{Cap}_{\mathcal{G}_{2}, p}$, i.e, for any compact set $K \subset \mathbb{R}^{N+1}$ there holds

$$
C^{-1} \operatorname{Cap}_{2,1, p}(K) \leq \operatorname{Cap}_{\mathcal{G}_{2}, p}(K) \leq C \operatorname{Cap}_{2,1, p}(K)
$$

for some $C=C(N, p)$, see Corollary (4.4.18) in section 4.
The $\left(\mathbf{I}_{\alpha}, p\right)$-capacity, $\left(\mathbf{G}_{\alpha}, p\right)$-capacity of a Borel set $O \subset \mathbb{R}^{N}$ are defined by

$$
\begin{aligned}
& \operatorname{Cap}_{\mathbf{I}_{\alpha}, p}(O)=\inf \left\{\int_{\mathbb{R}^{N}}|g|^{p} d x: g \in L_{+}^{p}\left(\mathbb{R}^{N}\right), \mathbf{I}_{\alpha} * g \geq \chi_{O}\right\} \text { and } \\
& \operatorname{Cap}_{\mathbf{G}_{\alpha}, p}(O)=\inf \left\{\int_{\mathbb{R}^{N}}|g|^{p} d x: g \in L_{+}^{p}\left(\mathbb{R}^{N}\right), \mathbf{G}_{\alpha} * g \geq \chi_{O}\right\} .
\end{aligned}
$$

In our first three Theorems, we present global pointwise potential estimates for solutions to quasilinear parabolic problems

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=\mu \text { in } \Omega_{T},  \tag{4.2.4}\\
u=0 \quad \text { on } \partial \Omega \times(0, T), \\
u(0)=\sigma \text { in } \Omega,
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=\mu \text { in } \mathbb{R}^{N} \times(0, \infty),  \tag{4.2.5}\\
u(0)=\sigma \text { in } \mathbb{R}^{N},
\end{array}\right.
$$

and

$$
\begin{equation*}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=\mu \text { in } \mathbb{R}^{N+1} . \tag{4.2.6}
\end{equation*}
$$

Theorem 4.2.1 There exists a constant $K$ depending on $N, \Lambda_{1}, \Lambda_{2}$ such that for any $\mu \in$ $\mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$ there is a distribution solution $u$ of (4.2.4) which satisfies

$$
\begin{equation*}
-K \mathbb{I}_{2}^{2 T_{0}}\left[\mu^{-}+\sigma^{-} \otimes \delta_{\{t=0\}}\right] \leq u \leq K \mathbb{I}_{2}^{2 T_{0}}\left[\mu^{+}+\sigma^{+} \otimes \delta_{\{t=0\}}\right] \text { in } \Omega_{T} \tag{4.2.7}
\end{equation*}
$$

Remark 4.2.2 Since $\sup _{x \in \mathbb{R}^{N}} \mathbb{I}_{\alpha}\left[\sigma^{ \pm} \otimes \delta_{\{t=0\}}\right](x, t) \leq \frac{\sigma^{ \pm}(\Omega)}{(N+2-\alpha)(2|t|)^{\frac{N+2-\alpha}{2}}}$ for any $t \neq 0$ with $0<\alpha<N+2$. Thus, if $\mu \equiv 0$, then we obtain the decay estimate :

$$
-\frac{K \sigma^{-}(\Omega)}{N(2 t)^{\frac{N}{2}}} \leq \inf _{x \in \Omega} u(x, t) \leq \sup _{x \in \Omega} u(x, t) \leq \frac{K \sigma^{+}(\Omega)}{N(2 t)^{\frac{N}{2}}} \text { for any } 0<t<T
$$

Theorem 4.2.3 There exists a constant $C$ depending on $N, \Lambda_{1}, \Lambda_{2}$ such that for any $\mu \in$ $\mathfrak{M}_{b}^{+}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}^{+}(\Omega)$, there is a distribution solution $u$ of (4.2.4) satisfying for a.e $(y, s) \in$ $\Omega_{T}$ and $B_{r}(y) \subset \Omega$

$$
\begin{equation*}
u(y, s) \geq C \sum_{k=0}^{\infty} \frac{\mu\left(Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right)\right)}{r_{k}^{N}}+C \sum_{k=0}^{\infty} \frac{\left(\sigma \otimes \delta_{\{t=0\}}\right)\left(Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right)\right)}{r_{k}^{N}} \tag{4.2.8}
\end{equation*}
$$

where $r_{k}=4^{-k} r$.
Remark 4.2.4 The Theorem 4.2.3 is also true when we replace the assumption (4.1.3) by a weaker one

$$
\langle A(x, t, \zeta), \zeta\rangle \geq \Lambda_{2}|\zeta|^{2}, \quad\langle A(x, t, \zeta)-A(x, t, \lambda), \zeta-\lambda\rangle>0
$$

for every $(\lambda, \zeta) \in \mathbb{R}^{N} \times \mathbb{R}^{N}, \lambda \neq \zeta$ and a.e. $(x, t) \in \mathbb{R}^{N} \times \mathbb{R}$.
Theorem 4.2.5 Let $K$ be the constant in Theorem 4.2.1. Let $\omega \in \mathfrak{M}\left(\mathbb{R}^{N+1}\right)$ such that $I_{2}[|\omega|]\left(x_{0}, t_{0}\right)<\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$. Then, there is a distribution solution $u$ to (4.2.6) with data $\mu=\omega$ satisfying

$$
\begin{equation*}
-K \mathbb{I}_{2}\left[\omega^{-}\right] \leq u \leq K \mathbb{I}_{2}\left[\omega^{+}\right] \text {in } \mathbb{R}^{N+1} \tag{4.2.9}
\end{equation*}
$$

such that the following statements hold.
a. If $\omega \geq 0$, there exists $C_{1}=C_{1}\left(N, \Lambda_{1}, \Lambda_{2}\right)$ such that for a.e $(x, t) \in \mathbb{R}^{N+1}$

$$
\begin{equation*}
u(x, t) \geq C_{1} \sum_{k=-\infty}^{\infty} \frac{\omega\left(Q_{2^{-2 k-3}}\left(x, t-35 \times 2^{-4 k-7}\right)\right)}{2^{-2 N k}} \tag{4.2.10}
\end{equation*}
$$

In particular, for any $q>\frac{N+2}{N}$

$$
\begin{equation*}
C_{2}^{-1}\left\|\mathcal{H}_{2}[\omega]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq\|u\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq C_{2}\left\|\mathcal{H}_{2}[\omega]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \tag{4.2.11}
\end{equation*}
$$

with $C_{2}=C_{2}\left(N, \Lambda_{1}, \Lambda_{2}\right)$.
b. If $A$ is independent of space variable $x$ and satisfies (4.2.27), then there exists $C_{2}=$ $C_{2}\left(N, \Lambda_{1}, \Lambda_{2}\right)$ such that

$$
\begin{equation*}
|\nabla u| \leq C_{2} \mathbb{I}_{1}[|\omega|] \quad \text { in } \mathbb{R}^{N+1} \tag{4.2.12}
\end{equation*}
$$

c. If $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$, then $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$ and $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to (4.2.5).

Remark 4.2.6 For $q>\frac{N+2}{N}$, we alway have the following claim:

$$
\left\|\mathcal{H}_{2}\left[\mu+\omega \otimes \delta_{\{t=0\}}\right]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \approx\left\|\mathcal{H}_{2}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)}+\left\|\mathbf{I}_{2 / q}[\sigma]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)}
$$

for every $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ and $\sigma \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$.
Remark 4.2.7 For $\omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right), 0<\alpha<N+2$ if $\mathbb{I}_{\alpha}[\omega]\left(x_{0}, t_{0}\right)<\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$ then for any $0<\beta \leq \alpha, \mathbb{I}_{\beta}[\omega] \in L_{\text {loc }}^{s}\left(\mathbb{R}^{N+1}\right)$ for any $0<s<\frac{N+2}{N+2-\beta}$. However, for $0<\beta<\alpha<N+2$, one can find $\omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ such that $\mathbb{I}_{\alpha}[\omega] \equiv \infty$ and $\mathbb{I}_{\beta}[\omega]<\infty$ in $\mathbb{R}^{N+1}$, see Appendix section.

The next four theorems provide the existence of solutions to quasilinear parabolic equations with absorption and source terms. For convenience, we always denote by $q^{\prime}$ the conjugate exponent of $q \in(1, \infty)$ i.e $q^{\prime}=\frac{q}{q-1}$.

Theorem 4.2.8 Let $q>1, \mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$. Suppose that $\mu, \sigma$ are absolutely continuous with respect to the capacities $\operatorname{Cap}_{2,1, q^{\prime}}, \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ in $\Omega_{T}, \Omega$ respectively. Then there exists a distribution solution $u$ of (4.2.1) satisfying

$$
-K \mathbb{I}_{2}\left[\mu^{-}+\sigma^{-} \otimes \delta_{\{t=0\}}\right] \leq u \leq K \mathbb{I}_{2}\left[\mu^{+}+\sigma^{+} \otimes \delta_{\{t=0\}}\right] \quad \text { in } \Omega_{T}
$$

Here the constant $K$ is in Theorem 4.2.1.
Theorem 4.2.9 Let $K$ be the constant in Theorem 4.2.1. Let $q>1, \mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$. There exists a constant $C_{1}=C_{1}\left(N, q, \Lambda_{1}, \Lambda_{2}\right.$, $\left.\operatorname{diam}(\Omega), T\right)$ such that if

$$
\begin{equation*}
|\mu|(E) \leq C_{1} \operatorname{Cap}_{2,1, q^{\prime}}(E) \quad \text { and } \quad|\sigma|(O) \leq C_{1} \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}(O) \tag{4.2.13}
\end{equation*}
$$

hold for every compact sets $E \subset \mathbb{R}^{N+1}, O \subset \mathbb{R}^{N}$, then the problem (4.2.2) has a distribution solution u satisfying

$$
\begin{equation*}
-\frac{K q}{q-1} \mathbb{I}_{2}\left[\mu^{-}+\sigma^{-} \otimes \delta_{\{t=0\}}\right] \leq u \leq \frac{K q}{q-1} \mathbb{I}_{2}\left[\mu^{+}+\sigma^{+} \otimes \delta_{\{t=0\}}\right] \quad \text { in } \quad \Omega_{T} \tag{4.2.14}
\end{equation*}
$$

Besides, for every compact set $E \subset \mathbb{R}^{N+1}$ there holds

$$
\begin{equation*}
\int_{E}|u|^{q} d x d t \leq C_{2} C a p_{2,1, q^{\prime}}(E) \tag{4.2.15}
\end{equation*}
$$

where $C_{2}=C_{2}\left(N, q, \Lambda_{1}, \Lambda_{2}, T_{0}\right)$.
Remark 4.2.10 From (4.2.15) we get if $q>\frac{N+2}{N}$,

$$
\int_{\tilde{Q}_{\rho}(y, s)}|u|^{q} d x d t \leq C \rho^{N+2-2 q^{\prime}} \quad \text { for any } \quad \tilde{Q}_{\rho}(y, s) \subset \mathbb{R}^{N+1}
$$

$$
\begin{aligned}
& \text { if } q=\frac{N+2}{N} \text {, } \\
& \qquad \int_{\tilde{Q}_{\rho}(y, s)}|u|^{q} d x d t \leq C(\log (1 / \rho))^{-\frac{1}{q-1}} \quad \text { for any } \quad \tilde{Q}_{\rho}(y, s) \subset \mathbb{R}^{N+1}, 0<\rho<1 / 2
\end{aligned}
$$

for some $C=C\left(N, q, \Lambda_{1}, \Lambda_{2}, T_{0}\right)$, see Remark 4.4.14.
Remark 4.2.11 In the sub-critical case $1<q<\frac{N+2}{N}$, since the capacity Cap $_{2,1, q^{\prime}}$, Cap $_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ of a single are positive thus the conditions (4.2.13) hold for some constant $C_{1}>0$ provided $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$. Moreover, in the super-critical case $q>\frac{N+2}{N}$, we have

$$
\operatorname{Cap}_{2,1, q^{\prime}}(E) \geq c_{1}|E|^{1-\frac{2 q^{\prime}}{N+2}} \quad \text { and } \quad \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}(O) \geq c_{2}|O|^{1-\frac{2}{(q-1) N}}
$$

for every Borel sets $E \subset \mathbb{R}^{N+1}, O \subset \mathbb{R}^{N}$, thus if $\mu \in L^{\frac{N+2}{2 q^{\prime}}, \infty}\left(\Omega_{T}\right)$ and $\sigma \in L^{\frac{(q-1) N}{2}, \infty}(\Omega)$ then (4.2.13) holds for some constant $C_{1}>0$. In addition, if $\mu \equiv 0$, then (4.2.14) implies for any $0<t<T$,

$$
-c_{3}\left(T_{0}\right) t^{-\frac{1}{q-1}} \leq \inf _{x \in \Omega} u(x, t) \leq \sup _{x \in \Omega} u(x, t) \leq c_{3}\left(T_{0}\right) t^{-\frac{1}{q-1}},
$$

since $|\sigma|\left(B_{\rho}(x)\right) \leq c_{4}\left(T_{0}\right) \rho^{N-\frac{2}{q-1}}$ for all $x \in \mathbb{R}^{N}, 0<\rho<2 T_{0}$.
Theorem 4.2.12 Let $K$ be the constant in Theorem 4.2.1 and $q>1$. If $\omega \in \mathfrak{M}\left(\mathbb{R}^{N+1}\right)$ is absolutely continuous with respect to the capacity Cap $p_{2,1, q^{\prime}}$ in $\mathbb{R}^{N+1}$, then there exists a distribution solution $u \in L_{\text {loc }}^{\gamma}\left(\mathbb{R} ; W_{\text {loc }}^{1, \gamma}\left(\mathbb{R}^{N}\right)\right)$ for any $1 \leq \gamma<\frac{2 q}{q+1}$ to problem

$$
\begin{equation*}
u_{t}-\operatorname{div}(A(x, t, \nabla u))+|u|^{q-1} u=\omega \text { in } \mathbb{R}^{N+1}, \tag{4.2.16}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
-K \mathbb{I}_{2}\left[\omega^{-}\right] \leq u \leq K \mathbb{I}_{2}\left[\omega^{+}\right] \quad \text { in } \mathbb{R}^{N+1} \tag{4.2.17}
\end{equation*}
$$

Furthermore, when $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times(0, \infty)\right), \sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$ then $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$ and $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to problem

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))+|u|^{q-1} u=\mu \text { in } \mathbb{R}^{N} \times(0, \infty),  \tag{4.2.18}\\
u(0)=\sigma \quad \text { in } \mathbb{R}^{N} .
\end{array}\right.
$$

Remark 4.2.13 The measure $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ is absolutely continuous with respect to the capacity Cap $_{2,1, q^{\prime}}$ in $\mathbb{R}^{N+1}$ if and only if $\mu, \sigma$ are absolutely continuous with respect to the capacities Cap $_{2,1, q^{\prime}}$, Cap $_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ in $\mathbb{R}^{N+1}, \mathbb{R}^{N}$ respectively.

Existence result of the problem (4.2.2) on $\mathbb{R}^{N+1}$ or on $\mathbb{R}^{N} \times(0, \infty)$ is similar to Theorem 4.2.9 presented in the following Theorem, where the capacities $\mathrm{Cap}_{\mathcal{H}_{2}, q^{\prime}}, \mathrm{Cap}_{\mathbf{I}_{\frac{\mathbf{I}_{q}}{q}} q^{\prime}}$ are used in place of respectively $\operatorname{Cap}_{2,1, q^{\prime}}, \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$.

Theorem 4.2.14 Let $K$ be the constant in Theorem 4.2.1 and $q>\frac{N+2}{N}, \omega \in \mathfrak{M}\left(\mathbb{R}^{N+1}\right)$. There exists a constant $C_{1}=C_{1}\left(N, q, \Lambda_{1}, \Lambda_{2}\right)$ such that if

$$
\begin{equation*}
|\omega|(E) \leq C_{1} \operatorname{Cap}_{\mathcal{H}_{2}, q^{\prime}}(E) \tag{4.2.19}
\end{equation*}
$$

for every compact set $E \subset \mathbb{R}^{N+1}$, then the problem

$$
\begin{equation*}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=|u|^{q-1} u+\omega \text { in } \mathbb{R}^{N+1} \tag{4.2.20}
\end{equation*}
$$

has a distribution solution $u \in L_{\text {loc }}^{\gamma}\left(\mathbb{R} ; W_{\text {loc }}^{1, \gamma}\left(\mathbb{R}^{N}\right)\right)$ for any $1 \leq \gamma<\frac{2 q}{q+1}$ satisfying

$$
\begin{equation*}
-\frac{K q}{q-1} \mathbb{I}_{2}\left[\omega^{-}\right] \leq u \leq \frac{K q}{q-1} \mathbb{I}_{2}\left[\omega^{+}\right] \text {in } \mathbb{R}^{N+1} \tag{4.2.21}
\end{equation*}
$$

Moreover, when $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times(0, \infty)\right), \sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$ then $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$ and $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to problem

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=|u|^{q-1} u+\mu \text { in } \mathbb{R}^{N} \times(0, \infty),  \tag{4.2.22}\\
u(0)=\sigma \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

In addition, for any compact set $E \subset \mathbb{R}^{N+1}$ there holds

$$
\begin{equation*}
\int_{E}|u|^{q} d x d t \leq C_{2} C a p_{\mathcal{H}_{2}, q^{\prime}}(E) \tag{4.2.23}
\end{equation*}
$$

for some $C_{2}=C_{2}\left(N, q, \Lambda_{1}, \Lambda_{2}\right)$.
Remark 4.2.15 The measure $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ satisfies (4.2.19) if and only if

$$
|\mu|(E) \leq \operatorname{CCap}_{\mathcal{H}_{2}, q^{\prime}}(E) \quad \text { and } \quad|\sigma|(O) \leq \operatorname{Cap}_{\mathbf{I}_{\frac{q}{q}}, q^{\prime}}(O) .
$$

for every compact sets $E \subset \mathbb{R}^{N+1}$ and $O \subset \mathbb{R}^{N}$, where $C=C_{3} C_{1}, C_{3}=C_{3}(N, q)$.
Remark 4.2.16 If $\omega \in L^{\frac{N+2}{2 q^{\prime}, \infty}}\left(\mathbb{R}^{N+1}\right)$ then (4.2.19) holds for some constant $C_{1}>0$. Moreover, if $\omega=\sigma \otimes \delta_{\{t=0\}}$ with $\sigma \in \mathfrak{M}_{b}\left(\mathbb{R}^{N}\right)$, then from (4.2.21) we get the decay estimate :

$$
-c_{1} t^{-\frac{1}{q-1}} \leq \inf _{x \in \mathbb{R}^{N}} u(x, t) \leq \sup _{x \in \mathbb{R}^{N}} u(x, t) \leq c_{1} t^{-\frac{1}{q-1}} \text { for any } t>0,
$$

since $|\sigma|\left(B_{\rho}(x)\right) \leq c_{2} \rho^{N-\frac{2}{q-1}}$ for any $B_{\rho}(x) \subset \mathbb{R}^{N}$.
Second part, we establish global regularity in weighted-Lorentz and Lorentz-Morrey on gradient of solutions to problem (4.2.4). For this purpose, we need a capacity density condition imposed on $\Omega$. That is, the complement of $\Omega$ satisfies uniformly $p$-thick with constants $c_{0}, r_{0}$, i.e, for all $0<r \leq r_{0}$ and all $x \in \mathbb{R}^{N} \backslash \Omega$ there holds

$$
\begin{equation*}
\operatorname{Cap}_{p}\left(\overline{B_{r}(x)} \cap\left(\mathbb{R}^{N} \backslash \Omega\right), B_{2 r}(x)\right) \geq c_{0} \operatorname{Cap}_{p}\left(\overline{B_{r}(x)}, B_{2 r}(x)\right) \tag{4.2.24}
\end{equation*}
$$

where the involved capacity of a compact set $K \subset B_{2 r}(x)$ is given as follows

$$
\begin{equation*}
\operatorname{Cap}_{p}\left(K, B_{2 r}(x)\right)=\inf \left\{\int_{B_{2 r}(x)}|\nabla \phi|^{p} d y: \phi \in C_{c}^{\infty}\left(B_{2 r}(x)\right), \phi \geq \chi_{K}\right\} \tag{4.2.25}
\end{equation*}
$$

In order to obtain better regularity we need a stricter condition on $\Omega$ which is expressed in the following way. We say that $\Omega$ is a $\left(\delta, R_{0}\right)$-Reifenberg flat domain for $\delta \in(0,1)$ and $R_{0}>0$ if for every $x_{0} \in \partial \Omega$ and every $r \in\left(0, R_{0}\right]$, there exists a system of coordinates $\left\{z_{1}, z_{2}, \ldots, z_{n}\right\}$, which may depend on $r$ and $x_{0}$, so that in this coordinate system $x_{0}=0$ and that

$$
\begin{equation*}
B_{r}(0) \cap\left\{z_{n}>\delta r\right\} \subset B_{r}(0) \cap \Omega \subset B_{r}(0) \cap\left\{z_{n}>-\delta r\right\} \tag{4.2.26}
\end{equation*}
$$

We remark that this class of flat domains is rather wide since it includes $C^{1}$, Lipschitz domains with sufficiently small Lipschitz constants and fractal domains. Besides, it has many important roles in the theory of minimal surfaces and free boundary problems, this class was first appeared in a work of Reifenberg (see [74]) in the context of a Plateau problem. Its properties can be found in [37, 38, 78].

On the other hand, it is well-known that in general, conditions (4.1.2) and (4.1.3) on the nonlinearity $A(x, t, \zeta)$ are not enough to ensure higher integral of gradient of solutions to problem (4.2.4), we need to assume that $A$ satisfies

$$
\begin{equation*}
\left\langle A_{\zeta}(x, t, \zeta) \xi, \xi\right\rangle \geq \Lambda_{2}|\xi|^{2}, \quad\left|A_{\zeta}(x, t, \zeta)\right| \leq \Lambda_{1} \tag{4.2.27}
\end{equation*}
$$

for every $(\xi, \zeta) \in \mathbb{R}^{N} \times \mathbb{R}^{N} \backslash\{(0,0)\}$ and a.e $(x, t) \in \mathbb{R}^{N} \times \mathbb{R}$, where $\Lambda_{1}, \Lambda_{2}$ are constants in (4.1.2) and (4.1.3). We also require that the nonlinearity $A$ satisfies a smallness condition of BMO type in the $x$-variable. We say that $A(x, t, \zeta)$ satisfies a $\left(\delta, R_{0}\right)$ - BMO condition for some $\delta, R_{0}>0$ with exponent $s>0$ if

$$
[A]_{s}^{R_{0}}:=\sup _{(y, s) \in \mathbb{R}^{N} \times \mathbb{R}, 0<r \leq R_{0}}\left(f_{Q_{r}(y, s)}\left(\Theta\left(A, B_{r}(y)\right)(x, t)\right)^{s} d x d t\right)^{\frac{1}{s}} \leq \delta
$$

where

$$
\Theta\left(A, B_{r}(y)\right)(x, t):=\sup _{\zeta \in \mathbb{R}^{N} \backslash\{0\}} \frac{\left|A(x, t, \zeta)-\bar{A}_{B_{r}(y)}(t, \zeta)\right|}{|\zeta|}
$$

and $\bar{A}_{B_{r}(y)}(t, \zeta)$ is denoted the average of $A(t, ., \zeta)$ over the cylinder $B_{r}(y)$, i.e,

$$
\bar{A}_{B_{r}(y)}(t, \zeta):=f_{B_{r}(y)} A(x, t, \zeta) d x=\frac{1}{\left|B_{r}(y)\right|} \int_{B_{r}(y)} A(x, t, \zeta) d x
$$

The above condition was appeared in [21]. It is easy to see that the $\left(\delta, R_{0}\right)-\mathrm{BMO}$ condition on $A$ is satisfied when $A$ is continuous or has small jump discontinuities with respect to $x$.

In this paper, $\mathbb{M}$ denotes the Hardy-Littlewood maximal function defined for each locally integrable function $f$ in $\mathbb{R}^{N+1}$ by

$$
\mathbb{M}(f)(x, t)=\sup _{\rho>0} f_{\tilde{Q}_{\rho}(x, t)}|f(y, s)| d y d s \quad \forall(x, t) \in \mathbb{R}^{N+1}
$$

We verify that $\mathbb{M}$ is bounded operator from $L^{1}\left(\mathbb{R}^{N+1}\right)$ to $L^{1, \infty}\left(\mathbb{R}^{N+1}\right)$ and $L^{s}\left(\mathbb{R}^{N+1}\right)$ $\left(L^{s, \infty}\left(\mathbb{R}^{N+1}\right)\right)$ to itself for $s>1$, see $[76,77]$.

We recall that a positive function $w \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N+1}\right)$ is called an $A_{\infty}$ if there are two positive constants $C$ and $\nu$ such that

$$
w(E) \leq C\left(\frac{|E|}{|Q|}\right)^{\nu} w(Q)
$$

for all cylinder $Q=\tilde{Q}_{\rho}(x, t)$ and all measurable subsets $E$ of $Q$. The pair $(C, \nu)$ is called the $A_{\infty}$ constant of $w$ and is denoted by $[w]_{A_{\infty}}$.

For a weight function $w \in A_{\infty}$, the weighted Lorentz spaces $L^{q, s}(D, d w)$ with $0<q<$ $\infty, 0<s \leq \infty$ and a Borel set $D \subset \mathbb{R}^{N+1}$, is the set of measurable functions $g$ on $D$ such that

$$
\|g\|_{L^{q, s}(D, d w)}:=\left\{\begin{array}{l}
\left(q \int_{0}^{\infty}\left(\rho^{q} w(\{(x, t) \in D:|g(x, t)|>\rho\})\right)^{\frac{s}{q}} \frac{d \rho}{\rho}\right)^{1 / s}<\infty \text { if } s<\infty \\
\sup _{\rho>0} \rho w(\{(x, t) \in D:|g(x, t)|>\rho\})^{1 / q}<\infty \quad \text { if } s=\infty
\end{array}\right.
$$

Here we write $w(E)=\int_{E} w(x, t) d x d t$ for a measurable set $E \subset \mathbb{R}^{N+1}$. Obviously, $\|g\|_{L^{q, q}(D, d w)}=$ $\|g\|_{L^{q}(D, d w)}$, thus we have $L^{q, q}(D, d w)=L^{q}(D, d w)$. As usual, when $w \equiv 1$ we simply write $L^{q, s}(D)$ instead of $L^{q, s}(D, d w)$.
We now state the next results of the paper.
Theorem 4.2.17 Let $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$, $\sigma \in \mathfrak{M}_{b}(\Omega)$, set $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$. There exists a distribution solution of (4.2.4) with data $\mu$ and $\sigma$ such that if $\mathbb{R}^{N} \backslash \Omega$ satisfies uniformly 2 -thick with constants $c_{0}, r_{0}$ then for any $1 \leq p<\theta$ and $0<s \leq \infty$,

$$
\begin{equation*}
\|\mathbb{M}(|\nabla u|)\|_{L^{p, s}\left(\Omega_{T}\right)} \leq C_{1}\left\|\mathbb{M}_{1}[\omega]\right\|_{L^{p, s}(Q)} \tag{4.2.28}
\end{equation*}
$$

Here $\theta=\theta\left(N, \Lambda_{1}, \Lambda_{1}, c_{0}\right)>2$ and $C_{1}=C_{1}\left(N, \Lambda_{1}, \Lambda_{2}, p, s, c_{0}, T_{0} / r_{0}\right)$ and $Q=B_{\operatorname{diam}(\Omega)}\left(x_{0}\right) \times$ $(0, T)$ which $\Omega \subset B_{\operatorname{diam}(\Omega)}\left(x_{0}\right)$.
Especially, when $1<p<2$, then

$$
\begin{equation*}
\|\mathbb{M}(|\nabla u|)\|_{L^{p}\left(\Omega_{T}\right)} \leq C_{2}\left(\left\|\mathcal{G}_{1}[|\mu|]\right\|_{L^{p}\left(\mathbb{R}^{N+1}\right)}+\left\|\mathbf{G}_{\frac{2}{p}-1}[|\sigma|]\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}\right) \tag{4.2.29}
\end{equation*}
$$

where $C_{2}=C_{2}\left(N, \Lambda_{1}, \Lambda_{2}, p, c_{0}, T_{0} / r_{0}\right)$.
Remark 4.2.18 If $\frac{N+2}{N+1}<p<2$, there hold

$$
\left\|\mathcal{G}_{1}[|\mu|]\right\|_{L^{p}\left(\mathbb{R}^{N+1}\right)} \leq C_{1}\|\mu\|_{L^{\frac{p(N+2)}{N+2+p}}\left(\Omega_{T}\right)} \text { and }\left\|\mathbf{G}_{\frac{2}{p}-1}[|\sigma|]\right\|_{L^{p}\left(\mathbb{R}^{N}\right)} \leq C_{1}\|\sigma\|_{L^{\frac{p N}{N+2-p}}(\Omega)}
$$

for some $C_{1}=C_{1}(N, p)$. From (4.2.29) we obtain

$$
\|\mid \nabla u\|_{L^{p}\left(\Omega_{T}\right)} \leq C_{2}\|\mu\|_{L^{\frac{p(N+2)}{N+2+p}\left(\Omega_{T}\right)}}+C_{2}\|\sigma\|_{L^{\frac{p N}{N+2-p}}(\Omega)} \text { provided } \frac{N+2}{N+1}<p<2 .
$$

We should mention that if $\sigma \equiv 0$, then

$$
\left\|\mathbb{M}_{1}[\omega]\right\|_{L^{p, s}\left(\mathbb{R}^{N+1}\right)} \leq C_{2}\|\mu\|_{L^{\frac{q(N+2)}{N+2+q}, s}\left(\Omega_{T}\right)}
$$

and we get [7, Theorem 1.2] from estimate (4.2.28).

In order to state the next results, we need to introduce Lorentz-Morrey spaces $L_{*}^{q, s ; \theta}(D)$ involving "calorie" with a Borel set $D \subset \mathbb{R}^{N+1}$, is the set of measurable functions $g$ on $D$ such that

$$
\|g\|_{L_{*}^{q, s ; \kappa}(D)}:=\sup _{0<\rho<\operatorname{diam}(D),(x, t) \in D} \rho^{\frac{\kappa-N-2}{q}}\|g\|_{L^{q, s}\left(\tilde{Q}_{\rho}(x, t) \cap D\right)}<\infty
$$

where $0<\kappa \leq N+2,0<q<\infty, 0<s \leq \infty$. Clearly, $L_{*}^{q, s ; N+2}(D)=L^{q, s}(D)$. Moreover, when $q=s$ the space $L_{*}^{q, s ; \theta}(D)$ will be denoted by $L_{*}^{q ; \theta}(D)$.
The following theorem provides an estimate on gradient in Lorentz-Morrey spaces.

Theorem 4.2.19 Let $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$, $\sigma \in \mathfrak{M}_{b}(\Omega)$, set $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$. There exists a distribution solution of (4.2.4) with data $\mu$ and $\sigma$ such that if $\mathbb{R}^{N} \backslash \Omega$ satisfies uniformly 2 -thick with constants $c_{0}, r_{0}$ then for any $1 \leq p<\theta$ and $0<s \leq \infty, 2-\gamma_{0}<\gamma<N+2$, $\gamma \leq \frac{N+2}{p}+1$,

$$
\begin{align*}
& \|\mathbb{M}(|\nabla u|)\|_{L_{*}^{p, s ; p(\gamma-1)}\left(\Omega_{T}\right)} \leq C_{1}\left\|\mathbb{M}_{\gamma}[\omega]\right\|_{L^{\infty}\left(\Omega_{T}\right)} \\
& \quad+C_{2} \sup _{0<R \leq T_{0},\left(y_{0}, s_{0}\right) \in \Omega_{T}}\left(R^{\frac{p(\gamma-1)-N-2}{p}}\left\|\mathbb{M}_{1}\left[\chi_{\tilde{Q}_{R}\left(y_{0}, s_{0}\right)} \omega\right]\right\|_{L^{p, s}\left(\tilde{Q}_{R}\left(y_{0}, s_{0}\right)\right)}\right) . \tag{4.2.30}
\end{align*}
$$

Here $\theta$ is in Theorem 4.2.17, $\gamma_{0}=\gamma_{0}\left(N, \Lambda_{1}, \Lambda_{1}, c_{0}\right) \in(0,1 / 2]$ and $C_{1}=C_{1}\left(N, \Lambda_{1}, \Lambda_{2}, p, s, \gamma\right.$, $\left.c_{0}, T_{0} / r_{0}\right), C_{2}=C_{2}\left(N, \Lambda_{1}, \Lambda_{2}, p, s, \gamma, c_{0}\right)$. Besides, if $\frac{\gamma}{\gamma-1}<p<\theta, 2-\gamma_{0}<\gamma<N+2$, $0<s \leq \infty$ and $\mu \in L_{*}^{\frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p}\left(\Omega_{T}\right), \sigma \equiv 0$, then $u$ is a unique renormalized solution satisfied

$$
\begin{equation*}
\|\mathbb{M}(|\nabla u|)\|_{L_{*}^{p, s ;(\gamma-1) p}\left(\Omega_{T}\right)} \leq C_{3}\|\mu\|_{L_{*}} \frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p\left(\Omega_{T}\right), \tag{4.2.31}
\end{equation*}
$$

where $C_{3}=C_{3}\left(N, \Lambda_{1}, \Lambda_{2}, p, s, \gamma, c_{0}, T_{0} / r_{0}\right)$.

Theorem 4.2.20 Suppose that $A$ satisfies (4.2.27). Let $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$, set $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$. There exists a distribution solution of (4.2.4) with data $\mu, \sigma$ such that the following holds. For any $w \in A_{\infty}, 1 \leq q<\infty, 0<s \leq \infty$ we find $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q, s,[w]_{A_{\infty}}\right) \in(0,1)$ and $s_{0}=s_{0}\left(N, \Lambda_{1}, \Lambda_{2}\right)>0$ such that if $\Omega$ is $\left(\delta, R_{0}\right)$ Reifenberg flat domain $\Omega$ and $[A]_{s_{0}}^{R_{0}} \leq \delta$ for some $R_{0}$ then

$$
\begin{equation*}
\|\mathbb{M}(|\nabla u|)\|_{L^{q, s}\left(\Omega_{T}, d w\right)} \leq C\left\|\mathbb{M}_{1}[\omega]\right\|_{L^{q, s}\left(\Omega_{T}, d w\right)} \tag{4.2.32}
\end{equation*}
$$

Here $C$ depends on $N, \Lambda_{1}, \Lambda_{2}, q, s,[w]_{A_{\infty}}$ and $T_{0} / R_{0}$.

Next results are actually consequences of Theorem 4.2.20. For our purpose, we introduce another Lorentz-Morrey spaces $L_{* *}^{q, s ; \theta}\left(O_{1} \times O_{2}\right)$, is the set of measurable functions $g$ on $O_{1} \times O_{2}$ such that

$$
\|g\|_{L_{* *}^{q, s ; \vartheta}\left(O_{1} \times O_{2}\right)}:=\sup _{0<\rho<\operatorname{diam}\left(O_{1}\right), x \in O_{1}} \rho^{\frac{v-N}{q}}\|g\|_{\left.L^{q, s}\left(\left(B_{\rho}(x) \cap O_{1}\right) \times O_{2}\right)\right)}<\infty
$$

where $O_{1}, O_{2}$ are Borel sets in $\mathbb{R}^{N}$ and $\mathbb{R}$ respectively, $0<\vartheta \leq N, 0<q<\infty, 0<s \leq \infty$. Obviously, $L_{* *}^{q, s ; N}(D)=L^{q, s}(D)$. For simplicity of notation, we write $L_{* *}^{q ; \vartheta}(D)$ instead of $L_{* *}^{q, s ; \vartheta}(D)$ when $q=s$. Moreover,

$$
\|g\|_{L_{* *}^{q, q ; \vartheta}\left(O_{1} \times O_{2}\right)}=\|G\|_{L^{q ; \vartheta}\left(O_{1}\right)},
$$

where $G(x)=\|g(x, .)\|_{L^{q}\left(O_{1}\right)}$ and $L^{q ; \vartheta}\left(O_{1}\right)$ is the usual Morrey space, i.e the spaces of all measurable functions $f$ on $O_{1}$ with

$$
\|f\|_{L^{q ; \vartheta}\left(O_{1}\right)}:=\sup _{0<\rho<\operatorname{diam}\left(O_{1}\right), y \in O_{1}} \rho^{\frac{\vartheta-N}{q}}\|f\|_{L^{q}\left(B_{\rho}(y) \cap O_{1}\right)}<\infty
$$

Theorem 4.2.21 Suppose that $A$ satisfies (4.2.27). Let $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$, set $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$. Let $s_{0}$ be in Theorem 4.2.20. There exists a distribution solution of (4.2.4) with data $\mu, \sigma$ such that the following holds.
a. For any $1 \leq q<\infty, 0<s \leq \infty$ and $0<\kappa \leq N+2$ we find $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q, s, \kappa\right) \in$ $(0,1)$ such that if $\Omega$ is $\left(\delta, R_{0}\right)$-Reifenberg flat domain $\Omega$ and $[A]_{s_{0}}^{R_{0}} \leq \delta$ for some $R_{0}$ then

$$
\begin{equation*}
\|\mathbb{M}(|\nabla u|)\|_{L_{*}^{q, s ; \kappa}\left(\Omega_{T}\right)} \leq C_{1}\left\|\mathbb{M}_{1}[|\omega|]\right\|_{L_{*}^{q, s ; \kappa}\left(\Omega_{T}\right)} \tag{4.2.33}
\end{equation*}
$$

Here $C_{1}$ depends on $N, \Lambda_{1}, \Lambda_{2}, q, s, \kappa$ and $T_{0} / R_{0}$.
b. For any $1 \leq q<\infty, 0<s \leq \infty$ and $0<\vartheta \leq N$ we find $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q, s, \vartheta\right) \in(0,1)$ such that if $\Omega$ is $\left(\delta, R_{0}\right)$-Reifenberg flat domain $\Omega$ and $[A]_{s_{0}}^{R_{0}} \leq \delta$ for some $R_{0}$ then

$$
\begin{equation*}
\|\mathbb{M}(|\nabla u|)\|_{L_{* *}^{q, s ; \vartheta}\left(\Omega_{T}\right)} \leq C_{2}\left\|\mathbb{M}_{1}[|\omega|]\right\|_{L_{* *}^{q, s ; \vartheta}\left(\Omega_{T}\right)} \tag{4.2.34}
\end{equation*}
$$

for some $C_{2}=C_{2}\left(N, \Lambda_{1}, \Lambda_{2}, q, s, \vartheta, T_{0} / R_{0}\right)$. Especially, when $q=s$ and $0<\vartheta<$ $\min \{N, q\}$, there holds for any ball $B_{\rho} \subset \mathbb{R}^{N}$

$$
\begin{equation*}
\left(\int_{0}^{T}\left|o s c_{B_{\rho} \cap \bar{\Omega}} u(t)\right|^{q} d t\right)^{\frac{1}{q}} \leq C_{3} \rho^{1-\frac{\vartheta}{q}}| | \mathbb{M}_{1}[|\omega|]| |_{L_{* *}^{q ; \vartheta}\left(\Omega_{T}\right)} \tag{4.2.35}
\end{equation*}
$$

for some $C_{3}=C_{3}\left(N, \Lambda_{1}, \Lambda_{2}, q, \vartheta, T_{0} / R_{0}\right)$.
The following global capacitary estimates on gradient.
Theorem 4.2.22 Suppose that $A$ satisfies (4.2.27). Let $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$, set $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$. Let $s_{0}$ be in Theorem 4.2.20. There exists a distribution solution of (4.2.4) with data $\mu, \sigma$ such that following holds. For any $1<q<\infty$, we find $\delta=$ $\delta\left(N, \Lambda_{1}, \Lambda_{2}, q\right) \in(0,1)$ such that if $\Omega$ is a $\left(\delta, R_{0}\right)$ - Reifenberg flat domain and $[A]_{s_{0}}^{R_{0}} \leq \delta$ for some $R_{0}$ then

$$
\begin{equation*}
\sup _{\substack{\operatorname{compact}^{\text {Cap }}\left(\mathbb{R}^{N+1}\right.}}\left(\frac{\int_{K \cap \Omega_{T}}|\nabla u|^{q} d x d t}{\operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K)>0} \mathbf{( K )}\right) \leq C_{1} \sup _{\substack{\text { compact } K \subset \mathbb{R}^{N+1} \\ \operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K)>0}}\left(\frac{\omega(K)}{\operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K)}\right)^{q} \tag{4.2.36}
\end{equation*}
$$

and if $q>\frac{N+2}{N+1}$,

$$
\begin{equation*}
\sup _{\substack{\text { compact } K \subset \mathbb{R}^{N+1} \\ \operatorname{Cap}_{\mathcal{H}_{1}, q^{\prime}}(K)>0}}\left(\frac{\int_{K \cap \Omega_{T}}|\nabla u|^{q} d x d t}{\operatorname{Cap}_{\mathcal{H}_{1}, q^{\prime}}(K)}\right) \leq C_{2} \sup _{\substack{\text { compact } K \subset \mathbb{R}^{N+1} \\ \operatorname{Cap}_{\mathcal{H}_{1}, q^{\prime}}(K)>0}}\left(\frac{\omega(K)}{\operatorname{Cap}_{\mathcal{H}_{1}, q^{\prime}}(K)}\right)^{q} . \tag{4.2.37}
\end{equation*}
$$

Where $C_{1}=C_{1}\left(N, \Lambda_{1}, \Lambda_{2}, q, T_{0} / R_{0}, T_{0}\right)$ and $C_{2}=C_{2}\left(N, \Lambda_{1}, \Lambda_{2}, q, T_{0} / R_{0}\right)$.
Remark 4.2.23 We have if $1<q<2$, then

$$
\begin{aligned}
& C^{-1} \sup _{\substack{\text { compact } K \subset \mathbb{R}^{N+1} \\
\operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K)>0}}\left(\frac{\left(|\sigma| \otimes \delta_{\{t=0\}}\right)(K)}{\operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K)}\right) \leq \sup _{\substack{\text { compact } O \subset \mathbb{R}^{N} \\
\operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}-1^{\prime}}, q^{\prime}}(O)>0}}\left(\frac{|\sigma|(O)}{\operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}-1}, q^{\prime}}(O)}\right) \\
& \leq C \underset{\substack{\operatorname{compact}^{\text {com¢ }} \\
\operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K)>0}}{ }\left(\frac{\left(|\sigma| \otimes \delta_{\{t=0\}}\right)(K)}{\operatorname{Sap}_{\mathcal{G}_{1}, q^{\prime}}(K)}\right)
\end{aligned}
$$

for $C=C(N, q)$, if $\frac{N+2}{N+1}<q<2$, then above estimate is true when two capacities Cap $_{\mathcal{G}_{1}, q^{\prime}}$, , $\operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}-1}, q^{\prime}}$ are replaced by $\operatorname{Cap}_{\mathcal{H}_{1}, q^{\prime}}, \operatorname{Cap}_{\mathbf{I}_{\frac{2}{q}-1}, q^{\prime}}$ respectively, see Remark 4.4.34.

Remark 4.2.24 Above results also hold when $[A]_{s}^{R_{0}}$ is replaced by $\{A\}_{s}^{R_{0}}$ :

$$
\{A\}_{s}^{R_{0}}:=\sup _{(y, s) \in \mathbb{R}^{N} \times \mathbb{R}, 0<r \leq R_{0}}\left(f_{Q_{r}(y, s)}\left(\Theta\left(A, Q_{r}(y, s)\right)(x, t)\right)^{s} d x d t\right)^{\frac{1}{s}} \leq \delta
$$

where

$$
\Theta\left(A, Q_{r}(y, s)\right)(x, t):=\sup _{\zeta \in \mathbb{R}^{N} \backslash\{0\}} \frac{\left|A(x, t, \zeta)-\bar{A}_{Q_{r}(y, s)}(\zeta)\right|}{|\zeta|}
$$

and $\bar{A}_{Q_{r}(y, s)}(\zeta)$ is denoted the average of $A(., ., \zeta)$ over the cylinder $Q_{r}(y, s)$, i.e,

$$
\bar{A}_{Q_{r}(y, s)}(\zeta):=f_{Q_{r}(y, s)} A(x, t, \zeta) d x d t=\frac{1}{\left|Q_{r}(y, s)\right|} \int_{Q_{r}(y, s)} A(x, t, \zeta) d x d t
$$

Next results are corresponding estimates of gradient for domain $\mathbb{R}^{N} \times(0, \infty)$ or whole $\mathbb{R}^{N+1}$ 。

Theorem 4.2.25 Let $\theta \in(2, N+2)$ be in Theorem 4.2.17 and $\omega \in \mathfrak{M}\left(\mathbb{R}^{N+1}\right)$. There exists a distribution solution $u$ of (4.2.6) with data $\mu=\omega$ such that the following statements hold
a. For any $\frac{N+2}{N+1}<p<\theta$ and $0<s \leq \infty$,

$$
\begin{equation*}
\|\|\nabla u\|\|_{L^{p, s}\left(\mathbb{R}^{N+1}\right)} \leq C_{1}\left\|\mathbb{M}_{1}[|\omega|]\right\|_{L^{p, s}\left(\mathbb{R}^{N+1}\right)} \tag{4.2.38}
\end{equation*}
$$

for some $C_{1}=C_{1}\left(N, \Lambda_{1}, \Lambda_{2}, p, s\right)$.
b. For any $\frac{N+2}{N+1}<p<\theta$ and $0<s \leq \infty, 2-\gamma_{0}<\gamma<N+2$ and $\gamma \leq \frac{N+2}{p}+1$,

$$
\begin{align*}
& \||\nabla u|\|_{L_{*}^{p, s ; p(\gamma-1)}\left(\mathbb{R}^{N+1}\right)} \leq C_{2}\left\|\mathbb{M}_{\gamma}[|\omega|]\right\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \\
& \quad+C_{2} \sup _{R>0,\left(y_{0}, s_{0}\right) \in \mathbb{R}^{N+1}}\left(R^{\frac{p(\gamma-1)-N-2}{p}}\left\|\mathbb{M}_{1}\left[\chi_{\tilde{Q}_{R}\left(y_{0}, s_{0}\right)}|\omega|\right]\right\|_{L^{p, s}\left(\tilde{Q}_{R}\left(y_{0}, s_{0}\right)\right)}\right), \tag{4.2.39}
\end{align*}
$$

provided $\mathbb{I}_{2}[|\omega|]\left(x_{0}, t_{0}\right)<\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$.
Also, if $\omega \in L_{*}^{\frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p}\left(\mathbb{R}^{N+1}\right)$ with $p>\frac{\gamma}{\gamma-1}$ then

$$
\begin{equation*}
\||\nabla u|\|_{L_{*}^{p, s ;(\gamma-1) p}\left(\mathbb{R}^{N+1}\right)} \leq C_{3}\|\omega\|_{L_{*}}{ }_{(\gamma-1) p}^{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p{ }_{\left(\mathbb{R}^{N+1}\right)}, \tag{4.2.40}
\end{equation*}
$$

for some $\gamma_{0}=\gamma_{0}\left(N, \Lambda_{1}, \Lambda_{2}\right) \in\left(0, \frac{1}{2}\right]$ and $C_{i}=C_{i}\left(N, \Lambda_{1}, \Lambda_{2}, p, s, \gamma\right), i=2,3$.
c. The statement $\boldsymbol{c}$ in Theorem 4.2.5 is true.

Remark 4.2.26 Let $s>1$. For $\omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$, $\mathbb{I}_{1}[\omega] \in L^{s, \infty}\left(\mathbb{R}^{N+1}\right)$ implies $\mathbb{I}_{2}[|\omega|]<\infty$ a.e in $\mathbb{R}^{N+1}$ if and only if $s \leq N+2$.

Theorem 4.2.27 Suppose that $A$ satisfies (4.2.27). Let $s_{0}$ be in Theorem 4.2.20. Let $\omega \in$ $\mathfrak{M}\left(\mathbb{R}^{N+1}\right)$ with $\mathbb{I}_{2}[|\omega|]\left(x_{0}, t_{0}\right)<\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$. There exists a distribution solution of (4.2.6) with data $\mu=\omega$ such that following statements hold,
a. For any $w \in A_{\infty}, 1 \leq q<\infty, 0<s \leq \infty$ we find $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q, s,[w]_{A_{\infty}}\right) \in(0,1)$ such that if $[A]_{s_{0}}^{\infty} \leq \delta$ then

$$
\begin{equation*}
\|\|\nabla u\|\|_{L^{q, s}\left(\mathbb{R}^{N+1}, d w\right)} \leq C_{1}\left\|\mathbb{M}_{1}[|\omega|]\right\|_{L^{q, s}\left(\mathbb{R}^{N+1}, d w\right)} \tag{4.2.41}
\end{equation*}
$$

Here $C_{1}$ depends on $N, \Lambda_{1}, \Lambda_{2}, q, s,[w]_{A_{\infty}}$.
b. For any $\frac{N+2}{N+1}<q<\infty, 0<s \leq \infty$ and $0<\kappa \leq N+2$ we find $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q, s, \kappa\right) \in$ $(0,1)$ such that if $[A]_{s_{0}}^{\infty} \leq \delta$ then

$$
\begin{equation*}
\||\nabla u|\|_{L_{*}^{q, s ; \kappa}\left(\mathbb{R}^{N+1}\right)} \leq C_{2}\left\|\mathbb{M}_{1}[|\omega|]\right\|_{L_{*}^{q, s ; \kappa}\left(\mathbb{R}^{N+1}\right)} \tag{4.2.42}
\end{equation*}
$$

Here $C_{2}$ depends on $N, \Lambda_{1}, \Lambda_{2}, q, s, \kappa$.
c. For any $\frac{N+2}{N+1}<q<\infty, 0<s \leq \infty$ and $0<\vartheta \leq N$ one find $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q, s, \vartheta\right) \in$ $(0,1)$ such that if $[A]_{s_{0}}^{\infty} \leq \delta$ then

$$
\begin{equation*}
\|\mid \nabla u\|\left\|_{L_{* *}^{q, s ; \vartheta}\left(\mathbb{R}^{N+1}\right)} \leq C_{3}\right\| \mathbb{M}_{1}[|\omega|] \|_{L_{* *}^{q, s ; \vartheta}\left(\mathbb{R}^{N+1}\right)} \tag{4.2.43}
\end{equation*}
$$

Here $C_{3}$ depends on $N, \Lambda_{1}, \Lambda_{2}, q, s, \vartheta$. Especially, when $q=s$ and $0<\vartheta<\min \{N, q\}$, there holds for any ball $B_{\rho} \subset \mathbb{R}^{N}$

$$
\begin{equation*}
\left(\int_{\mathbb{R}}\left|\operatorname{osc}_{B_{\rho}} u(t)\right|^{q} d t\right)^{\frac{1}{q}} \leq C_{4} \rho^{1-\frac{\vartheta}{q}}| | \mathbb{M}_{1}[|\omega|]| |_{L_{* *}^{q ; \vartheta}\left(\mathbb{R}^{N+1}\right)} \tag{4.2.44}
\end{equation*}
$$

for some $C_{4}=C_{4}\left(N, \Lambda_{1}, \Lambda_{2}, q, \vartheta\right)$.
d. For any $\frac{N+2}{N+1}<q<\infty$, one find $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q\right) \in(0,1)$ such that if $[\mathcal{A}]_{s_{0}}^{\infty} \leq \delta$ then
for some $C_{5}=C_{5}\left(N, \Lambda_{1}, \Lambda_{2}, q\right)$.
e. The statement $\boldsymbol{c}$ in Theorem 4.2.5 is true.

The following some estimates for norms of $\mathbb{M}_{1}[\omega]$ in $L_{*}^{q ; \kappa}\left(\mathbb{R}^{N+1}\right)$ and $L_{* *}^{q ; \vartheta}\left(\mathbb{R}^{N+1}\right)$
Proposition 4.2.28 Let $1<\kappa \leq N+2,0<\vartheta \leq N$ and $q, q_{1}>1$. Suppose that $\mu \in$ $\mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$. Then $\mathbb{M}_{1}[\mu] \leq 2^{N+2} \mathbb{I}_{1}[\mu]$ and
a. If $q>\frac{\kappa}{\kappa-1}$ then

$$
\begin{equation*}
\left.\left\|\left.\mathbb{I}_{1}[\mu]\right|_{L_{*}^{q ; \kappa}\left(\mathbb{R}^{N+1}\right)} \leq C_{1}\right\| \mu \|_{L_{*}^{q \kappa}}^{\frac{q \kappa}{q+\kappa} ; \kappa} \mathbb{R}^{N+1}\right) \tag{4.2.46}
\end{equation*}
$$

Here $C_{1}$ depends on $N, q, \kappa$.
b. If $1<q<2$ then

$$
\begin{equation*}
\left\|\mathbb{I}_{1}[\mu](x, .)\right\|_{L^{q}(\mathbb{R})} \leq \mathbf{I}_{\frac{2}{q}-1}\left[\mu_{1}\right](x) \tag{4.2.47}
\end{equation*}
$$

where $\mu_{1}$ is a nonnegative radon measure in $\mathbb{R}^{N}$ defined by $\mu_{1}(A)=\mu(A \times \mathbb{R})$ for every Borel set $A \subset \mathbb{R}^{N}$. In particular,

$$
\begin{equation*}
\left\|\mathbb{I}_{1}[\mu]\right\|_{L_{* *}^{q ; \vartheta}\left(\mathbb{R}^{N+1}\right)} \leq\left\|\mathbf{I}_{\frac{2}{q}-1}\left[\mu_{1}\right]\right\|_{L^{q ; \vartheta}\left(\mathbb{R}^{N}\right)} \tag{4.2.48}
\end{equation*}
$$

and if $\vartheta>\frac{2-q}{q-1}$ there holds

$$
\begin{equation*}
\left\|\left.\mathbb{I}_{1}[\mu]\right|_{L_{* *}^{q ; \vartheta}\left(\mathbb{R}^{N+1}\right)} \leq C_{2}\right\| \mu_{1} \|_{L^{\frac{\vartheta q}{\vartheta+2-q} ; \vartheta}\left(\mathbb{R}^{N}\right)} \tag{4.2.49}
\end{equation*}
$$

for some $C_{2}=C_{2}(N, q, \vartheta)$.
c. If $\frac{2 q}{q+2}<q_{1} \leq q$ then

$$
\begin{equation*}
\left\|\mathbb{I}_{1}[\mu](x, .)\right\|_{L^{q}(\mathbb{R})} \leq \mathbf{I}_{\frac{2}{q}+1-\frac{2}{q_{1}}}\left[\mu_{2}\right](x) \tag{4.2.50}
\end{equation*}
$$

where $d \mu_{2}(x)=\|\mu(x, .)\|_{L^{q_{1}}(\mathbb{R})} d x$. In particular,

$$
\begin{equation*}
\left\|\mathbb{I}_{1}[\mu]\right\|_{L_{* *}^{q ; \vartheta}\left(\mathbb{R}^{N+1}\right)} \leq\left\|\mathbf{I}_{\frac{2}{q}+1-\frac{2}{q_{1}}}\left[\mu_{2}\right]\right\|_{L^{q ; \vartheta\left(\mathbb{R}^{N}\right)}} \tag{4.2.51}
\end{equation*}
$$

and if $\vartheta>\frac{1}{q-1}\left(2+q-\frac{2 q}{q_{1}}\right)$ there holds

$$
\begin{equation*}
\left.\left.\left\|\mathbb{I}_{1}[\mu]\right\|_{L_{* *}^{q ; \vartheta}\left(\mathbb{R}^{N+1}\right)} \leq C_{3}\left\|\mu_{2}\right\|_{L^{\frac{\vartheta q q_{1}}{(\vartheta+2+q) q_{1}-2 q}} ; \vartheta}^{\left(\mathbb{R}^{N}\right)} \right\rvert\,=C_{3}\|\mu\|_{L^{\frac{\vartheta q q_{1}}{(\vartheta+2+q) q_{1}-2 q} ; \vartheta}} \mathbb{R}^{N}, L^{q_{1}}(\mathbb{R})\right) \tag{4.2.52}
\end{equation*}
$$

for some $C_{3}=C_{3}(N, q, \vartheta)$.

The proof of Proposition 4.2 .28 will performed at the end of section 8 .
Remark 4.2.29 Let $1<q<2,0<\vartheta \leq N$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$. From (4.2.48) and (4.2.49) in Proposition 4.2.28 we assert that

$$
\left\|\mathbb{I}_{1}\left[|\sigma| \otimes \delta_{\{t=0\}}\right]\right\|_{L_{* *}^{q ; \vartheta}\left(\mathbb{R}^{N+1}\right)} \leq \| \mathbf{I}_{\frac{2}{q}-1}[|\sigma|]| |_{L^{q ; \vartheta}\left(\mathbb{R}^{N}\right)}
$$

and

$$
\left\|\mathbb{I}_{1}\left[|\sigma| \otimes \delta_{\{t=0\}}\right]\right\|_{L_{* *}^{q ; \vartheta}\left(\mathbb{R}^{N+1}\right)} \leq C_{1}\|\sigma\|_{L^{\frac{\vartheta q}{\vartheta+2-q} ; \vartheta}\left(\mathbb{R}^{N}\right)} \quad \text { if } \vartheta>\frac{2-q}{q-1}
$$

for some $C_{1}=C_{1}(N, q, \vartheta)$.
Furthermore, from preceding inequality and (4.2.52) in Proposition 4.2.28 we can state that

$$
\left\|\left.\mathbb{I}_{1}\left[|\sigma| \otimes \delta_{\{t=0\}}+|\mu|\right]\right|_{L_{* *}^{q ; \vartheta}\left(\mathbb{R}^{N+1}\right)} \leq C_{2}\right\| \sigma\left\|_{L^{\frac{\vartheta q}{\vartheta+2-q} ; \vartheta}\left(\mathbb{R}^{N}\right)}+C_{2}\right\| \mu \|_{L^{\frac{\vartheta}{(\vartheta+2+q) q_{1}-2 q}} ; \vartheta}^{\left(\mathbb{R}^{N}, L^{q_{1}}(\mathbb{R})\right)},
$$

provided

$$
\begin{aligned}
& 1<q_{1} \leq q<2 \\
& \max \left\{\frac{2-q}{q-1}, \frac{1}{q-1}\left(2+q-\frac{2 q}{q_{1}}\right)\right\}<\vartheta \leq N
\end{aligned}
$$

for some $C_{2}=C_{2}(N, q, \vartheta)$. Where

$$
\|\mu\|_{L^{q_{2} ; \vartheta}\left(\mathbb{R}^{N}, L^{q_{1}}(\mathbb{R})\right)}=\sup _{\rho>0, x \in \mathbb{R}^{N}} \rho^{\frac{\vartheta-N}{q_{2}}}\left(\int_{B_{\rho}(x)}\left(\int_{\mathbb{R}}|\mu(y, t)|^{q_{1}} d t\right)^{\frac{q_{2}}{q_{1}}} d y\right)^{\frac{1}{q_{2}}}
$$

with $q_{2}=\frac{\vartheta q q_{1}}{(\vartheta+2+q) q_{1}-2 q}$.
Final part, we prove the existence solutions for the quasilinear Riccati type parabolic problems

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=|\nabla u|^{q}+\mu \quad \text { in } \Omega_{T},  \tag{4.2.53}\\
u=0 \quad \text { on } \partial \Omega \times(0, T), \\
u(0)=\sigma \quad \text { in } \Omega,
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=|\nabla u|^{q}+\mu \text { in } \mathbb{R}^{N} \times(0, \infty),  \tag{4.2.54}\\
u(0)=\sigma \text { in } \mathbb{R}^{N},
\end{array}\right.
$$

and

$$
\begin{equation*}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=|\nabla u|^{q}+\mu \text { in } \mathbb{R}^{N+1} \tag{4.2.55}
\end{equation*}
$$

where $q>1$.
The following result is considered in subcritical case this means $1<q<\frac{N+2}{N+1}$, to obtain existence solutions in this case we need data $\mu, \sigma$ to be finite measures and small enough.

Theorem 4.2.30 Let $1<q<\frac{N+2}{N+1}$ and $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$, $\sigma \in \mathfrak{M}_{b}(\Omega)$. There exists $\varepsilon_{0}=$ $\varepsilon_{0}\left(N, \Lambda_{1}, \Lambda_{2}, q\right)>0$ such that if

$$
\left|\Omega_{T}\right|^{-1+\frac{q^{\prime}}{N+2}}\left(|\mu|\left(\Omega_{T}\right)+|\omega|(\Omega)\right) \leq \varepsilon_{0}
$$

the problem (4.2.53) has a distribution solution u, satisfied

$$
\||\nabla u|\|_{L^{N+2} N+1}{ }_{\left(\Omega_{T}\right)} \leq C\left(|\mu|\left(\Omega_{T}\right)+|\omega|(\Omega)\right)
$$

for some $C=C\left(N, \Lambda_{1}, \Lambda_{2}, q\right)>0$.
In the next results are concerned in critical and supercritical case.
Theorem 4.2.31 Suppose that $\mathbb{R}^{N} \backslash \Omega$ satisfies uniformly 2 -thick with constants $c_{0}, r_{0}$. Let $\theta$ be in Theorem 4.2.17, $q \in\left(\frac{N+2}{N+1}, \frac{N+2+\theta}{N+2}\right), \mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$. Assume that $\sigma \equiv 0$ when $q \geq \frac{N+4}{N+2}$. There exists $\varepsilon_{0}=\varepsilon_{0}\left(N, \Lambda_{1}, \Lambda_{2}, q, c_{0}, T_{0} / r_{0}\right)>0$ such that if

$$
\left\|\mathbb{I}_{1}[|\mu|]\right\|_{L^{(N+2)(q-1), \infty\left(\mathbb{R}^{N+1}\right)}}+\left\|\mathbf{I}_{\frac{2}{(N+2)(q-1)}-1}[|\sigma|]\right\|_{L^{(N+2)(q-1)}\left(\mathbb{R}^{N}\right)} \leq \varepsilon_{0}
$$

then the problem (4.2.53) has a distribution solution $u$ satisfying

$$
\begin{equation*}
\left.\left.\||\nabla u|\|_{L^{(q-1)(N+2), \infty}\left(\Omega_{T}\right)} \leq C\left\|\left|\mathbb{I}_{1}[|\mu|]\right|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)}+C\right\| \mathbb{I}_{(N+2)(q-1)}-1\right]|\sigma|\right] \|_{L^{(N+2)(q-1)\left(\mathbb{R}^{N}\right)}} \tag{4.2.56}
\end{equation*}
$$

for some $C=C\left(N, \Lambda_{1}, \Lambda_{2}, q, c_{0}, T_{0} / r_{0}\right)$.
We remark that a necessary condition for existence $\sigma \in \mathfrak{M}_{b}(\Omega) \backslash\{0\}$ with $\mathbb{M}_{1}\left[|\sigma| \otimes \delta_{\{t=0\}}\right] \in$ $L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)$ is $\frac{N+2}{N+1} \leq q<\frac{N+4}{N+2}$.

Theorem 4.2.32 Suppose that $A$ satisfies (4.2.27). Let $s_{0}$ be the constant in Theorem 4.2.20. Let $q \geq \frac{N+2}{N+1}$ and $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$, set $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$. There exists $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q\right) \in(0,1)$ such that $\Omega$ is $\left(\delta, R_{0}\right)$-Reifenberg flat domain $\Omega$ and $[A]_{s_{0}}^{R_{0}} \leq \delta$ for some $R_{0}$ and the following holds. The problem (4.2.53) has a distribution solution $u$ if one of the following three cases is true :

Case a. $A$ is a linear operator and

$$
\begin{equation*}
\omega(K) \leq C_{1} \text { Cap }_{\mathcal{G}_{1}, q^{\prime}}(K) \quad \text { for every compact subset } K \subset \mathbb{R}^{N+1} \tag{4.2.57}
\end{equation*}
$$

with a constant $C_{1}$ small enough.
Case b. there holds

$$
\begin{equation*}
\omega(K) \leq C_{2} \operatorname{Cap}_{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}(K) \quad \text { for every compact subset } K \subset \mathbb{R}^{N+1} \tag{4.2.58}
\end{equation*}
$$

where $\varepsilon>0$ and $C_{2}$ is a constant small enough.
Case c. $\left\{\begin{array}{l}q>\frac{N+2}{N+1}, \\ q \geq \frac{N+4}{N+2} \quad \text { if } \sigma \equiv 0, \\ \left\|\mathbb{I}_{1}[|\mu|] \mid\right\|_{L^{(N+2)(q-1), \infty\left(\mathbb{R}^{N+1}\right)},},\left\|\mathbf{I}_{\frac{2}{(N+2)(q-1)}-1}[|\sigma|]\right\|_{L^{(N+2)(q-1)\left(\mathbb{R}^{N}\right)}} \\ \quad \text { is small enough. }\end{array}\right.$

A solution $u$ corresponds to Case $\boldsymbol{a}, \boldsymbol{b}$ and $\boldsymbol{c}$ satisfying

$$
\begin{gathered}
\int_{K}|\nabla u|^{q} d x d t \leq C_{3} C_{1}^{q} \operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(K) \quad \text { for every compact subset } K \subset \mathbb{R}^{N+1}, \\
\int_{K}|\nabla u|^{q+\varepsilon} d x d t \leq C_{4} C_{2}^{q+\varepsilon} C^{q+p_{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}(K) \quad \text { for every compact subset } K \subset \mathbb{R}^{N+1},}
\end{gathered}
$$

and

$$
\begin{aligned}
& \|\|\nabla u\|\|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)} \\
& \quad \leq C_{5}\left\|\mathbb{I}_{1}[|\mu|]\right\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)}+C_{5}\left\|\mathbf{I}_{\frac{2}{(N+2)(q-1)}-1}[|\sigma|]\right\|_{L^{(N+2)(q-1)}\left(\mathbb{R}^{N}\right)},
\end{aligned}
$$

respectively. Where $C_{3}, C_{4}, C_{5}$ are constants depended on $N, \Lambda_{1}, \Lambda_{2}, q, \varepsilon, T_{0} / R_{0}$, besides $C_{3}, C_{4}$ also depend on $T_{0}$.

Since $\operatorname{Cap}_{\mathcal{G}_{1}, s}\left(B_{r}(0) \times\{t=0\}\right)=0$ for all $r>0$ and $0<s \leq 2$, see Remark 4.4.13 thus if there is $\sigma \in \mathfrak{M}_{b}(\Omega) \backslash\{0\}$ satisfying $\left(|\sigma| \otimes \delta_{\{t=0\}}\right)(E) \leq \operatorname{Cap}_{\mathcal{G}_{1}, s}(E)$ for every compact subsets $E \subset \mathbb{R}^{N+1}$ then we must have $s>2$.

The above results are not sharp in the case A is a nonlinear operator. However, if $A$ is Holder continuous with respect to $x$ we can prove that problem (4.2.53) has a distribution solution with data having compact support in $\Omega_{T}$.

Theorem 4.2.33 Let $\Omega$ be a bounded open subset in $\mathbb{R}^{N}$ such that the boundary of $\Omega$ is in $C^{1, \beta}$ with $\beta \in(0,1)$. Suppose that $A$ satisfies (4.2.27) and

$$
\begin{equation*}
|A(x, t, \zeta)-A(y, t, \zeta)| \leq \Lambda_{3}|x-y|^{\beta}|\zeta| \tag{4.2.59}
\end{equation*}
$$

for every $x, y \in \Omega$ and $t>0, \zeta \in \mathbb{R}^{N}$. Let $\Omega^{\prime} \subset \subset \Omega$ and set $d=\operatorname{dist}\left(\Omega^{\prime}, \Omega\right)>0$. Then, there exist $C=C\left(N, q, \Lambda_{1}, \Lambda_{2}, \Lambda_{3}, \beta, d, \Omega, T\right)>0$ and $\Lambda=\Lambda\left(N, q, \Lambda_{1}, \Lambda_{2}, \Lambda_{3}, \beta, d, \Omega, T\right)>0$ such that for any $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$ with $\operatorname{supp}(\mu) \subset \Omega^{\prime} \times[0, T]$, supp $(\sigma) \subset \Omega^{\prime}$, the problem (4.2.53) has a distribution solution u, satisfying

$$
\begin{equation*}
|\nabla u(x, t)| \leq \Lambda \mathbb{I}_{1}\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right](x, t) \quad \text { a.e }(x, t) \in \Omega_{T} \tag{4.2.60}
\end{equation*}
$$

provided that one of the following two cases is true:
Case a. $1<q<2$ and

$$
\begin{equation*}
|\mu|(E) \leq C \operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}(E) \text { and }|\sigma|(O) \leq C \operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}-1}, q^{\prime}}(O) \tag{4.2.61}
\end{equation*}
$$

for all compact subsets $E \subset \mathbb{R}^{N+1}$ and $O \subset \mathbb{R}^{N}$.

Case b. $q \geq 2$ and $\sigma \equiv 0$,

$$
\begin{equation*}
|\mu|(E) \leq C C a p_{\mathcal{G}_{1}, q^{\prime}}(E) \tag{4.2.62}
\end{equation*}
$$

for all compact subsets $E \subset \mathbb{R}^{N+1}$.

Remark 4.2.34 If $q>\frac{N+2}{N+1}, \mu \equiv 0$ and Case $\boldsymbol{a}$ is satisfied then (4.2.60) gives the decay estimate :

$$
\sup _{x \in \Omega}|\nabla u(x, t)| \leq c_{1} t^{-\frac{1}{2(q-1)}} \forall 0<t<T,
$$

since $|\sigma|\left(B_{\rho}(x)\right) \leq c_{2}\left(T_{0}\right) \rho^{N-\frac{2-q}{q-1}}$ for any $B_{\rho}(x) \subset \mathbb{R}^{N}$.
We have an important Proposition.
Proposition 4.2.35 All the existence results considered the bounded domain $\Omega_{T}$ have recently been presented in above Theorems, if $\sigma \in L^{1}(\Omega)$ then the solutions obtained in those Theorems are renormalized solutions.

Theorem 4.2.36 Let $\theta \in(2, N+2)$ be in Theorem 4.2.17, $q \in\left(\frac{N+2}{N+1}, \frac{N+2+\theta}{N+2}\right)$ and $\omega \in$ $\mathfrak{M}\left(\mathbb{R}^{N+1}\right)$. There exists $C_{1}=C_{1}\left(N, \Lambda_{1}, \Lambda_{2}, q\right)>0$ such that if

$$
\left\|\mathbb{I}_{1}[|\omega|]\right\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)} \leq C_{1}
$$

then the problem (4.2.55) has a distribution solution $u \in L_{\text {loc }}^{1}\left(\mathbb{R} ; W_{\text {loc }}^{1,1}\left(\mathbb{R}^{N}\right)\right)$ such that

$$
\begin{equation*}
\left\|\left|\left\|u\left|\left\|_{L^{(q-1)(N+2), \infty}\left(\mathbb{R}^{N+1}\right)} \leq C_{2}\right\| \mathbb{I}_{1}[|\omega|]\right|\right\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)}\right.\right. \tag{4.2.63}
\end{equation*}
$$

for some $C_{2}=C_{2}\left(N, \Lambda_{1}, \Lambda_{2}, q\right)$. Furthermore, when $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times\right.$ $(0, \infty))$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$ then $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$ and $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to problem (4.2.54).

Theorem 4.2.37 Suppose that A satisfies (4.2.27). Let $q>\frac{N+2}{N+1}$ and $\omega \in \mathfrak{M}\left(\mathbb{R}^{N+1}\right)$ such that $\mathbb{I}_{2}[|\omega|]\left(x_{0}, t_{0}\right)<\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$. Let $s_{0}$ be the constant in Theorem 4.2.20, $\delta$ in Theorem 4.2.32. There exists $C_{1}=C_{1}\left(N, \Lambda_{1}, \Lambda_{2}, q\right)>0$ such that if $[A]_{s_{0}}^{\infty} \leq \delta$ and

$$
\begin{equation*}
\left\|\mathbb{I}_{1}[|\omega|]\right\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)} \leq C_{1} \tag{4.2.64}
\end{equation*}
$$

then the problem (4.2.55) has a distribution solution u satisfying (4.2.63). Furthermore, when $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$ then $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$ and $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to problem (4.2.54).

From Remark 4.2.26, we see that if $q \leq 2$ then (4.2.64) follows the assumption $\mathbb{I}_{2}[|\omega|]\left(x_{0}, t_{0}\right)<$ $\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$.

When $A$ is independent of space variable, we can improve the result of Theorem 4.2.37 as follows :

Theorem 4.2.38 Suppose that $A$ is independent of space variable and satisfies (4.2.27). Let $q>\frac{N+2}{N+1}$ and $\omega \in \mathfrak{M}\left(\mathbb{R}^{N+1}\right)$. Assume that $\mathbb{I}_{2}[|\omega|]\left(x_{0}, t_{0}\right)<\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$. There exist constants $\Lambda=\Lambda\left(N, \Lambda_{1}, \Lambda_{2}, q\right)$ and $C=C\left(N, \Lambda_{1}, \Lambda_{2}, q\right)$ such that the problem

$$
\begin{equation*}
u_{t}-\operatorname{div}(A(t, \nabla u))=|\nabla u|^{q}+\omega \text { in } \mathbb{R}^{N+1} \tag{4.2.65}
\end{equation*}
$$

has a distribution solution $u$, satisfying

$$
\begin{equation*}
|\nabla u| \leq \Lambda \mathbb{I}_{1}[\omega] \quad \text { in } \quad \mathbb{R}^{N+1} \tag{4.2.66}
\end{equation*}
$$

provided that for all compact subset $E \subset \mathbb{R}^{N+1}$

$$
\begin{equation*}
|\omega|(E) \leq C C a p_{\mathcal{H}_{1}, q^{\prime}}(E) \tag{4.2.67}
\end{equation*}
$$

Furthermore, when $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$ then $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$ and $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to problem

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(t, \nabla u))=|\nabla u|^{q}+\mu \text { in } \mathbb{R}^{N} \times(0, \infty)  \tag{4.2.68}\\
u(0)=\sigma \quad \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

Remark 4.2.39 If $\frac{N+2}{N+1}<q<2, \omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ satisfies (4.2.67) if and only if

$$
\begin{equation*}
|\mu|(E) \leq C^{\prime} C C_{\mathcal{H}_{1}, q^{\prime}}(E) \text { and }|\sigma|(O) \leq C^{\prime} C C a p_{\mathbf{I}_{\frac{2}{q}-1}, q^{\prime}}(O) \tag{4.2.69}
\end{equation*}
$$

for all compact subsets $E \subset \mathbb{R}^{N+1}$ and $O \subset \mathbb{R}^{N}$, where $C^{\prime}=C^{\prime}(N, q)$.
Remark 4.2.40 If $\omega=\sigma \otimes \delta_{\{t=0\}}$ then (4.2.66) follows the decay estimate :

$$
\sup _{x \in \mathbb{R}^{N}}|\nabla u(x, t)| \leq c_{1} t^{-\frac{1}{2(q-1)}} \forall 0<t<T
$$

since $|\sigma|\left(B_{\rho}(x)\right) \leq c_{2} \rho^{N-\frac{2-q}{q-1}}$ for any $B_{\rho}(x) \subset \mathbb{R}^{N}$.

### 4.3 The notion of solutions and some properties

Although the notion of renormalized solutions becomes more and more familiar in the theory of quasilinear parabolic equations with measure data, it is still necessary to present below some main aspects concerning this notion. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N},(a, b) \subset \subset \mathbb{R}$. If $\mu \in \mathfrak{M}_{b}(\Omega \times(a, b))$, we denote by $\mu^{+}$and $\mu^{-}$respectively its positive and negative part. We denote by $\mathfrak{M}_{0}(\Omega \times(a, b))$ the space of measures in $\Omega \times(a, b)$ which are absolutely continuous with respect to the $C_{2}$-capacity defined on a compact set $K \subset \Omega \times(a, b)$ by

$$
\begin{equation*}
C_{2}(K, \Omega \times(a, b))=\inf \left\{\|\varphi\|_{W}: \varphi \geq \chi_{K}, \varphi \in C_{c}^{\infty}(\Omega \times(a, b))\right\} \tag{4.3.1}
\end{equation*}
$$

where $W=\left\{z: z \in L^{2}\left(a, b, H_{0}^{1}(\Omega)\right), z_{t} \in L^{2}\left(a, b, H^{-1}(\Omega)\right)\right\}$ endowed with norm $\|\varphi\|_{W}=$ $\|\varphi\|_{L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)}+\left\|\varphi_{t}\right\|_{L^{2}\left(a, b, H^{-1}(\Omega)\right)}$ and $\chi_{K}$ is the characteristic function of $K$.

We also denote $\mathfrak{M}_{s}(\Omega \times(a, b))$ the space of measures in $\Omega \times(a, b)$ with support on a set of zero $C_{2}$-capacity. Classically, any $\mu \in \mathfrak{M}_{b}(\Omega \times(a, b))$ can be written in a unique way under the form $\mu=\mu_{0}+\mu_{s}$ where $\mu_{0} \in \mathfrak{M}_{0}(\Omega \times(a, b)) \cap \mathfrak{M}_{b}(\Omega \times(a, b))$ and $\mu_{s} \in \mathfrak{M}_{s}(\Omega \times(a, b))$. We recall that any $\mu_{0} \in \mathfrak{M}_{0}(\Omega \times(a, b)) \cap \mathfrak{M}_{b}(\Omega \times(a, b))$ can be decomposed under the form $\mu_{0}=f-\operatorname{div} g+h_{t}$ where $f \in L^{1}(\Omega \times(a, b)), g \in L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right)$ and $h \in L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)$
and ( $f, g, h$ ) is said to be decomposition of $\mu_{0}$. Set $\widehat{\mu_{0}}=\mu_{0}-h_{t}=f-\operatorname{div} g$. In the general case $\widehat{\mu_{0}} \notin \mathfrak{M}(\Omega \times(a, b))$, but we write, for convenience,

$$
\int_{\Omega \times(a, b)} w d \widehat{\mu_{0}}:=\int_{\Omega \times(a, b)}(f w+g \cdot \nabla w) d x d t, \quad \forall w \in L^{2}\left(a, b, H_{0}^{1}(\Omega)\right) \cap L^{\infty}(\Omega \times(a, b)) .
$$

However, for $\sigma \in \mathfrak{M}_{b}(\Omega)$ and $t_{0} \in(a, b)$ then $\sigma \otimes \delta_{\left\{t=t_{0}\right\}} \in \mathfrak{M}_{0}(\Omega \times(a, b))$ if and only if $\sigma \in L^{1}(\Omega)$, see [26]. We also have that for $\sigma \in \mathfrak{M}_{b}(\Omega), \sigma \otimes \chi_{[a, b]} \in \mathfrak{M}_{0}(\Omega \times(a, b))$ if and only if $\sigma$ is absolutely continuous with respect to the $\mathrm{Cap}_{\mathbf{G}_{1}, 2^{-}}$-apacity, see [26].

For $k>0$ and $s \in \mathbb{R}$ we set $T_{k}(s)=\max \{\min \{s, k\},-k\}$. We recall that if $u$ is a measurable function defined and finite a.e. in $\Omega \times(a, b)$, such that $T_{k}(u) \in L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)$ for any $k>0$, there exists a measurable function $v: \Omega \times(a, b) \rightarrow \mathbb{R}^{N}$ such that $\nabla T_{k}(u)=$ $\chi_{|u| \leq k} v$ a.e. in $\Omega \times(a, b)$ and for all $k>0$. We define the gradient $\nabla u$ of $u$ by $v=\nabla u$.
We recall the definition of a renormalized solution given in [65].
Definition 4.3.1 Suppose that $B \in C\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$. Let $\mu=\mu_{0}+\mu_{s} \in \mathfrak{M}_{b}(\Omega \times(a, b))$ and $\sigma \in L^{1}(\Omega)$. A measurable function $u$ is a renormalized solution of

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=B(u, \nabla u)+\mu \text { in } \Omega \times(a, b),  \tag{4.3.2}\\
u=0 \text { on } \partial \Omega \times(a, b), \\
u(a)=\sigma \text { in } \Omega,
\end{array}\right.
$$

if there exists a decomposition $(f, g, h)$ of $\mu_{0}$ such that

$$
\begin{align*}
v= & u-h \in L^{s}\left(a, b, W_{0}^{1, s}(\Omega)\right) \cap L^{\infty}\left(a, b, L^{1}(\Omega)\right) \forall s \in\left[1, \frac{N+2}{N+1}\right) \\
& T_{k}(v) \in L^{2}\left(a, b, H_{0}^{1}(\Omega)\right) \forall k>0, B(u, \nabla u) \in L^{1}(\Omega \times(a, b)) \tag{4.3.3}
\end{align*}
$$

and :
(i) for any $S \in W^{2, \infty}(\mathbb{R})$ such that $S^{\prime}$ has compact support on $\mathbb{R}$, and $S(0)=0$,
$-\int_{\Omega} S(\sigma) \varphi(a) d x-\int_{\Omega \times(a, b)} \varphi_{t} S(v) d x d t+\int_{\Omega \times(a, b)} S^{\prime}(v) A(x, t, \nabla u) \nabla \varphi d x d t$
$+\int_{\Omega \times(a, b)} S^{\prime \prime}(v) \varphi A(x, t, \nabla u) . \nabla v d x d t=\int_{\Omega \times(a, b)} S^{\prime}(v) \varphi B(u, \nabla u) d x d t+\int_{\Omega \times(a, b)} S^{\prime}(v) \varphi d \widehat{\mu_{0}}$,
for any $\varphi \in L^{2}\left(a, b, H_{0}^{1}(\Omega)\right) \cap L^{\infty}(\Omega \times(a, b))$ such that $\varphi_{t} \in L^{2}\left(a, b, H^{-1}(\Omega)\right)+L^{1}(\Omega \times(a, b))$ and $\varphi(., b)=0$;
(ii) for any $\phi \in C(\bar{\Omega} \times[a, b])$,

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{m \leq v<2 m\}} \phi A(x, t, \nabla u) \nabla v d x d t=\int_{\Omega \times(a, b)} \phi d \mu_{s}^{+} \quad \text { and }  \tag{4.3.5}\\
& \lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{-m \geq v>-2 m\}} \phi A(x, t, \nabla u) \nabla v d x d t=\int_{\Omega \times(a, b)} \phi d \mu_{s}^{-} . \tag{4.3.6}
\end{align*}
$$

Remark 4.3.2 If $\mu \in L^{1}(\Omega \times(a, b))$, then we have the following estimates :

$$
\begin{aligned}
& \|u\|_{L^{\frac{N+2}{N}, \infty}(\Omega \times(a, b))} \leq C_{1}\left(\|\sigma\|_{L^{1}(\Omega)}+|\mu|(\Omega \times(a, b))\right) \quad \text { and } \\
& \left\|\|u\|_{L^{\frac{N+2}{N+1}, \infty}(\Omega \times(a, b))} \leq C_{1}\left(\|\sigma\|_{L^{1}(\Omega)}+|\mu|(\Omega \times(a, b))\right)\right.
\end{aligned}
$$

where $C_{1}=C_{1}\left(N, \Lambda_{1}, \Lambda_{2}\right)$, see [13, Remark 4.9].
In particular,

$$
\begin{aligned}
& \|u\|_{L^{1}(\Omega \times(a, b))} \leq C_{2}\left(\operatorname{diam}(\Omega)+(b-a)^{1 / 2}\right)^{2}\left(\|\sigma\|_{L^{1}(\Omega)}+|\mu|(\Omega \times(a, b))\right) \text { and } \\
& \|\nabla u\|_{L^{1}(\Omega \times(a, b))} \leq C_{2}\left(\operatorname{diam}(\Omega)+(b-a)^{1 / 2}\right)\left(\|\sigma\|_{L^{1}(\Omega)}+|\mu|(\Omega \times(a, b))\right) \text {, }
\end{aligned}
$$

where $C_{2}=C_{2}\left(N, \Lambda_{1}, \Lambda_{2}\right)$.

Remark 4.3.3 It is easy to see that $u$ is a weak solution of problem (4.3.2) in $\Omega \times(a, b)$ with $\mu \in L^{2}(\Omega \times(a, b)), \sigma \in H_{0}^{1}(\Omega)$ and $B \equiv 0$ then $U=\chi_{[a, b]}$ u is a unique renormalized solution of

$$
\left\{\begin{array}{l}
U_{t}-\operatorname{div}(A(x, t, \nabla U))=\chi_{(a, b)} \mu+\left(\chi_{[a, b)} \sigma\right)_{t} \text { in } \Omega \times(c, b), \\
U=0 \quad \text { on } \partial \Omega \times(c, b) \\
U(c)=0 \quad \text { in } \Omega
\end{array}\right.
$$

for any $c<a$.

Remark 4.3.4 Let $\Omega^{\prime} \subset \subset \Omega$ and $a<a^{\prime}<b^{\prime}<b$. For a nonnegative function $\eta \in$ $C_{c}^{\infty}\left(\Omega^{\prime} \times\left(a^{\prime}, b^{\prime}\right)\right)$, from (4.3.4) we have

$$
\begin{aligned}
& (\eta S(v))_{t}-\eta_{t} S(v)+S^{\prime}(v) A(x, t, \nabla u) \nabla \eta-\operatorname{div}\left(S^{\prime}(v) \eta A(x, t, \nabla u)\right) \\
& \quad+S^{\prime \prime}(v) \eta A(x, t, \nabla u) \nabla v=S^{\prime}(v) \eta f+\nabla\left(S^{\prime}(v) \eta\right) \cdot g-\operatorname{div}\left(S^{\prime}(v) \eta g\right)
\end{aligned}
$$

in $\mathcal{D}^{\prime}\left(\Omega^{\prime} \times\left(a^{\prime}, b^{\prime}\right)\right)$ Thus, $(\eta S(v))_{t} \in L^{2}\left(a^{\prime}, b^{\prime}, H^{-1}\left(\Omega^{\prime}\right)\right)+L^{1}(D)$ and we have the following estimate

$$
\begin{align*}
& \left\|(\eta S(v))_{t}\right\|_{L^{2}\left(a^{\prime}, b^{\prime}, H^{-1}\left(\Omega^{\prime}\right)\right)+L^{1}(D)} \leq C\|S\|_{W^{2, \infty}(\mathbb{R})}\left(\left\|\eta_{t} v\right\|_{L^{1}(D)}\right. \\
& \quad+\| \| \nabla u\left\|\nabla \eta\left|\left\|_{L^{1}(D)}+\right\| \eta\right| \nabla u\left|\chi_{|v| \leq M}\left\|_{L^{2}(D)}+\right\| \eta\right| \nabla u\right\| \nabla v \mid \chi_{|v| \leq M} \|_{L^{2}(D)} \\
& \left.\quad+\|\eta f\|_{L^{1}(D)}+\left\|\eta|\nabla u|^{2} \chi_{|v| \leq M \mid}\right\|_{L^{1}(D)}+\left\|\eta|g|^{2}\right\|_{L^{1}(D)}+\|\eta \mid g\|_{L^{2}(D)}\right) \tag{4.3.7}
\end{align*}
$$

with $D=\Omega^{\prime} \times\left(a^{\prime}, b^{\prime}\right)$ and $\operatorname{supp}\left(S^{\prime}\right) \subset[-M, M]$.

We recall the following important results, see [13].
Proposition 4.3.5 Let $\left\{\mu_{n}\right\}$ be a bounded in $\mathfrak{M}_{b}(\Omega \times(a, b))$ and $\sigma_{n}$ be a bounded in $L^{1}(\Omega)$. Let $u_{n}$ be a renormalized solution of (4.2.4) with data $\mu_{n}=\mu_{n, 0}+\mu_{n, s}$ relative to a decomposition $\left(f_{n}, g_{n}, h_{n}\right)$ of $\mu_{n, 0}$ and initial data $\sigma_{n}$. If $\left\{f_{n}\right\}$ is bounded in $L^{1}\left(\Omega_{T}\right)$, $\left\{g_{n}\right\}$ bounded in $L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right)$ and $\left\{h_{n}\right\}$ convergent in $L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)$, then, up to a subsequence, $\left\{u_{n}\right\}$ converges to a function $u$ in $L^{1}(\Omega \times(a, b))$. Moreover, if $\left\{\mu_{n}\right\}$ is a bounded in $L^{1}(\Omega \times(a, b))$ then $\left\{u_{n}\right\}$ is convergent in $L^{s}\left(a, b, W_{0}^{1, s}(\Omega)\right)$ for any $s \in\left[1, \frac{N+2}{N+1}\right)$.

We say that a sequence of bounded measures $\left\{\mu_{n}\right\}$ in $\Omega \times(a, b)$ converges to a bounded measure $\mu$ in $\Omega \times(a, b)$ in the narrow topology of measures if

$$
\left.\lim _{n \rightarrow \infty} \int_{\Omega \times(a, b)} \varphi d \mu_{n}=\int_{\Omega \times(a, b)} \varphi d \mu \quad \text { for all } \varphi \in C(\Omega \times(a, b)) \cap L^{\infty}(\Omega \times(a, b))\right) .
$$

We recall the following fundamental stability result of [13].
Theorem 4.3.6 Suppose that $B \equiv 0$. Let $\sigma \in L^{1}(\Omega)$ and

$$
\mu=f-\operatorname{div} g+h_{t}+\mu_{s}^{+}-\mu_{s}^{-} \in \mathfrak{M}_{b}(\Omega \times(a, b)),
$$

with $f \in L^{1}(\Omega \times(a, b)), g \in L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right), h \in L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)$ and $\mu_{s}^{+}, \mu_{s}^{-} \in \mathfrak{M}_{s}^{+}(\Omega \times$ $(a, b))$. Let $\sigma_{n} \in L^{1}(\Omega)$ and

$$
\mu_{n}=f_{n}-\operatorname{div} g_{n}+\left(h_{n}\right)_{t}+\rho_{n}-\eta_{n} \in \mathfrak{M}_{b}(\Omega \times(a, b))
$$

with $f_{n} \in L^{1}(\Omega \times(a, b)), g_{n} \in L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right), h_{n} \in L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)$, and $\rho_{n}, \eta_{n} \in$ $\mathfrak{M}_{b}^{+}(\Omega \times(a, b))$, such that

$$
\rho_{n}=\rho_{n}^{1}-\operatorname{div} \rho_{n}^{2}+\rho_{n, s}, \quad \eta_{n}=\eta_{n}^{1}-\operatorname{div} \eta_{n}^{2}+\eta_{n, s},
$$

with $\rho_{n}^{1}, \eta_{n}^{1} \in L^{1}(\Omega \times(a, b)), \rho_{n}^{2}, \eta_{n}^{2} \in L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right)$ and $\rho_{n, s}, \eta_{n, s} \in \mathfrak{M}_{s}^{+}(\Omega \times(a, b))$. Assume that $\left\{\mu_{n}\right\}$ is a bounded in $\mathfrak{M}_{b}(\Omega \times(a, b)),\left\{\sigma_{n}\right\},\left\{f_{n}\right\},\left\{g_{n}\right\},\left\{h_{n}\right\}$ converge to $\sigma, f, g, h$ in $L^{1}(\Omega)$, weakly in $L^{1}(\Omega \times(a, b))$, in $L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right)$, in $L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)$ respectively and $\left\{\rho_{n}\right\},\left\{\eta_{n}\right\}$ converge to $\mu_{s}^{+}, \mu_{s}^{-}$in the narrow topology of measures; and $\left\{\rho_{n}^{1}\right\},\left\{\eta_{n}^{1}\right\}$ are bounded in $L^{1}(\Omega \times(a, b))$, and $\left\{\rho_{n}^{2}\right\},\left\{\eta_{n}^{2}\right\}$ bounded in $L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right)$. Let $\left\{u_{n}\right\}$ be a sequence of renormalized solutions of

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\mu_{n} \text { in } \Omega \times(a, b),  \tag{4.3.8}\\
u_{n}=0 \text { on } \partial \Omega \times(a, b), \\
u_{n}(a)=\sigma_{n} \text { in } \Omega,
\end{array}\right.
$$

relative to the decomposition $\left(f_{n}+\rho_{n}^{1}-\eta_{n}^{1}, g_{n}+\rho_{n}^{2}-\eta_{n}^{2}, h_{n}\right)$ of $\mu_{n, 0}$. Let $v_{n}=u_{n}-h_{n}$. Then up to a subsequence, $\left\{u_{n}\right\}$ converges a.e. in $\Omega \times(a, b)$ to a renormalized solution $u$ of (4.3.2), and $\left\{v_{n}\right\}$ converges a.e. in $\Omega \times(a, b)$ to $v=u-h$. Moreover, $\left\{\nabla u_{n}\right\},\left\{\nabla v_{n}\right\}$ converge respectively to $\nabla u, \nabla v$ a.e in $\Omega \times(a, b)$, and $\left\{T_{k}\left(v_{n}\right)\right\}$ converges to $T_{k}(v)$ strongly in $L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)$ for any $k>0$.

In order to apply above Theorem, we need some the following properties concerning approximate measures of $\mu \in \mathfrak{M}_{b}^{+}(\Omega \times(a, b))$, see [13].

Proposition 4.3.7 Let $\mu=\mu_{0}+\mu_{s} \in \mathfrak{M}_{b}^{+}(\Omega \times(a, b))$ with $\mu_{0} \in \mathfrak{M}_{0}(\Omega \times(a, b)) \cap \mathfrak{M}_{b}^{+}(\Omega \times$ $(a, b))$ and $\mu_{s} \in \mathfrak{M}_{s}^{+}(\Omega \times(a, b))$. Let $\left\{\varphi_{n}\right\}$ be sequence of standard mollifiers in $\mathbb{R}^{N+1}$. Then, there exist a decomposition $(f, g, h)$ of $\mu_{0}$ and $f_{n}, g_{n}, h_{n} \in C_{c}^{\infty}(\Omega \times(a, b)), \mu_{n, s} \in$ $C_{c}^{\infty}(\Omega \times(a, b)) \cap \mathfrak{M}_{b}^{+}(\Omega \times(a, b))$ such that $\left\{f_{n}\right\},\left\{g_{n}\right\},\left\{h_{n}\right\}$ strongly converge to $f, g, h$ in $L^{1}(\Omega \times(a, b)), L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right)$ and $L^{2}\left(a, b, H_{0}^{1}(\Omega)\right), \mu_{n}=f_{n}-\operatorname{div} g_{n}+\left(h_{n}\right)_{t}+\mu_{n, s}, \mu_{n, s}$ converge to $\mu, \mu_{s}$ in the narrow topology respectively, $0 \leq \mu_{n} \leq \varphi_{n} * \mu$ and
$\left\|f_{n}\right\|_{L^{1}(\Omega \times(a, b))}+\left\|g_{n}\right\|_{L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right)}+\left\|h_{n}\right\|_{L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)}+\mu_{n, s}(\Omega \times(a, b)) \leq 2 \mu(\Omega \times(a, b))$.

Proposition 4.3.8 Let $\mu=\mu_{0}+\mu_{s}, \mu_{n}=\mu_{n, 0}+\mu_{n, s} \in \mathfrak{M}_{b}^{+}(\Omega \times(a, b))$ with $\mu_{0}, \mu_{n, 0} \in$ $\mathfrak{M}_{0}(\Omega \times(a, b)) \cap \mathfrak{M}_{b}^{+}(\Omega \times(a, b))$ and $\mu_{n, s}, \mu_{s} \in \mathfrak{M}_{s}^{+}(\Omega \times(a, b))$ such that $\left\{\mu_{n}\right\}$ nondecreasingly converges to $\mu$ in $\mathfrak{M}_{b}(\Omega \times(a, b))$. Then, $\left\{\mu_{n, s}\right\}$ is nondecreasing and converging to $\mu_{s}$ in $\mathfrak{M}_{b}(\Omega \times(a, b))$ and there exist decompositions $(f, g, h)$ of $\mu_{0},\left(f_{n}, g_{n}, h_{n}\right)$ of $\mu_{n, 0}$ such that $\left\{f_{n}\right\},\left\{g_{n}\right\},\left\{h_{n}\right\}$ strongly converge to $f, g, h$ in $L^{1}(\Omega \times(a, b)), L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right)$ and $L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)$ respectively satisfying
$\left\|f_{n}\right\|_{L^{1}(\Omega \times(a, b))}+\left\|g_{n}\right\|_{L^{2}\left(\Omega \times(a, b), \mathbb{R}^{N}\right)}+\left\|h_{n}\right\|_{L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)}+\mu_{n, s}(\Omega \times(a, b)) \leq 2 \mu(\Omega \times(a, b))$.
Remark 4.3.9 For $0<\rho \leq \frac{1}{3} \min \left\{\sup _{x \in \Omega} d(x, \partial \Omega),(b-a)^{1 / 2}\right\}$, set

$$
\Omega_{\rho}^{j}=\{x \in \Omega: d(x, \partial \Omega)>j \rho\} \times\left(a+(j \rho)^{2}, a+\left((b-a)^{1 / 2}-j \rho\right)^{2}\right) \text { for } j=0, \ldots, k_{\rho},
$$

where $k_{\rho}=\left[\frac{\min \left\{\sup _{x \in \Omega} d(x, \partial \Omega),(b-a)^{1 / 2}\right\}}{2 \rho}\right]$.
We can choose $f_{n}, g_{n}, h_{n}$ in above two Propositions such that for any $j=1, \ldots, k_{\rho}$,

$$
\begin{equation*}
\left\|f_{n}\right\|_{L^{1}\left(\Omega_{\rho}^{j}\right)}+\left\|g_{n}\right\|_{L^{2}\left(\Omega_{\rho}^{j}, \mathbb{R}^{N}\right)}+\left\|\left|h_{n}\right|+\left|\nabla h_{n}\right|\right\|_{L^{2}\left(\Omega_{\rho}^{j}\right)} \leq 2 \mu\left(\Omega_{\rho}^{j-1}\right) \forall n \in \mathbb{N} \tag{4.3.9}
\end{equation*}
$$

In fact, set $\mu_{j}=\chi_{\Omega_{\rho}^{k_{\rho}-j} \backslash \Omega_{\rho}^{k_{\rho}-j+1}} \mu$ if $j=1, \ldots, k_{\rho}-1, \mu_{j}=\chi_{\Omega \times(a, b) \backslash \Omega_{\rho}^{1}} \mu$ if $j=k_{\rho}$ and $\mu_{j}=\chi_{\Omega_{\rho}^{k_{\rho}}} \mu$ if $j=0$. From the proof of above two Propositions in [13], for any $\varepsilon>0$ we can assume supports of $f_{n}, g_{n}, h_{n}$ containing in $\operatorname{supp}(\mu)+\tilde{Q}_{\varepsilon}(0,0)$. Thus, for any $\mu=\mu_{j}$ we have $f_{n}^{j}, g_{n}^{j}, h_{n}^{j}$ correspondingly such that their supports contain in $\Omega_{\rho, T}^{k_{\rho}-j-1 / 2} \backslash \Omega_{\rho, T}^{k_{\rho}-j+3 / 2}$ if $j=1, \ldots, k_{\rho}-1$ and $\Omega_{T} \backslash \Omega_{\rho, T}^{3 / 2}$ if $j=k_{\rho}$ and $\Omega_{\rho, T}^{k_{\rho}-1 / 2}$ if $j=0$. By $\mu=\sum_{j=0}^{k_{\rho}} \mu_{j}$, thus it is allowed to choose $f_{n}=\sum_{j=0}^{k_{\rho}} f_{n}^{j}, f_{n}=\sum_{j=0}^{k_{\rho}} g_{n}^{j}$ and $h_{n}=\sum_{j=0}^{k_{\rho}} h_{n}^{j}$ and (4.3.9) satisfies since

$$
\begin{aligned}
& \left\|f_{n}\right\|_{L^{1}\left(\Omega_{\rho}^{j}\right)}+\left\|g_{n}\right\|_{L^{2}\left(\Omega_{\rho}^{j}, \mathbb{R}^{N}\right)}+\left\|\left|h_{n}\right|+\left|\nabla h_{n}\right|\right\|_{L^{2}\left(\Omega_{\rho}^{j}\right)} \\
& \quad \leq \sum_{i=0}^{k_{\rho}}\left(\left\|f_{n}^{i}\right\|_{L^{1}\left(\Omega_{\rho}^{j}\right)}+\left\|g_{n}^{i}\right\|_{L^{2}\left(\Omega_{\rho}^{j}, \mathbb{R}^{N}\right)}+\| \| h_{n}^{i}|+| \nabla h_{n}^{i}\| \|_{L^{2}\left(\Omega_{\rho}^{j}\right)}\right) \\
& \quad=\sum_{i=0}^{k_{\rho}-j+1}\left(\left\|f_{n}^{i}\right\|_{L^{1}\left(\Omega_{\rho}^{j}\right)}+\left\|g_{n}^{i}\right\|_{L^{2}\left(\Omega_{\rho}^{j}, \mathbb{R}^{N}\right)}+\| \| h_{n}^{i}|+| \nabla h_{n}^{i}\| \|_{L^{2}\left(\Omega_{\rho}^{j}\right)}\right) \\
& \quad \leq \sum_{i=j-1}^{k_{\rho}-j+1} 2 \mu_{j}(\Omega \times(a, b))=2 \mu\left(\Omega_{\rho}^{j-1}\right) .
\end{aligned}
$$

Definition 4.3.10 Let $\mu \in \mathfrak{M}_{b}(\Omega \times(a, b))$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$. A measurable function $u$ is a distribution solution to problem (4.3.2) if $u \in L^{s}\left(a, b, W_{0}^{1, s}(\Omega)\right)$ for any $s \in\left[1, \frac{N+2}{N+1}\right)$ and $B(u, \nabla u) \in L^{1}(\Omega \times(a, b))$ such that

$$
\begin{aligned}
& -\int_{\Omega \times(a, b)} u \varphi_{t} d x d t+\int_{\Omega \times(a, b)} A(x, t, \nabla u) \nabla \varphi d x d t \\
& \quad=\int_{\Omega \times(a, b)} B(u, \nabla u) \varphi d x d t+\int_{\Omega \times(a, b)} \varphi d \mu+\int_{\Omega} \varphi(a) d \sigma
\end{aligned}
$$

for every $\varphi \in C_{c}^{1}(\Omega \times[a, b))$.

Remark 4.3.11 Let $\sigma^{\prime} \in \mathfrak{M}_{b}(\Omega)$ and $a^{\prime} \in(a, b)$, set $\omega=\mu+\sigma^{\prime} \otimes \delta_{\left\{t=a^{\prime}\right\}}$. If $u$ is a distribution solution to problem (4.3.2) with data $\omega$ and $\sigma=0$ such that $\operatorname{supp}(\mu) \subset \bar{\Omega} \times$ $\left[a^{\prime}, b\right]$, and $u=0, B(u, \nabla u)=0$ in $\Omega \times\left(a, a^{\prime}\right)$, then $\tilde{u}:=\left.u\right|_{\Omega \times\left[a^{\prime}, b\right)}$ is a distribution solution to problem (4.3.2) in $\Omega \times\left(a^{\prime}, b\right)$ with data $\mu$ and $\sigma^{\prime}$. Indeed, for any $\varphi \in C_{c}^{1}\left(\Omega \times\left[a^{\prime}, b\right)\right)$ we defined

$$
\tilde{\varphi}(x, t)=\left\{\begin{array}{l}
\varphi(x, t) \text { if }(x, t) \in \Omega \times\left[a^{\prime}, b\right) \\
\left(1+\varepsilon_{0}\right)\left(t-a^{\prime}\right) \varphi_{t}\left(x, a^{\prime}\right)+\varphi\left(x,\left(1+\varepsilon_{0}\right) a^{\prime}-\varepsilon_{0} t\right) \text { if }(x, t) \in \Omega \times\left[a, a^{\prime}\right)
\end{array}\right.
$$

where $\varepsilon_{0} \in\left(0, \frac{b-a^{\prime}}{a^{\prime}-a}\right)$.
Clearly, $\tilde{\varphi} \in C_{c}^{1}(\Omega \times[a, b))$, thus we have

$$
\begin{aligned}
-\int_{\Omega \times(a, b)} u \tilde{\varphi}_{t} d x d t & +\int_{\Omega \times(a, b)} A(x, t, \nabla u) \nabla \tilde{\varphi} d x d t \\
& =\int_{\Omega \times(a, b)} B(u, \nabla u) \tilde{\varphi} d x d t+\int_{\Omega \times(a, b)} \tilde{\varphi} d \omega
\end{aligned}
$$

which implies

$$
\begin{aligned}
&-\int_{\Omega \times\left(a^{\prime}, b\right)} \tilde{u} \varphi_{t} d x d t+\int_{\Omega \times\left(a^{\prime}, b\right)} A(x, t, \nabla \tilde{u}) \nabla \varphi d x d t \\
&=\int_{\Omega \times\left(a^{\prime}, b\right)} B(\tilde{u}, \nabla \tilde{u}) \varphi d x d t+\int_{\Omega \times\left(a^{\prime}, b\right)} \varphi d \mu+\int_{\Omega} \varphi\left(a^{\prime}\right) d \sigma^{\prime}
\end{aligned}
$$

Definition 4.3.12 Let $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times[a,+\infty)\right)$, for $a \in \mathbb{R}$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$. A measurable function $u$ is a distribution solution to problem

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=B(u, \nabla u)+\mu \text { in } \mathbb{R}^{N} \times(a,+\infty)  \tag{4.3.10}\\
u(a)=\sigma \quad \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

if $u \in L_{l o c}^{s}\left(a, \infty, W_{l o c}^{1, s}\left(\mathbb{R}^{N}\right)\right)$ for any $s \in\left[1, \frac{N+2}{N+1}\right)$ and $B(u, \nabla u) \in L_{l o c}^{1}\left(\mathbb{R}^{N} \times[a, \infty)\right)$ such that

$$
\begin{aligned}
-\int_{\mathbb{R}^{N} \times(a, \infty)} & u \varphi_{t} d x d t+\int_{\mathbb{R}^{N} \times(a, \infty)} A(x, t, \nabla u) \nabla \varphi d x d t \\
& =\int_{\mathbb{R}^{N} \times(a, \infty)} B(u, \nabla u) \varphi d x d t+\int_{\mathbb{R}^{N} \times(a, \infty)} \varphi d \mu+\int_{\mathbb{R}^{N}} \varphi(a) d \sigma
\end{aligned}
$$

for every $\varphi \in C_{c}^{1}\left(\mathbb{R}^{N} \times[a, \infty)\right)$.
Definition 4.3.13 Let $\omega \in \mathfrak{M}\left(\mathbb{R}^{N+1}\right)$. A measurable function $u$ is a distribution solution to problem

$$
\begin{equation*}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=B(u, \nabla u)+\omega \text { in } \mathbb{R}^{N+1} \tag{4.3.11}
\end{equation*}
$$

if $u \in L_{\text {loc }}^{s}\left(\mathbb{R} ; W_{\text {loc }}^{1, s}\left(\mathbb{R}^{N}\right)\right)$ for any $s \in\left[1, \frac{N+2}{N+1}\right)$ and $B(u, \nabla u) \in L_{l o c}^{1}\left(\mathbb{R}^{N+1}\right)$ such that

$$
-\int_{\mathbb{R}^{N+1}} u \varphi_{t} d x d t+\int_{\mathbb{R}^{N+1}} A(x, t, \nabla u) \nabla \varphi d x d t=\int_{\mathbb{R}^{N+1}} B(u, \nabla u) \varphi d x d t+\int_{\mathbb{R}^{N+1}} \varphi d \omega
$$

for every $\varphi \in C_{c}^{1}\left(\mathbb{R}^{N+1}\right)$.

Remark 4.3.14 Let $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times[a,+\infty)\right)$, for $a \in \mathbb{R}$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$. If $u$ is a distribution solution to problem (4.3.11) with data $\omega=\mu+\sigma \otimes \delta_{\{t=a\}}$ such that $u=0, B(u, \nabla u)=0$ in $\mathbb{R}^{N} \times(-\infty, a)$, then $\tilde{u}:=\left.u\right|_{\mathbb{R}^{N} \times[a, \infty)}$ is a distribution solution to problem (4.3.10) in $\mathbb{R}^{N} \times(a, \infty)$ with data $\mu$ and $\sigma$, see Remark 4.3.11.

To prove the existence distribution solution of problem (4.3.10) we need the following results. First, we have local estimates of the renormalized solution which get from [13, Proposition 2.8 ].

Proposition 4.3.15 Let $u$, $v$ be in Definition 4.3.1. There exists $C=C\left(\Lambda_{1}, \Lambda_{2}\right)>0$ such that for $k \geq 1$ and $0 \leq \eta \in C_{c}^{\infty}(\Omega \times(a, b))$

$$
\begin{equation*}
\int_{|v| \leq k} \eta|\nabla u|^{2} d x d t+\int_{|v| \leq k} \eta|\nabla v|^{2} d x d t \leq C k A \tag{4.3.12}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=\left\|v \eta_{t}\right\|_{L^{1}(\Omega \times(a, b))}+\| \| \nabla u\left\|\left.\nabla \eta\left|\left\|_{L^{1}(\Omega \times(a, b))}+\right\| \eta f\left\|_{L^{1}(\Omega \times(a, b))}+\right\| \eta\right| g\right|^{2}\right\|_{L^{1}(\Omega \times(a, b))} \\
&+\left\|\left.\left|\nabla \eta\|g\|\left\|_{L^{1}(\Omega \times(a, b))}+\right\| \eta\right| \nabla h\right|^{2}\right\|_{L^{1}(\Omega \times(a, b))}+\int_{\Omega \times(a, b)} \eta d\left|\mu_{s}\right| .
\end{aligned}
$$

For our purpose, we recall the Landes-time approximation of functions $w$ belonging to $L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)$, introduced in [45], used in [24, 17, 8]. For $\nu>0$ we define

$$
\langle w\rangle_{\nu}(x, t)=\nu \int_{a}^{\min \{t, b\}} w(x, s) e^{\nu(s-t)} d s \quad \text { for all } \quad(x, t) \in \Omega \times(a, b)
$$

We have that $\langle w\rangle_{\nu}$ converges to $w$ strongly in $L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)$ and $\left\|\langle w\rangle_{\nu^{\prime}}\right\|_{L^{q}(\Omega \times(a, b))} \leq$ $\|w\|_{L^{q}(\Omega \times(a, b))}$ for every $q \in[1, \infty]$. Moreover,

$$
\left(\langle w\rangle_{\nu}\right)_{t}=\nu\left(w-\langle w\rangle_{\nu}\right) \quad \text { in the sense of distributions }
$$

if $w \in L^{\infty}(\Omega \times(a, b))$ then

$$
\int_{\Omega \times(a, b)}\left(\langle w\rangle_{\nu}\right)_{t} \varphi d x d t=\nu \int_{\Omega \times(a, b)}\left(w-\langle w\rangle_{\nu}\right) \varphi d x d t \quad \text { for all } \varphi \in L^{2}\left(a, b, H_{0}^{1}(\Omega)\right)
$$

Proposition 4.3.16 Let $q_{0}>1$ and $0<\alpha<1 / 2$ such that $q_{0}>\alpha+1$. Let $L: \mathbb{R} \rightarrow \mathbb{R}$ be continuous and nondecreasing such that $L(0)=0$. If $u$ is a solution of

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))+L(u)=\mu \text { in } \Omega \times(a, b),  \tag{4.3.13}\\
u=0 \quad \text { on } \partial \Omega \times(a, b), \\
u(a)=0 \quad \text { in } \Omega
\end{array}\right.
$$

with $\mu \in C_{c}^{\infty}(\Omega \times(a, b))$ there exists $C_{1}>0$ depending on $\Lambda_{1}, \Lambda_{2}, \alpha, q_{0}$ such that for $0 \leq \eta \in C_{c}^{\infty}(D)$ where $D=\Omega^{\prime} \times\left(a^{\prime}, b^{\prime}\right), \Omega^{\prime} \subset \subset \Omega$ and $a<a^{\prime}<b^{\prime}<b$, then

$$
\begin{align*}
& \frac{1}{k} \int_{D}\left|\nabla T_{k}(u)\right|^{2} \eta d x d t \\
& \quad+\int_{D} \frac{|\nabla u|^{2}}{(|u|+1)^{\alpha+1}} \eta d x d t+\|\mid \nabla u\| \nabla \eta\left\|_{L^{1}(D)}+\right\| L(u) \eta \|_{L^{1}(D)} \leq C_{1} B \tag{4.3.14}
\end{align*}
$$

where $q_{1}=\frac{q_{0}-\alpha-1}{2 q_{0}}$,

$$
B=\left|\left|\eta_{t}(|u|+1) \|_{L^{1}(D)}+\int_{D}(|u|+1)^{q_{0}} \eta d x d t+\int_{D}\right| \nabla \eta^{1 / q_{1}}\right|^{q_{1}} d x d t+\int_{D} \eta d|\mu|
$$

Furthermore, for $T_{k}(w) \in L^{2}\left(a^{\prime}, b^{\prime}, H_{0}^{1}\left(\Omega^{\prime}\right)\right)$, the Landes-time approximation $\left\langle T_{k}(w)\right\rangle_{\nu}$ of the truncate function $T_{k}(w)$ in $D$ then for any $\varepsilon \in(0,1)$ and $\nu>0$

$$
\begin{align*}
& \nu \int_{D} \eta\left(T_{k}(w)-\left\langle T_{k}(w)\right\rangle_{\nu}\right) T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right) d x d t \\
& \quad+\int_{D} \eta A\left(x, t, \nabla T_{k}(u)\right) \nabla T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right) d x d t \leq C_{2} \varepsilon(1+k) B \tag{4.3.15}
\end{align*}
$$

for some $C_{2}=C_{2}\left(\Lambda_{1}, \Lambda_{2}, \alpha, q_{0}\right)$.
Proposition 4.3.17 Let $q_{0}>1, \mu_{n}=\mu_{n, 0}+\mu_{n, s} \in \mathfrak{M}_{b}\left(B_{n}(0) \times\left(-n^{2}, n^{2}\right)\right)$. Let $u_{n}$ be a renormalized solution of

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\mu_{n} \text { in } B_{n}(0) \times\left(-n^{2}, n^{2}\right),  \tag{4.3.16}\\
u_{n}=0 \text { on } \partial B_{n}(0) \times\left(-n^{2}, n^{2}\right), \\
u_{n}\left(-n^{2}\right)=0 \text { in } B_{n}(0),
\end{array}\right.
$$

relative to the decomposition $\left(f_{n}, g_{n}, h_{n}\right)$ of $\mu_{n, 0}$ satisfying (4.3.15) in Proposition 4.3.16 with $L \equiv 0$. Assume that for any $m \in \mathbb{N}$ and $\alpha \in(0,1 / 2), D_{m}:=B_{m}(0) \times\left(-m^{2}, m^{2}\right)$

$$
\begin{aligned}
& \frac{1}{k}\left|\left\|\left.\nabla T_{k}(u)\right|^{2}\right\|_{L^{1}\left(D_{m}\right)}+\left|\left|| \nabla u | ^ { 2 } ( | u | + 1 ) ^ { - \alpha - 1 } \| _ { L ^ { 1 } ( D _ { m } ) } + \| \left\|\nabla u \left|\|_{L^{1}\left(D_{m}\right)}+\left|\mu_{n}\right|\left(D_{m}\right)\right.\right.\right.\right.\right. \\
& \quad+\left\|f_{n}\right\|_{L^{1}\left(D_{m}\right)}+\left\|g_{n}\right\|_{L^{2}\left(D_{m}, \mathbb{R}^{N}\right)}+\left\|\left|\left|h_{n}\right|+\left|\nabla h_{n}\right|\left\|_{L^{2}\left(D_{m}\right)}+\right\| u_{n} \|_{L^{q_{0}}\left(D_{m}\right)} \leq C(m, \alpha)\right.\right.
\end{aligned}
$$

for all $n \geq m$ and $h_{n}$ is convergent in $L_{\text {loc }}^{1}\left(\mathbb{R}^{N+1}\right)$. Then, there exists a subsequence of $\left\{u_{n}\right\}$, still denoted by $\left\{u_{n}\right\}$ such that $u_{n}$ converges to $u$ a.e in $\mathbb{R}^{N+1}$ and in $L_{\text {loc }}^{s}\left(\mathbb{R} ; W_{\text {loc }}^{1, s}\left(\mathbb{R}^{N}\right)\right.$ ) for any $s \in\left[1, \frac{N+2}{N+1}\right)$.

Proofs of above two Propositions are given in the Appendix section. The following result is as a consequence of Proposition 4.3.17.

Corollary 4.3.18 Let $\mu_{n} \in L^{1}\left(B_{n}(0) \times\left(-n^{2}, n^{2}\right)\right)$. Let $u_{n}$ be a unique renormalized solution of problem 4.3.16. Assume that for any $m \in \mathbb{N}$,

$$
\sup _{n \geq m}\left|\mu_{n}\right|\left(B_{m}(0) \times\left(-m^{2}, m^{2}\right)\right)<\infty \quad \text { and } \sup _{n \geq m} \int_{B_{m}(0) \times\left(-m^{2}, m^{2}\right)}\left|u_{n}\right|^{q_{0}} d x d t<\infty
$$

then there exists a subsequence of $\left\{u_{n}\right\}$, still denoted by $\left\{u_{n}\right\}$ such that $u_{n}$ converges to $u$ a.e in $\mathbb{R}^{N+1}$ and in $L_{\text {loc }}^{s}\left(\mathbb{R} ; W_{\text {loc }}^{1, s}\left(\mathbb{R}^{N}\right)\right)$ for any $s \in\left[1, \frac{N+2}{N+1}\right)$.

Finally, we would like to present a technical lemma which will be used several times in the paper, specially in the proof of Theorem 4.2.17, 4.2.19 and 4.2.20. It is a consequence of Vitali Covering Lemma, a proof of lemma can be seen in [22, 21, 54].

Lemma 4.3.19 Let $\Omega$ be a $\left(R_{0}, \delta\right)$ - Reifenberg flat domain with $\delta<1 / 4$ and let $w$ be an $A_{\infty}$ weight. Suppose that the sequence of balls $\left\{B_{r}\left(y_{i}\right)\right\}_{i=1}^{L}$ with centers $y_{i} \in \bar{\Omega}$ and a common radius $r \leq R_{0} / 4$ covers $\Omega$. Set $s_{i}=T-i r^{2} / 2$ for all $i=0,1, \ldots,\left[\frac{2 T}{r^{2}}\right]$. Let $E \subset F \subset \Omega_{T}$ be measurable sets for which there exists $0<\varepsilon<1$ such that $w(E)<\varepsilon w\left(\tilde{Q}_{r}\left(y_{i}, s_{j}\right)\right)$ for all $i=1, \ldots, L, j=0,1, \ldots,\left[\frac{2 T}{r^{2}}\right] ;$ and for all $(x, t) \in \Omega_{T}, \rho \in(0,2 r]$, we have $\tilde{Q}_{\rho}(x, t) \cap \Omega_{T} \subset F$ if $w\left(E \cap \tilde{Q}_{\rho}(x, t)\right) \geq \varepsilon w\left(\tilde{Q}_{\rho}(x, t)\right)$. Then $w(E) \leq B \varepsilon w(F)$ for a constant $B$ depending only on $N$ and $[w]_{A_{\infty}}$.

Clearly, the Lemma contains the following two Lemmas
Lemma 4.3.20 Let $0<\varepsilon<1, R>0$ and cylinder $\tilde{Q}_{R}:=\tilde{Q}_{R}\left(x_{0}, t_{0}\right)$ for some $\left(x_{0}, t_{0}\right) \in$ $\mathbb{R}^{N+1}$ and $w \in A_{\infty}$. let $E \subset F \subset \tilde{Q}_{R}$ be two measurable sets in $\mathbb{R}^{N+1}$ with $w(E)<$ $\varepsilon w\left(\tilde{Q}_{R}\right)$ and satisfying the following property: for all $(x, t) \in \tilde{Q}_{R}$ and $r \in(0, R]$, we have $\tilde{Q}_{r}(x, t) \cap \tilde{Q}_{R} \subset F$ provided $w\left(E \cap \tilde{Q}_{r}(x, t)\right) \geq \varepsilon w\left(\tilde{Q}_{r}(x, t)\right)$. Then $w(E) \leq B \varepsilon w(F)$ for some $B=B\left(N,[w]_{A_{\infty}}\right)$.

Lemma 4.3.21 Let $0<\varepsilon<1$ and $R>R^{\prime}>0$ and let $E \subset F \subset Q=B_{R}\left(x_{0}\right) \times(a, b)$ be two measurable sets in $\mathbb{R}^{N+1}$ with $|E|<\varepsilon\left|\tilde{Q}_{R^{\prime}}\right|$ and satisfying the following property : for all $(x, t) \in Q$ and $r \in\left(0, R^{\prime}\right]$, we have $Q_{r}(x, t) \cap Q \subset F$ if $\left|E \cap \tilde{Q}_{r}(x, t)\right| \geq \varepsilon\left|\tilde{Q}_{r}(x, t)\right|$. Then $|E| \leq B \varepsilon|F|$ for a constant $B$ depending only on $N$.

### 4.4 Estimates on Potential

In this section, we will develop nonlinear potential theory corresponding to quasilinear parabolic equations.

First we introduce the Wolff parabolic potential of $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ by

$$
\mathbb{W}_{\alpha, p}^{R}[\mu](x, t)=\int_{0}^{R}\left(\frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d \rho}{\rho} \quad \text { for any } \quad(x, t) \in \mathbb{R}^{N+1},
$$

where $\alpha>0,1<p<\alpha^{-1}(N+2)$ and $0<R \leq \infty$. For convenience, $\mathbb{W}_{\alpha, p}[\mu]:=\mathbb{W}_{\alpha, p}^{\infty}[\mu]$.
The following result is an extension of [36, Theorem 1.1], [16, Proposition 2.2] to Parabolic potential.

Theorem 4.4.1 Let $\alpha>0,1<p<\alpha^{-1}(N+2)$ and $w \in A_{\infty}, \mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$. There exist constants $C_{1}, C_{2}>0$ and $\varepsilon_{0} \in(0,1)$ depending on $N, \alpha, p,[w]_{A_{\infty}}$ such that for any $\lambda>0$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$

$$
\begin{equation*}
w\left(\left\{\mathbb{W}_{\alpha, p}^{R}[\mu]>a \lambda,\left(\mathbb{M}_{\alpha p}^{R}[\mu]\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda\right\}\right) \leq C_{1} \exp \left(-C_{2} \varepsilon^{-1}\right) w\left(\left\{\mathbb{W}_{\alpha, p}^{R}[\mu]>\lambda\right\}\right) \tag{4.4.1}
\end{equation*}
$$

where $a=2+3^{\frac{N+2-\alpha p}{p-1}}$.

Proof of Theorem 4.4.1. We only consider case $R<\infty$. Let $\left\{\tilde{Q}_{R}\left(x_{j}, t_{j}\right)\right\}$ be a cover of $\mathbb{R}^{N+1}$ such that $\sum_{j} \chi_{\tilde{Q}_{R}\left(x_{j}, t_{j}\right)} \leq M$ in $\mathbb{R}^{N+1}$ for some constant $M=M(N)>0$. It is enough to show that there exist constants $c_{1}, c_{2}>0$ and $\varepsilon_{0} \in(0,1)$ depending on $N, \alpha, p,[w]_{A_{\infty}}$ such that for any $Q \in\left\{\tilde{Q}_{R}\left(x_{j}, t_{j}\right)\right\}, \lambda>0$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$

$$
\begin{equation*}
w\left(Q \cap\left\{\mathbb{W}_{\alpha, p}^{R}[\mu]>a \lambda,\left(\mathbb{M}_{\alpha p}^{R}[\mu]\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda\right\}\right) \leq c_{1} \exp \left(-c_{2} \varepsilon^{-1}\right) w\left(Q \cap\left\{\mathbb{W}_{\alpha, p}^{R}[\mu]>\lambda\right\}\right) . \tag{4.4.2}
\end{equation*}
$$

Fix $\lambda>0$ and $0<\varepsilon<1 / 10$. We set

$$
E=Q \cap\left\{\mathbb{W}_{\alpha, p}^{R}[\mu]>a \lambda,\left(\mathbb{M}_{\alpha p}^{R}[\mu]\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda\right\} \text { and } F=Q \cap\left\{\mathbb{W}_{\alpha, p}^{R}[\mu]>\lambda\right\} .
$$

Thanks to Lemma 4.3.20 we will get (4.4.2) if we verify the following two claims :

$$
\begin{equation*}
w(E) \leq c_{3} \exp \left(-c_{4} \varepsilon^{-1}\right) w(Q) \tag{4.4.3}
\end{equation*}
$$

and for any $(x, t) \in Q, 0<r \leq R$,

$$
\begin{equation*}
w\left(E \cap \tilde{Q}_{r}(x, t)\right)<c_{5} \exp \left(-c_{6} \varepsilon^{-1}\right) w\left(\tilde{Q}_{r}(x, t)\right) \tag{4.4.4}
\end{equation*}
$$

provided that $\tilde{Q}_{r}(x, t) \cap Q \cap F^{c} \neq \emptyset$ and $E \cap \tilde{Q}_{r}(x, t) \neq \emptyset$, where constants $c_{3}, c_{4}, c_{5}$ and $c_{6}$ depend on $N, \alpha, p$ and $[w]_{A_{\infty}}$.
Claim (4.4.3) : Set

$$
g_{k}(x, t)=\int_{2^{-k} R}^{2^{-k+1} R}\left(\frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d \rho}{\rho} .
$$

We have for $m \in \mathbb{N}$ and $(x, t) \in E$

$$
\begin{aligned}
\mathbb{W}_{\alpha, p}^{R}[\mu](x, t) & =\sum_{k=m+1}^{\infty} g_{k}(x, t)+\int_{2^{-m} R}^{R}\left(\frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d \rho}{\rho} \\
& \leq \sum_{k=m+1}^{\infty} g_{k}(x, t)+m\left(\mathbb{M}_{\alpha p}^{R}[\mu](x, t)\right)^{\frac{1}{p-1}} \\
& \leq \sum_{k=m+1}^{\infty} g_{k}(x, t)+m \varepsilon \lambda .
\end{aligned}
$$

We deduce that for $\beta>0, m \in \mathbb{N}$

$$
\begin{aligned}
|E| & \leq\left|Q \cap\left\{\sum_{k=m+1}^{\infty} g_{k}>(1-m \varepsilon) \lambda\right\}\right| \\
& =\left|Q \cap\left\{\sum_{k=m+1}^{\infty} g_{k}>\sum_{k=m+1}^{\infty} 2^{-\beta(k-m-1)}\left(1-2^{-\beta}\right)(1-m \varepsilon) \lambda\right\}\right| \\
& \leq \sum_{k=m+1}^{\infty}\left|Q \cap\left\{g_{k}>2^{-\beta(k-m-1)}\left(1-2^{-\beta}\right)(1-m \varepsilon) \lambda\right\}\right| .
\end{aligned}
$$

We can assume that $\left(x_{0}, t_{0}\right) \in Q,\left(\mathbb{M}_{\alpha p}^{R}[\mu]\left(x_{0}, t_{0}\right)\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda$. Thus, by computing, see [16, Proof of Proposition 2.2] we have for any $k \in \mathbb{N}$

$$
\left|Q \cap\left\{g_{k}>s\right\}\right| \leq \frac{c_{7}}{s^{p-1}} 2^{-k \alpha p}|Q|(\varepsilon \lambda)^{p-1}
$$

Consequently,

$$
\begin{aligned}
|E| & \leq \sum_{k=m+1}^{\infty} \frac{c_{7}}{\left(2^{-\beta(k-m-1)}\left(1-2^{-\beta}\right)(1-m \varepsilon) \lambda\right)^{p-1}} 2^{-k \alpha p}|Q|(\varepsilon \lambda)^{p-1} \\
& \leq c_{7} 2^{-(m+1) \alpha p}\left(\frac{\varepsilon}{1-m \varepsilon}\right)^{p-1}|Q|\left(1-2^{-\beta}\right)^{-p+1} \sum_{k=m+1}^{\infty} 2^{(\beta(p-1)-\alpha p)(k-m-1)}
\end{aligned}
$$

If we choose $\varepsilon^{-1}-2<m \leq \varepsilon^{-1}-1$ and $\beta=\beta(\alpha, p)$ so that $\beta(p-1)-\alpha p<0$, we obtain

$$
|E| \leq c_{8} \exp \left(-\alpha p \ln (2) \varepsilon^{-1}\right)|Q|
$$

Thus, we get (4.4.3).
Claim (4.4.4). Take $(x, t) \in Q$ and $0<r \leq R$. Now assume that $\tilde{Q}_{r}(x, t) \cap Q \cap F^{c} \neq \emptyset$ and $E \cap \tilde{Q}_{r}(x, t) \neq \emptyset$ i.e, there exist $\left(x_{1}, t_{1}\right),\left(x_{2}, t_{2}\right) \in \tilde{Q}_{r}(x, t) \cap Q$ such that $\mathbb{W}_{\alpha, p}^{R}[\mu]\left(x_{1}, t_{1}\right) \leq \lambda$ and $\left(\mathbb{M}_{\alpha p}^{R}[\mu]\left(x_{2}, t_{2}\right)\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda$. We need to prove that

$$
w\left(E \cap \tilde{Q}_{r}(x, t)\right)<c_{9} \exp \left(-c_{10} \varepsilon^{-1}\right) w\left(\tilde{Q}_{r}(x, t)\right)
$$

To do this, for all $(y, s) \in E \cap \tilde{Q}_{r}(x, t) . \tilde{Q}_{\rho}(y, s) \subset \tilde{Q}_{3 \rho}\left(x_{1}, t_{1}\right)$ if $\rho>r$. If $r \leq R / 3$,

$$
\begin{aligned}
\mathbb{W}_{\alpha, p}^{R}[\mu](y, s) & =\mathbb{W}_{\alpha, p}^{r}[\mu](y, s)+\int_{r}^{R / 3}\left(\frac{\mu\left(\tilde{Q}_{\rho}(y, s)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d \rho}{\rho}+\int_{R / 3}^{R}\left(\frac{\mu\left(\tilde{Q}_{\rho}(y, s)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d \rho}{\rho} \\
& \leq \mathbb{W}_{\alpha, p}^{r}[\mu](y, s)+\int_{r}^{R / 3}\left(\frac{\mu\left(\tilde{Q}_{3 \rho}\left(x_{1}, t_{1}\right)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d \rho}{\rho}+2\left(\mathbb{M}_{\alpha p}^{R}[\mu](y, s)\right)^{\frac{1}{p-1}} \\
& \leq \mathbb{W}_{\alpha, p}^{r}[\mu](y, s)+3^{\frac{N+2-\alpha p}{p-1}} \lambda+2 \varepsilon \lambda .
\end{aligned}
$$

which follows $\mathbb{W}_{\alpha, p}^{r}[\mu](y, s)>\lambda$.
If $r \geq R / 3$

$$
\begin{aligned}
\mathbb{W}_{\alpha, p}^{R}[\mu](y, s) & \leq \mathbb{W}_{\alpha, p}^{r}[\mu](y, s)+\int_{R / 3}^{R}\left(\frac{\mu\left(\tilde{Q}_{\rho}(y, s)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d \rho}{\rho} \\
& \leq \mathbb{W}_{\alpha, p}^{r}[\mu](y, s)+2 \varepsilon \lambda
\end{aligned}
$$

which follows $\mathbb{W}_{\alpha, p}^{r}[\mu](y, s)>\lambda$.
Thus,

$$
w\left(E \cap \tilde{Q}_{r}(x, t)\right) \leq w\left(\tilde{Q}_{r}(x, t) \cap\left\{\mathbb{W}_{\alpha, p}^{r}[\mu]>\lambda\right\}\right)
$$

Since $\left(x_{2}, t_{2}\right) \in \tilde{Q}_{r}(x, t),\left(\mathbb{M}_{\alpha p}^{R}[\mu]\left(x_{2}, t_{2}\right)\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda$, so as above we also obtain

$$
w\left(\tilde{Q}_{r}(x, t) \cap\left\{\mathbb{W}_{\alpha, p}^{r}[\mu]>\lambda\right\}\right) \leq c_{9} \exp \left(-c_{10} \varepsilon^{-1}\right) w\left(\tilde{Q}_{r}(x, t)\right)
$$

which implies (4.4.4). This completes the proof of the Theorem.
Theorem 4.4.2 Let $\alpha>0,1<p<\alpha^{-1}(N+2), p-1<q<\infty$ and $0<s \leq \infty$ and $w \in A_{\infty}$. There holds

$$
\begin{equation*}
C^{-1}\left\|\left(\mathbb{M}_{\alpha p}^{R}[\mu]\right)^{\frac{1}{p-1}}\right\|_{L^{q, s}\left(\mathbb{R}^{N+1}, d w\right)} \leq\left\|\mathbb{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N+1}, d w\right)} \leq C\left\|\left(\mathbb{M}_{\alpha p}^{R}[\mu]\right)^{\frac{1}{p-1}}\right\|_{L^{q, s}\left(\mathbb{R}^{N+1}, d w\right)} \tag{4.4.5}
\end{equation*}
$$

for all $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ and $R \in(0, \infty]$ where $C$ is a positive constant only depending on $N, \alpha, p, q, s$ and $[w]_{A_{\infty}}$.

Proof. From (4.4.1) in Theorem (4.4.1), we have for $0<s<\infty$

$$
\begin{aligned}
& \left\|\mathbb{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N+1}, d w\right)}^{s}=a^{s} q \int_{0}^{\infty} \lambda^{s} w\left(\left\{\mathbb{W}_{\alpha, p}^{R}[\mu]>a \lambda\right\}\right)^{\frac{s}{q}} \frac{d \lambda}{\lambda} \\
& \quad \leq c_{1} \exp \left(-c_{2} \varepsilon^{-1}\right) q \int_{0}^{\infty} \lambda^{s} w\left(\left\{\mathbb{W}_{\alpha, p}^{R}[\mu]>\lambda\right\}\right)^{\frac{s}{q}} \frac{d \lambda}{\lambda}+c_{3} s \int_{0}^{\infty} \lambda^{s} w\left(\left\{\left(\mathbb{M}_{\alpha p}^{R}[\mu]\right)^{\frac{1}{p-1}}>\varepsilon \lambda\right\}\right)^{\frac{s}{q}} \frac{d \lambda}{\lambda} \\
& \quad=c_{1} \exp \left(-c_{2} \varepsilon^{-1}\right)\left\|\mathbb{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N+1}, d w\right)}^{s}+c_{3} \varepsilon^{-s}\left\|\left(\mathbb{M}_{\alpha p}^{R}[\mu]\right)^{\frac{1}{p-1}}\right\|_{L^{q, s}\left(\mathbb{R}^{N+1}, d w\right)}^{s}
\end{aligned}
$$

Choose $0<\varepsilon<\varepsilon_{0}$ such that $c_{1} \exp \left(-c_{2} \varepsilon^{-1}\right)<1 / 2$ we get

$$
\left\|\mathbb{W}_{\alpha, p}^{R}[\mu]\right\|_{L^{q, s}\left(\mathbb{R}^{N+1}, d w\right)}^{s} \leq c_{4}\left\|\left(\mathbb{M}_{\alpha p}^{R}[\mu]\right)^{\frac{1}{p-1}}\right\|_{L^{q, s}\left(\mathbb{R}^{N+1}, d w\right)}^{s}
$$

Similarly, we also get above inequality in case $s=\infty$. So, we proved the right-hand side inequality of (4.4.5).
To complete the proof, we prove the left-hand side inequality of (4.4.5). Since for every $(x, t) \in \mathbb{R}^{N+1}$

$$
\begin{gathered}
\left(\mathbb{W}_{\alpha p}^{R}[\mu](x, t)\right)^{\frac{1}{p-1}} \leq c_{5}\left(\mathbb{W}_{\alpha, p}^{R}[\mu](x, t)+\left(\frac{\mu\left(\tilde{Q}_{2 R}(x, t)\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}\right) \text { and } \\
\left(\frac{\mu\left(\tilde{Q}_{R / 2}(x, t)\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \leq c_{6} \mathbb{W}_{\alpha, p}^{R}[\mu](x, t)
\end{gathered}
$$

thus it is enough to show that for any $\lambda>0$
$w\left(\left\{(x, t):\left(\frac{\mu\left(\tilde{Q}_{2 R}(x, t)\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}>\lambda\right\}\right) \leq c_{7} w\left(\left\{(x, t):\left(\frac{\mu\left(\tilde{Q}_{R / 2}(x, t)\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}>c_{8} \lambda\right\}\right)$.

Let $\left\{Q_{j}\right\}=\left\{\tilde{Q}_{R / 4}\left(x_{j}, t_{j}\right)\right\}$ be a cover of $\mathbb{R}^{N+1}$ such that for any $Q_{j} \in\left\{Q_{j}\right\}$, there exist $Q_{j, 1}, \ldots, Q_{j, M_{1}} \in\left\{Q_{j}\right\}$ with $\sum_{j} \sum_{k=1}^{M_{1}} \chi_{Q_{j, k}} \leq M_{2}$ and $Q_{j}+\tilde{Q}_{2 R}(0,0) \subset \bigcup_{k=1}^{M_{1}} Q_{j, k}$ for some
integer constants $M_{i}=M_{i}(N), i=1,2$. Then,

$$
\begin{aligned}
& w\left(\left\{(x, t):\left(\frac{\mu\left(\tilde{Q}_{2 R}(x, t)\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}>\lambda\right\}\right) \leq \sum_{j} w\left(\left\{(x, t):\left(\frac{\mu\left(\tilde{Q}_{2 R}(x, t)\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}>\lambda\right\} \cap Q_{j}\right) \\
& \quad \leq \sum_{j} w\left(\left\{(x, t): \sum_{k=1}^{M_{1}} \frac{\mu\left(Q_{j, k}\right)}{\left.\left.R^{N+2-\alpha p}>\lambda^{p-1}\right\} \cap Q_{j}\right)}\right.\right. \\
& \quad \leq \sum_{j} \sum_{k=1}^{M_{1}} w\left(\left\{(x, t):\left(\frac{\mu\left(Q_{j, k}\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}>M_{1}^{-1 /(p-1)} \lambda\right\} \cap Q_{j}\right) \\
& \quad=\sum_{j} \sum_{k=1}^{M_{1}} a_{j, k} w\left(Q_{j}\right),
\end{aligned}
$$

where $a_{j, k}=1$ if $\left(\frac{\mu\left(Q_{j, k}\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}>M_{1}^{-1 /(p-1)} \lambda$ and $a_{j, k}=0$ if otherwise.
Using the strong doubling property of $w$, there is $c_{9}=c_{9}\left(N,[w]_{A_{\infty}}\right)$ such that $w\left(Q_{j}\right) \leq$ $c_{9} w\left(Q_{j, k}\right)$. On the other hand, if $a_{j, k}=1$ then $Q_{j, k} \subset\left\{(x, t):\left(\frac{\mu\left(\tilde{Q}_{R / 2}(x, t)\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}>M_{1}^{-1 /(p-1)} \lambda\right\}$.
Therefore,

$$
\begin{aligned}
& w\left(\left\{(x, t):\left(\frac{\mu\left(\tilde{Q}_{2 R}(x, t)\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}>\lambda\right\}\right) \leq \sum_{j} \sum_{k=1}^{M_{1}} c_{9} a_{j, k} w\left(Q_{j, k}\right) \\
& \quad \leq \sum_{j} \sum_{k=1}^{M_{1}} c_{9} w\left(\left\{(x, t):\left(\frac{\mu\left(\tilde{Q}_{R / 2}(x, t)\right)}{R^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}>M_{1}^{-1 /(p-1)} \lambda\right\} \cap Q_{j, k}\right),
\end{aligned}
$$

which implies (4.4.6) since $\sum_{j} \sum_{k=1}^{M_{1}} \chi_{Q_{j, k}} \leq M_{2}$ in $\mathbb{R}^{N+1}$.
Theorem 4.4.3 Let $0<\alpha p<N+2$ and $w \in A_{\infty}$ There exist $C_{1}, C_{2}>0$ depending on $N, \alpha, p$ and $[w]_{A_{\infty}}$ such that for any $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$, any cylinder $\tilde{Q}_{\rho} \subset \mathbb{R}^{N+1}$ there holds

$$
\begin{equation*}
\frac{1}{w\left(\tilde{Q}_{2 \rho}\right)} \int_{\tilde{Q}_{2 \rho}} \exp \left(C_{1} \mathbb{W}_{\alpha, p}^{R}\left[\mu_{\tilde{Q}_{\rho}}\right](x, t)\right) d w(x, t) \leq C_{2} \tag{4.4.7}
\end{equation*}
$$

provided $\left\|\mathbb{M}_{\alpha p}^{R}\left[\mu_{\tilde{Q}_{\rho}}\right]\right\|_{L^{\infty}\left(\tilde{Q}_{\rho}\right)} \leq 1$, where $\mu_{\tilde{Q}_{\rho}}=\chi_{\tilde{Q}_{\rho}} \mu$.
Proof. Assume that $\left\|\mathbb{M}_{\alpha p}^{R}\left[\mu_{\tilde{Q}_{\rho}}\right]\right\|_{L^{\infty}\left(\tilde{Q}_{\rho}\right)} \leq 1$. We apply Theorem (4.4.1) to $\mu_{\tilde{Q}_{\rho}}$. Then, choose $\varepsilon=\lambda^{-1}$ for all $\lambda \geq \lambda_{0}:=\max \left\{\varepsilon_{0}^{-1}, \frac{N+2-\alpha p}{p-1}\right\}$, we obtain

$$
w\left(\left\{\mathbb{W}_{\alpha, p}^{R}\left[\mu_{\tilde{Q}_{\rho}}\right]>a \lambda\right\} \cap \tilde{Q}_{2 \rho}\right) \leq C_{1} \exp \left(-C_{2} \varepsilon^{-1}\right) w\left(\left\{\mathbb{W}_{\alpha, p}^{R}\left[\mu_{\tilde{Q}_{\rho}}\right]>\lambda\right\}\right) \quad \forall \lambda \geq \lambda_{0},
$$

On the other hand, if $\rho>R$, clearly we have $\mathbb{W}_{\alpha, p}^{R}\left[\mu_{\tilde{Q}_{\rho}}\right] \equiv 0$ in $\mathbb{R}^{N+1} \backslash \tilde{Q}_{2 \rho}$, if $\rho \leq R$, for any $(x, t) \in \mathbb{R}^{N+1} \backslash \tilde{Q}_{2 \rho}$

$$
\mathbb{W}_{\alpha, p}^{R}\left[\mu_{\tilde{Q}_{\rho}}\right](x, t)=\int_{\rho}^{R}\left(\frac{\mu_{\tilde{Q}_{\rho}}\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d r}{r} \leq \frac{N+2-\alpha p}{p-1}\left(\frac{\mu\left(\tilde{Q}_{\rho}\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \leq \lambda_{0} .
$$

So, we get $\left\{\mathbb{W}_{\alpha, p}^{R}\left[\mu_{\tilde{Q}_{\rho}}\right]>\lambda\right\} \subset \tilde{Q}_{2 \rho}$ for all $\lambda \geq \lambda_{0}$. This can be written under the form

$$
w\left(\left\{\mathbb{W}_{\alpha, p}^{R}\left[\mu_{\tilde{Q}_{\rho}}\right]>a \lambda\right\} \cap \tilde{Q}_{2 \rho}\right) \leq\left(\chi_{\left(0, t_{0}\right]}+C_{1} \exp \left(-C_{2} \lambda\right)\right) w\left(\tilde{Q}_{2 \rho}\right),
$$

for all $\lambda>0$. Therefore, we get (4.4.7).
In what follows, we need some estimates on Wolff parabolic potential :
Proposition 4.4.4 Let $p>1,0<\alpha p<N+2$ and $q>1, \alpha p q<N+2$. There exist $C_{1}, C_{2}$ such that

$$
\begin{gather*}
\left\|\mathbb{W}_{\alpha, p}[\mu]\right\|_{L^{\frac{(N+2)(p-1)}{N+2-\alpha p}, \infty}\left(\mathbb{R}^{N+1}\right)} \leq C_{1}\left(\mu\left(\mathbb{R}^{N+1}\right)\right)^{\frac{1}{p-1}} \quad \forall \mu \in \mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N+1}\right),  \tag{4.4.8}\\
\left\|\mathbb{W}_{\alpha, p}[\mu]\right\|_{L^{\frac{q(N+2)(p-1)}{N+2-\alpha p q}, \infty}\left(\mathbb{R}^{N+1}\right)} \leq C_{2}\|\mu\|_{L^{q, \infty}\left(\mathbb{R}^{N+1}\right)}^{\frac{1}{p-1}} \forall \mu \in L^{q, \infty}\left(\mathbb{R}^{N+1}\right), \mu \geq 0, \tag{4.4.9}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|\mathbb{W}_{\alpha, p}[\mu]\right\|_{L^{q(N+2)(p-1)}}\left(\mathbb{R}^{N+1}\right)<C_{2}\|\mu\|_{L^{q}\left(\mathbb{R}^{N+1}\right)}^{\frac{1}{p-1}} \forall \mu \in L^{q}\left(\mathbb{R}^{N+1}\right), \mu \geq 0 . \tag{4.4.10}
\end{equation*}
$$

In particular, for $s>\frac{(p-1)(N+2)}{N+2-\alpha p}$, we define $F(\mu):=\left(\mathbb{W}_{\alpha, p}[\mu]\right)^{s}$ for all $\mu \in \mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N+1}\right)$. Then,

$$
\begin{aligned}
& \|F(\mu)\|_{L^{\frac{(N+2)(s-p+1)}{\alpha s p}}\left(\mathbb{R}^{N+1}\right)} \leq C_{3}\|\mu\|_{L^{\frac{s}{p-1}}}^{L^{\frac{(N+2)(s-p+1)}{\alpha s p}}\left(\mathbb{R}^{N+1}\right)} \text { and } \\
& \|F(\mu)\|_{L^{(N+2)(s-p+1)}{ }_{\alpha s p}, \infty}^{\left(\mathbb{R}^{N+1}\right)} \leq C_{3}\|\mu\|_{L^{\frac{s}{p-1}}}^{L_{\alpha+2)(s-p+1)}^{(N+p}, \infty}\left(\mathbb{R}^{N+1}\right)
\end{aligned}
$$

for some constant $C_{i}=C_{i}(N, p, \alpha, s)$ for $i=3,4$.
Proof. Let $s \geq 1$ such that $\alpha s p<N+2$. It is known that if $\mu \in L^{s, \infty}\left(\mathbb{R}^{N+1}\right)$ then

$$
|\mu|\left(\tilde{Q}_{\rho}(x, t)\right) \leq c_{1}\|\mu\|_{L^{s, \infty}\left(\mathbb{R}^{N+1}\right)} \rho^{\frac{N+2}{s^{\prime}}} \forall \rho>0 .
$$

Thus for $\delta=\|\mu\|_{L^{s, \infty}\left(\mathbb{R}^{N+1}\right)}^{\frac{s}{N+2}}(\mathbb{M}(\mu)(x, t))^{-\frac{s}{N+2}}$ we have

$$
\begin{aligned}
\mathbb{W}_{\alpha, p}[\mu](x, t) & =\int_{0}^{\delta}\left(\frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d \rho}{\rho}+\int_{\delta}^{\infty}\left(\frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d \rho}{\rho} \\
& \leq c_{2}\left(\mathbb{M}(\mu)(x, t) \frac{1}{p^{p-1}} \delta^{\frac{\alpha p}{p-1}}+c_{2}\|\mu\|_{L^{s, \infty}\left(\mathbb{R}^{N+1}\right)}^{\frac{1}{p-1}} \delta^{-\frac{N+2-\alpha s p}{s(p-1)}}\right. \\
& =c_{3}(\mathbb{M}(\mu)(x, t))^{\frac{N+2-\alpha s p}{(p-1)(N+2)}}\|\mu\|_{L^{s, \infty}\left(\mathbb{R}^{N}(\mathbb{N}+1)\right.}^{\left(\frac{\alpha s p}{(N+2)}\right.} .
\end{aligned}
$$

So, for any $\lambda>0$

$$
\left|\left\{\mathbb{W}_{\alpha, p}[\mu]>\lambda\right\}\right| \leq\left|\left\{\mathbb{M}(\mu)>c_{4}| | \mu \|_{L^{s, \infty}\left(\mathbb{R}^{N+1}\right)}^{-\frac{\alpha s p}{N+2,-\alpha p}} \lambda^{\frac{(p-1)(N+2)}{N+2-\alpha s s p}}\right\}\right| .
$$

Hence, since $\mathbb{M}$ is bounded from $\mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N+1}\right)$ to $L^{1, \infty}\left(\mathbb{R}^{N+1}\right)$ and $L^{q}\left(\mathbb{R}^{N+1}\right)\left(L^{q, \infty}\left(\mathbb{R}^{N+1}\right)\right.$ resp. $)$ to itself, we get the result.

### 4.4. ESTIMATES ON POTENTIAL

Remark 4.4.5 Assume that $\alpha p=N+2$ and $R>0$. As above we also have for any $\varepsilon>0$ $\mathbb{W}_{\alpha, p}^{R}[\mu](x, t) \leq C_{1, \varepsilon} \max \left\{\left(|\mu|\left(\mathbb{R}^{N+1}\right)\right)^{\frac{1}{p-1}},\left((\mathbb{M}(\mu)(x, t))^{\varepsilon}\left(|\mu|\left(\mathbb{R}^{N+1}\right)\right)^{\frac{\alpha p}{p-1}} R^{\varepsilon \alpha p}\right)^{\frac{1}{\alpha p+\varepsilon(p-1)}}\right\}$ where $C_{1, \varepsilon}=C_{1}(N, \alpha, p, \varepsilon)$.
Therefore, for any $\lambda>C_{\varepsilon}\left(|\mu|\left(\mathbb{R}^{N+1}\right)\right)^{\frac{1}{p-1}}$,

$$
\begin{equation*}
\left|\left\{\mathbb{W}_{\alpha, p}^{R}[\mu]>\lambda\right\}\right| \leq C_{2, \varepsilon}\left(\frac{\left(|\mu|\left(\mathbb{R}^{N+1}\right)\right)^{\frac{1}{p-1}}}{\lambda}\right)^{\frac{\alpha p+\varepsilon(p-1)}{\varepsilon}} R^{\alpha p} \tag{4.4.11}
\end{equation*}
$$

where $C_{2, \varepsilon}=C_{2}(N, \alpha, p, \varepsilon)$. In particular, if $\mu \in \mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N+1}\right)$ then $\mathbb{W}_{\alpha, p}^{R}[\mu] \in L_{\text {loc }}^{s}\left(\mathbb{R}^{N+1}\right)$ for all $s>0$.

Remark 4.4.6 Assume that $p, q>1,0<\alpha p q<N+2$. As in [59, Theorem 3], it is easy to prove that if $w \in A_{\frac{q(N+2-\alpha)}{N+2-\alpha p q}}$, i.e, $0<w \in L_{l o c}^{1}\left(\mathbb{R}^{N+1}\right)$ and for any $\tilde{Q}_{\rho}(y, s) \subset \mathbb{R}^{N+1}$

$$
\sup _{\tilde{Q}_{\rho}(y, s) \subset \mathbb{R}^{N+1}}\left(\left(f_{\tilde{Q}_{\rho}(y, s)} w d x d t\right)\left(f_{\tilde{Q}_{\rho}(y, s)} w^{-\frac{N+2-\alpha p q}{(q-1)(N+2)}} d x d t\right)^{\frac{(q-1)(N+2)}{N+2-\alpha p q}}\right)=C_{1}<\infty
$$

then

$$
\left(\int_{\mathbb{R}^{N+1}}\left(\mathbb{M}_{\alpha p}[|f|]\right)^{\frac{(N+2) q}{N+2-\alpha p q}} w d x d t\right)^{\frac{N+2-\alpha p q}{(N+2) q}} \leq C_{2}\left(\int_{\mathbb{R}^{N+1}}|f|^{q} w^{1-\frac{\alpha p q}{N+2}} d x d t\right)^{\frac{1}{q}}
$$

for some a constant $C_{2}=C_{2}\left(N, \alpha p, q, C_{1}\right)$.
Therefore, from (4.4.5) in Theorem 4.4.2 we get a weighted version of (4.4.10)

$$
\left(\int_{\mathbb{R}^{N+1}}\left(\mathbb{W}_{\alpha, p}[|f|]\right)^{\frac{(N+2)(p-1) q}{N+2-\alpha p q}} w d x d t\right)^{\frac{N+2-\alpha p q}{(N+2) q}} \leq C_{2}\left(\int_{\mathbb{R}^{N+1}}|f|^{p} w^{1-\frac{\alpha p}{N+2}} d x d t\right)^{\frac{1}{p}}
$$

The following another version of (4.4.10) in the Lorentz-Morrey spaces involving calorie.
Proposition 4.4.7 Let $p, q>1$, and $0<\alpha p q<\theta \leq N+2$. There exists a constant $C>0$ such that

$$
\begin{equation*}
\left\|\left(\mathbb{W}_{\alpha, p}[|\mu|]\right)^{p-1}\right\|_{L^{\frac{\theta q}{\theta-\alpha p q} ; \theta}\left(\mathbb{R}^{N+1}\right)} \leq C\|\mu\|_{L^{q ; \theta}\left(\mathbb{R}^{N+1}\right)} \quad \forall \mu \in L^{q ; \theta}\left(\mathbb{R}^{N+1}\right) \tag{4.4.12}
\end{equation*}
$$

Proof. As the proof of Proposition 4.4.4 we have

$$
\mathbb{W}_{\alpha, p}[|\mu|] \leq c_{1}\left(\mathbb{M}_{\theta / q}[|\mu|]\right)^{\frac{\alpha p q}{\theta(p-1)}}(\mathbb{M}[|\mu|])^{\frac{\theta-\alpha p q}{\theta(p-1)}}
$$

Since $\mathbb{M}_{\theta / q}[|\mu|] \leq c_{2}\left(\mathbb{M}_{\theta}\left[|\mu|^{q}\right]\right)^{1 / q}$, above inequality becomes

$$
\begin{equation*}
\mathbb{W}_{\alpha, p}[\mu] \leq c_{3}\left(\mathbb{M}_{\theta}\left[|\mu|^{q}\right]\right)^{\frac{\alpha p}{\theta(p-1)}}(\mathbb{M}[\mu])^{\frac{\theta-\alpha p q}{\theta(p-1)}} \tag{4.4.13}
\end{equation*}
$$

### 4.4. ESTIMATES ON POTENTIAL

Take $\tilde{Q}_{\rho}(y, s) \subset \mathbb{R}^{N+1}$, we have

$$
\left.\begin{array}{rl}
\int_{\tilde{Q}_{\rho}(y, s)}\left(\mathbb{W}_{\alpha, p}[\mu]\right)^{\frac{\theta q(p-1)}{\theta-\alpha p q}} d x d t \leq & c_{4}(
\end{array} \int_{\tilde{Q}_{\rho}(y, s)}\left(\mathbb{W}_{\alpha, p}\left[\chi_{\tilde{Q}_{2 \rho}(y, s)} \mu\right]\right)^{\frac{\theta q(p-1)}{\theta-\alpha p q}} d x d t\right)
$$

Using inequality (4.4.13) and boundless $\mathbb{M}$ from $L^{q}\left(\mathbb{R}^{N+1}\right)$ to itself, yield

$$
\begin{aligned}
A & \leq c_{5} \int_{\mathbb{R}^{N+1}}\left(\mathbb{M}_{\theta}\left[|\mu|^{q}\right]\right]^{\frac{\alpha q}{\theta-\alpha \rho q}}\left(\mathbb{M}\left[\chi_{\tilde{Q}_{2 \rho}(y, s)} \mu\right]\right)^{q} d x d t \\
& \leq c_{6}\|\mu\|_{L^{q ; \theta}\left(\mathbb{R}^{N+1}\right.}^{\frac{\alpha q^{2}}{\theta-\alpha q}} \int_{\chi_{\tilde{Q}_{2 \rho}(y, s)}}|\mu|^{q} d x d t \\
& \leq c_{7}\|\mu\|_{L^{q ; \theta}\left(\mathbb{R}^{N+1}\right)}^{\frac{\theta q}{\theta-\alpha p q}} \rho^{N+2-\theta} .
\end{aligned}
$$

On the other hand, since $|\mu|\left(\tilde{Q}_{r}(x, t)\right) \leq c_{8}\|\mu\|_{L^{q ; \theta}\left(\mathbb{R}^{N+1}\right)} r^{N+2-\frac{\theta}{q}}$ for all $\tilde{Q}_{r}(x, t) \subset \mathbb{R}^{N+1}$,

$$
\begin{aligned}
B & \leq \int_{\tilde{Q}_{\rho}(y, s)}\left(\int_{\rho}^{\infty}\left(\frac{|\mu|\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \frac{d r}{r}\right)^{\frac{\theta q(p-1)}{\theta-\alpha p q}} d x d t \\
& \leq c_{9} \int_{\tilde{Q}_{\rho}(y, s)}\left(\int_{\rho}^{\infty}\left(\|\mu\|_{L^{q ; \theta}\left(\mathbb{R}^{N+1}\right)^{-\frac{\theta}{q}}} r^{-\frac{\theta}{q}+\alpha}\right)^{\frac{1}{p-1}} \frac{d r}{r}\right)^{\frac{\theta q(p-1)}{\theta-\alpha p q}} d x d t \\
& \leq c_{10}\|\mu\|_{L^{q ; \theta}\left(\underline{\theta}\left(\mathbb{R}^{N+1}\right)\right.}^{\theta-\alpha q} \rho^{N+2-\theta} .
\end{aligned}
$$

Therefore,

$$
\int_{\tilde{Q}_{\rho}(y, s)}\left(\mathbb{W}_{\alpha, p}[\mu]\right)^{\frac{\theta q(p-1)}{\theta-\alpha p q}} d x d t \leq c_{11}\|\mu\|_{L^{q ; \theta}\left(\mathbb{R}^{N+1}\right)}^{\frac{\theta q}{\theta-\alpha p q}} \rho^{N+2-\theta},
$$

which follows (4.4.12).
In the next result we state a series of equivalent norms concerning potentials $\mathbb{I}_{\alpha}[\mu], \mathbb{I}_{\alpha}^{R}[\mu], \mathcal{H}_{\alpha}[\mu], \mathcal{G}_{\alpha}[\mu]$.
Proposition 4.4.8 Let $q>1,0<\alpha<N+2$ and $R>0$. There exist constants $C_{1}=$ $C_{1}(N, \alpha, q)$ and $C_{2}=C_{2}(N, \alpha, q, R)$ such that the following statements hold
a. for any $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$

$$
\begin{align*}
& C_{1}^{-1}\left\|\mathbb{I}_{\alpha}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq\left\|\mathcal{H}_{\alpha}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq C_{1}\left\|\mathbb{I}_{\alpha}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \quad \text { and }  \tag{4.4.14}\\
& C_{1}^{-1}\left\|\mathbb{I}_{\alpha}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq\left\|\mathcal{H}_{\alpha}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq C_{1}\left\|\mathbb{I}_{\alpha}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} . \tag{4.4.15}
\end{align*}
$$

b. for any $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$

$$
\begin{align*}
& C_{2}^{-1} \mid \mathbb{I}_{\alpha}^{R}[\mu]\left\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq\right\| \mathcal{G}_{\alpha}[\mu]\left\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq C_{2}\right\| \mathbb{I}_{\alpha}^{R}[\mu] \|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \quad \text { and }  \tag{4.4.16}\\
& C_{2}^{-1}\left\|\mathbb{I}_{\alpha}^{R}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq\left\|\mathcal{G}_{\alpha}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq C_{2}\left\|\mathbb{I}_{\alpha}^{R}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} . \tag{4.4.17}
\end{align*}
$$

### 4.4. ESTIMATES ON POTENTIAL

where $\stackrel{\vee}{\mathcal{H}}_{\alpha}[\mu]$ is the backward parabolic Riesz potential, defined by

$$
\stackrel{\vee}{\mathcal{H}}{ }_{\alpha}[\mu](x, t)=\left(\stackrel{\vee}{\mathcal{H}}{ }_{\alpha} * \mu\right)(x, t)=\int_{\mathbb{R}^{N+1}} \mathcal{H}_{\alpha}(x-y, s-t) d \mu(y, s),
$$

and $\stackrel{\vee}{\mathcal{G}}{ }_{\alpha}[\mu]$ is the backward parabolic Bessel potential :

$$
\stackrel{\vee}{\mathcal{G}}_{\alpha}[\mu](x, t)=\left(\stackrel{\vee}{\mathcal{G}}_{\alpha} * \mu\right)(x, t)=\int_{\mathbb{R}^{N+1}} \mathcal{G}_{\alpha}(y-x, s-t) d \mu(y, s)
$$

Proof. a. We have :

$$
\frac{c_{1}^{-1}}{t^{\frac{N+2-\alpha}{2}}} \chi_{t>0} \chi_{|x| \leq 2 \sqrt{t}} \leq \mathcal{H}_{\alpha}(x, t) \leq \frac{c_{1}}{\max \{|x|, \sqrt{2|t|}\}^{N+2-\alpha}}
$$

which implies

$$
c_{2}^{-1} \int_{0}^{\infty} \frac{\chi_{B_{r}(0) \times\left(\frac{r^{2}}{4}, r^{2}\right)}(x, t)}{r^{N+2-\alpha}} \frac{d r}{r} \leq \mathcal{H}_{\alpha}(x, t) \leq c_{2} \int_{0}^{\infty} \frac{\chi_{\tilde{Q}_{r}(0,0)}(x, t)}{r^{N+2-\alpha}} \frac{d r}{r}
$$

Thus,

$$
\begin{equation*}
c_{2}^{-1} \int_{0}^{\infty} \frac{\mu\left(B(x, r) \times\left(t-r^{2}, t-\frac{r^{2}}{4}\right)\right)}{r^{N+2-\alpha}} \frac{d r}{r} \leq \mathcal{H}_{\alpha}[\mu](x, t) \leq c_{2} \mathbb{I}_{\alpha}[\mu](x, t) \tag{4.4.18}
\end{equation*}
$$

Thanks to Theorem 4.4.2 we will finish the proof of (4.4.14) when we show that

$$
\int_{\mathbb{R}}\left(\int_{0}^{\infty} \frac{\mu\left(B(x, r) \times\left(t-r^{2}, t-\frac{r^{2}}{4}\right)\right)}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{q} d t \geq c_{3} \int_{\mathbb{R}} \int_{0}^{+\infty}\left(\frac{\mu\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha}}\right)^{q} \frac{d r}{r} d t
$$

Indeed, we have for $r_{k}=\left(\frac{2}{\sqrt{3}}\right)^{-k}$,

$$
\begin{aligned}
& \left(\int_{0}^{\infty} \frac{\mu\left(B(x, r) \times\left(t-r^{2}, t-r^{2} / 4\right)\right)}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{q} \\
& \quad \geq c_{4}\left(\sum_{k=-\infty}^{\infty} \frac{\mu\left(B\left(x, r_{k}\right) \times\left(t-r_{k}^{2}, t-\frac{1}{3} r_{k}^{2}\right)\right)}{r_{k}^{N+2-\alpha}}\right)^{q} \\
& \quad \geq c_{4} \sum_{k=-\infty}^{\infty}\left(\frac{\mu\left(B\left(x, r_{k}\right) \times\left(t-r_{k}^{2}, t-\frac{1}{3} r_{k}^{2}\right)\right)}{r_{k}^{N+2-\alpha}}\right)^{q}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \int_{\mathbb{R}}\left(\int_{0}^{\infty} \frac{\mu\left(B(x, r) \times\left(t-r^{2}, t-\frac{1}{4} r^{2}\right)\right)}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{q} d t \\
& \quad \geq c_{4} \sum_{k=-\infty}^{\infty} \int_{\mathbb{R}}\left(\frac{\mu\left(B\left(x, r_{k}\right) \times\left(t-r_{k}^{2}, t-\frac{1}{3} r_{k}^{2}\right)\right)}{r_{k}^{N+2-\alpha}}\right)^{q} d t \\
& \quad=c_{4} \sum_{k=-\infty}^{\infty} \int_{\mathbb{R}}\left(\frac{\mu\left(B\left(x, r_{k}\right) \times\left(t-\frac{1}{3} r_{k}^{2}, t+\frac{1}{3} r_{k}^{2}\right)\right)}{r_{k}^{N+2-\alpha}}\right)^{q} d t \\
& \quad \geq c_{5} \int_{\mathbb{R}} \int_{0}^{+\infty}\left(\frac{\mu\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha}}\right)^{q} \frac{d r}{r} d t .
\end{aligned}
$$

Similarly, we also can prove (4.4.15).
b. Obviously

$$
\begin{aligned}
& \frac{c_{6}^{-1} \exp \left(-4 R^{2}\right)}{t^{\frac{N+2-\alpha}{2}}} \chi_{0<t<4 R^{2}} \chi_{|x| \leq 2 \sqrt{t}} \leq \mathcal{G}_{\alpha}(x, t) \\
& \quad \leq \frac{c_{6}}{\max \{|x|, \sqrt{2|t|}\}^{N+2-\alpha}} \chi_{\tilde{Q}_{R / 2}(0,0)}(x, t)+\frac{c_{6}}{R^{N+2-\alpha}} \exp (-\max \{|x|, \sqrt{2|t|}\}) .
\end{aligned}
$$

Thus, we can assert that

$$
\begin{aligned}
& c_{7}(R) \int_{0}^{2 R} \frac{\chi_{B_{r}(0) \times\left(\frac{r^{2}}{4}, r^{2}\right)}(x, t)}{r^{N+2-\alpha}} \frac{d r}{r} \leq \mathcal{G}_{\alpha}(x, t) \leq c_{8} \int_{0}^{R} \frac{\chi_{\tilde{Q}_{r}(0,0)}(x, t)}{r^{N+2-\alpha}} \frac{d r}{r} \\
& \quad+c_{9}(R) \int_{\mathbb{R}^{N+1}} \exp (-\max \{|y|, \sqrt{2|s|}\}) \chi_{\tilde{Q}_{R / 2}(0,0)}(x-y, t-s) d y d s .
\end{aligned}
$$

Immediately, we get

$$
\begin{equation*}
c_{7}(R) \int_{0}^{2 R} \frac{\mu\left(B(x, r) \times\left(t-r^{2}, t-\frac{r^{2}}{4}\right)\right)}{r^{N+2-\alpha}} \frac{d r}{r} \leq \mathcal{G}_{\alpha}[\mu](x, t) \leq c_{8} \mathbb{I}_{\alpha}^{R}[\mu](x, t)+c_{9}(R) F(x, t), \tag{4.4.19}
\end{equation*}
$$

where $F(x, t)=\int_{\mathbb{R}^{N+1}} \exp (-\max \{|y|, \sqrt{2|s|}\}) \mu\left(\tilde{Q}_{R / 2}(x-y, t-s)\right) d y d s$.
As above, we can show that

$$
\int_{0}^{\infty}\left(\int_{0}^{2 R} \frac{\mu\left(B(x, r) \times\left(t-r^{2}, t-\frac{r^{2}}{4}\right)\right)}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{q} d t \geq c_{10} \int_{0}^{\infty} \int_{0}^{R}\left(\frac{\mu\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha}}\right)^{q} \frac{d r}{r}
$$

Thus, thanks to Theorem 4.4.2 we get the left-hand side inequality of (4.4.16).
To show the right-hand side of (4.4.16), we use $\mu\left(\tilde{Q}_{R / 2}(x-y, t-s)\right) \leq c_{10} R^{-(N+2-\alpha)} \mathbb{I}_{\alpha}^{R}[\mu](x-$ $y, t-s$ ) and Young inequality

$$
\begin{aligned}
& \left\|\mathcal{G}_{\alpha}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq c_{8}\left\|\mathbb{I}_{\alpha}^{R}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)}+c_{9}(R)\|F\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \\
& \quad \leq c_{8}\left\|\mathbb{I}_{\alpha}^{R}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)}+c_{11}(R)\left\|\mathbb{I}_{\alpha}^{R}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \int_{\mathbb{R}^{N+1}} \exp (-\max \{|x|, \sqrt{2|t|\}}) d x d t \\
& \quad=c_{12}(R)\left\|\mathbb{I}_{\alpha}^{R}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} .
\end{aligned}
$$

### 4.4. ESTIMATES ON POTENTIAL

Similarly, we also can prove (4.4.17). This completes the proof of the Proposition.
Remark 4.4.9 Assume that $0<\alpha<N+2$. From (4.4.8) in Proposition 4.4.4 and $\left\|\mathcal{G}_{\alpha}[\mu]\right\|_{L^{1}\left(\mathbb{R}^{N+1}\right)} \leq c_{1} \mu\left(\mathbb{R}^{N+1}\right)$ we deduce that for $1 \leq s<\frac{N+2}{N+2-\alpha}$

$$
\left\|\mathcal{G}_{\alpha}[\mu]\right\|_{L^{s}\left(\mathbb{R}^{N+1}\right)} \leq c_{2} \mu\left(\mathbb{R}^{N+1}\right) \quad \forall \mu \in \mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N+1}\right)
$$

Next, we introduce the following kernel :

$$
E_{\alpha}^{R}(x, t)=\max \{|x|, \sqrt{2|t|}\}^{-(N+2-\alpha)} \chi_{\tilde{Q}_{R}(0,0)}(x, t)
$$

where $0<\alpha<N+2$ and $0<R \leq \infty$. We denote $E_{\alpha}^{\infty}$ by $E_{\alpha}$. It is easy to see that $E_{\alpha} * \mu=(N+2-\alpha) \mathbb{I}_{\alpha}[\mu]$ and $\left\|E_{\alpha}^{R} * \mu\right\|_{L^{s}\left(\mathbb{R}^{N+1}\right)}$ is equivalent to $\left\|\mathbb{I}_{\alpha}^{R}[\mu]\right\|_{L^{s}\left(\mathbb{R}^{N+1}\right)}$ for every $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ where $1 \leq s<\infty$.
We obtain equivalences of capacities $\operatorname{Cap}_{E_{\alpha}, p}, \operatorname{Cap}_{E_{\alpha}^{R}, p}, \operatorname{Cap}_{\mathcal{H}_{\alpha}, p}$ and $\operatorname{Cap}_{\mathcal{G}_{\alpha}, p}$.
Corollary 4.4.10 Let $p>1,1<\alpha<N+2$ and $R>0$. There exist constants $C_{1}=$ $C_{1}(N, \alpha, p)$ and $C_{2}=C_{2}(N, \alpha, p, R)$ such that the following statements hold
a. for any compact $E \subset \mathbb{R}^{N+1}$

$$
\begin{equation*}
C_{1}^{-1} \operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(E) \leq \operatorname{Cap}_{E_{\alpha}, p}(E) \leq C_{1} \operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(E) \tag{4.4.20}
\end{equation*}
$$

b. for any compact $E \subset \mathbb{R}^{N+1}$

$$
\begin{equation*}
C_{2}^{-1} \operatorname{Cap}_{\mathcal{G}_{\alpha, p}}(E) \leq \operatorname{Cap}_{E_{\alpha}^{R}, p}(E) \leq C_{2} \operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(E) \tag{4.4.21}
\end{equation*}
$$

c. for any compact $E \subset \mathbb{R}^{N+1}$

$$
\begin{equation*}
\operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(E) \leq \operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(E) \leq C_{1}\left(\operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(E)+\left(\operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(E)\right)^{\frac{N+2}{N+2-\alpha p}}\right) \tag{4.4.22}
\end{equation*}
$$

provided $1<\alpha p<N+2$.
Proof. By [2, Chapter 2], we have

$$
\begin{aligned}
& \operatorname{Cap}_{E_{\alpha}, p}(E)^{1 / p}=\sup \left\{\mu(E): \mu \in \mathfrak{M}^{+}(E),\left\|E_{\alpha} * \mu\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\}, \\
& \operatorname{Cap}_{E_{\alpha}^{R}, p}(E)^{1 / p}=\sup \left\{\mu(E): \mu \in \mathfrak{M}^{+}(E),\left\|E_{\alpha}^{R} * \mu\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\}, \\
& \operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(E)^{1 / p}=\sup \left\{\mu(E): \mu \in \mathfrak{M}^{+}(E),\left\|\mathcal{H}_{\alpha}[\mu]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\} \quad \text { and } \\
& \operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(E)^{1 / p}=\sup \left\{\mu(E): \mu \in \mathfrak{M}^{+}(E),\left\|\vee \mathcal{G}_{\alpha}[\mu]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\} .
\end{aligned}
$$

Thanks to (4.4.15), (4.4.17) in Proposition 4.4.8 and $\mathbb{I}_{\alpha}[\mu]=E_{\alpha} * \mu$ and $\left\|E_{\alpha}^{R} * \mu\right\|_{L^{s}\left(\mathbb{R}^{N+1}\right)}$ is equivalent to $\left\|\mathbb{I}_{\alpha}^{R}[\mu]\right\|_{L^{s}\left(\mathbb{R}^{N+1}\right)}$, we get (4.4.20) and (4.4.21).
Since $\mathcal{G}_{\alpha} \leq \mathcal{H}_{\alpha}$, thus $\operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(E) \leq \operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(E)$ for any compact $E \subset \mathbb{R}^{N+1}$. Put $\operatorname{Cap}_{E_{\alpha}, p}(E)=$ $a>0$. We need to prove that

$$
\begin{equation*}
\operatorname{Cap}_{E_{\alpha}^{1}, p}(E) \leq c_{1}\left(a+a^{\frac{N+2}{N+2-\alpha p}}\right) . \tag{4.4.23}
\end{equation*}
$$

We will follow a proof of Yu.V. Netrusov in [2, Chapter 5]. First, we can find $f \in L_{+}^{p}\left(\mathbb{R}^{N+1}\right)$ such that $\|f\|_{L^{p}\left(\mathbb{R}^{N+1}\right)} \leq 2 a$ and $E_{\alpha} * f \geq \chi_{E}$. Set $F_{\alpha}=E_{\alpha}-E_{\alpha}^{1}$, we have $c_{2} F_{\alpha} \leq E_{\alpha}^{1} * F_{\alpha}$ for some $c_{1}>0$. Thus, $E \subset\left\{E_{\alpha}^{1} * f \geq 1 / 2\right\} \cup\left\{E_{\alpha}^{1} *\left(F_{\alpha} * f\right) \geq c_{2} / 2\right\}$.
Since $\left\|E_{\alpha}^{1}\right\|_{L^{1}\left(\mathbb{R}^{N+1}\right)}<\infty$, for $c_{3}=c_{2}\left(4\left\|E_{\alpha}^{1}\right\|_{L^{1}\left(\mathbb{R}^{N+1}\right)}\right)^{-1}$

$$
E_{\alpha}^{1} *\left(F_{\alpha} * f\right) \leq c_{2} / 4+E_{\alpha}^{1} * g \text { with } g=\chi_{F_{\alpha} * f \geq c_{3}} F_{\alpha} * f
$$

which follows $E \subset\left\{E_{\alpha}^{1} * f \geq 1 / 2\right\} \cup\left\{E_{\alpha}^{1} * g \geq c_{2} / 4\right\}$.
Using the subadditivity of capacity, we have

$$
\begin{aligned}
\operatorname{Cap}_{E_{\alpha}^{1}, p}(E) & \leq \operatorname{Cap}_{E_{\alpha}^{1}, p}\left(\left\{E_{\alpha}^{1} * f \geq 1 / 2\right\}\right)+\operatorname{Cap}_{E_{\alpha}^{1}, p}\left(\left\{E_{\alpha}^{1} * g \geq c_{1} / 4\right\}\right) \\
& \leq 2^{p}\|f\|_{L^{p}\left(\mathbb{R}^{N+1}\right)}^{p}+\left(4 / c_{1}\right)^{p}\|g\|_{L^{p}\left(\mathbb{R}^{N+1}\right)}^{p} \\
& \leq 2^{p}\|f\|_{L^{p}\left(\mathbb{R}^{N+1}\right)}^{p}+\left(4 / c_{1}\right)^{p} c_{3}^{p *-p}\left\|E_{\alpha} * f\right\|_{L^{p *}\left(\mathbb{R}^{N+1}\right)}^{p *}, \text { with } p *=\frac{(N+2) p}{N+2-\alpha p} .
\end{aligned}
$$

On the other hand, from (4.4.10) in Proposition 4.4.4 we have

$$
\left\|E_{\alpha} * f\right\|_{L^{p *}\left(\mathbb{R}^{N+1}\right)} \leq c_{4}\|f\|_{L^{p}\left(\mathbb{R}^{N+1}\right)}
$$

Hence, we get (4.4.23).

Remark 4.4.11 Since $\mathcal{G}_{\alpha} \in L^{1}\left(\mathbb{R}^{N+1}\right)$,

$$
\int_{\mathbb{R}^{N+1}}\left(\mathcal{G}_{\alpha} * f\right)^{p} d x d t \leq\left\|\mathcal{G}_{\alpha}\right\|_{L^{1}\left(\mathbb{R}^{N+1}\right)}^{p} \int_{\mathbb{R}^{N+1}} f^{p} d x d t \quad \forall f \in L_{+}^{p}\left(\mathbb{R}^{N+1}\right)
$$

Thus, for any Borel set $E \subset \mathbb{R}^{N+1}$

$$
\begin{equation*}
\operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(E) \geq C|E| \text { with } C=\left\|\mathcal{G}_{\alpha}\right\|_{L^{1}\left(\mathbb{R}^{N+1}\right)}^{-p} . \tag{4.4.24}
\end{equation*}
$$

Remark 4.4.12 It is well-known that $\mathcal{H}_{2}$ is the fundamental solution of the heat operator $\frac{\partial}{\partial t}-\Delta$. In [31], R. Gariepy and W. P. Ziemer introduced the following capacity :

$$
C_{\mathcal{H}_{2}}(K)=\sup \left\{\mu(K): \mu \in \mathfrak{M}^{+}(K), \mathcal{H}_{2}[\mu] \leq 1\right\},
$$

whenever $K \subset \mathbb{R}^{N+1}$ is compact. Thanks to [2, Theorem 2.5.5], we obtain

$$
\operatorname{Cap}_{\mathcal{H}_{1}, 2}(K)=C_{\mathcal{H}_{2}}(K) .
$$

Remark 4.4.13 For any Borel set $E \subset \mathbb{R}^{N}$, then we always have $\operatorname{Cap}_{\mathcal{G}_{1}, 2}(E \times\{t=0\})=0$ In fact,
$\operatorname{Cap}_{E_{1}^{1}, 2}\left(B_{1}(0) \times\{t=0\}\right)=\sup \left\{\omega\left(B_{1}(0)\right): \omega \in \mathfrak{M}^{+}\left(B_{1}(0)\right),\left\|E_{1}^{1} *\left(\omega \otimes \delta_{0}\right)\right\|_{L^{2}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\}$.
Since $\left\|E_{1}^{1} *\left(\omega \otimes \delta_{0}\right)\right\|_{L^{2}\left(\mathbb{R}^{N+1}\right)}=\infty$ if $\omega \neq 0$, thus $\operatorname{Cap}_{\mathcal{G}_{1}, 2}\left(B_{1}(0) \times\{t=0\}\right)=\operatorname{Cap}_{E_{1}^{1}, 2}\left(B_{1}(0) \times\right.$ $\{t=0\})=0$. In particular, Cap $\mathcal{G}_{\mathcal{G}_{1}, 2}$ is not absolutely continuous with respect to capacity $C_{1,2}(., \Omega \times(a, b))$. This capacity will be defined in next section.

### 4.4. ESTIMATES ON POTENTIAL

Remark 4.4.14 Let $p>1$ and $\alpha>0$. Case $\alpha p \geq p+1$, we always have $\left\|\mathcal{H}_{\alpha}[\mu]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N}\right)}=$ $\infty$ for any $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right) \backslash\{0\}$ which implies $\operatorname{Cap}_{\mathcal{H}_{\alpha}, p}\left(\tilde{Q}_{1}(0,0)\right)=0$. If $0<\alpha p<N+2$, $\operatorname{Cap}_{\mathcal{H}_{\alpha}, p}\left(\tilde{Q}_{\rho}(0,0)\right)=c \rho^{N+2-\alpha p}$ for some constant c. From (4.4.22) in Corollary 4.4.10 we get $\operatorname{Cap}_{\mathcal{G}_{\alpha}, p}\left(\tilde{Q}_{\rho}(0,0)\right) \approx \rho^{N+2-\alpha p}$ for $0<\rho<1$ if $\alpha p<N+2$. Since $\left\|\mathcal{G}_{\alpha}\left[\delta_{(0,0)}\right]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)}<$ $\infty$ thus $\operatorname{Cap}_{\mathcal{G}_{\alpha}, p}((0,0))>0$ if $\alpha p>N+2$.
If $\alpha p=N+2, \operatorname{Cap}_{\mathcal{G}_{\alpha}, p}\left(\tilde{Q}_{\rho}(0,0)\right) \approx(\log (1 / \rho))^{1-p}$ for any $0<\rho<1 / 2$. In fact, we can prove that $\left\|\mathbb{I}_{\alpha}^{1 / 2}[\mu]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N}\right)} \leq c_{1}$ for any $d \mu(x, t)=(\log (1 / \rho))^{-1 / p^{\prime}} \rho^{-N-2} \chi_{\tilde{Q}_{\rho}(0,0)} d x d t$ it follows $\operatorname{Cap} p_{\mathcal{G}_{\alpha}, p}\left(\tilde{Q}_{\rho}(0,0)\right) \geq c_{2}(\log (1 / \rho))^{1-p}$. Moreover, for $\mu \in \mathfrak{M}^{+}\left(\tilde{Q}_{\rho}\right)$, if $\left\|\mathbb{I}_{\alpha}^{3}[\mu]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)}^{p^{\prime}} \leq 1$,

$$
\begin{aligned}
1 & \geq \int_{\tilde{Q}_{1}(0,0) \backslash \tilde{Q}_{\rho}(0,0)}\left(\int_{2 \max \left\{|x|,|2 t|^{1 / 2}\right\}}^{3} \frac{\mu\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{p^{\prime}} d x d t \\
& \geq \int_{\tilde{Q}_{1}(0,0) \backslash \tilde{Q}_{\rho}(0,0)}\left(\int_{2 \max \left\{|x|,|2 t|^{1 / 2}\right\}}^{3} \frac{1}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{p^{\prime}} d x d t \mu\left(\tilde{Q}_{\rho}(0,0)\right)^{p^{\prime}} \\
& \geq c_{3} \log (1 / \rho) \mu\left(\tilde{Q}_{\rho}(0,0)\right)^{p^{\prime}} .
\end{aligned}
$$

So $\operatorname{Cap}_{\mathcal{G}_{\alpha}, p}\left(\tilde{Q}_{\rho}(0,0)\right) \leq c_{4} \mu\left(\tilde{Q}_{\rho}(0,0)\right)^{p} \leq c_{5}(\log (1 / \rho))^{1-p}$.
Definition 4.4.15 The parabolic Bessel potential $\mathcal{L}_{\alpha}^{p}\left(\mathbb{R}^{N+1}\right)$, $\alpha>0$ and $p>1$ is defined by

$$
\begin{equation*}
\mathcal{L}_{\alpha}^{p}\left(\mathbb{R}^{N+1}\right)=\left\{f: f=\mathcal{G}_{\alpha} * g, g \in L^{p}\left(\mathbb{R}^{N+1}\right)\right\} \tag{4.4.25}
\end{equation*}
$$

with the norm $\|f\|_{\mathcal{L}_{\alpha}^{p}\left(\mathbb{R}^{N+1}\right.}:=\|g\|_{L^{p}\left(\mathbb{R}^{N+1}\right.}$. We denote its dual space by $\left(\mathcal{L}_{\alpha}^{p}\left(\mathbb{R}^{N+1}\right)\right)^{*}$.
Definition 4.4.16 For $k$ a positive integer, the Sobolev space $W_{p}^{2 k, k}\left(\mathbb{R}^{N+1}\right)$ is defined by

$$
W_{p}^{2 k, k}\left(\mathbb{R}^{N+1}\right)=\left\{\varphi: \frac{\partial^{i_{1}+\ldots+i_{N}+i} \varphi}{\partial x_{1}^{1} \ldots \partial x_{N}^{i_{N}} \partial t^{i}} \in L^{p}\left(\mathbb{R}^{N+1}\right) \text { for any } i_{1}+\ldots+i_{N}+2 i \leq 2 k\right\}
$$

with the norm

$$
\|\varphi\|_{W_{p}^{2 k, k}\left(\mathbb{R}^{N+1}\right)}=\sum_{i_{1}+\ldots+i_{N}+2 i \leq 2 k}\left\|\frac{\partial^{i_{1}+\ldots+i_{N}+i} \varphi}{\partial x_{1}^{i_{1} \ldots} . \ldots x_{N}^{i_{N}^{N}} \partial t^{i}}\right\|_{L^{p}\left(\mathbb{R}^{N+1}\right)} .
$$

We denote its dual space by $\left(W_{p}^{2 k, k}\left(\mathbb{R}^{N+1}\right)\right)^{*}$. We also define a corresponding capacity on compact set $E \subset \mathbb{R}^{N+1}$,

$$
C a p_{2 k, k, p}(E)=\inf \left\{\|\varphi\|_{W_{p}^{2 k, k}\left(\mathbb{R}^{N+1}\right)}^{p}: \varphi \in S\left(\mathbb{R}^{N+1}\right), \varphi \geq 1 \text { in a neighborhood of } E\right\}
$$

Let us recall Richard J. Bagby's result, proved in [4].
Theorem 4.4.17 Let $p>1$ and $k$ be a positive integer. Then, there exists a constant $C$ depending on $N, k, p$ such that for any $u \in \mathcal{L}_{2 k}^{p}\left(\mathbb{R}^{N+1}\right)$,

$$
C^{-1}\|u\|_{W_{p}^{2 k, k}\left(\mathbb{R}^{N+1}\right)} \leq\|u\|_{\mathcal{L}_{2 k}^{p}\left(\mathbb{R}^{N+1}\right)} \leq C\|u\|_{W_{p}^{2 k, k}\left(\mathbb{R}^{N+1}\right)}
$$

### 4.4. ESTIMATES ON POTENTIAL

Above Theorem gives the assertion of equivalence of capacity $\mathrm{Cap}_{2 k, k, p}, \mathrm{Cap}_{\mathcal{G}_{2_{k}, p}}$.
Corollary 4.4.18 Let $p>1$ and $k$ be a positive integer. There exists a constant $C$ depending on $N, k, p$ such that for any compact set $E \subset \mathbb{R}^{N+1}$

$$
\begin{equation*}
C^{-1} \operatorname{Cap}_{2 k, k, p}(E) \leq \operatorname{Cap}_{\mathcal{G}_{2 k}, p}(E) \leq \operatorname{CCap}_{2 k, k, p}(E) . \tag{4.4.26}
\end{equation*}
$$

Next result provides some relations of Riesz, Bessel parabolic potential and Riesz, Bessel potential.

Proposition 4.4.19 Let $q>1$ and $\frac{2}{q^{\prime}}<\alpha<N+\frac{2}{q^{\prime}}$. There exists a constant $C$ depending on $N, q, \alpha$ such that for any $\omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$

$$
\begin{align*}
& C^{-1}\left\|\left\lvert\, \mathbf{I}_{\alpha-\frac{2}{q^{\prime}}}[\omega]\right.\right\|_{L^{q}\left(\mathbb{R}^{N}\right)} \\
& \quad \leq\left\|\mathcal{H}_{\alpha}\left[\omega \otimes \delta_{\{t=0\}}\right]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)},\| \|_{\mathcal{H}}\left[\omega \otimes \delta_{\{t=0\}}\right]\left\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq C\right\| \mathbf{I}_{\alpha-\frac{2}{q^{\prime}}}[\omega] \|_{L^{q}\left(\mathbb{R}^{N}\right)} \tag{4.4.27}
\end{align*}
$$

and

$$
\begin{align*}
& C^{-1}\left\|\mathbf{G}_{\alpha-\frac{2}{q^{q}}}[\omega]\right\|_{L^{q}\left(\mathbb{R}^{N}\right)} \\
& \quad \leq\left\|\mathcal{G}_{\alpha}\left[\omega \otimes \delta_{\{t=0\}}\right]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)},\left\|\mathcal{G}_{\alpha}\left[\omega \otimes \delta_{\{t=0\}}\right]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq C\left\|\mathbf{G}_{\alpha-\frac{2}{q^{\prime}}}[\omega]\right\|_{L^{q}\left(\mathbb{R}^{N}\right)} \tag{4.4.28}
\end{align*}
$$

where $\delta_{\{t=0\}}$ is the Dirac mass in time at 0 .
Proof. We have
$\mathbb{I}_{\alpha}\left[\omega \otimes \delta_{\{t=0\}}\right](x, t)=\int_{\sqrt{2|t|}}^{\infty} \frac{\omega(B(x, r))}{r^{N+2-\alpha}} \frac{d r}{r}, \mathbb{I}_{\alpha}^{1}\left[\omega \otimes \delta_{\{t=0\}}\right](x, t)=\int_{\min \{1, \sqrt{2|t|\}}}^{1} \frac{\omega(B(x, r))}{r^{N+2-\alpha}} \frac{d r}{r}$.
By [16, Theorem 2.3 ] and Proposition 4.4.8, thus it is enough to show that
$c_{1}^{-1} \int_{0}^{\infty}\left(\frac{\omega(B(x, r))}{r^{N+2-\alpha-2 / q}}\right)^{q} \frac{d r}{r} \leq \int_{\mathbb{R}}\left(\int_{\sqrt{2|t|}}^{\infty} \frac{\omega(B(x, r))}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{q} d t \leq c_{1} \int_{0}^{\infty}\left(\frac{\omega(B(x, r))}{r^{N+2-\alpha-2 / q}}\right)^{q} \frac{d r}{r}$,
and

$$
\begin{align*}
& c_{1}^{-1} \int_{0}^{1 / 2}\left(\frac{\omega(B(x, r))}{r^{N+2-\alpha-2 / q}}\right)^{q} \frac{d r}{r} \\
& \quad \leq \int_{\mathbb{R}}\left(\int_{\min \{1, \sqrt{2|t|}\}}^{1} \frac{\omega(B(x, r))}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{q} d t \leq c_{1} \int_{0}^{1}\left(\frac{\omega(B(x, r))}{r^{N+2-\alpha-2 / q}}\right)^{q} \frac{d r}{r} \tag{4.4.30}
\end{align*}
$$

Indeed, by changing of variables

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(\int_{\sqrt{2|t|}}^{\infty} \frac{\omega(B(x, r))}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{q} d t=2 \int_{0}^{\infty} t\left(\int_{t}^{\infty} \frac{\omega(B(x, r))}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{q} d t . \tag{4.4.31}
\end{equation*}
$$

### 4.4. ESTIMATES ON POTENTIAL

Using Hardy's inequality, we have

$$
\int_{0}^{\infty} t\left(\int_{t}^{\infty} \frac{\omega(B(x, r))}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{q} d t \leq c_{2} \int_{0}^{\infty} r\left(\frac{\omega(B(x, r))}{r^{N+2-\alpha}}\right)^{q} d r
$$

and using the fact that

$$
\int_{t}^{\infty} \frac{\omega(B(x, r))}{r^{N+2-\alpha}} \frac{d r}{r} \geq c_{3} \frac{\omega(B(x, r))}{r^{N+2-\alpha}}
$$

we get

$$
\int_{0}^{\infty} t\left(\int_{t}^{\infty} \frac{\omega(B(x, r))}{r^{N+2-\alpha}} \frac{d r}{r}\right)^{q} d t \geq c_{3} \int_{0}^{\infty} r\left(\frac{\omega(B(x, r))}{r^{N+2-\alpha}}\right)^{q} d r
$$

Thus, we get (4.4.29). Likewise, we also obtain (4.4.30).
We have comparisons of $\operatorname{Cap}_{\mathcal{H}_{\alpha}, p}, \operatorname{Cap}_{\mathcal{G}_{\alpha}, p}, \operatorname{Cap}_{\mathbf{I}_{\alpha-\frac{2}{p}}, p}, \operatorname{Cap}_{\mathbf{G}_{\alpha-\frac{2}{p}}, p}$.
Corollary 4.4.20 Let $p>1$ and $\frac{2}{p}<\alpha<N+\frac{2}{p}$. There exists a constant $C$ depending on $N, q, \alpha$ such that for any compact $K \subset \mathbb{R}^{N}$

$$
\begin{equation*}
C^{-1} C a p_{\mathbf{I}_{\alpha-\frac{2}{p}}, p}(K) \leq C a p_{\mathcal{H}}^{\alpha, p},(K \times\{0\}) \leq C C a p_{\mathbf{I}_{\alpha-\frac{2}{p}}, p}(K) \tag{4.4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
C^{-1} \operatorname{Cap}_{\mathbf{G}_{\alpha-\frac{2}{p}}, p}(K) \leq \operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(K \times\{0\}) \leq C \operatorname{Cap}_{\mathbf{G}_{\alpha-\frac{2}{p}}, p}(K) \tag{4.4.33}
\end{equation*}
$$

Proof. By [2, Chapter 2], we have

$$
\begin{aligned}
\operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(K \times\{0\})^{1 / p} & =\sup \left\{\mu(K \times\{0\}): \mu \in \mathfrak{M}^{+}(K \times\{0\}),\left\|\mathcal{H}_{\alpha}[\mu]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\} \\
& =\sup \left\{\omega(K): \omega \in \mathfrak{M}^{+}(K),\left\|\mathcal{H}_{\alpha}\left[\omega \otimes \delta_{\{t=0\}}\right]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\}
\end{aligned}
$$

$$
\operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(K \times\{0\})^{1 / p}=\sup \left\{\omega(K): \omega \in \mathfrak{M}^{+}(K),\left\|\stackrel{\vee}{\mathcal{G}_{\alpha}}\left[\omega \otimes \delta_{0}\right]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\}
$$

$$
\operatorname{Cap}_{\mathbf{I}_{\alpha-\frac{2}{p}}, p}(K)^{1 / p}=\sup \left\{\omega(K): \omega \in \mathfrak{M}^{+}(K),\left\|\mathbf{I}_{\alpha-\frac{2}{p}}[\omega]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\}
$$

$$
\operatorname{Cap}_{\mathbf{G}_{\alpha-\frac{2}{p}}, p}(K)^{1 / p}=\sup \left\{\omega(K): \omega \in \mathfrak{M}^{+}(K),\left\|\mathbf{G}_{\alpha-\frac{2}{p}}[\omega]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\}
$$

Therefore, thanks to Proposition (4.4.19) we get the results.

Corollary 4.4.21 Let $p>1$ and $k$ be a positive integer such that $2 k<N+2 / p$. There exists a constant $C$ depending on $N, k, p$ such that for any compact set $K \subset \mathbb{R}^{N}$

$$
\begin{equation*}
C^{-1} \operatorname{Cap}_{\mathbf{G}_{2 k-\frac{2}{p}}, p}(K) \leq C a p_{2 k, k, p}(K \times\{0\}) \leq C C a p_{\mathbf{G}_{2 k-\frac{2}{p}}, p}(K) \tag{4.4.34}
\end{equation*}
$$

We also have comparisons of $\operatorname{Cap}_{\mathcal{G}_{\alpha}, p}, \operatorname{Cap}_{\mathbf{G}_{\alpha}, p}$.

Proposition 4.4.22 Let $0<\alpha<N, p>1$. For $a>0$ there exists a constant $C$ depending on $N, \alpha, p, a$ such that for any compact $K \subset \mathbb{R}^{N}$,

$$
C^{-1} \operatorname{Cap}_{\mathbf{G}_{\alpha, p}}(K) \leq \operatorname{Cap}_{\mathcal{G}_{\alpha, p}}(K \times[-a, a]) \leq C C a p_{\mathbf{G}_{\alpha}, p}(K) .
$$

Proof. By [2], we have

$$
\operatorname{Cap}_{\mathbf{I}_{\alpha}^{\sqrt{a}}, p}(K) \leq c_{1} \operatorname{Cap}_{\mathbf{G}_{\alpha}, p}(K),
$$

for some $c_{1}=c_{1}(N, \alpha, p, a)>0$. So, we can find $f \in L_{+}^{p}\left(\mathbb{R}^{N}\right)$ such that $\mathbf{I}_{\alpha}^{\frac{\sqrt{a}}{2}} * f \geq \chi_{K}$ and

$$
\int_{\mathbb{R}^{N}}|f|^{p} d x \leq 2 c_{1} \operatorname{Cap}_{\mathbf{G}_{\alpha}, p}(K) .
$$

Note that $\left(E_{\alpha}^{\sqrt{a}} * \tilde{f}\right)(x, t) \geq c_{2}\left(\mathbf{I}_{\alpha}^{\frac{\sqrt{a}}{2}} * f\right)(x, t)$ for all $(x, t) \in \mathbb{R}^{N} \times[-a, a]$ where $\tilde{f}(x, t)=$ $f(x) \chi_{[-2 a, 2 a]}(t)$ and constant $c_{2}=c_{2}(N, \alpha, p)$. So,

$$
\begin{aligned}
\operatorname{Cap}_{E_{\alpha}^{\sqrt{a}}, p}(K \times[-a, a]) & \leq c_{2}^{-p} \int_{\mathbb{R}^{N+1}}|\tilde{f}|^{p} d x d t \\
& =4 c_{2}^{-p} a \int_{\mathbb{R}^{N}}|f|^{p} d x
\end{aligned}
$$

By Corollary 4.4.10, there is $c_{1}=c_{1}(N, \alpha, p, a)>0$ such that

$$
\operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(K \times[-a, a]) \leq c_{1} \operatorname{Cap}_{E_{\alpha}^{\sqrt{a}}, p}(K \times[-a, a])
$$

Thus, we get

$$
\operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(K \times[-a, a]) \leq c_{3} \operatorname{Cap}_{\mathbf{G}_{\alpha}, p}(K),
$$

for some $c_{3}=c_{3}(N, \alpha, p, a)$.
Finally, we prove other one. It is easy to see that

$$
\left\|\mathbb{I}_{\alpha}^{\sqrt{\frac{\pi}{2}}}\left[\omega \otimes \chi_{[-a, a]}\right]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq c_{4}\left\|\mathbf{I}_{\alpha}^{\sqrt{\frac{a}{2}}}[\omega]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N}\right)} \forall \omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)
$$

for some $c_{4}=c_{4}(N, \alpha, p)$, which implies

$$
\left\|\mathcal{G}_{\alpha}\left[\omega \otimes \chi_{[-a, a]}\right]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq c_{5}\left\|\mathbf{G}_{\alpha}[\omega]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N}\right)} \quad \forall \omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)
$$

for some $c_{4}=c_{4}(N, \alpha, p, a)$.
It follows,

$$
\operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(K \times[-a, a]) \geq c_{6} \operatorname{Cap}_{\mathbf{G}_{\alpha}, p}(K),
$$

for some $c_{6}=c_{6}(N, \alpha, p, a)$.

The following proposition is useful for proving that many operators of classical analysis are bounded in the space the space of functions $f$ such that

$$
\int_{K}|f|^{p} d x d t \leq C \operatorname{Cap}(K)
$$

for every compact set $K \subset \mathbb{R}^{N+1},(1<p<\infty)$, if they are bounded in $L^{q}\left(\mathbb{R}^{N+1}, d w\right)$ with $w \in A_{\infty}$.

Proposition 4.4.23 Let $0<R \leq \infty, 1<p \leq \alpha^{-1}(N+2), 0<\delta<\alpha$ and $f, g \in$ $L_{l o c}^{1}\left(\mathbb{R}^{N+1}\right)$. Suppose that

1. There exists a positive constant $C_{1}$ such that

$$
\begin{equation*}
\int_{K}|f| d x d t \leq C_{1} C a p_{E_{\alpha}^{R, s}, p}(K) \text { for any compact sets } K \subset \mathbb{R}^{N+1} \tag{4.4.35}
\end{equation*}
$$

2. For all weights $w \in A_{1}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N+1}}|g| w d x d t \leq C_{2} \int_{\mathbb{R}^{N+1}}|f| w d x d t, \tag{4.4.36}
\end{equation*}
$$

where the constant $C_{2}$ depends only on $N$ and $[w]_{A_{1}}$.
Then,

$$
\begin{equation*}
\int_{K}|g| d x d t \leq C_{3} C a p_{E_{\alpha}^{R, \delta}, p}(K) \text { for any compact set } K \subset \mathbb{R}^{N+1} \text {, } \tag{4.4.37}
\end{equation*}
$$

where the constant $C_{3}$ depends only on $N, \alpha, p, \delta$ and $C_{1}, C_{2}$.
The capacity is mentioned in the Proposition (4.4.23), that is ( $\left.E_{\alpha}^{R, \delta}, p\right)$-capacity defined by

$$
\operatorname{Cap}_{E_{\alpha}^{R, \delta}, p}(E)=\inf \left\{\int_{\mathbb{R}^{N+1}}|f|^{p} d x d t: f \in L_{+}^{p}\left(\mathbb{R}^{N+1}\right), E_{\alpha}^{R, \delta} * f \geq \chi_{E}\right\}
$$

for all measurable sets $E \subset \mathbb{R}^{N+1}$, where $0<R \leq \infty, 0<\delta<\alpha<N+2$,

$$
E_{\alpha}^{R, \delta}(x, t)=\max \{|x|, \sqrt{2|t|}\}^{-(N+2-\alpha)} \min \left\{1,\left(\frac{\max \{|x|, \sqrt{2|t|}\}}{R}\right)^{-\delta}\right\} .
$$

Remark 4.4.24 For $0<\alpha q<N+2$, the inequality (4.4.10) in Proposition 4.4.4 implies

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{N+1}}\left(E_{\alpha}^{R, \delta} * f\right)^{\frac{q(N+2)}{N+2-\alpha q}} d x d t\right)^{1-\frac{\alpha q}{N+2}} \leq C \int_{\mathbb{R}^{N+1}} f^{q} d x d t \quad \forall f \in L^{q}\left(\mathbb{R}^{N+1}\right), f \geq 0 . \tag{4.4.38}
\end{equation*}
$$

Hence, we get the isoperimetric inequality :

$$
\begin{equation*}
|E|^{1-\frac{\alpha p}{N+2}} \leq C C a p_{E_{\alpha}^{R, s}, p}(E), \tag{4.4.39}
\end{equation*}
$$

for all measurable sets $E \subset \mathbb{R}^{N+1}$.

Also, we recall that a positive function $w \in L_{l o c}^{1}\left(\mathbb{R}^{N+1}\right)$ is called an $A_{1}$ weight, if the quality

$$
[w]_{A_{1}}:=\sup \left(\left(f_{Q} w d y d s\right) \underset{(x, t) \in Q}{\operatorname{ess} \sup } \frac{1}{w(x, t)}\right)<\infty
$$

### 4.4. ESTIMATES ON POTENTIAL

where the supremum is taken over all cylinder $Q=\tilde{Q}_{R}(x, t) \subset \mathbb{R}^{N+1}$. The constant $[w]_{A_{1}}$ is called the $A_{1}$ constant of $w$.

To prove the Proposition (4.4.23), we need to introduce the $(R, \delta)$-Wolff parabolic potential,

$$
\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](x, t)=\int_{0}^{\infty}\left(\frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho} \text { for any }(x, t) \in \mathbb{R}^{N+1},
$$

where $p>1,0<\alpha p \leq N+2,0<\delta<\alpha p^{\prime}$ and $R \in(0, \infty]$ and $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$.
It is easy to see that

$$
\begin{equation*}
\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](x, t) \leq C \sup _{(y, s) \in \operatorname{supp} \mu} \mathbb{W}_{\alpha, p}^{R, \delta}[\mu](y, s) . \tag{4.4.40}
\end{equation*}
$$

for some a constant $C=C(N, \alpha, p, \delta)>0$.
Remark 4.4.25 We easily verify that the Theorem 4.4.1 also holds for $\mathbb{W}_{\alpha, p}^{R, \delta, R_{1}}[\mu]$ and $\mathbb{M}_{\alpha p}^{R, \delta, R_{1}}[\mu]$ :
$\mathbb{W}_{\alpha, p}^{R, \delta, R_{1}}[\mu](x, t)=\int_{0}^{R_{1}}\left(\frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho}$,
$\mathbb{M}_{\alpha, p}^{R, \delta /(p-1), R_{1}}[\mu](x, t)=\sup _{0<\rho<R_{1}}\left(\frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha p}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta(p-1)}\right\}\right) \quad$ for any $(x, t) \in \mathbb{R}^{N+1}$,
where $0<\delta<\alpha p^{\prime}, 1<p<\alpha^{-1}(N+2)$ and $R_{1}>R>0$. This means, for $w \in A_{\infty}, \mu \in$ $\mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$, there exist constants $C_{1}, C_{2}>0$ and $\varepsilon_{0} \in(0,1)$ depending on $N, \alpha, p, \delta,[w]_{A_{\infty}}$ such that for any $\lambda>0$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$

$$
\begin{equation*}
w\left(\left\{\mathbb{W}_{\alpha, p}^{R, \delta, R_{1}}[\mu]>a \lambda,\left(\mathbb{M}_{\alpha p}^{R, \delta(p-1), R_{1}}[\mu]\right)^{\frac{1}{p-1}} \leq \varepsilon \lambda\right\}\right) \leq C_{1} \exp \left(-C_{2} \varepsilon^{-1}\right) w\left(\left\{\mathbb{W}_{\alpha, p}^{R, \delta, R_{1}}[\mu]>\lambda\right\}\right), \tag{4.4.41}
\end{equation*}
$$

where $a=2+3^{\frac{N+2-\alpha p+\delta(p-1)}{p-1}}$.
Therefore, for $q>p-1$

$$
\left\|\mathbb{W}_{\alpha, p}^{R, \delta, R_{1}}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}, d w\right)} \leq C_{3}\left\|\left(\mathbb{M}_{\alpha p}^{R, \delta(p-1), R_{1}}[\mu]\right)^{\frac{1}{p-1}}\right\|_{L^{q}\left(\mathbb{R}^{N+1}, d w\right)},
$$

where $C_{3}=C_{3}(N, \alpha, p, \delta, q)$. Letting $R_{1} \rightarrow \infty$, we get

$$
\begin{equation*}
\left\|\mathbb{W}_{\alpha, p}^{R, \delta}[\mu]\right\|_{L^{q}\left(\mathbb{R}^{N+1}, d w\right)} \leq C_{3}\left\|\left(\mathbb{M}_{\alpha p}^{R, \delta(p-1)}[\mu]\right)^{\frac{1}{p-1}}\right\|_{L^{q}\left(\mathbb{R}^{N+1}, d w\right)}, \tag{4.4.42}
\end{equation*}
$$

where $\mathbb{M}_{\alpha p}^{R, \delta(p-1)}[\mu]:=\mathbb{M}_{\alpha p}^{R, \delta(p-1), \infty}[\mu]$.
We will need the following three Lemmas to prove the Proposition (4.4.23).
Lemma 4.4.26 Let $0<p \leq \alpha^{-1}(N+2)$ and $0<\beta<\frac{(N+2)(p-1)}{N+2-\alpha p+\delta(p-1)}$. There exists a constant $c$ depending on $\delta$ such that for each $\tilde{Q}_{r}=\tilde{Q}_{r}(x, t)$

$$
\begin{equation*}
f_{\tilde{Q}_{r}}\left(\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](y, s)\right)^{\beta} d y d s \leq c\left(\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](x, t)\right)^{\beta} . \tag{4.4.43}
\end{equation*}
$$

Proof. We set

$$
\begin{aligned}
& U_{\alpha, p}^{r}[\mu](y, s)=\int_{r}^{\infty}\left(\frac{|\mu|\left(\tilde{Q}_{\rho}(y, s)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho} \text { and } \\
& L_{\alpha, p}^{r}[\mu](y, s)=\int_{0}^{r}\left(\frac{\mu\left(\tilde{Q}_{\rho}(y, s)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho} .
\end{aligned}
$$

Thus,

$$
f_{\tilde{Q}_{r}}\left(\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](y, s)\right)^{\delta} d y d s \leq c_{1} f_{\tilde{Q}_{r}}\left(U_{\alpha, p}^{r}[\mu](y, s)\right)^{\delta} d y d s+c_{1} f_{\tilde{Q}_{r}}\left(L_{\alpha, p}^{r}[\mu](y, s)\right)^{\delta} d y d s
$$

Since for each $(y, s) \in \tilde{Q}_{r}$ and $\rho \geq r$ we have $\tilde{Q}_{\rho}(y, s) \subset \tilde{Q}_{2 \rho}(x, t)$, thus for each $(y, s) \in \tilde{Q}_{r}$,

$$
\begin{aligned}
U_{\alpha, p}^{r}[\mu](y, s) & \leq \int_{r}^{\infty}\left(\frac{\mu\left(\tilde{Q}_{2 \rho}(x, t)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}}\left(\max \left\{1, \frac{\rho}{R}\right\}\right)^{-\delta} \frac{d \rho}{\rho} \\
& \leq c_{2} \mathbb{W}_{\alpha, p}^{R, \delta}[\mu](x, t),
\end{aligned}
$$

which implies

$$
f_{\tilde{Q}_{r}}\left(U_{\alpha, p}^{r}[\mu](y, s)\right)^{\delta} d y d s \leq c_{2}\left(\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](x, t)\right)^{\delta} .
$$

Since for each $(y, s) \in \tilde{Q}_{r}$ and $\rho \leq r$ we have $\tilde{Q}_{\rho}(y, s) \subset \tilde{Q}_{2 r}(x, t)$ thus, $L_{\alpha, p}^{r}[\mu]=$ $L_{\alpha, p}^{r}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right] \leq \mathbb{W}_{\alpha, p}^{R, \delta}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right]$ in $\tilde{Q}_{r}(x, t)$. We now consider two cases.
Case 1:r $r$. We have for $a>0$,

$$
\begin{aligned}
f_{\tilde{Q}_{r}}\left(L_{\alpha, p}^{r}[\mu](y, s)\right)^{\beta} d y d s & \leq f_{\tilde{Q}_{r}}\left(\mathbb{W}_{\alpha, p}^{r}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right](y, s)\right)^{\beta} d y d s \\
& =\frac{1}{\left|\tilde{Q}_{r}\right|} \beta \int_{0}^{\infty} \lambda^{\beta-1}\left|\left\{\mathbb{W}_{\alpha, p}^{r}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right]>\lambda\right\} \cap \tilde{Q}_{r}\right| d \lambda \\
& \leq a^{\beta}+c_{2} r^{-N-2} \int_{a}^{\infty} \lambda^{\beta-1}\left|\left\{\mathbb{W}_{\alpha, p}^{r}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right]>\lambda\right\}\right| d \lambda .
\end{aligned}
$$

If $\alpha p=N+2$, we use (4.4.11) in Remark 4.4.5 with $\varepsilon=\frac{\alpha p}{\beta}$ and take $a=\left(\mu\left(\tilde{Q}_{2 r}(x, t)\right)\right)^{\frac{1}{p-1}}$

$$
\begin{aligned}
f_{\tilde{Q}_{r}}\left(L_{\alpha, p}^{r}[\mu](y, s)\right)^{\beta} d y d s & \leq a^{\beta}+c_{3} r^{-N-2} \int_{a}^{\infty} \lambda^{\beta-1}\left(\frac{\left(\mu\left(\tilde{Q}_{2 r}(x, t)\right)\right)^{\frac{1}{p-1}}}{\lambda}\right)^{\frac{\alpha p+\varepsilon(p-1)}{\varepsilon}} r^{\alpha p} d \lambda \\
& \leq c_{4}\left(\mu\left(\tilde{Q}_{2 r}(x, t)\right)\right)^{\frac{\beta}{p-1}} \\
& \leq c_{5}\left(\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](x, t)\right)^{\beta} .
\end{aligned}
$$

If $\alpha p<N+2$, we use (4.4.8) in Proposition 4.4.4 and take $a=\mu\left(\tilde{Q}_{2 r}(x, t)\right)^{\frac{1}{p-1}} r^{-\frac{N+2-\alpha p}{p-1}}$, we get

$$
\begin{aligned}
f_{\tilde{Q}_{r}}\left(L_{\alpha, p}^{r}[\mu](y, s)\right)^{\beta} d y d s & \leq c_{6}\left(\mu\left(\tilde{Q}_{2 r}(x, t)\right)^{\frac{1}{p-1}} r^{-\frac{N+2-\alpha p}{p-1}}\right)^{\beta} \\
& \leq c_{7}\left(\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](x, t)\right)^{\beta} .
\end{aligned}
$$

Case $2: r \geq R$. As above case, we have

$$
f_{\tilde{Q}_{r}}\left(\mathbb{W}_{\alpha-\frac{\delta}{p^{\prime}}, p}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right](y, s)\right)^{\beta} d y d s \leq c_{6}\left(\mu\left(\tilde{Q}_{2 r}(x, t)\right)^{\frac{1}{p-1}} r^{-\frac{N+2-\alpha p+\delta(p-1)}{p-1}}\right)^{\beta} .
$$

Since $\mathbb{W}_{\alpha, p}^{R, \delta}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right] \leq R^{\delta} \mathbb{W}_{\alpha-\frac{\delta}{p^{r}}, p}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right]$, thus

$$
\begin{aligned}
f_{\tilde{Q}_{r}}\left(L_{\alpha, p}^{r}[\mu](y, s)\right)^{\beta} d y d s & \leq c_{6}\left(\mu\left(\tilde{Q}_{2 r}(x, t)\right)^{\frac{1}{p-1}} r^{-\frac{N+2-\alpha p+\delta(p-1)}{p-1}} R^{\delta}\right)^{\beta} \\
& \leq c_{5}\left(\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](x, t)\right)^{\beta} .
\end{aligned}
$$

Therefore, we get (4.4.43). The proof completes.
Remark 4.4.27 It is easy to see that the inequality (4.4.43) does not true for $\mathbb{W}_{\alpha, p}^{R}\left[\delta_{(0,0)}\right]$ where $\delta_{(0,0)}$ is the Dirac mass at $(x, t)=(0,0)$.

Remark 4.4.28 From Lemma (4.4.26), we have, if there exists $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$ such that $\mathbb{W}_{\alpha, p}^{R, \delta}[\mu]\left(x_{0}, t_{0}\right)<\infty$ then $\mathbb{W}_{\alpha, p}^{R, \delta}[\mu] \in L_{\text {loc }}^{\beta}\left(\mathbb{R}^{N+1}\right)$ for any $0<\beta<\frac{(N+2)(p-1)}{N+2-\alpha p+\delta(p-1)}$.

Lemma 4.4.29 Let $R \in(0, \infty], 1<p \leq \alpha^{-1}(N+2)$ and $0<\delta<\alpha p^{\prime}$. Assume that $\alpha p<N+2$ if $R=\infty$. Then, for any compact set $K \subset \mathbb{R}^{N+1}$ there exists a $\mu \in \mathfrak{M}^{+}(K)$, called a capacitary measure of $K$ such that

$$
C_{1}^{-1} \operatorname{Cap}_{E_{\alpha}^{R, \delta / p^{\prime}}{ }_{, p}(K) \leq \mu(K) \leq C_{1} \operatorname{Cap}_{E_{\alpha}^{R, \delta / p^{\prime}}, p}(K) .{ }^{2}(K)}
$$

and $\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](x, t) \geq C_{2}$ a.e in $K$ and $\mathbb{W}_{\alpha, p}^{R, \delta}[\mu] \leq C_{3}$ a.e in $\mathbb{R}^{N+1}$ for some constants $C_{i}=C_{i}(N, \alpha, p), i=1,2,3$.

Proof. We consider a measure $\nu$ on $M=\mathbb{R}^{N+1} \times \mathbb{Z}$ as follows

$$
\nu=m \otimes \sum_{n=-\infty}^{\infty} \delta_{n},
$$

where $m$ is Lebesgue measure, and $\delta_{n}$ denotes unit mass at $n$. Thus, $f \in L^{p}(M, d \nu)$, means $f=\left\{f_{n}\right\}_{-\infty}^{\infty}$, with

$$
\|f\|_{L^{p}(M, d \nu)}^{p}=\sum_{n=-\infty}^{\infty}\left\|f_{n}\right\|_{L^{p}\left(\mathbb{R}^{N+1}\right)}^{p} .
$$

Let $n_{R} \in \mathbb{Z} \cup\{+\infty\}$ such that $2^{-n_{R}} \leq R<2^{-n_{R}+1}$ if $R<+\infty$ and $n_{R}-\infty$ if $R=+\infty$. We define a kernel $\mathbb{P}_{\alpha}$ in $\mathbb{R}^{N+1} \times M=\mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \times \mathbb{Z}$ by

$$
\mathbb{P}_{\alpha}\left(x, t, x^{\prime}, t^{\prime}, n\right)=\min \left\{1,2^{\left(n-n_{R}\right) \delta / p^{\prime}}\right\} 2^{n(N+2-\alpha)} \chi_{\tilde{Q}_{2-n}}\left(x-x^{\prime}, t-t^{\prime}\right) .
$$

If $f$ is $\nu$-measurable and nonnegative and $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$, the corresponding potentials $\mathcal{P}_{\alpha} f, \stackrel{\vee}{\mathcal{P}}_{\alpha} \mu$ and $V_{\mathbb{P}_{\alpha}, p}^{\mu}$ are everywhere well defined and given by

$$
\begin{aligned}
&\left(\mathcal{P}_{\alpha} f\right)(x, t)=\int_{M} \mathbb{P}_{\alpha}\left(x, t, x^{\prime}, t^{\prime}, n\right) f\left(x^{\prime}, t^{\prime}, n\right) d \nu\left(x^{\prime}, t^{\prime}, n\right) \\
&= \sum_{n=-\infty}^{\infty} \min \left\{1,2^{\left(n-n_{R}\right) \delta / p^{\prime}}\right\} 2^{n(N+2-\alpha)}\left(\chi_{\tilde{Q}_{2-n}} * f_{n}\right)(x, t), \\
&(\stackrel{\mathcal{P}}{\alpha} \mu)\left(x^{\prime}, t^{\prime}, n\right)=\int_{\mathbb{R}^{N+1}} \mathbb{P}_{\alpha}\left(x, t, x^{\prime}, t^{\prime}, n\right) d \mu(x, t) \\
& \quad=\min \left\{1,2^{\left(n-n_{R}\right) \delta / p^{\prime}}\right\} 2^{n(N+2-\alpha)}\left(\chi_{\tilde{Q}_{2-n}} * \mu\right)\left(x^{\prime}, t^{\prime}\right), \\
& V_{P_{\alpha}, p}^{\mu}(x, t)=\left(\mathcal{P}_{\alpha}\left(\stackrel{\mathcal{P}}{\alpha}^{\vee} \mu\right)^{p^{\prime}-1}\right)(x, t) \\
&= \sum_{n=-\infty}^{\infty} \min \left\{1,2^{\left(n-n_{R}\right) \delta}\right\} 2^{n p^{\prime}(N+2-\alpha)}\left(\chi_{\tilde{Q}_{2-n}} *\left(\chi_{\tilde{Q}_{2-n}} * \mu\right)^{p^{\prime}-1}\right)(x, t),
\end{aligned}
$$

for any $\left(x, t, x^{\prime}, t^{\prime}, n\right) \in \mathbb{R}^{N+1} \times M$.
Since for all $(x, t) \in \mathbb{R}^{N+1}$,

$$
\begin{aligned}
\left|\tilde{Q}_{1}\right| 2^{-(n+1)(N+2)}\left(\mu\left(\tilde{Q}_{2^{-n-1}}(x, t)\right)\right)^{p^{\prime}-1} & \leq\left(\chi_{\tilde{Q}_{2^{-n}}} *\left(\chi_{\tilde{Q}_{2^{-n}}} * \mu\right)^{p^{\prime}-1}\right)(x, t) \\
& \leq\left|\tilde{Q}_{1}\right| 2^{-n(N+2)}\left(\mu\left(\tilde{Q}_{2^{-n+1}}(x, t)\right)\right)^{p^{\prime}-1}
\end{aligned}
$$

thus,

$$
\begin{equation*}
c_{1}^{-1} V_{\mathbb{P}_{\alpha}, p}^{\mu} \leq \mathbb{W}_{\alpha, p}^{R, \delta}[\mu] \leq c_{1} V_{\mathbb{P}_{\alpha}, p}^{\mu}, \tag{4.4.44}
\end{equation*}
$$

for some a positive constant $c_{1}$.
We now define the $L^{p}$-capacity with $1<p<\infty$

$$
\operatorname{Cap}_{\mathbb{P}_{\alpha}, p}(E)=\inf \left\{\|f\|_{L^{p}(M, d \nu)}^{p}: f \in L_{+}^{p}(M, d \nu), \mathcal{P}_{\alpha} f \geq \chi_{E}\right\}
$$

for any Borel set $E \subset \mathbb{R}^{N+1}$. By [2, Theorem 2.5.1], for any compact set $K \subset \mathbb{R}^{N+1}$

$$
\operatorname{Cap}_{\mathbb{P}_{\alpha}, p}(K)^{1 / p}=\sup \left\{\mu(K): \mu \in \mathfrak{M}^{+}(K),\|\stackrel{\vee}{\mathcal{P}} \mu\|_{L^{p^{\prime}}(M, d \nu)} \leq 1\right\} .
$$

By [2, Theorem 2.5.6], for any compact set $K$ in $\mathbb{R}^{N+1}$, there exists $\mu \in \mathfrak{M}^{+}(K)$, called a capacitary measure for $K$, such that $V_{\mathbb{P}_{\alpha}, p}^{\mu} \geq 1$ Cap $_{\mathbb{P}_{\alpha}, p}-$ q.e. in $K, V_{P_{\alpha}, p}^{\mu} \leq 1$ a.e in $\operatorname{supp}(\mu)$ and $\mu(K)=\operatorname{Cap}_{\mathbb{P}_{\alpha}, p}(K)$. Thanks to (4.4.44) and (4.4.40), we have $\mathbb{W}_{\alpha, p}^{R, \delta}[\mu] \geq c_{1}^{-1}$ Cap $_{\mathbb{P}_{\alpha}, p}$ - q.e. in $K, \mathbb{W}_{\alpha, p}^{R, \delta}[\mu] \leq c_{2}$ a.e in $\mathbb{R}^{N+1}$ and $\mu(K)=\operatorname{Cap}_{\mathbb{P}_{\alpha}, p}(K)$.
On the other hand,

$$
\begin{aligned}
\|\stackrel{\vee}{\mathcal{P}} \alpha\| \|_{L^{p^{\prime}}(M, d \nu)}^{p^{\prime}} & =\sum_{n=-\infty}^{\infty}\left\|\min \left\{1,2^{\left(n-n_{R}\right) \delta / p^{\prime}}\right\} 2^{n(N+2-\alpha)} \chi_{\tilde{Q}_{2-n}} * \mu\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)}^{p^{\prime}} \\
& =\sum_{n=-\infty}^{\infty} \min \left\{1,2^{\left(n-n_{R}\right) \delta}\right\} 2^{n p^{\prime}(N+2-\alpha)} \int_{\mathbb{R}^{N+1}}\left(\chi_{\tilde{Q}_{2-n}} * \mu\right)^{p^{\prime}} d x d t,
\end{aligned}
$$

### 4.4. ESTIMATES ON POTENTIAL

this quantity is equivalent to

$$
\int_{\mathbb{R}^{N+1}} \int_{0}^{\infty}\left(\frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha}}\right)^{p^{\prime}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho} d x d t .
$$

So, thanks to (4.4.42) in Remark 4.4.25, we obtain

$$
c_{2}^{-1}\left\|E_{\alpha}^{R, \delta / p^{\prime}} * \mu\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)}^{p^{\prime}} \leq\|\stackrel{\mathcal{P}}{\alpha} \mu\|_{L^{p^{\prime}}(M, d \nu)}^{p^{\prime}} \leq c_{2}\left\|E_{\alpha}^{R, \delta / p^{\prime}} * \mu\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)}^{p^{\prime}} .
$$

for $c_{2}=c_{2}(N, p, \alpha, \delta)$. It follows that two capacities $\operatorname{Cap}_{\mathbb{P}_{\alpha}, p}$ and $\operatorname{Cap}_{E_{\alpha}^{R, \delta / p^{\prime}}{ }_{, p}}$ are equivalent. Therefore, we obtain the desired results.

Lemma 4.4.30 Let $R \in(0, \infty], 1<p \leq \alpha^{-1}(N+2)$ and $0<\delta<\alpha p^{\prime}$. Assume that $\alpha p<N+2$ if $R=\infty$. Then there exists $C=C(N, \alpha, p, \delta)$ such that for any $\mu \in \mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N+1}\right)$

$$
\begin{equation*}
\operatorname{Cap}_{E_{\alpha}^{R, \delta / p^{\prime}, p}}\left(\left\{\mathbb{W}_{\alpha, p}^{R, \delta}[\mu]>\lambda\right\}\right) \leq C \lambda^{-p+1} \mu\left(\mathbb{R}^{N+1}\right) \quad \forall \lambda>0 . \tag{4.4.45}
\end{equation*}
$$

In particular, $\mathbb{W}_{\alpha, p}^{R, \delta}[\mu]<\infty \quad$ Cap $E_{\alpha_{\alpha}^{R, \delta / p^{\prime}}, p}$-q.e. in $\mathbb{R}^{N+1}$.
Proof. By Lemma 4.4.29, there is a capacitary measure $\sigma$ for a compact subset $K$ of $\left\{\mathbb{W}_{\alpha, p}^{R, \delta}[\mu]>\lambda\right\}$ such that $\mathbb{W}_{\alpha, p}^{R, \delta}[\sigma](x, t) \leq c_{1}$ on supp $\sigma$ and $\operatorname{Cap}_{E_{\alpha}^{R, \delta / p^{\prime}}{ }^{R}}(K) \approx \sigma(K)$ where $c_{1}=c_{1}(N, \alpha, p, \delta)$.
Set $\mathbb{M}[\mu, \sigma](x, t)=\sup _{\rho>0} \frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\sigma\left(\tilde{Q}_{3 \rho}(x, t)\right)}$ for any $(x, t) \in \operatorname{supp} \sigma$. Then, for any $(x, t) \in \operatorname{supp} \sigma$

$$
\begin{aligned}
\lambda<\mathbb{W}_{\alpha, p}^{R, \delta}[\mu](x, t) & \leq(\mathbb{M}[\mu, \sigma](x, t))^{\frac{1}{p-1}} \int_{0}^{\infty}\left(\frac{\sigma\left(\tilde{Q}_{3 \rho}(x, t)\right)}{\rho^{N+2-\alpha p}}\right)^{\frac{1}{p-1}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho} \\
& \leq c_{2}(\mathbb{M}[\mu, \sigma](x, t))^{\frac{1}{p-1}} .
\end{aligned}
$$

Thus, for any $\lambda>0, \operatorname{supp} \sigma \subset\left\{c_{2}(\mathbb{M}[\mu, \sigma])^{\frac{1}{p-1}}>\lambda\right\}=\left\{\mathbb{M}[\mu, \sigma]>\left(\frac{\lambda}{c_{2}}\right)^{p-1}\right\}$. By Vitali Covering Lemma one can cover supp $\sigma$ with a union of $\tilde{Q}_{3 p_{i}}\left(x_{\tilde{Q}}, t_{i}\right)$ for $i=1, \ldots, m(K)$ so that $\tilde{Q}_{\rho_{i}}\left(x_{i}, t_{i}\right)$ are disjoint and $\sigma\left(\tilde{Q}_{3 \rho_{i}}\left(x_{i}, t_{i}\right)\right)<\left(\lambda / c_{2}\right)^{-p+1} \mu\left(\tilde{Q}_{\rho_{i}}\left(x_{i}, t_{i}\right)\right)$. It follows that

$$
\begin{aligned}
\operatorname{Cap}_{E_{\alpha}^{R}, p}(K) & \leq c_{3} \sum_{i=1}^{m(K)} \sigma\left(\tilde{Q}_{3 \rho_{i}}\left(x_{i}, t_{i}\right)\right) \\
& \leq c_{3} c_{2}^{p-1} \lambda^{-p+1} \sum_{i=1}^{m(K)} \mu\left(\tilde{Q}_{\rho_{i}}\left(x_{i}, t_{i}\right)\right) \\
& \leq c_{3} c_{2}^{p-1} \lambda^{-p+1} \mu\left(\mathbb{R}^{N+1}\right) .
\end{aligned}
$$

So, for all compact subset $K$ of $\left\{\mathbb{W}_{\alpha, p}^{R, \delta}[\mu]>\lambda\right\}$,

$$
\operatorname{Cap}_{E_{\alpha}^{R, \delta / p^{\prime}}, p}(K) \leq c_{1} c_{2}^{p-1} \lambda^{-p+1} \mu\left(\mathbb{R}^{N+1}\right) .
$$

Therefore we obtain (4.4.45).

Remark 4.4.31 Let $0<\delta<\alpha<N+2$ and $\delta \leq 1$. From the following inequality

$$
\begin{aligned}
& \left|\max \left\{\left|x_{1}-z\right|, \sqrt{2\left|t_{1}-s\right|}\right\}^{-N-2+\alpha}-\max \left\{\left|x_{2}-z\right|, \sqrt{2\left|t_{2}-s\right|}\right\}^{-N-2+\alpha}\right| \\
& \leq c_{1}\left(\max \left\{\left|x_{1}-z\right|, \sqrt{2\left|t_{1}-s\right|}\right\}^{-N-2+\alpha-\delta}+\max \left\{\left|x_{2}-z\right|, \sqrt{2\left|t_{2}-s\right|}\right\}^{-N-2+\alpha-\delta}\right) \\
& \quad \times\left(\left|x_{1}-x_{2}\right|+\left|t_{1}-t_{2}\right|^{1 / 2}\right)^{\delta},
\end{aligned}
$$

for all $\left(x_{1}, t_{1}\right),\left(x_{2}, t_{2}\right),(z, s) \in \mathbb{R}^{N+1}$, where $c_{1}$ is a constant depending on $N, \alpha, \delta$. Thus, for $\mu \in \mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N+1}\right)$
$\left|\mathbb{I}_{\alpha}[\mu]\left(x_{1}, t_{1}\right)-\mathbb{I}_{\alpha}[\mu]\left(x_{2}, t_{2}\right)\right| \leq c_{2}\left(\mathbb{I}_{\alpha-\delta}[\mu]\left(x_{1}, t_{1}\right)+\mathbb{I}_{\alpha-\delta}[\mu]\left(x_{2}, t_{2}\right)\right)\left(\left|x_{1}-x_{2}\right|+\left|t_{1}-t_{2}\right|^{1 / 2}\right)^{\delta}$,
for all $\left(x_{1}, t_{1}\right),\left(x_{2}, t_{2}\right) \in \mathbb{R}^{N+1}$ and $c_{2}=c_{1} \frac{N+2-\alpha+\delta}{N+2-\alpha}$.
Consequently, for any $\mu \in \mathfrak{M}_{b}^{+}\left(\mathbb{R}^{N+1}\right), \mathbb{I}_{\alpha}[\mu]$ is $\delta-H o l d e r C a p_{E_{\frac{\alpha-\delta}{2}, 2^{-}}}$quasicontinuous this means, for any $\varepsilon>0$ there exists a Borel set $O_{\varepsilon} \subset \mathbb{R}^{N+1}$ and $c_{\varepsilon}>0$ such that

$$
\left|\mathbb{I}_{\alpha}[\mu]\left(x_{1}, t_{1}\right)-\mathbb{I}_{\alpha}[\mu]\left(x_{2}, t_{2}\right)\right| \leq c_{\varepsilon}\left(\left|x_{1}-x_{2}\right|+\left|t_{1}-t_{2}\right|^{1 / 2}\right)^{\delta} \quad \forall\left(x_{1}, t_{1}\right),\left(x_{2}, t_{2}\right) \in O_{\varepsilon}
$$

and $\operatorname{Cap}_{E_{\frac{\alpha-\delta}{2}}, 2}\left(\mathbb{R}^{N+1} \backslash O_{\varepsilon}\right)<\varepsilon$.
Now we are ready to prove Proposition 4.4.23.
Proof of Proposition 4.4.23. By Lemma 4.4.26, 4.4.29 and 4.4.30, there is the capacitary measure $\mu$ of a compact subset $K \subset \mathbb{R}^{N+1}$ such that $\mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu] \geq c_{1}$ a.e in $K, \mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu] \leq$ $c_{2}$ a.e in $\mathbb{R}^{N+1}$ and $\operatorname{Cap}_{E_{\alpha}^{R, \delta}, p}\left(\left\{\mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu]>\lambda\right\}\right) \leq c_{2} \lambda^{-p+1} C a p_{E_{\alpha}^{R, \delta}, p}(K)$ for all $\lambda>0$, $\left(\mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu]\right)^{\beta} \in A_{1}$ for any $0<\beta<\frac{(N+2)(p-1)}{N+2-\alpha p+\delta p}$. From second assumption we have

$$
\int_{\mathbb{R}^{N+1}}|g|\left(\mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu]\right)^{\beta} d x d t \leq C_{2} \int_{\mathbb{R}^{N+1}}|f|\left(\mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu]\right)^{\beta} d x d t
$$

Thus

$$
\begin{aligned}
\int_{K}|g| d x d t & \leq c_{1}^{-\delta} \int_{\mathbb{R}^{N+1}}|g|\left(\mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu]\right)^{\beta} d x d t \\
& \leq c_{3} \int_{\mathbb{R}^{N+1}}|f|\left(\mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu]\right)^{\beta} d x d t \\
& =c_{3} \beta \int_{0}^{c_{1}} \int_{\mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu]>\lambda}|f| d x d t \lambda^{\beta-1} d \lambda
\end{aligned}
$$

By first assumption we get

$$
\int_{\mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu]>\lambda}|f| d x d t \leq C_{1} \operatorname{Cap}_{E_{\alpha}^{R, \delta}, p}\left(\left\{\mathbb{W}_{\alpha, p}^{R, \delta p^{\prime}}[\mu]>\lambda\right\}\right) \leq c_{4} \lambda^{-p+1} \operatorname{Cap}_{E_{\alpha}^{R, \delta}, p}(K)
$$

Therefore,

$$
\int_{K}|g| d x d t \leq c_{5} \delta \int_{0}^{c_{1}} \lambda^{-p+1} \operatorname{Cap}_{E_{\alpha}^{R, \delta}, p}(K) \lambda^{\delta-1} d \lambda=c_{6} \operatorname{Cap}_{E_{\alpha}^{R, \delta}, p}(K)
$$

since one can choose $\delta>p-1$. This completes the proof of the Proposition.

Definition 4.4.32 Let $s>1, \alpha>0$. We define the space $\mathfrak{M}^{\mathcal{H}_{\alpha}, s}\left(\mathbb{R}^{N+1}\right)\left(\mathfrak{M}^{\mathcal{G}_{\alpha}, s}\left(\mathbb{R}^{N+1}\right)\right.$ resp.) to be the set of all measure $\mu \in \mathfrak{M}\left(\mathbb{R}^{N+1}\right)$ such that

$$
\begin{aligned}
& {[\mu]_{\mathfrak{M}^{\mathcal{H}_{\alpha}, s}\left(\mathbb{R}^{N+1}\right)}:=\sup \left\{|\mu|(K) / \operatorname{Cap}_{\mathcal{H}_{\alpha}, s}(K): \operatorname{Cap}_{\mathcal{H}_{\alpha}, s}(K)>0\right\}<\infty,} \\
& \left([\mu]_{\mathfrak{M}^{\mathcal{G}_{\alpha}, s}\left(\mathbb{R}^{N+1}\right)}:=\sup \left\{|\mu|(K) / \operatorname{Cap}_{\mathcal{G}_{\alpha}, s}(K): \operatorname{Cap}_{\mathcal{G}_{\alpha}, s}(K)>0\right\}<\infty \operatorname{resp} .\right)
\end{aligned}
$$

where the supremum is taken all compact sets $K \subset \mathbb{R}^{N+1}$.
For simplicity, we will write $\mathfrak{M}^{\mathcal{H}_{\alpha}, s}, \mathfrak{M}^{\mathcal{G}_{\alpha}, s}$ to denote $\mathfrak{M}^{\mathcal{H}_{\alpha, s}}\left(\mathbb{R}^{N+1}\right), \mathfrak{M}^{\mathcal{G}_{\alpha}, s}\left(\mathbb{R}^{N+1}\right)$ resp.
We see that if $\alpha s \geq N+2, \mathfrak{M}^{\mathcal{H}_{\alpha}, s}\left(\mathbb{R}^{N+1}\right)=\{0\}$, if $\alpha s<N+2, \mathfrak{M}^{\mathcal{H}_{\alpha}, s}\left(\mathbb{R}^{N+1}\right) \subset$ $\mathfrak{M}^{\mathcal{G}_{\alpha, s}}\left(\mathbb{R}^{N+1}\right)$. On the other hand, $\mathfrak{M}^{\mathcal{G}_{\alpha, s}}\left(\mathbb{R}^{N+1}\right) \supset \mathfrak{M}_{b}\left(\mathbb{R}^{N+1}\right)$ if $\alpha s>N+2$.
We now have the following two remarks :
Remark 4.4.33 For $s>1$, there is $C=C(N, \alpha, s)>0$ such that

$$
\begin{equation*}
[f]_{\mathfrak{M}_{\alpha}, p} \leq C\left[|f|^{s}\right]_{\mathfrak{M}^{\boldsymbol{q}_{\alpha}, p}}^{1 / s} \quad \text { for all function } f . \tag{4.4.46}
\end{equation*}
$$

Indeed, set $a=\left[|f|^{s}\right]_{\mathfrak{M} \mathcal{G}_{\alpha}, p}$, so for any compact set $K$ in $\mathbb{R}^{N+1}$,

$$
\int_{K}|f|^{s} d x d t \leq a C a p_{\mathcal{G}_{\alpha}, p}(K) .
$$

This gives $2 a$ Cap $_{\mathcal{G}_{\alpha}, p}(K) \geq \int_{K}\left(|f|^{s}+c_{1} a\right) d x d t \geq c_{2} a^{1-1 / s} \int_{K}|f| d x d t$, here we used (4.4.24) in Remark 4.4.11 at the first inequality and Holder's inequality at the second one. It follows (4.4.46).

Remark 4.4.34 Assume that $p>1$ and $\frac{2}{p}<\alpha<N+\frac{2}{p}$. Clearly, from Corollary 4.4.20 we assert that for $\omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$

$$
\begin{aligned}
& C_{1}^{-1}[\omega]_{\mathfrak{M}^{\mathrm{I}} \alpha-2 / p, p} \leq\left[\omega \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M}^{\mathcal{H}} \alpha, p} \leq C_{1}[\omega]_{\mathfrak{M}^{\mathrm{I}} \alpha-2 / p, p}, \\
& C_{2}^{-1}[\omega]_{\mathfrak{M}^{\mathbf{G}_{\alpha-2 / p}, p}} \leq\left[\omega \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M}_{\alpha}, p} \leq C_{2}[\omega]_{\mathfrak{M}}^{\mathbf{G}_{\alpha-2 / p}, p},
\end{aligned}
$$

for some $C_{i}=C_{i}(N, p, \alpha), i=1,2$. Where $\mathfrak{M}^{\mathbf{I}_{\alpha-2 / p}, p}:=\mathfrak{M}^{\mathbf{I}_{\alpha-2 / p}, p}\left(\mathbb{R}^{N}\right), \mathfrak{M}^{\mathbf{G}_{\alpha-2 / p}, p}:=$ $\mathfrak{M}^{\mathbf{G}_{\alpha-2 / p}, p}\left(\mathbb{R}^{N}\right)$ and

$$
\begin{aligned}
& {[\omega]_{\mathfrak{M}^{\mathbf{I}-2 / p, p}\left(\mathbb{R}^{N}\right)}:=\sup \left\{\omega(K) / \operatorname{Cap}_{\mathbf{I}_{\alpha-2 / p}, p}(K): \operatorname{Cap}_{\mathbf{I}_{\alpha-2 / p}, p}(K)>0\right\},} \\
& {[\omega]_{\mathfrak{M}^{\prime}} \mathbf{G}_{\alpha-2 / p}{ }^{p}\left(\mathbb{R}^{N}\right)}
\end{aligned}=\sup \left\{\omega(K) / \operatorname{Cap}_{\mathbf{G}_{\alpha-2 / p}, p}(K): \operatorname{Cap}_{\mathbf{G}_{\alpha-2 / p}, p}(K)>0\right\},
$$

where the supremum is taken all compact sets $K \subset \mathbb{R}^{N}$.
Clearly, Theorem 4.4.2 and Proposition 4.4.23 lead to the following result.
Proposition 4.4.35 Let $q>p-1, s>1$ and $0<\alpha p<N+2$. Then the following quantities are equivalent

$$
\left[\left(\mathbb{W}_{\alpha, p}^{R}[\mu]\right)^{q}\right]_{\mathfrak{M}^{\mathcal{H}} \alpha, s}, \quad\left[\left(\mathbb{I}_{\alpha p}^{R}[\mu]\right)^{\frac{q}{p-1}}\right]_{\mathfrak{M}^{\mathcal{H}} \alpha, s} \quad \text { and }\left[\left(\mathbb{M}_{\alpha p}^{R}[\mu]\right)^{\frac{q}{p-1}}\right]_{\mathfrak{M}^{\mathcal{H}_{\alpha, s}}},
$$

for every $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ and $0<R \leq \infty$.

### 4.4. ESTIMATES ON POTENTIAL

In the next result, we present a characterization of the following trace inequality :

$$
\begin{equation*}
\left\|E_{\alpha}^{R, \delta} * f\right\|_{L^{p}\left(\mathbb{R}^{N+1}, d \mu\right)} \leq C_{1}\|f\|_{L^{p}\left(\mathbb{R}^{N+1}\right)} \quad \forall f \in L^{p}\left(\mathbb{R}^{N+1}\right) \tag{4.4.47}
\end{equation*}
$$

Theorem 4.4.36 Let $0<R \leq \infty, 1<p<\alpha^{-1}(N+2), 0<\delta<\alpha$ and $\mu$ be a nonnegative Radon measure on $\mathbb{R}^{N+1}$. Then the following statements are equivalent.

1. The trace inequality (4.4.47) holds.
2. There holds

$$
\begin{equation*}
\left\|E_{\alpha}^{R, \delta} * f\right\|_{L^{p}\left(\mathbb{R}^{N+1}, d \omega\right)} \leq C_{2}\|f\|_{L^{p}\left(\mathbb{R}^{N+1}\right)} \quad \forall f \in L^{p}\left(\mathbb{R}^{N+1}\right) \tag{4.4.48}
\end{equation*}
$$

where $d \omega=\left(\mathbb{I}_{\alpha}^{R, \delta} \mu\right)^{p^{\prime}} d x d t$.
3. There holds

$$
\begin{equation*}
\left\|E_{\alpha}^{R, \delta} * f\right\|_{L^{p, \infty}\left(\mathbb{R}^{N+1}, d \mu\right)} \leq C_{3}\|f\|_{L^{p}\left(\mathbb{R}^{N+1}\right)} \quad \forall f \in L^{p}\left(\mathbb{R}^{N+1}\right) \tag{4.4.49}
\end{equation*}
$$

4. For every compact set $E \subset \mathbb{R}^{N+1}$,

$$
\begin{equation*}
\mu(E) \leq C_{4} C a p_{E_{\alpha}^{R, \delta, p}}(E) \tag{4.4.50}
\end{equation*}
$$

5. $\mathbb{I}_{\alpha}^{R, \delta}[\mu]<\infty$ a.e and

$$
\begin{equation*}
\mathbb{I}_{\alpha}^{R, \delta}\left[\left(\mathbb{I}_{\alpha}^{R, \delta}[\mu]\right)^{p^{\prime}}\right] \leq C_{5} \mathbb{I}_{\alpha}^{R, \delta}[\mu] \quad \text { a.e. } \tag{4.4.51}
\end{equation*}
$$

6. For every compact set $E \subset \mathbb{R}^{N+1}$,

$$
\begin{equation*}
\int_{E}\left(\mathbb{I}_{\alpha}^{R, \delta}[\mu]\right)^{p^{\prime}} d x d t \leq C_{6} C a p_{E_{\alpha}^{R, \delta}, p}(E) \tag{4.4.52}
\end{equation*}
$$

7. For every compact set $E \subset \mathbb{R}^{N+1}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{\alpha}^{R, \delta}\left[\mu \chi_{E}\right]\right)^{p^{\prime}} d x d t \leq C_{7} \mu(E) \tag{4.4.53}
\end{equation*}
$$

8. For every compact set $E \subset \mathbb{R}^{N+1}$,

$$
\begin{equation*}
\int_{E}\left(\mathbb{I}_{\alpha}^{R, \delta}\left[\mu \chi_{E}\right]\right)^{p^{\prime}} d x d t \leq C_{8} \mu(E) \tag{4.4.54}
\end{equation*}
$$

We can find a simple sufficient condition on $\mu$ so that trace inequality (4.4.47) is satisfied from the isoperimetric inequality (4.4.39).
Proof of Theorem 4.4.36. As in [80] we can show that $1 \Leftrightarrow 2 \Leftrightarrow 3 \Leftrightarrow 4 \Leftrightarrow 6 \Leftrightarrow 7$ and $7 \Rightarrow 8,5 \Rightarrow 2$. Thus, it is enough to show that $8 . \Rightarrow 5$. First, we need to show that

$$
\begin{equation*}
\left(\int_{r}^{\infty} \frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N+2-\alpha}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho}\right)^{p^{\prime}-1} \leq c_{1} r^{-\alpha}\left(\min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\}\right)^{-1} \tag{4.4.55}
\end{equation*}
$$

We have for any $(y, s) \in \tilde{Q}_{r}(x, t)$

$$
\begin{aligned}
\mathbb{I}_{\alpha}^{R, \delta}\left[\mu \chi_{\tilde{Q}_{r}(x, t)}\right](y, s) & =\int_{0}^{\infty} \frac{\mu\left(\tilde{Q}_{r}(x, t) \cap \tilde{Q}_{\rho}(y, s)\right)}{\rho^{N+2-\alpha}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho} \\
& \geq \int_{2 r}^{4 r} \frac{\mu\left(\tilde{Q}_{r}(x, t) \cap \tilde{Q}_{\rho}(y, s)\right)}{\rho^{N+2-\alpha}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho} \\
& \geq c_{2} \frac{\mu\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha}} \min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\} .
\end{aligned}
$$

In (4.4.54), we take $E=\tilde{Q}_{r}(x, t)$

$$
\begin{aligned}
c \mu\left(\tilde{Q}_{r}(x, t)\right) & \geq \int_{\tilde{Q}_{r}(x, t)}\left(\mathbb{I}_{\alpha}\left[\mu \chi_{\tilde{Q}_{r}(x, t)}\right]\right)^{p^{\prime}} \\
& \geq c_{2}^{p^{\prime}}\left(\frac{\mu\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha}} \min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\}\right)^{p^{\prime}}\left|\tilde{Q}_{r}(x, t)\right| .
\end{aligned}
$$

So $\mu\left(\tilde{Q}_{r}(x, t)\right) \leq c_{3} r^{N+2-\alpha p}\left(\min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\}\right)^{-p}$ which implies (4.4.55).
Next we set

$$
\begin{aligned}
L_{r}[\mu](x, t) & =\int_{r}^{+\infty} \frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho} \\
U_{r}[\mu](x, t) & =\int_{0}^{r} \frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho}
\end{aligned}
$$

and

$$
d \omega=\left(I_{\alpha} \mu\right)^{p^{\prime}} d x d t, \quad d \sigma_{1, r}=\left(L_{r}[\mu]\right)^{p^{\prime}} d x d t, \quad d \sigma_{2, r}=\left(U_{r}[\mu]\right)^{p^{\prime}} d x d t .
$$

We have $d \omega \leq 2^{p^{\prime}-1}\left(d \sigma_{1, r}+d \sigma_{2, r}\right)$. To prove (4.4.51) we need to show that

$$
\begin{align*}
& \int_{0}^{\infty} \frac{\sigma_{1, r}\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha}} \min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\} \frac{d r}{r} \leq c_{4} \mathbb{I}_{\alpha}^{R, \delta}[\mu](x, t),  \tag{4.4.56}\\
& \int_{0}^{\infty} \frac{\sigma_{2, r}\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha}} \min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\} \frac{d r}{r} \leq c_{5} \mathbb{I}_{\alpha}^{R, \delta}[\mu](x, t) . \tag{4.4.57}
\end{align*}
$$

Since, for all $r>0,0<\rho<r$ and $(y, s) \in \tilde{Q}_{r}(x, t)$ we have $\tilde{Q}_{\rho}(y, s) \subset \tilde{Q}_{2 r}(x, t)$. So,

$$
\sigma_{2, r}\left(\tilde{Q}_{r}(x, t)\right)=\int_{\tilde{Q}_{r}(x, t)}\left(U_{r}[\mu](y, s)\right)^{p^{\prime}} d y d s=\int_{\tilde{Q}_{r}(x, t)}\left(U_{r}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right](y, s)\right)^{p^{\prime}} d y d s
$$

Thus, from (4.4.54) we get

$$
\begin{aligned}
\sigma_{2, r}\left(\tilde{Q}_{r}(x, t)\right) & \leq \int_{\tilde{Q}_{2 r}(x, t)}\left(U_{r}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right](y, s)\right)^{p^{\prime}} d y d s \\
& \leq \int_{\tilde{Q}_{2 r}(x, t)}\left(\mathbb{I}_{\alpha}^{R, \delta}\left[\mu \chi_{\tilde{Q}_{2 r}(x, t)}\right](y, s)\right)^{p^{\prime}} d y d s \\
& \leq c_{6} \mu\left(\tilde{Q}_{2 r}(x, t)\right) .
\end{aligned}
$$

### 4.4. ESTIMATES ON POTENTIAL

Therefore, (4.4.57) follows.
Since, for all $r>0, \rho \geq r$ and $(y, s) \in \tilde{Q}_{r}(x, t)$ we have $\tilde{Q}_{\rho}(y, s) \subset \tilde{Q}_{2 \rho}(x, t)$. So, for all $(y, s) \in \tilde{Q}_{r}(x, t)$ we have

$$
\begin{aligned}
L_{r}[\mu](y, s) & \leq \int_{r}^{+\infty} \frac{\mu\left(\tilde{Q}_{2 \rho}(x, t)\right)}{\rho^{N+2-\alpha}} \min \left\{1,\left(\frac{\rho}{R}\right)^{-\delta}\right\} \frac{d \rho}{\rho} \\
& \leq c_{7} L_{r}[\mu](x, t)
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\sigma_{1, r}\left(\tilde{Q}_{r}(x, t)\right) & =\int_{\tilde{Q}_{r}(x, t)}\left(L_{r}[\mu](y, s)\right)^{p^{\prime}} d y d s \\
& \leq c_{8} r^{N+2}\left(L_{r}[\mu](x, t)\right)^{p^{\prime}}
\end{aligned}
$$

Since $r^{\alpha-1} \min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\} \leq \frac{1}{\alpha-\delta} \frac{d}{d r}\left(r^{\alpha} \min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\}\right)$, we deduce that

$$
\begin{aligned}
\int_{0}^{\infty} \frac{\sigma_{1, r}\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha}} \min & \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\} \frac{d r}{r} \leq c_{7} \int_{0}^{\infty} r^{\alpha-1}\left(L_{r}[\mu](x, t)\right)^{p^{\prime}} \min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\} d r \\
& \leq \frac{c_{7}}{\alpha-\delta} \int_{0}^{\infty} \frac{d}{d r}\left(r^{\alpha} \min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\}\right)\left(L_{r}[\mu](x, t)\right)^{p^{\prime}} d r \\
& \leq c_{8} \int_{0}^{\infty} r^{\alpha}\left(L_{r}[\mu](x, t)\right)^{p^{\prime}-1} \frac{\mu\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+2-\alpha}} \min \left\{1,\left(\frac{r}{R}\right)^{-\delta}\right\}^{2} \frac{d r}{r}
\end{aligned}
$$

Therefore, we get (4.4.56) from (4.4.55). This completes the proof of Theorem.
Remark 4.4.37 It is easy to assert that if 8. holds then for any $0<\beta<N+2$

$$
\begin{equation*}
\mathbb{I}_{\beta}\left[\left(\mathbb{I}_{\alpha}^{R, \delta}[\mu]\right)^{p^{\prime}}\right] \leq C \mathbb{I}_{\beta}[\mu] \tag{4.4.58}
\end{equation*}
$$

for some $C=C(N, \alpha, \beta, \delta, p)>0$.

Corollary 4.4.38 Let $p>1, \alpha>0$ such that $0<\alpha p<N+2$. There holds

$$
\begin{equation*}
C_{1}^{-1}[\mu]_{\mathfrak{M}^{\mathcal{H}_{\alpha}, p}}^{p^{\prime}} \leq\left[\left(\mathbb{I}_{\alpha}[\mu]\right)^{p^{\prime}}\right]_{\mathfrak{M}^{\mathcal{H}_{\alpha}, p}} \leq C_{1}[\mu]_{\mathfrak{M}^{\mathcal{H}_{\alpha}, p}}^{p^{\prime}} \tag{4.4.59}
\end{equation*}
$$

for all $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$. Furthermore,

$$
\begin{equation*}
\left[\varphi_{n} * \mu\right]_{\mathfrak{M H}_{\alpha}, p} \leq C_{2}[\mu]_{\mathfrak{M}^{\mathcal{H}_{\alpha}, p}} \tag{4.4.60}
\end{equation*}
$$

for $n \in \mathbb{N}, \mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ where $\left\{\varphi_{n}\right\}$ is a sequence of mollifiers in $\mathbb{R}^{N+1}$. Here $C_{i}=$ $C_{i}(N, p, \alpha), i=1,2$.

Proof. For $R=\infty$ we have $\mathbb{I}_{\alpha}^{R, \delta}[\mu]=\mathbb{I}_{\alpha}[\mu]$ and $E_{\alpha}^{R, \delta}=E_{\alpha}$. Thus, by (4.4.20) in Corollary 4.4.10 and Theorem 4.4.36 we get for every compact set $E \subset \mathbb{R}^{N+1}$,

$$
\mu(E) \leq c_{1} \operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(E)
$$

### 4.4. ESTIMATES ON POTENTIAL

if and only if for every compact set $E \subset \mathbb{R}^{N+1}$,

$$
\int_{E}\left(\mathbb{I}_{\alpha}[\mu]\right)^{p^{\prime}} d x d t \leq c_{2} \operatorname{Cap}_{\mathcal{H}_{\alpha}, p}(E)
$$

It follows (4.4.59).
Since $\mathbb{I}_{\alpha}\left[\varphi_{n} * \mu\right]=\varphi_{n} * \mathbb{I}_{\alpha}[\mu] \leq \mathbb{M}\left(\mathbb{I}_{\alpha}[\mu]\right)$ and $\mathbb{M}$ is bounded in $L^{p^{\prime}}\left(\mathbb{R}^{N+1}, d w\right)$ with $w \in A_{p^{\prime}}$ yield

$$
\int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{\alpha}\left[\varphi_{n} * \mu\right]\right)^{p^{\prime}} d w \leq c_{3}\left([w]_{A_{p^{\prime}}}\right) \int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{\alpha}[\mu]\right)^{p^{\prime}} d w .
$$

Thanks to Proposition 4.4.23 we have

$$
\left[\left(\mathbb{I}_{\alpha}\left[\varphi_{n} * \mu\right]\right)^{p^{\prime}}\right]_{\mathfrak{M}^{\mathcal{H}_{\alpha}, p}} \leq c_{4}\left[\left(\mathbb{I}_{\alpha}[\mu]\right)^{p^{\prime}}\right]_{\mathfrak{M}^{\mathcal{H}_{\alpha}, p}},
$$

which implies (4.4.60).
Corollary 4.4.39 Let $p>1, \alpha>0$ with $0<\alpha p \leq N+2,0<\delta<\alpha$ and $R, d>0$. There holds

$$
\begin{equation*}
\left[\left(\mathbb{I}_{\alpha}^{R, \delta}[\mu]\right)^{p^{\prime}}\right]_{\mathfrak{M}_{\alpha}, p} \leq C_{1}(d / R, R)[\mu]_{\mathfrak{M}^{\prime} \mathfrak{G}_{\alpha, p}}^{p^{\prime}} \tag{4.4.61}
\end{equation*}
$$

for all $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ with diam $(\operatorname{supp}(\mu)) \leq d$. Furthermore,

$$
\begin{equation*}
\left[\varphi_{n} * \mu\right]_{\mathfrak{M} \mathfrak{g}_{\alpha, p}} \leq C_{2}(d)[\mu]_{\mathfrak{M} \boldsymbol{S}_{\alpha, p}} \tag{4.4.62}
\end{equation*}
$$

for $n \in \mathbb{N}, \mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ with $\operatorname{diam}(\operatorname{supp}(\mu)) \leq d$ where $\left\{\varphi_{n}\right\}$ is a sequence of standard mollifiers in $\mathbb{R}^{N+1}$.

Proof. It is easy to see that

$$
\left(c_{1}(d / R)\right)^{-1}\left\|E_{\alpha}^{R}[\mu]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq\left\|E_{\alpha}^{R, \delta} * \mu\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)} \leq c_{1}(d / R)\left\|E_{\alpha}^{R}[\mu]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)}
$$

for any $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ with $\operatorname{diam}(\operatorname{supp}(\mu)) \leq d$, thus two quantities $\operatorname{Cap}_{E_{\alpha}^{R, \delta}, p}(E)$ and $\operatorname{Cap}_{E_{\alpha}^{R}, p}(E)$ are equivalent for every compact set $E \subset \mathbb{R}^{N+1}$, $\operatorname{diam}(E) \leq d$ where equivalent constants depend only on $N, p, \alpha$ and $d / R$. Therefore, by Corollary 4.4.10 we get $\operatorname{Cap}_{E_{\alpha}^{R, \delta}, p}(E) \approx \operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(E)$ for every compact set $E \subset \mathbb{R}^{N+1}, \operatorname{diam}(E) \leq d$ where equivalent constants depend on $d / R$ and $R$. Thus, by Theorem 4.4.36 and $\operatorname{diam}(\operatorname{supp}(\mu)) \leq d$ we get, if for every compact set $E \subset \mathbb{R}^{N+1}$,

$$
\mu(E) \leq c_{2}(d / R, R) \operatorname{Cap}_{\mathcal{G}_{\alpha}, p}(E),
$$

then for every compact set $E \subset \mathbb{R}^{N+1}$,

$$
\int_{E}\left(\mathbb{I}_{\alpha}^{R, \delta}[\mu]\right)^{p^{\prime}} d x d t \leq c_{3}(d / R, R) \operatorname{Cap}_{E_{\alpha}^{R, \delta}, p}(E) \leq c_{4}(d / R, R) \operatorname{Cap}_{\mathcal{G}_{\alpha, p}}(E) .
$$

It follows (4.4.61). As in the Proof of Corollary 4.4 .38 we also have for $w \in A_{p^{\prime}}$

$$
\int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{\alpha}^{1, \delta}\left[\varphi_{n} * \mu\right]\right)^{p^{\prime}} d w \leq c_{5}\left([w]_{A_{p^{\prime}}}\right) \int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{\alpha}^{1, \delta}[\mu]\right)^{p^{\prime}} d w .
$$

Thanks to Proposition 4.4.23 and Theorem 4.4.36 we obtain (4.4.62).

### 4.4. ESTIMATES ON POTENTIAL

Remark 4.4.40 Likewise (see [71, Lemma 5.7]), we can verify that if $\frac{2}{p}<\alpha<N+\frac{2}{p}$,

$$
\begin{aligned}
& {\left[\varphi_{1, n} * \omega_{1}\right]_{\mathfrak{M}^{\mathbf{I}} \alpha-2 / p}, p} \\
& \left.\left[\varphi_{1, n} * \omega_{2}\right]_{\mathfrak{M}^{( } \omega_{1-2 / p}, p} \leq\right]_{\mathfrak{M}^{\mathbf{I}}} \leq C_{2}(d)\left[\omega_{2}\right]_{\mathfrak{M}^{2 / p}, p} \quad \text { and } \\
& \mathbf{G}_{\alpha-2 / p}, p
\end{aligned}
$$

for $n \in \mathbb{N}$ and $\omega_{1}, \omega_{2} \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ with diam $\left(\operatorname{supp}\left(\omega_{2}\right)\right) \leq d$ where $C_{1}=C_{1}(N, \alpha, p), C_{2}(d)=$ $C_{2}(N, \alpha, p, d),\left\{\varphi_{1, n}\right\}$ is a sequence of standard mollifiers in $\mathbb{R}^{N}$ and $[.]_{\mathfrak{M}^{\mathbf{I}}{ }^{\alpha-2 / p}, p},[.]_{\mathfrak{M}^{\mathbf{G}}}{ }^{\alpha-2 / p, p}$ was defined in Remark 4.4.34. Hence, we obtain

$$
\begin{aligned}
& {\left[\left(\varphi_{1, n} * \omega_{1}\right) \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M}_{\alpha}, p} \leq C_{3}\left[\omega_{1} \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M H}_{\alpha, p}}} \\
& {\left[\left(\varphi_{1, n} * \omega_{2}\right) \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M}^{\mathcal{H}_{\alpha}, p}} \leq C_{4}(d)\left[\omega_{2} \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M}^{\mathcal{G}_{\alpha}, p}}}
\end{aligned}
$$

for $n \in \mathbb{N}$ and $\omega_{1}, \omega_{2} \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$, $\operatorname{diam}(\operatorname{supp}(\mu)) \leq d$ where $C_{3}=C_{3}(N, \alpha, p), C_{4}(d)=$ $C_{4}(N, \alpha, p, d)$.

Proposition 4.4.41 Let $q>1,0<\alpha q<N+2,0<R \leq \infty, 0<\delta<\alpha$ and $K>0$. Let $0 \leq f \in L_{\text {loc }}^{q}\left(\mathbb{R}^{N+1}\right)$. Let $C_{4}, C_{5}$ be constants in inequalities (4.4.50) and (4.4.51) in Theorem 4.4.36 with $p=q^{\prime}$. Suppose that $\left\{u_{n}\right\}$ is a sequence of nonnegative measurable functions in $\mathbb{R}^{N+1}$ satisfying

$$
\begin{align*}
& u_{n+1} \leq K \mathbb{I}_{\alpha}^{R, \delta}\left[u_{n}^{q}\right]+f \quad \forall n \in \mathbb{N} \\
& u_{0} \leq f \tag{4.4.63}
\end{align*}
$$

Then, if for every compact set $E \subset \mathbb{R}^{N+1}$,

$$
\begin{equation*}
\int_{E} f^{q} d x d t \leq C C a p_{E_{\alpha}^{R, \delta}, q^{\prime}}(E) \tag{4.4.64}
\end{equation*}
$$

with

$$
\begin{equation*}
C \leq C_{4}\left(\frac{2^{-q+1}}{C_{5}(q-1)}\left(\frac{q-1}{q K 2^{q-1}}\right)^{q}\right)^{q-1} \tag{4.4.65}
\end{equation*}
$$

then

$$
\begin{equation*}
u_{n} \leq \frac{K q 2^{q-1}}{q-1} \mathbb{I}_{\alpha}^{R, \delta}\left[f^{q}\right]+f \quad \forall n \in \mathbb{N} \tag{4.4.66}
\end{equation*}
$$

Proof. From (4.4.50) and (4.4.51) in Theorem 4.4.36, we see that (4.4.64) implies

$$
\begin{equation*}
\mathbb{I}_{\alpha}^{R, \delta}\left[\left(I_{\alpha}^{R, \delta}\left[f^{q}\right]\right)^{q}\right] \leq\left(\frac{C}{C_{4}}\right)^{\frac{1}{q-1}} C_{5} \mathbb{I}_{\alpha}^{R, \delta}\left[f^{q}\right] \tag{4.4.67}
\end{equation*}
$$

Now we prove (4.4.66) by induction. Clearly, (4.4.66) holds with $n=0$. Next we assume that (4.4.66) holds with $n=m$. Then, by (4.4.65), (4.4.67) and (4.4.63) we have

$$
\begin{aligned}
u_{m+1} & \leq K \mathbb{I}_{\alpha}^{R, \delta}\left[u_{n}^{q}\right]+f \\
& \leq K 2^{q-1}\left(\frac{K q 2^{q-1}}{q-1}\right)^{q} \mathbb{I}_{\alpha}^{R, \delta}\left[\left(\mathbb{I}_{\alpha}^{R, \delta}\left[f^{q}\right]\right)^{q}\right]+K 2^{q-1} \mathbb{I}_{\alpha}^{R, \delta}\left[f^{q}\right]+f \\
& \leq K 2^{q-1}\left(\frac{K q 2^{q-1}}{q-1}\right)^{q}\left(\frac{C}{C_{4}}\right)^{\frac{1}{q-1}} C_{5} \mathbb{I}_{\alpha}^{R, \delta}\left[f^{q}\right]+K 2^{q-1} \mathbb{I}_{\alpha}^{R, \delta}\left[f^{q}\right]+f \\
& \leq \frac{K q 2^{q-1}}{q-1} \mathbb{I}_{\alpha}^{R, \delta}\left[f^{q}\right]+f
\end{aligned}
$$

Therefore (4.4.66) also holds true with $n=m+1$. This completes the proof of the Theorem.

Corollary 4.4.42 Let $q>\frac{N+2}{N+2-\alpha}, \alpha>0$ and $f \in L_{+}^{q}\left(\mathbb{R}^{N+1}\right)$. There exists a constant $C>0$ depending on $N, \alpha, q$ such that if for every compact set $E \subset \mathbb{R}^{N+1}, \int_{E} f^{q} d x d t \leq$ $C \operatorname{Cap}_{\mathcal{H}_{\alpha}, q^{\prime}}(E)$, then $u=\mathcal{H}_{\alpha}\left[u^{q}\right]+f$ admits a positive solution $u \in L_{l o c}^{q}\left(\mathbb{R}^{N+1}\right)$.

Proof. Consider the sequence $\left\{u_{n}\right\}$ of nonnegative functions defined by $u_{0}=f$ and $u_{n+1}=$ $\mathcal{H}_{\alpha}\left[u_{n}^{q}\right]+f \quad \forall n \geq 0$. It is easy to see that $u_{n+1} \leq c_{1} \mathbb{I}_{2}\left[u_{n}^{q}\right]+f \quad \forall n \geq 0$. By Proposition 4.4.41 and Corollary 4.4.38, there exists a constant $c_{2}=c_{2}(N, \alpha, q)>0$ such that if for every compact set $E \subset \mathbb{R}^{N+1}, \int_{E} f^{q} d x d t \leq c_{2} \operatorname{Cap}_{\mathcal{H}_{\alpha}, q^{\prime}}(E)$ then $u_{n}$ is well defined and

$$
u_{n} \leq \frac{c_{1} q 3^{q-1}}{q-1} \mathbb{I}_{\alpha}\left[f^{q}\right]+f \quad \forall n \geq 0
$$

Since $\left\{u_{n}\right\}$ is nondecreasing, thus thanks to the dominated convergence theorem we obtain $u(x, t)=\lim _{n \rightarrow \infty} u_{n}(x, t)$ is a solution of $u=\mathcal{H}_{\alpha}\left[u^{q}\right]+f$ which $u \in L_{\text {loc }}^{q}\left(\mathbb{R}^{N+1}\right)$. This completes the proof of the Corollary.

Corollary 4.4.43 Let $q>1, \alpha>0,0<R \leq \infty, 0<\delta<\alpha$ and $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$. The following two statements are equivalent.
a. for every compact set $E \subset \mathbb{R}^{N+1}, \int_{E} f^{q} \leq C C a p_{E_{\alpha}^{R, \delta}, q^{\prime}}(E)$ for some a constant $C>0$
b. There exists a function $u \in L_{l o c}^{q}\left(\mathbb{R}^{N+1}\right)$ such that $u=\mathbb{I}_{\alpha}^{R, \delta}\left[u^{q}\right]+\varepsilon f$ for some $\varepsilon>0$.

Proof. We will prove $b . \Rightarrow a$. Set $d \omega(x, t)=\left(\left(\mathbb{I}_{\alpha}^{R, \delta}\left[u^{q}\right]\right)^{q}+\varepsilon^{q} f^{q}\right) d x d t$, thus we have $d w(x, t) \geq\left(I_{\alpha}^{R, \delta}[\omega]\right)^{q} d x d t$. Let $\mathbb{M}_{\omega}$ denote the centered Hardy-littlewoood maximal function which is defined for $g \in L_{l o c}^{1}\left(\mathbb{R}^{N+1}, d \omega\right)$,

$$
\mathbb{M}_{\omega} g(x, t)=\sup _{\rho>0} \frac{1}{\omega\left(\tilde{Q}_{\rho}(x, t)\right)} \int_{\tilde{Q}_{\rho}(x, t)}|g| d \omega(x, t)
$$

For $E \subset \mathbb{R}^{N+1}$ is a compact set, we have

$$
\int_{\mathbb{R}^{N+1}}\left(\mathbb{M}_{\omega} \chi_{E}\right)^{q}\left(\mathbb{I}_{\alpha}^{R, \delta}[\omega]\right)^{q} d x d t \leq \int_{\mathbb{R}^{N+1}}\left(\mathbb{M}_{\omega} \chi_{E}\right)^{q} d \omega(x, t)
$$

Since $\mathbb{M}_{\omega}$ is bounded on $L^{s}\left(\mathbb{R}^{N+1}, d \omega\right)$ for $s>1$ and $\left(\mathbb{M}_{\omega} \chi_{E}\right)^{q}\left(\mathbb{I}_{\alpha}^{R, \delta}[\omega]\right)^{q} \geq\left(\mathbb{I}_{\alpha}^{R, \delta}\left[\omega \chi_{E}\right]\right)^{q}$, thus

$$
\int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{\alpha}^{R, \delta}\left[\omega \chi_{E}\right]\right)^{q} d x d t \leq c_{1} \omega(E)
$$

By Theorem 4.4.36, we get for any compact set $E \subset \mathbb{R}^{N+1}$

$$
\omega(E) \leq c_{2} \operatorname{Cap}_{E_{\alpha}^{R, \delta}, q^{\prime}}(E)
$$

It follows the results.

Remark 4.4.44 In [64], we also use Theorem (4.4.36) to show existence of mild solutions to the Navier-Stokes Equations

$$
\left\{\begin{array}{l}
\partial_{t} u-\Delta u+\mathbb{P} \operatorname{div}(u \otimes u)=\mathbb{P} F \quad \text { in } \mathbb{R}^{N} \times(0, \infty),  \tag{4.4.68}\\
u(0)=u_{0} \text { in } \mathbb{R}^{N},
\end{array}\right.
$$

where $u, F \in \mathbb{R}^{N}, \mathbb{P}=i d-\nabla \Delta^{-1} \nabla$. is the Helmholtz Leray projection onto the vector fields of zero divergence, i.e, for $f \in \mathbb{R}^{N}, \mathbb{P} f=f-\nabla u$ and $\Delta u=$ divf. Namely, there exists $C=C(N)>0$ such that if $\operatorname{div}\left(u_{0}\right)=0$ and

$$
\begin{equation*}
\int_{K}|D(x, t)|^{2} d x d t \leq \operatorname{CCap}_{\mathcal{H}_{1}, 2}(K) \tag{4.4.69}
\end{equation*}
$$

for any compact set $K \subset \mathbb{R}^{N+1}$, where if $(x, t) \in \mathbb{R}^{N} \times[0,+\infty)$,

$$
D(x, t)=\left(e^{t \Delta} u_{0}\right)(x)+\int_{0}^{t}\left(e^{(t-s) \Delta} \mathbb{P} F\right)(x) d s
$$

and $D(x, t)=0$ otherwise. Then, the (4.4.68) has global solution $u$ satisfying

$$
\begin{equation*}
|u(x, t)| \leq|D(x, t)|+c \mathbb{I}_{1}\left[|D|^{2}\right](x, t) \tag{4.4.70}
\end{equation*}
$$

for all $(x, t) \in \mathbb{R}^{N} \times(0, \infty)$ for some $c=c(N)$.

### 4.5 Global point wise estimates of solutions to the parabolic equations

First, we recall Duzzar and Mingione's result [27], also see [42, 43] which involves local pointwise estimates for solutions of equations (4.2.4).

Theorem 4.5.1 Then, there exists a constant $C$ depending only $N, \Lambda_{1}, \Lambda_{2}$ such that if $u \in L^{2}\left(0, T, H^{1}(\Omega)\right) \cap C\left(\Omega_{T}\right)$ is a weak solution to (4.2.4) with $\mu \in L^{2}\left(\Omega_{T}\right)$ and $u(0)=0$

$$
\begin{equation*}
|u(x, t)| \leq C f_{\tilde{Q}_{R}(x, t)}|u| d y d s+C \mathbb{I}_{2}^{2 R}[|\mu|](x, t) \tag{4.5.1}
\end{equation*}
$$

for all $Q_{2 R}(x, t) \subset \Omega \times(-\infty, T)$.
Furthermore, if $A$ is independent of space variable $x$, (4.2.27) is satisfied and $\nabla u \in C\left(\Omega_{T}\right)$ then

$$
\begin{equation*}
|\nabla u(x, t)| \leq C f_{\tilde{Q}_{R}(x, t)}|\nabla u| d y d s+C \mathbb{I}_{1}^{2 R}[|\mu|](x, t) \tag{4.5.2}
\end{equation*}
$$

for all $Q_{2 R}(x, t) \subset \Omega \times(-\infty, T)$.
Proof of Theorem 4.2.1. Let $\mu=\mu_{0}+\mu_{s} \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$, with $\mu_{0} \in \mathfrak{M}_{0}\left(\Omega_{T}\right), \mu_{s} \in \mathfrak{M}_{s}\left(\Omega_{T}\right)$. By Proposition 4.3.7, there exist sequences of nonnegative measures $\mu_{n, 0, i}=\left(f_{n, i}, g_{n, i}, h_{n, i}\right)$ and $\mu_{n, s, i}$ such that $f_{n, i}, g_{n, i}, h_{n, i} \in C_{c}^{\infty}\left(\Omega_{T}\right)$ and strongly converge to some $f_{i}, g_{i}, h_{i}$ in
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$L^{1}\left(\Omega_{T}\right), L^{2}\left(\Omega_{T}, \mathbb{R}^{N}\right)$ and $L^{2}\left(0, T, H_{0}^{1}(\Omega)\right)$ respectively and $\mu_{n, 1}, \mu_{n, 2}, \mu_{n, s, 1}, \mu_{n, s, 2} \in C_{c}^{\infty}\left(\Omega_{T}\right)$ converge to $\mu^{+}, \mu^{-}, \mu_{s}^{+}, \mu_{s}^{-}$resp. in the narrow topology with $\mu_{n, i}=\mu_{n, 0, i}+\mu_{n, s, i}$, for $i=1,2$ and satisfying $\mu_{0}^{+}=\left(f_{1}, g_{1}, h_{1}\right), \mu_{0}^{-}=\left(f_{2}, g_{2}, h_{2}\right)$ and $0 \leq \mu_{n, 1} \leq \varphi_{n} * \mu^{+}, 0 \leq$ $\mu_{n, 2} \leq \varphi_{n} * \mu^{-}$, where $\left\{\varphi_{n}\right\}$ is a sequence of standard mollifiers in $\mathbb{R}^{N+1}$.

Let $\sigma_{1, n}, \sigma_{2, n} \in C_{c}^{\infty}(\Omega)$ be convergent to $\sigma^{+}$and $\sigma^{-}$in the narrow topology and in $L^{1}(\Omega)$ if $\sigma \in L^{1}(\Omega)$ resp. such that $0 \leq \sigma_{1, n} \leq \varphi_{1, n} * \sigma^{+}, 0 \leq \sigma_{2, n} \leq \varphi_{1, n} * \sigma^{-}$where $\left\{\varphi_{1, n}\right\}$ is a sequence of standard mollifiers in $\mathbb{R}^{N}$. Set $\mu_{n}=\mu_{n, 1}-\mu_{n, 2}$ and $\sigma_{n}=\sigma_{1, n}-\sigma_{2, n}$. Let $u_{n}, u_{n, 1}, u_{n, 2}$ be solutions of equations

$$
\begin{gather*}
\qquad\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\mu_{n} \text { in } \Omega_{T}, \\
u_{n}=0 \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=\sigma_{n} \text { on } \Omega,
\end{array}\right.  \tag{4.5.3}\\
\left\{\begin{array}{l}
\left(u_{n, 1}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n, 1}\right)\right)=\chi_{\Omega_{T}} \mu_{n, 1} \text { in } B_{2 T_{0}}\left(x_{0}\right) \times\left(0,2 T_{0}^{2}\right), \\
u_{n, 1}=0 \text { on } \partial B_{2 T_{0}}\left(x_{0}\right) \times\left(0,2 T_{0}^{2}\right), \\
u_{n, 1}(0)=\sigma_{1, n} \text { on } B_{2 T_{0}}\left(x_{0}\right),
\end{array}\right.  \tag{4.5.4}\\
\left\{\begin{array}{l}
\left(u_{n, 2}\right)_{t}+\operatorname{div}\left(A\left(x, t,-\nabla u_{n, 2}\right)\right)=\chi_{\Omega_{T}} \mu_{n, 2} \text { in } B_{2 T_{0}}\left(x_{0}\right) \times\left(0,2 T_{0}^{2}\right), \\
u_{n, 2}=0 \text { on } \partial B_{2 T_{0}}\left(x_{0}\right) \times\left(0,2 T_{0}^{2}\right), \\
u_{n, 2}(0)=\sigma_{2, n} \text { on } B_{2 T_{0}}\left(x_{0}\right),
\end{array}\right. \tag{4.5.5}
\end{gather*}
$$

where $\Omega \subset B_{T_{0}}\left(x_{0}\right)$ for $x_{0} \in \Omega$.
We see that $u_{n, 1}, u_{n, 2} \geq 0$ in $B_{2 T_{0}}\left(x_{0}\right) \times\left(0,2 T_{0}^{2}\right)$ and $-u_{n, 2} \leq u_{n} \leq u_{n, 1}$ in $\Omega_{T}$.
Now, we estimate $u_{n, 1}$. By Remark 4.3.3 and Theorem 4.3.6, a sequence $\left\{u_{n, 1, m}\right\}$ of solutions to equations

$$
\left\{\begin{array}{l}
\left(u_{n, 1, m}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n, 1, m}\right)\right)=\left(g_{n, m}\right)_{t}+\chi_{\Omega_{T}} \mu_{n, 1} \text { in } B_{2 T_{0}}\left(x_{0}\right) \times\left(-2 T_{0}^{2}, 2 T_{0}^{2}\right),  \tag{4.5.6}\\
u_{n, 1, m}=0 \text { on } \partial B_{2 T_{0}}\left(x_{0}\right) \times\left(-2 T_{0}^{2}, 2 T_{0}^{2}\right), \\
u_{n, 1, m}\left(-2 T_{0}^{2}\right)=0 \text { on } B_{2 T_{0}}\left(x_{0}\right),
\end{array}\right.
$$

converges to $u_{n, 1}$ in $B_{2 T_{0}}\left(x_{0}\right) \times\left(0,2 T_{0}^{2}\right)$, where $g_{n, m}(x, t)=\sigma_{1, n}(x) \int_{-2 T_{0}^{2}}^{t} \varphi_{2, m}(s) d s$ and $\left\{\varphi_{2, m}\right\}$ is a sequence of mollifiers in $\mathbb{R}$.
By Remark 4.3.2, we have

$$
\begin{equation*}
\left\|u_{n, 1, m}\right\|_{L^{1}\left(\tilde{Q}_{2 T_{0}(x, 0)}\right)} \leq c_{1} T_{0}^{2} A_{n, m}, \tag{4.5.7}
\end{equation*}
$$

where $A_{n, m}=\mu_{n, 1}\left(\Omega_{T}\right)+\int_{\tilde{Q}_{2 T_{0}}\left(x_{0}, 0\right)} \sigma_{1, n}(x) \varphi_{2, m}(t) d x d t$.
Hence, thanks to Theorem 4.5.1 we have for $(x, t) \in \Omega_{T}$

$$
\begin{aligned}
u_{n, 1, m}(x, t) & \leq c_{8} T_{0}^{-N-2}\left\|u_{n, 1, m}\right\|_{L^{1}\left(\tilde{Q}_{2 T_{0}}\left(x_{0}, 0\right)\right)}+c_{8} \mathbb{I}_{2}\left[\mu_{n, 1}\right](x, t)+c_{8} \mathbb{I}_{2}\left[\sigma_{1, n} \varphi_{m}\right](x, t) \\
& \leq c_{9} \mathbb{I}_{2}\left[\mu_{n, 1}\right](x, t)+c_{9} \mathbb{I}_{2}\left[\sigma_{1, n} \varphi_{m}\right](x, t) .
\end{aligned}
$$

Since $0 \leq \mu_{n, 1} \leq \varphi_{n} * \mu^{+}, \sigma_{1, n} \leq \varphi_{1, n} * \sigma^{+}$,

$$
u_{n, 1, m}(x, t) \leq c_{9} \varphi_{n} * \mathbb{I}_{2}\left[\mu^{+}\right](x, t)+c_{9}\left(\varphi_{1, n} \varphi_{2, m}\right) * \mathbb{I}_{2}\left[\sigma^{+} \otimes \delta_{\{t=0\}}\right](x, t) \forall(x, t) \in \Omega_{T} .
$$

Letting $m \rightarrow \infty$, we get

$$
u_{n, 1}(x, t) \leq c_{9} \varphi_{n} * \mathbb{I}_{2}\left[\mu^{+}\right](x, t)+c_{9} \varphi_{1, n} *\left(\mathbb{I}_{2}\left[\sigma^{+} \otimes \delta_{\{t=0\}}\right](., t)\right)(x) \forall(x, t) \in \Omega_{T} .
$$
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Similarly, we also get

$$
u_{n, 2}(x, t) \leq c_{9} \varphi_{n} * \mathbb{I}_{2}\left[\mu^{-}\right](x, t)+c_{9} \varphi_{1, n} *\left(\mathbb{I}_{2}\left[\sigma^{-} \otimes \delta_{\{t=0\}}\right](., t)\right)(x) \forall(x, t) \in \Omega_{T} .
$$

Consequently, by Proposition 4.3.5 and Theorem 4.3.6, up to a subsequence, $\left\{u_{n}\right\}$ converges to a distribution solution (a renormalized solution if $\left.\sigma \in L^{1}(\Omega)\right) u$ of (4.2.4) and satisfied (4.2.7).

Remark 4.5.2 Obviously, if $\sigma \equiv 0$ and $\operatorname{supp}(\mu) \subset \bar{\Omega} \times[a, T], a>0$ then $u=0$ in $\Omega \times(0, a)$.
Remark 4.5.3 If $A$ is independent of space variable $x$, (4.2.27) is satisfied then

$$
\begin{equation*}
|\nabla u(x, t)| \leq C\left(N, \Lambda_{1}, \Lambda_{2}, T_{0} / d\right) \mathbb{I}_{1}^{2 T_{0}}\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right](x, t) \tag{4.5.8}
\end{equation*}
$$

for any $(x, t) \in \Omega^{d} \times(0, T)$ and $0<d \leq \frac{1}{2} \min \left\{\sup _{x \in \Omega} d(x, \partial \Omega), T_{0}^{1 / 2}\right\}$ where $\Omega^{d}=\{x \in \Omega$ : $d(x, \partial \Omega)>d\}$. Indeed, by Remark 4.3.3 and Theorem 4.3.6, a sequence $\left\{v_{n, m}\right\}$ of solutions to equations

$$
\left\{\begin{array}{l}
\left(v_{n, m}\right)_{t}-\operatorname{div}\left(A\left(t, \nabla u_{n, m}\right)\right)=\left(g_{n, m}\right)_{t}+\chi_{\Omega_{T}} \mu_{n} \quad \text { in } \Omega \times\left(-2 T_{0}^{2}, T\right),  \tag{4.5.9}\\
v_{n, m}=0 \text { on } \partial \Omega \times\left(-2 T_{0}^{2}, T\right), \\
v_{n, m}\left(-2 T_{0}^{2}\right)=0 \text { on } \Omega,
\end{array}\right.
$$

converges to $u_{n}$ in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$, where $g_{n, m}(x, t)=\sigma_{n}(x) \int_{-2 T_{0}^{2}}^{t} \varphi_{2, m}(s) d s$ and $\left\{\varphi_{2, m}\right\}$ is a sequence of mollifiers in $\mathbb{R}$.
By Theorem 4.5.1, we have for any $(x, t) \in \Omega^{d} \times(0, T)$

$$
\left|\nabla v_{n, m}(x, t)\right| \leq c_{1} f_{\tilde{Q}_{d / 2}(x, t)}\left|\nabla v_{n, m}\right| d y d s+c_{1} \mathbb{I}_{1}^{d}\left[\left|\mu_{n}\right|+\left|\sigma_{n}\right| \otimes \varphi_{2, m}\right](x, t) .
$$

On the other hand, by remark 4.3.2,

$$
\left\|\left|\nabla v_{n, m}\right|\right\|_{L^{1}\left(\Omega \times\left(-T_{0}^{2}, T\right)\right)} \leq c_{2} T_{0}\left(\left|\mu_{n}\right|+\left|\sigma_{n}\right| \otimes \varphi_{2, m}\right)\left(\Omega \times\left(-T_{0}^{2}, T\right)\right) .
$$

Therefore, for any $(x, t) \in \Omega^{d} \times(0, T)$

$$
\left|\nabla v_{n, m}(x, t)\right| \leq c_{3} \mathbb{I}_{1}\left[\left|\mu_{n}\right|+\left|\sigma_{n}\right| \otimes \varphi_{2, m}\right](x, t),
$$

where $c_{3}$ depends on $T_{0} / d$.
Finally, letting $m \rightarrow \infty$ and $n \rightarrow \infty$ we get for any $(x, t) \in \Omega^{d} \times(0, T)$

$$
|\nabla u(x, t)| \leq c_{3} \mathbb{I}_{1}\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right](x, t) .
$$

We conclude (4.5.8) since $\mathbb{I}_{1}\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right] \leq c_{4} \mathbb{I}_{1}^{2 T_{0}}\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right]$ in $\Omega_{T}$.
Next, we will establish pointwise estimates from below for solutions of equations (4.2.4).

Theorem 4.5.4 If $u \in C\left(Q_{r}(y, s)\right) \cap L^{2}\left(s-r^{2}, s, H^{1}\left(B_{r}(y)\right)\right)$ is a nonnegative weak solution of (4.2.4) with data $\mu \in \mathfrak{M}^{+}\left(Q_{r}(y, s)\right)$ and $u\left(s-r^{2}\right) \geq 0$, then there exists a constant $C$ depending on $N, \Lambda_{1}, \Lambda_{2}$ such that

$$
\begin{equation*}
u(y, s) \geq C \sum_{k=0}^{\infty} \frac{\mu\left(Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right)\right)}{r_{k}^{N}} \tag{4.5.10}
\end{equation*}
$$

where $r_{k}=4^{-k} r$.
Proof. It is enough to show that for $\rho \in(0, r)$

$$
\begin{equation*}
\frac{\mu\left(Q_{\rho / 8}\left(y, s-\frac{35}{128} \rho^{2}\right)\right)}{\rho^{N}} \leq c_{1}\left(\inf _{Q_{\rho / 4}(y, s)} u-\inf _{Q_{\rho}(y, s)} u\right) . \tag{4.5.11}
\end{equation*}
$$

By [50, Theorem 6.18, p. 122 ], we have for any $\theta \in(0,1+2 / N)$,

$$
\begin{equation*}
\left(f_{Q_{\rho / 4}\left(y, s-\rho^{2} / 4\right)}(u-a)^{\theta}\right)^{1 / \theta} \leq c_{2}(b-a) \tag{4.5.12}
\end{equation*}
$$

where $b=\inf _{Q_{\rho / 4}(y, s)} u, a=\inf _{Q_{\rho}(y, s)} u$ and a constant $c_{2}$ depends on $N, \Lambda_{1}, \Lambda_{2}, \theta$.
Let $\eta \in C_{c}^{\infty}\left(Q_{\rho}(y, s)\right)$ such that $0 \leq \eta \leq 1$, supp $\eta \subset Q_{\rho / 4}\left(y, s-\frac{1}{4} \rho^{2}\right), \eta=1$ in $Q_{\rho / 8}\left(y, s-\frac{35}{128} \rho^{2}\right)$ and $|\nabla \eta| \leq c_{3} / \rho^{2},\left|\eta_{t}\right| \leq c_{3} / \rho^{2}$ where $c_{3}=c_{3}(N)$. We have

$$
\begin{aligned}
\mu\left(Q_{\rho / 8}\left(y, s-\frac{35}{128} \rho^{2}\right)\right) & \leq \int_{Q_{\rho}(y, s)} \eta^{2} d \mu(x, t) \\
& =\int_{Q_{\rho}(y, s)} u_{t} \eta^{2} d x d t+2 \int_{Q_{\rho}(y, s)} \eta A(x, t, \nabla u) \nabla \eta d x d t \\
& =-2 \int_{Q_{\rho}(y, s)}(u-a) \eta_{t} \eta d x d t+2 \int_{Q_{\rho}(y, s)} \eta A(x, t, \nabla u) \nabla \eta d x d t \\
& \leq c_{3} r^{-2} \int_{Q_{\rho / 4}\left(y, s-\frac{1}{4} \rho^{2}\right)}(u-a) d x d t+2 \Lambda_{1} \int_{Q_{\rho}(y, s)} \eta|\nabla u \| \nabla \eta| d x d t \\
& \leq c_{4} r^{N}(b-a)+c_{4} \int_{Q_{\rho}(y, s)} \eta|\nabla u \||\nabla \eta| d x d t .
\end{aligned}
$$

Here we used (4.5.12) with $\theta=1$ in the last inequality. It remains to show that

$$
\begin{equation*}
\int_{Q_{r}(y, s)} \eta|\nabla u||\nabla \eta| d x d t \leq c_{5} r^{N}(b-a) . \tag{4.5.13}
\end{equation*}
$$

First, we verify that for $\varepsilon \in(0,1)$

$$
\begin{equation*}
\int_{Q_{\rho}(y, s)}|\nabla u|^{2}(u-a)^{-\varepsilon-1} \eta^{2} d x d t \leq c_{6} \int_{Q_{\rho}(y, s)}(u-a)^{1-\varepsilon}\left(\eta\left|\eta_{t}\right|+|\nabla \eta|^{2}\right) d x d t \tag{4.5.14}
\end{equation*}
$$

Indeed, for $\delta \in(0,1)$ we choose $\varphi=(u-a+\delta)^{-\varepsilon} \eta^{2}$ as test function in (4.2.4),

$$
\begin{aligned}
0 \leq & \int_{Q_{\rho}(y, s)} u_{t}(u-a+\delta)^{-\varepsilon} \eta^{2} d x d t+\int_{Q_{\rho}(y, s)} A(x, t, \nabla u) \nabla\left((u-a+\delta)^{-\varepsilon} \eta^{2}\right) d x d t \\
\leq & 2(1-\varepsilon) \int_{Q_{\rho}(y, s)}(u-a+\delta)^{1-\varepsilon}\left|\eta_{t}\right| \eta d x d t-\varepsilon \Lambda_{2} \int_{Q_{\rho}(y, s)}|\nabla u|^{2}(u-a+\delta)^{-\varepsilon-1} \eta^{2} d x d t \\
& +2 \Lambda_{1} \int_{Q_{\rho}(y, s)} \eta|\nabla u|(u-a+\delta)^{-\varepsilon}|\nabla \eta| d x d t .
\end{aligned}
$$

So, we deduce (4.5.14) from using the Holder inequality and letting $\delta \rightarrow 0$.
Therefore, for $\varepsilon \in(0,2 / N)$ using the Holder inequality and we get

$$
\begin{aligned}
& \int_{Q_{r}(y, s)} \eta|\nabla u||\nabla \eta| d x d t \\
& \leq\left(\int_{Q_{\rho}(y, s)}|\nabla u|^{2}(u-a)^{-\varepsilon-1} \eta^{2} d x d t\right)^{1 / 2}\left(\int_{Q_{\rho}(y, s)}(u-a)^{\varepsilon+1}|\nabla \eta|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{7}\left(\int_{Q_{\rho}(y, s)}(u-a)^{1-\varepsilon}\left(\eta\left|\eta_{t}\right|+|\nabla \eta|^{2}\right) d x d t\right)^{1 / 2}\left(\int_{Q_{\rho}(y, s)}(u-a)^{\varepsilon+1}|\nabla \eta|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{8} \rho^{-2}\left(\int_{Q_{\rho / 4}\left(y, s-\frac{1}{4} \rho^{2}\right)}(u-a)^{1-\varepsilon} d x d t\right)^{1 / 2}\left(\int_{Q_{\rho / 4}\left(y, s-\frac{1}{4} \rho^{2}\right)}(u-a)^{\varepsilon+1} d x d t\right)^{1 / 2}
\end{aligned}
$$

Consequently, we get (4.5.11) from (4.5.12).
Proof of Theorem 4.2.3. Let $\mu_{n} \in\left(C_{c}^{\infty}\left(\Omega_{T}\right)\right)^{+}, \sigma_{n} \in\left(C_{c}^{\infty}(\Omega)\right)^{+}$be in the proof of Theorem 4.2.1. Let $u_{n}$ be a weak solution of equation

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\mu_{n} \text { in } \Omega_{T}, \\
u_{n}=0 \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=\sigma_{n} \text { on } \Omega .
\end{array}\right.
$$

As the proof of Theorem 4.2.1, thanks to Theorem 4.5.4 we get By Remark for any $Q_{r}(y, s) \subset \Omega \times(-\operatorname{diam}(\Omega), T)$ and $r_{k}=4^{-k} r$

$$
u_{n}(y, s) \geq c_{1} \sum_{k=0}^{\infty} \frac{\mu_{n}\left(Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right)\right)}{r_{k}^{N}}+c_{1} \sum_{k=0}^{\infty} \frac{\left(\sigma_{n} \otimes \delta_{\{t=0\}}\right)\left(Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right)\right)}{r_{k}^{N}}
$$

Finally, by Proposition 4.3.5 and Theorem 4.3.6 we get the results.

Remark 4.5.5 If $u \in L^{q}\left(\Omega_{T}\right)$ satisfies (4.2.8) then $\mathcal{G}_{2}\left[\chi_{E} \mu\right] \in L^{q}\left(\mathbb{R}^{N+1}\right)$ and $\mathbf{G}_{\frac{2}{q}}\left[\chi_{F} \sigma\right] \in$ $L^{q}\left(\mathbb{R}^{N}\right)$ for every $E \subset \subset \Omega \times[0, T)$ and $F \subset \subset \Omega$. Indeed, for $E \subset \subset \Omega \times[0, T), \varepsilon=$ $\operatorname{dist}(E,(\Omega \times(0, T)) \cup(\Omega \times\{t=T\}))>0$, we can see that for any $(y, s) \in \Omega_{T}, r_{k}=4^{-k} \varepsilon / 4$

$$
\begin{equation*}
u(y, s) \geq c_{1} \sum_{k=0}^{\infty} \frac{\tilde{\mu}\left(E \cap Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right)\right)}{r_{k}^{N}} \tag{4.5.15}
\end{equation*}
$$

where $\tilde{\mu}=\mu+\sigma \otimes \delta_{\{t=0\}}$.
Moreover, for any $(y, s) \notin \Omega_{T}$

$$
\sum_{k=0}^{\infty} \frac{\tilde{\mu}\left(E \cap Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right)\right)}{r_{k}^{N}}=0 .
$$

Thus,

$$
\begin{aligned}
\infty & >\int_{\mathbb{R}^{N+1}} \sum_{k=0}^{\infty}\left(\frac{\tilde{\mu}\left(E \cap Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right)\right)}{r_{k}^{N}}\right)^{q} d y d s \\
& =\int_{\mathbb{R}^{N}} \sum_{k=0}^{\infty} \int_{\mathbb{R}}\left(\frac{\tilde{\mu}\left(E \cap Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right)\right)}{r_{k}^{N}}\right)^{q} d s d y \\
& \geq \int_{\mathbb{R}^{N}} \sum_{k=0}^{\infty} \int_{\mathbb{R}}\left(\frac{\tilde{\mu}\left(E \cap \tilde{Q}_{r_{k} / 8}(y, s)\right)}{r_{k}^{N}}\right)^{q} d s d y \\
& \geq c_{2} \int_{\mathbb{R}^{N+1}} \int_{0}^{\varepsilon / 64}\left(\frac{\tilde{\mu}\left(E \cap \tilde{Q}_{\rho}(y, s)\right)}{\rho^{N}}\right)^{q} \frac{d \rho}{\rho} d s d y \\
& \geq c_{3}(\varepsilon) \int_{\mathbb{R}^{N+1}}\left(\mathcal{G}_{2}\left[\tilde{\mu} \chi_{E}\right]\right)^{q} d s d y .
\end{aligned}
$$

Thus, from Proposition 4.4.19, we get the results.
Proof of Theorem 4.2.5. Set $D_{n}=B_{n}(0) \times\left(-n^{2}, n^{2}\right)$. For $n \geq 4$, by Theorem 4.2.1, there exists a renormalized solution $u_{n}$ to problem

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\chi_{D_{n-1}} \omega \text { in } D_{n}, \\
u_{n}=0 \text { on } \partial B_{n}(0) \times\left(-n^{2}, n^{2}\right), \\
u_{n}\left(-n^{2}\right)=0 \text { on } B_{n}(0) .
\end{array}\right.
$$

relative to a decomposition $\left(f_{n}, g_{n}, h_{n}\right)$ of $\chi_{D_{n-1}} \omega_{0}$ satisfying

$$
\begin{equation*}
-K \mathbb{I}_{2}\left[\omega^{-}\right](x, t) \leq u_{n}(x, t) \leq K \mathbb{I}_{2}\left[\omega^{+}\right](x, t) \quad \forall(x, t) \in D_{n} . \tag{4.5.16}
\end{equation*}
$$

From the proof of Theorem 4.2.1 and Remark 4.3.9, we can assume that $u_{n}$ satisfies (4.3.14) and (4.3.15) in Proposition 4.3 .16 with $1<q_{0}<\frac{N+2}{N}, L \equiv 0$ and

$$
\begin{equation*}
\left\|f_{n}\right\|_{L^{1}\left(D_{i}\right)}+\left\|g_{n}\right\|_{L^{2}\left(D_{i}\right)}+\| \| h_{n}\left|+\left|\nabla h_{n}\| \|_{L^{2}\left(D_{i}\right)} \leq 2\right| \omega\right|\left(D_{i+1}\right) \tag{4.5.17}
\end{equation*}
$$

for any $i=1, \ldots, n-1$ and $h_{n}$ is convergent in $L_{\text {loc }}^{1}\left(\mathbb{R}^{N+1}\right)$.
On the other hand, by Lemma 4.4.26 we have for any $s \in\left(1, \frac{N+2}{N}\right)$

$$
\begin{align*}
\int_{D_{m}}\left|u_{n}\right|^{s} d x d t & \leq K^{s} \int_{D_{m}}\left(I_{2}[|\omega|]\right)^{s} d x d t \\
& \leq K^{s} \int_{\tilde{Q}_{4 m}\left(x_{0}, t_{0}\right)}\left(I_{2}[|\omega|]\right)^{s} d x d t \\
& \leq c_{1} M m^{N+2}, \tag{4.5.18}
\end{align*}
$$
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for $n \geq m \geq\left|x_{0}\right|+\left|t_{0}\right|^{1 / 2}$. Consequently, we can apply Proposition 4.3.17 and obtain that $u_{n}$ converges to some $u$ in $L_{\text {loc }}^{1}\left(\mathbb{R} ; W_{\text {loc }}^{1,1}\left(\mathbb{R}^{N}\right)\right)$.
Since for any $\alpha \in(0,1 / 2)$

$$
\int_{D_{m}} \frac{\left|\nabla u_{n}\right|^{2}}{\left(\left|u_{n}\right|+1\right)^{\alpha+1}} d x d t \leq C_{m}(\alpha) \quad \forall n \geq m,
$$

thus using (4.5.18) and Holder inequality, we get for any $1 \leq s_{1}<\frac{N+2}{N+1}$

$$
\int_{D_{m}}\left|\nabla u_{n}\right|^{s_{1}} d x d t \leq C_{m}\left(s_{1}\right) \quad \text { for all } n \geq m \geq\left|x_{0}\right|+\left|t_{0}\right|^{1 / 2}
$$

This yields $u_{n} \rightarrow u$ in $L_{\text {loc }}^{s_{1}}\left(\mathbb{R} ; W_{\text {loc }}^{1, s_{1}}\left(\mathbb{R}^{N}\right)\right)$.
Take $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{N+1}\right)$ and $m_{0} \in \mathbb{N}$ with $\operatorname{supp}(\varphi) \subset D_{m_{0}}$, we have for $n \geq m_{0}+1$

$$
-\int_{\mathbb{R}^{N+1}} u_{n} \varphi_{t} d x d t+\int_{\mathbb{R}^{N+1}} A\left(x, t, \nabla u_{n}\right) \nabla \varphi d x d t=\int_{\mathbb{R}^{N+1}} \varphi d \omega
$$

Letting $n \rightarrow \infty$, we conclude that $u$ is a distribution solution to problem (4.2.6) with data $\mu=\omega$ which satisfies (4.2.9).
Claim 1. If $\omega \geq 0$. By Theorem 4.2.3, we have for $n \geq 4^{k_{0}+1},(y, s) \in B_{4^{k_{0}}} \times\left(0, n^{2}\right)$

$$
u_{n}(y, s) \geq c_{2} \sum_{k=0}^{\infty} \frac{\omega\left(Q_{r_{k} / 8}\left(y, s-\frac{35}{128} r_{k}^{2}\right) \cap D_{n-1}\right)}{r_{k}^{N}}
$$

where $r_{k}=4^{-k+k_{0}}$. This gives

$$
u_{n}(y, s) \geq c_{2} \sum_{k=-k_{0}}^{\infty} \frac{\omega\left(Q_{2^{-2 k-3}}\left(y, s-35 \times 2^{-4 k-7}\right) \cap B_{n-1}(0) \times\left(0,(n-1)^{2}\right)\right)}{2^{-2 N k}} .
$$

Letting $n \rightarrow \infty$ and $k_{0} \rightarrow \infty$ we have (4.2.10). Finally, thanks to Proposition 4.4.8 and Theorem 4.4.2, we will assert (4.2.11) if we show that for $q>\frac{N+2}{N}$

$$
\int_{\mathbb{R}}\left(\sum_{k=-\infty}^{\infty} \frac{\omega\left(Q_{2-2 k-3}\left(x, t-35 \times 2^{-4 k-7}\right)\right)}{2^{-2 N k}}\right)^{q} d x d t \geq c_{3} \int_{\mathbb{R}} \int_{0}^{+\infty}\left(\frac{\omega\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N}}\right)^{q} \frac{d \rho}{\rho} d x d t .
$$

Indeed,

$$
\begin{aligned}
& \int_{\mathbb{R}}\left(\sum_{k=-\infty}^{\infty} \frac{\omega\left(Q_{\left.2^{-2 k-3}\left(x, t-35 \times 2^{-4 k-7}\right)\right)}^{2^{-2 N k}}\right)^{q} d x d t}{}\right. \\
& \quad \geq \sum_{k=-\infty}^{\infty} \int_{\mathbb{R}}\left(\frac{\omega\left(Q_{\left.2^{-2 k-3}\left(x, t-35 \times 2^{-4 k-7}\right)\right)}^{2^{-2 N k}}\right)^{q} d t d x}{} \quad=\sum_{k=-\infty}^{\infty} \int_{\mathbb{R}}\left(\frac{\omega\left(\tilde{Q}_{2^{-2 k-3}}(x, t)\right)}{2^{-2 N k}}\right)^{q} d t\right. \\
& \quad \geq c_{4} \int_{\mathbb{R}^{N+1}} \int_{0}^{+\infty}\left(\frac{\omega\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N}}\right)^{q} \frac{d \rho}{\rho} d x d t .
\end{aligned}
$$

Claim 2. If $A$ is independent of space variable $x$ and (4.2.27) is satisfied. By Remark 4.5.3 we get for any $(x, t) \in D_{n / 4}$

$$
\left|\nabla u_{n}(x, t)\right| \leq c_{5} \mathbb{I}_{1}[|\omega|](x, t)
$$

Letting $n \rightarrow \infty$, we get (4.2.12).
Claim 3. If $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$, then by Remark (4.5.2) we can assume that $u_{n}=0$ in $B_{n}(0) \times\left(-n^{2}, 0\right)$. So, $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$. Therefore, clearly $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to (4.2.5). The proof is complete.

Remark 4.5.6 If $\omega \in \mathfrak{M}_{b}\left(\mathbb{R}^{N+1}\right)$ then $u$ satisfies

$$
\left\|\left.\left|\nabla u \|_{L^{\frac{N+2}{N+1}, \infty}\left(\mathbb{R}^{N+1}\right)} \leq C\left(N, \Lambda_{1}, \Lambda_{2}\right)\right| \omega \right\rvert\,\left(\mathbb{R}^{N+1}\right) .\right.
$$

Moreover, $I_{2}[|\omega|] \in L^{\frac{N+2}{N}, \infty}\left(\mathbb{R}^{N+1}\right)$ and $I_{2}[|\omega|]<\infty$ a.e in $\mathbb{R}^{N+1}$.

### 4.6 Quasilinear Lane-Emden Type Parabolic Equations

### 4.6.1 Quasilinear Lane-Emden Parabolic Equations in $\Omega_{T}$

To prove Theorem 4.2.8 we need the following proposition which was proved in [6].
Proposition 4.6.1 Assume $O$ is an open subset of $\mathbb{R}^{N+1}$. Let $p>1$ and $\mu \in \mathfrak{M}^{+}(O)$. If $\mu$ is absolutely continuous with respect to $C a p_{2,1, p}$ in $O$, there exists a nondecreasing sequence $\left\{\mu_{n}\right\} \subset \mathfrak{M}_{b}^{+}(O) \cap\left(W_{p}^{2,1}\left(\mathbb{R}^{N+1}\right)\right)^{*}$, with compact support in $O$ which converges to $\mu$ weakly in $\mathfrak{M}(O)$. Moreover, if $\mu \in \mathfrak{M}_{b}^{+}(O)$ then $\left\|\mu_{n}-\mu\right\|_{\mathfrak{M}_{b}(O)} \rightarrow 0$ as $n \rightarrow \infty$.

Remark 4.6.2 By Theorem 4.4.17, $W_{p}^{2,1}\left(\mathbb{R}^{N+1}\right)=\mathcal{L}_{2}^{p}\left(\mathbb{R}^{N+1}\right)$, it follows $\left\{\mu_{n}\right\} \subset \mathfrak{M}_{b}^{+}(O) \cap$ $\left(\mathcal{L}_{2}^{p}\left(\mathbb{R}^{N+1}\right)\right)^{*}$. Note that $\left\|\mu_{n}\right\|_{\left(\mathcal{L}_{2}^{p}\left(\mathbb{R}^{N+1}\right)\right)^{*}}=\left\|\mathcal{G}_{2}\left[\mu_{n}\right]\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)}$. So $\stackrel{\mathcal{G}}{2}\left[\mu_{n}\right] \in L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)$. Consequently, from (4.4.17) in Proposition 4.4.8, we obtain $\mathbb{I}_{2}^{R}\left[\mu_{n}\right] \in L^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)$ for any $n \in \mathbb{N}$ and $R>0$. In particular, $\mathbb{I}_{2}\left[\mu_{n}\right] \in L_{\text {loc }}^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)$ for any $n \in \mathbb{N}$.

Remark 4.6.3 As in the proof of Theorem 2.5 in [16], we can prove a general version of Proposition 4.6.1, that is : for $p>1$, if $\mu$ is absolutely continuous with respect to $C a p_{\mathcal{G}_{\alpha}, p}$ in $O$, there exists a nondecreasing sequence $\left\{\mu_{n}\right\} \subset \mathfrak{M}_{b}^{+}(O) \cap\left(\mathcal{L}_{\alpha}^{p}\left(\mathbb{R}^{N+1}\right)\right)^{*}$, with compact support in $O$ which converges to $\mu$ weakly in $\mathfrak{M}(O)$. Furthermore, $\mathbb{I}_{\alpha}\left[\mu_{n}\right] \in L_{\text {loc }}^{p^{\prime}}\left(\mathbb{R}^{N+1}\right)$ for all $n \in \mathbb{N}$. Besides, we also obtain that for $\mu \in \mathfrak{M}_{b}(O)$ is absolutely continuous with respect to $C a p_{\mathcal{G}_{\alpha}, p}$ in $O$ if and only if $\mu=f+\nu$ where $f \in L^{1}(O)$ and $\nu \in\left(\mathcal{L}_{\alpha}^{p}\left(\mathbb{R}^{N+1}\right)\right)^{*}$.

Proof of Theorem 4.2.8. First, assume that $\sigma \in L^{1}(\Omega)$. Because $\mu$ is absolutely continuous with respect to the capacity $\mathrm{Cap}_{2,1, q^{\prime}}$, so are $\mu^{+}$and $\mu^{-}$. Applying Proposition 4.6.1 there exist two nondecreasing sequences $\left\{\mu_{1, n}\right\}$ and $\left\{\mu_{2, n}\right\}$ of positive bounded measures with compact support in $\Omega_{T}$ which converge to $\mu^{+}$and $\mu^{-}$in $\mathfrak{M}_{b}\left(\Omega_{T}\right)$ respectively and
such that $\mathbb{I}_{2}\left[\mu_{1, n}\right], \mathbb{I}_{2}\left[\mu_{2, n}\right] \in L^{q}\left(\Omega_{T}\right)$.
For $i=1,2$, set $\tilde{\mu}_{i, 1}=\mu_{i, 1}$ and $\tilde{\mu}_{i, j}=\mu_{i, j}-\mu_{i, j-1} \geq 0$, so $\mu_{i, n}=\sum_{j=1}^{n} \tilde{\mu}_{i, j}$. We write $\mu_{i, n}=\mu_{i, n, 0}+\mu_{i, n, s}, \tilde{\mu}_{i, j}=\tilde{\mu}_{i, j, 0}+\tilde{\mu}_{i, j, s}$ with $\mu_{i, n, 0}, \tilde{\mu}_{i, n, 0} \in \mathfrak{M}_{0}\left(\Omega_{T}\right), \mu_{i, n, s}, \tilde{\mu}_{i, n, s} \in \mathfrak{M}_{s}\left(\Omega_{T}\right)$. As in the proof of Theorem 4.2.1, for any $j \in \mathbb{N}$ and $i=1,2$, there exist sequences of nonnegative measures $\tilde{\mu}_{m, i, j, 0}=\left(f_{m, i, j}, g_{m, i, j}, h_{m, i, j}\right)$ and $\tilde{\mu}_{m, i, j, s}$ such that $f_{m, i, j}, g_{m, i, j}, h_{m, i, j} \in$ $C_{c}^{\infty}\left(\Omega_{T}\right)$ and strongly converge to some $f_{i, j}, g_{i, j}, h_{i, j}$ in $L^{1}\left(\Omega_{T}\right), L^{2}\left(\Omega_{T}, \mathbb{R}^{N}\right)$ and $L^{2}\left(0, T, H_{0}^{1}(\Omega)\right)$ respectively and $\tilde{\mu}_{m, i, j}, \tilde{\mu}_{m, i, j, s} \in C_{c}^{\infty}\left(\Omega_{T}\right)$ converge to $\tilde{\mu}_{i, j}, \tilde{\mu}_{i, j, s}$ resp. in the narrow topo$\operatorname{logy}$ with $\tilde{\mu}_{m, i, j}=\tilde{\mu}_{m, i, j, 0}+\tilde{\mu}_{m, i, j, s}$ which satisfy $\tilde{\mu}_{i, j, 0}=\left(f_{i, j}, g_{i, j}, h_{i, j}\right)$ and $0 \leq \tilde{\mu}_{m, i, j} \leq$ $\varphi_{m} * \tilde{\mu}_{i, j}$ and

$$
\begin{equation*}
\left\|f_{m, i, j}\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|g_{m, i, j}\right\|_{L^{2}\left(\Omega_{T}, \mathbb{R}^{N}\right)}+\left\|h_{m, i, j}\right\|_{L^{2}\left(0, T, H_{0}^{1}(\Omega)\right)}+\mu_{m, i, j, s}\left(\Omega_{T}\right) \leq 2 \tilde{\mu}_{i, j}\left(\Omega_{T}\right) \tag{4.6.1}
\end{equation*}
$$

Here $\left\{\varphi_{m}\right\}$ is a sequence of mollifiers in $\mathbb{R}^{N+1}$.
For any $n, k, m \in \mathbb{N}$, let $u_{n, k, m}, u_{1, n, k, m}, u_{2, n, k, m} \in W$ with $W=\left\{z: z \in L^{2}\left(0, T, H_{0}^{1}(\Omega)\right), z_{t} \in\right.$ $\left.L^{2}\left(0, T, H^{-1}(\Omega)\right)\right\}$ be solutions of problems

$$
\begin{align*}
& \left\{\begin{array}{l}
\left(u_{n, k, m}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n, k, m}\right)\right)+T_{k}\left(\left|u_{n, k, m}\right|^{q-1} u_{n, k, m}\right)=\sum_{j=1}^{n}\left(\tilde{\mu}_{m, 1, j}-\tilde{\mu}_{m, 2, j}\right) \text { in } \Omega_{T}, \\
u_{n, k, m}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{n, k, m}(0)=T_{n}\left(\sigma^{+}\right)-T_{n}\left(\sigma^{-}\right) \quad \text { on } \Omega,
\end{array}\right. \\
& \left\{\begin{array}{l}
\left(u_{1, n, k, m}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{1, n, k, m}\right)\right)+T_{k}\left(u_{1, n, k, m}^{q}\right)=\sum_{j=1}^{n} \tilde{\mu}_{m, 1, j} \text { in } \Omega_{T}, \\
u_{1, n, k, m}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{1, n, k, m}(0)=T_{n}\left(\sigma^{+}\right) \quad \text { in } \Omega,
\end{array}\right.  \tag{4.6.2}\\
& \left\{\begin{array}{l}
\left(u_{2, n, k, m}\right)_{t}-\operatorname{div}\left(\tilde{A}\left(x, t, \nabla u_{2, n, k, m}\right)\right)+T_{k}\left(u_{2, n, k, m}^{q}\right)=\sum_{j=1}^{n} \tilde{\mu}_{m, 2, j} \text { in } \Omega_{T}, \\
u_{2, n, k, m}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{2, n, k, m}(0)=T_{n}\left(\sigma^{-}\right) \quad \text { in } \Omega,
\end{array}\right. \tag{4.6.4}
\end{align*}
$$

where $\tilde{A}(x, t, \xi)=-A(x, t,-\xi)$.
By Comparison Principle Theorem and Theorem 4.2.1, there holds, for any $m, k$ the sequences $\left\{u_{1, n, k, m}\right\}_{n}$ and $\left\{u_{2, n, k, m}\right\}_{n}$ are increasing and

$$
\begin{aligned}
-K \mathbb{I}_{2}\left[T_{n}\left(\sigma^{-}\right) \otimes \delta_{\{t=0\}}\right]-K \mathbb{I}_{2}\left[\mu_{2, n} * \varphi_{m}\right] & \leq-u_{2, n, k, m} \leq u_{n, k, m} \leq u_{1, n, k, m} \\
& \leq K \mathbb{I}_{2}\left[\mu_{1, n} * \varphi_{m}\right]+K \mathbb{I}_{2}\left[T_{n}\left(\sigma^{+}\right) \otimes \delta_{\{t=0\}}\right]
\end{aligned}
$$

where a constant $K$ is in Theorem 4.2.1. Thus,

$$
\begin{aligned}
-K \mathbb{I}_{2}\left[T_{n}\left(\sigma^{-}\right) \otimes \delta_{\{t=0\}}\right]-K \mathbb{I}_{2}\left[\mu_{2, n}\right] * \varphi_{m} & \leq-u_{2, n, k, m} \leq u_{n, k, m} \leq u_{1, n, k, m} \\
& \leq K \mathbb{I}_{2}\left[\mu_{1, n}\right] * \varphi_{m}+K \mathbb{I}_{2}\left[T_{n}\left(\sigma^{+}\right) \otimes \delta_{\{t=0\}}\right] .
\end{aligned}
$$

Moreover,

$$
\int_{\Omega_{T}} T_{k}\left(u_{i, n, k, m}^{q}\right) d x d t \leq \int_{\Omega_{T}} \varphi_{m} * \mu_{i, n} d x d t+|\sigma|(\Omega) \leq|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega) .
$$

As in [14, Proof of Lemma 5.3], thanks to Proposition 4.3.5 and Theorem 4.3.6, there exist subsequences of $\left\{u_{n, k, m}\right\}_{m}\left\{u_{1, n, k, m}\right\}_{m},\left\{u_{2, n, k, m}\right\}_{m}$, still denoted them, converging
to renormalized solutions $u_{n, k} u_{1, n, k}, u_{2, n, k}$ of equations (4.6.2) with data $\mu_{1, n}-\mu_{2, n}$, $u_{n, k}(0)=T_{n}\left(\sigma^{+}\right)-T_{n}\left(\sigma^{-}\right)$and the decomposition $\left(\sum_{j=1}^{n} f_{1, j}-\sum_{j=1}^{n} f_{2, j}, \sum_{j=1}^{n} g_{1, j}-\right.$ $\left.\sum_{j=1}^{n} g_{2, j}, \sum_{j=1}^{n} h_{1, j}-\sum_{j=1}^{n} h_{2, j}\right)$ of $\mu_{1, n, 0}-\mu_{2, n, 0}$, (4.6.3) with data $\mu_{1, n}, u_{1, n, k}(0)=$ $T_{n}\left(\sigma^{+}\right)$and the decomposition ( $\sum_{j=1}^{n} f_{1, j}, \sum_{j=1}^{n} g_{1, j}, \sum_{j=1}^{n} h_{1, j}$ ) of $\mu_{1, n, 0}$, (4.6.4) with data $\mu_{2, n}, u_{2, n, k}(0)=T_{n}\left(\sigma^{-}\right)$and the decomposition $\left(\sum_{j=1}^{n} f_{2, j}, \sum_{j=1}^{n} g_{2, j}, \sum_{j=1}^{n} h_{2, j}\right)$ of $\mu_{2, n, 0}$ respectively, which satisfy

$$
\begin{aligned}
-K \mathbb{I}_{2}\left[T_{n}\left(\sigma^{-}\right) \otimes \delta_{\{t=0\}}\right]-K \mathbb{I}_{2}\left[\mu_{2, n}\right] & \leq-u_{2, n, k} \leq u_{n, k} \leq u_{1, n, k} \\
& \leq K \mathbb{I}_{2}\left[\mu_{1, n}\right]+K \mathbb{I}_{2}\left[T_{n}\left(\sigma^{+}\right) \otimes \delta_{\{t=0\}}\right] .
\end{aligned}
$$

Next, as in [14, Proof of Lemma 5.4] since $I_{2}\left[\mu_{i, n}\right] \in L^{q}\left(\Omega_{T}\right)$ for any $n$, thanks to Proposition 4.3.5 and Theorem 4.3.6, there exist subsequences of $\left\{u_{n, k}\right\}_{k}\left\{u_{1, n, k}\right\}_{k},\left\{u_{2, n, k}\right\}_{k}$, still denoted them, converging to renormalized solutions $u_{n} u_{1, n}, u_{2, n}$ of equations

$$
\begin{align*}
& \left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)+\left|u_{n}\right|^{q-1} u_{n}=\mu_{1, n}-\mu_{2, n} \text { in } \Omega_{T}, \\
u_{n}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=T_{n}\left(\sigma^{+}\right)-T_{n}\left(\sigma^{-}\right) \text {in } \Omega,
\end{array}\right.  \tag{4.6.5}\\
& \left\{\begin{array}{l}
\left(u_{1, n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{1, n}\right)\right)+u_{1, n}^{q}=\mu_{1, n} \quad \text { in } \Omega_{T}, \\
u_{1, n}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{1, n}(0)=T_{n}\left(\sigma^{+}\right) \\
\text {in } \Omega,
\end{array}\right.  \tag{4.6.6}\\
& \left\{\begin{array}{l}
\left(u_{2, n}\right)_{t}-\operatorname{div}\left(\tilde{A}\left(x, t, \nabla u_{2, n}\right)\right)+u_{2, n}^{q}=\mu_{2, n} \text { in } \Omega_{T}, \\
u_{2, n}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{2, n}(0)=T_{n}\left(\sigma^{-}\right) \text {in } \Omega,
\end{array}\right. \tag{4.6.7}
\end{align*}
$$

relative to the decomposition ( $\sum_{j=1}^{n} f_{1, j}-\sum_{j=1}^{n} f_{2, j}, \sum_{j=1}^{n} g_{1, j}-\sum_{j=1}^{n} g_{2, j}, \sum_{j=1}^{n} h_{1, j}-$ $\left.\sum_{j=1}^{n} h_{2, j}\right)$ of $\mu_{1, n, 0}-\mu_{2, n, 0},\left(\sum_{j=1}^{n} f_{1, j}, \sum_{j=1}^{n} g_{1, j}, \sum_{j=1}^{n} h_{1, j}\right)$ of $\mu_{1, n, 0}$ and $\left(\sum_{j=1}^{n} f_{2, j}\right.$, $\sum_{j=1}^{n} g_{2, j}, \sum_{j=1}^{n} h_{2, j}$ ) of $\mu_{2, n, 0}$ respectively, which satisfy

$$
\begin{aligned}
-K \mathbb{I}_{2}\left[T_{n}\left(u_{0}^{-}\right) \otimes \delta_{\{t=0\}}\right]-K \mathbb{I}_{2}\left[\mu_{2, n}\right] & \leq-u_{2, n} \leq u_{n} \leq u_{1, n} \\
& \leq K \mathbb{I}_{2}\left[\mu_{1, n}\right]+K \mathbb{I}_{2}\left[T_{n}\left(u_{0}^{+}\right) \otimes \delta_{\{t=0\}}\right] .
\end{aligned}
$$

and the sequences $\left\{u_{1, n}\right\}_{n}$ and $\left\{u_{2, n}\right\}_{n}$ are increasing and

$$
\int_{\Omega_{T}} u_{i, n}^{q} d x d t \leq|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega) .
$$

Note that from (4.6.1) we have

$$
\left\|f_{i, j}\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|g_{i, j}\right\|_{L^{2}\left(\Omega_{T}, \mathbb{R}^{N}\right)}+\left\|h_{i, j}\right\|_{L^{2}\left(0, T, H_{0}^{1}(\Omega)\right)} \leq 2 \tilde{\mu}_{i, j}\left(\Omega_{T}\right)
$$

which implies

$$
\sum_{j=1}^{n}\left\|f_{i, j}\right\|_{L^{1}\left(\Omega_{T}\right)}+\sum_{j=1}^{n}\left\|g_{i, j}\right\|_{L^{2}\left(\Omega_{T}, \mathbb{R}^{N}\right)}+\sum_{j=1}^{n}\left\|h_{i, j}\right\|_{L^{2}\left(0, T, H_{0}^{1}(\Omega)\right)} \leq 2 \mu_{i, n}\left(\Omega_{T}\right) \leq 2|\mu|\left(\Omega_{T}\right) .
$$

Finally, as in [14, Proof of Theorem 5.2] thanks to Proposition 4.3.5, Theorem 4.3.6 and Monotone Convergence Theorem there exist subsequences of $\left\{u_{n}\right\}_{n},\left\{u_{1, n}\right\}_{n},\left\{u_{2, n}\right\}_{n}$, still denoted them, converging to renormalized solutions $u, u_{1}, u_{2}$ of equations (4.6.5) with data $\mu$, $u(0)=\sigma$ and the decomposition $\left(\sum_{j=1}^{\infty} f_{1, j}-\sum_{j=1}^{\infty} f_{2, j}, \sum_{j=1}^{\infty} g_{1, j}-\sum_{j=1}^{\infty} g_{2, j}, \sum_{j=1}^{\infty} h_{1, j}-\right.$ $\sum_{j=1}^{\infty} h_{2, j}$ ) of $\mu_{0},(4.6 .6)$ with data $\mu^{+}, u_{1}(0)=\sigma^{+}$and the decomposition $\left(\sum_{j=1}^{\infty} f_{1, j}, \sum_{j=1}^{\infty} g_{1, j}\right.$, $\left.\sum_{j=1}^{\infty} h_{1, j}\right)$ of $\mu_{0}^{+},(4.6 .7)$ with data $\mu^{-}, u_{2}(0)=\sigma^{-}$and the decomposition $\left(\sum_{j=1}^{\infty} f_{2, j}, \sum_{j=1}^{\infty} g_{2, j}\right.$, $\sum_{j=1}^{\infty} h_{2, j}$ ) of $\mu_{0}^{-}$, respectively and

$$
-K \mathbb{I}_{2}\left[\sigma^{-} \otimes \delta_{\{t=0\}}\right]-K \mathbb{I}_{2}\left[\mu^{-}\right] \leq-u_{2} \leq u \leq u_{1} \leq K \mathbb{I}_{2}\left[\mu^{+}\right]+K \mathbb{I}_{2}\left[\sigma^{+} \otimes \delta_{\{t=0\}}\right]
$$

We now have remark : if $\sigma \equiv 0$ and $\operatorname{supp}(\mu) \subset \bar{\Omega} \times[a, T], a>0$, then $u=u_{1}=u_{2}=0$ in $\Omega \times(0, a)$ since $u_{n, k}=u_{1, n, k}=u_{2, n, k}=0$ in $\Omega \times(0, a)$.
Next, we will consider $\sigma \in \mathfrak{M}_{b}(\Omega)$ such that $\sigma$ is absolutely continuous with respect to the capacity $\operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}, q^{\prime}}}$ in $\Omega$. So, $\chi_{\Omega_{T}} \mu+\sigma \otimes \delta_{\{t=0\}}$ is absolutely continuous with respect to the capacity $\operatorname{Cap}_{2,1, q^{\prime}}$ in $\Omega \times(-T, T)$. As above, we verify that there exists a renormalized solution $u$ of

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))+|u|^{q-1} u=\chi_{\Omega_{T}} \mu+\sigma \otimes \delta_{\{t=0\}} \quad \text { in } \Omega \times(-T, T)  \tag{4.6.8}\\
u=0 \\
u(-T)=0 \quad \text { on } \partial \Omega \times(-T, T) \\
\\
u(-2
\end{array}\right.
$$

satisfying $u=0$ in $\Omega \times(-T, 0)$ and

$$
-K \mathbb{I}_{2}\left[\sigma^{-} \otimes \delta_{\{t=0\}}\right]-K \mathbb{I}_{2}\left[\mu^{-}\right] \leq u \leq K \mathbb{I}_{2}\left[\mu^{+}\right]+K \mathbb{I}_{2}\left[\sigma^{+} \otimes \delta_{\{t=0\}}\right]
$$

Finally, from remark 4.3 .11 we get the result. This completes the proof of the theorem.
Proof of Theorem 4.2.9. Let $\left\{\mu_{n, i}\right\} \subset C_{c}^{\infty}\left(\Omega_{T}\right), \sigma_{i, n} \in C_{c}^{\infty}(\Omega)$ for $i=1,2$ be as in the proof of Theorem 4.2.1. We have $0 \leq \mu_{n, 1} \leq \varphi_{n} * \mu^{+}, 0 \leq \mu_{n, 2} \leq \varphi_{n} * \mu^{-}, 0 \leq \sigma_{1, n} \leq$ $\varphi_{1, n} * \sigma^{+}, 0 \leq \sigma_{2, n} \leq \varphi_{1, n} * \sigma^{-}$for any $n \in \mathbb{N}$ where $\left\{\varphi_{n}\right\}$ and $\left\{\varphi_{1, n}\right\}$ are sequences of standard mollifiers in $\mathbb{R}^{N+1}, \mathbb{R}^{N}$ respectively.
We prove that the problem (4.2.2) has a solution with data $\mu=\mu_{n_{0}}=\mu_{n_{0}, 1}-\mu_{n_{0}, 2}, \sigma=$ $\sigma_{n_{0}}=\sigma_{1, n_{0}}-\sigma_{2, n_{0}}$ for $n_{0} \in \mathbb{N}$. Put

$$
\begin{aligned}
J=\left\{u \in L^{q}\left(\Omega_{T}\right): u^{+}\right. & \leq \frac{q K}{q-1} \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, 1}+\sigma_{1, n_{0}} \otimes \delta_{\{t=0\}}\right] \\
& \text { and } \left.u^{-} \leq \frac{q K}{q-1} \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, 2}+\sigma_{2, n_{0}} \otimes \delta_{\{t=0\}}\right]\right\}
\end{aligned}
$$

where $\max \left\{-\frac{N+2}{q^{\prime}}+2,0\right\}<\delta<2$.
Clearly, $J$ is closed under the strong topology of $L^{q}\left(\Omega_{T}\right)$ and convex.
We consider a map $S: J \rightarrow J$ defined for each $v \in J$ by $S(v)=u$, where $u \in L^{1}\left(\Omega_{T}\right)$ is the unique renormalized solution of

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=|v|^{q-1} v+\mu_{n_{0}, 1}-\mu_{n_{0}, 2} \text { in } \Omega_{T}  \tag{4.6.9}\\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=\sigma_{1, n_{0}}-\sigma_{2, n_{0}} \quad \text { in } \Omega
\end{array}\right.
$$

By Theorem 4.2.1, we have

$$
\begin{aligned}
& u^{+} \leq K \mathbb{I}_{2}^{2 T_{0}}\left[\left(v^{+}\right)^{q}\right]+K \mathbb{I}_{2}^{2 T_{0}}\left[\mu_{n_{0}, 1}+\sigma_{1, n_{0}} \otimes \delta_{\{t=0\}}\right], \\
& u^{-} \leq K \mathbb{I}_{2}^{2 T_{0}}\left[\left(v^{-}\right)^{q}\right]+K \mathbb{I}_{2}^{2 T_{0}}\left[\mu_{n_{0}, 2}+\sigma_{2, n_{0}} \otimes \delta_{\{t=0\}}\right],
\end{aligned}
$$

where $K$ is the constant in Theorem 4.2.1. Thus,

$$
\begin{aligned}
& u^{+} \leq K\left(\frac{q K}{q-1}\right)^{q} \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\left(\mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, 1}+\sigma_{1, n_{0}} \otimes \delta_{\{t=0\}}\right]\right)^{q}\right]+K \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, 1}+\sigma_{1, n_{0}} \otimes \delta_{\{t=0\}}\right], \\
& u^{-} \leq K\left(\frac{q K}{q-1}\right)^{q} \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\left(\mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, 2}+\sigma_{2, n_{0}} \otimes \delta_{\{t=0\}}\right]\right)^{q}\right]+K \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, 2}+\sigma_{2, n_{0}} \otimes \delta_{\{t=0\}}\right] .
\end{aligned}
$$

Thus, thanks to Theorem 4.4.36 there exists $c_{1}=c_{1}(N, K, \delta, q)$ such that if for every compact sets $E \subset \mathbb{R}^{N+1}$,

$$
\begin{equation*}
\left|\mu_{n_{0}, i}\right|(E)+\left(\left|\sigma_{i, n_{0}}\right| \otimes \delta_{\{t=0\}}\right)(E) \leq c_{1} \operatorname{Cap}_{E_{2}^{2 T_{0}, \delta}, q^{\prime}}(E) \tag{4.6.10}
\end{equation*}
$$

then $\mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, i}+\sigma_{i, n_{0}} \otimes \delta_{\{t=0\}}\right] \in L^{q}\left(\mathbb{R}^{N+1}\right)$ and

$$
\mathbb{I}_{2}^{2 T_{0}, \delta}\left[\left(\mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, i}+\sigma_{i, n_{0}} \otimes \delta_{\{t=0\}}\right]\right)^{q}\right] \leq \frac{(q-1)^{q-1}}{(K q)^{q}} \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, i}+\sigma_{i, n_{0}} \otimes \delta_{\{t=0\}}\right] i=1,2
$$

which implies $u \in L^{q}\left(\Omega_{T}\right)$ and

$$
\begin{aligned}
u^{+} & \leq \frac{q K}{q-1} \mathbb{I}_{2}^{2 T_{0}}\left[\mu_{n_{0}, 1}+\sigma_{1, n_{n}} \otimes \delta_{\{t=0\}}\right] \quad \text { and } \\
u^{-} & \leq \frac{q K}{q-1} \mathbb{I}_{2}^{2 T_{0}}\left[\mu_{n_{0}, 2}+\sigma_{2, n_{0}} \otimes \delta_{\{t=0\}}\right]
\end{aligned}
$$

Now we assume that (4.6.10) is satisfied, so $S$ is well defined. Therefore, if we can show that the map $S: J \rightarrow J$ is continuous and $S(J)$ is pre-compact under the strong topology of $L^{q}\left(\Omega_{T}\right)$ then by Schauder Fixed Point Theorem, $S$ has a fixed point on $J$. Hence the problem (4.2.2) has a solution with data $\mu=\mu_{n_{0}}, \sigma=\sigma_{n_{0}}$.
Now we show that $\mathbf{S}$ is continuous. Let $\left\{v_{n}\right\}$ be a sequence in $J$ such that $v_{n}$ converges strongly in $L^{q}\left(\Omega_{T}\right)$ to a function $v \in J$. Set $u_{n}=S\left(v_{n}\right)$. We need to show that $u_{n} \rightarrow S(v)$ in $L^{q}\left(\Omega_{T}\right)$.

By Proposition 4.3.5, there exists a subsequence of $\left\{u_{n}\right\}$, still denoted by it, converging to $u$ a.e in $\Omega_{T}$. Since

$$
\left|u_{n}\right| \leq \sum_{i=1,2} \frac{q K}{q-1} \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, i}+\sigma_{i, n_{0}} \otimes \delta_{\{t=0\}}\right] \in L^{q}\left(\Omega_{T}\right) \quad \forall n \in \mathbb{N}
$$

Applying Dominated Convergence Theorem, we have $u_{n} \rightarrow u$ in $L^{q}\left(\Omega_{T}\right)$. Hence, thanks to Theorem 4.3 .6 we get $u=S(v)$.
Next we show that $\mathbf{S}$ is pre-compact. Indeed if $\left\{u_{n}\right\}=\left\{S\left(v_{n}\right)\right\}$ is a sequence in $S(J)$. By Proposition 4.3.5, there exists a subsequence of $\left\{u_{n}\right\}$, still denoted by it, converging to $u$ a.e in $\Omega_{T}$. Again, using get Dominated Convergence Theorem we get $u_{n} \rightarrow u$ in $L^{q}\left(\Omega_{T}\right)$.

## So S is pre-compact.

Next, thanks to Corollary 4.4.39 and Remark 4.4.40 we have

$$
\left[\mu_{n, i}+\sigma_{i, n} \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M}^{\mathcal{G}_{2}, q^{\prime}}} \leq c_{2}\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M}^{2}, q^{\prime}} \quad \forall n \in \mathbb{N}, i=1,2
$$

for some $c_{2}=c_{2}(N, q)$.
In addition, by the proof of Corollary 4.4.39 we get

$$
\left(c_{3}\left(T_{0}\right)\right)^{-1} \operatorname{Cap}_{\mathcal{G}_{2}, q^{\prime}}(E) \leq \operatorname{Cap}_{E_{2}^{2 T_{0}, \delta}, q^{\prime}}(E) \leq c_{3}\left(T_{0}\right) \operatorname{Cap}_{\mathcal{G}_{2}, q^{\prime}}(E)
$$

for every compact set $E$ with $\operatorname{diam}(E) \leq 2 T_{0}$. Thus, there is $c_{4}=c_{4}\left(N, K, \delta, q, T_{0}\right)$ such that if

$$
\begin{equation*}
\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M}^{\mathcal{G}_{2}}, q^{\prime}} \leq c_{4} \tag{4.6.11}
\end{equation*}
$$

then (4.6.10) holds for any $n_{0} \in \mathbb{N}$.
Now we suppose that (4.6.11) holds, it is equivalent to (4.2.13) holding for some constant $C_{1}=C_{1}\left(T_{0}\right)$ by Remark 4.4.34. Therefore, for any $n \in \mathbb{N}$ there exists a renormalized solution $u_{n}$ of

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\left|u_{n}\right|^{q-1} u_{n}+\mu_{n, 1}-\mu_{n, 2} \text { in } \Omega_{T}  \tag{4.6.12}\\
u_{n}=0 \text { on } \partial \Omega \times(0, T) \\
u_{n}(0)=\sigma_{1, n}-\sigma_{2, n} \quad \text { in } \Omega
\end{array}\right.
$$

which satisfies

$$
-\frac{q K}{q-1} \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n, 2}+\sigma_{2, n} \otimes \delta_{\{t=0\}}\right] \leq u_{n} \leq \frac{q K}{q-1} \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n, 1}+\sigma_{1, n} \otimes \delta_{\{t=0\}}\right]
$$

Thus, for every $(x, t) \in \Omega_{T}$,

$$
\begin{aligned}
-\frac{q K}{q-1} \varphi_{n} * & \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu^{-}\right](x, t)-\frac{q K}{q-1} \varphi_{1, n} *\left(\mathbb{I}_{2}^{2 T_{0}, \delta}\left[\sigma^{-} \otimes \delta_{\{t=0\}}\right](., t)\right)(x) \leq u_{n}(x, t) \\
& \leq \frac{q K}{q-1} \varphi_{n} *\left(\mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu^{-}\right]\right)(x, t)+\frac{q K}{q-1} \varphi_{1, n} *\left(\mathbb{I}_{2}^{2 T_{0}, \delta}\left[\sigma^{-} \otimes \delta_{\{t=0\}}\right](., t)\right)(x)
\end{aligned}
$$

Since $\varphi_{n} * \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu^{ \pm}\right](x, t), \varphi_{1, n} *\left(\mathbb{I}_{2}^{2 T_{0}, \delta}\left[\sigma^{ \pm} \otimes \delta_{\{t=0\}}\right](., t)\right)(x)$ converge to $\mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu^{ \pm}\right](x, t), \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\sigma^{ \pm} \otimes\right.$ $\left.\delta_{\{t=0\}}\right](x, t)$ in $L^{q}\left(\mathbb{R}^{N+1}\right)$ as $n \rightarrow \infty$, respectively, so $\left|u_{n}\right|^{q}$ is equi-integrable.
By Proposition 4.3.5, there exists a subsequence of $\left\{u_{n}\right\}$, still denoted by its, converging to $u$ a.e in $\Omega_{T}$. It follows $\left|u_{n}\right|^{q-1} u_{n} \rightarrow|u|^{q-1} u$ in $L^{1}\left(\Omega_{T}\right)$.
Consequently, by Proposition 4.3.5 and Theorem 4.3.6, we obtain that $u$ is a distribution (a renormalized solution if $\left.\sigma \in L^{1}(\Omega)\right)$ of (4.2.2) with data $\mu, \sigma$, and satisfies (4.2.14). Furthermore, by Corollary 4.4.39 we have

$$
\begin{aligned}
\left(c_{5}\left(T_{0}\right)\right)^{-1} & {\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M}^{\mathcal{G}_{2}, q^{\prime}}}^{q} } \\
& \leq\left[\left(\mathbb{I}_{2}^{2 T_{0}, \delta}\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right]\right)^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{2}, q^{\prime}}} \leq c_{5}\left(T_{0}\right)\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right]_{\mathfrak{M}^{\mathcal{G}_{2}, q^{\prime}}}^{q}
\end{aligned}
$$

which implies $\left[|u|^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{2}} \text {, } q^{\prime}} \leq c_{4}\left(T_{0}\right)$ and we get (4.2.15). This completes the proof of the Theorem.

Remark 4.6.4 In view of above proof, we can see that
i. The Theorem 4.2.9 also holds when we replace assumption (4.2.13) by

$$
|\mu|(E) \leq \operatorname{CCap}_{\mathcal{H}_{2}, q^{\prime}}(E) \quad \text { and } \quad|\sigma|(F) \leq \operatorname{CCap}_{\mathbf{I}_{\frac{1}{q}}, q^{\prime}}(F) .
$$

for every compact sets $E \subset \mathbb{R}^{N+1}, F \subset \mathbb{R}^{N}$ where $C=C\left(N \Lambda_{1}, \Lambda_{2}, q\right)$ is some a constant.
ii. If $\sigma \equiv 0$ and $\operatorname{supp}(\mu) \subset \bar{\Omega} \times[a, T], a>0$, then we can show that a solution $u$ in Theorem 4.2.9 satisfies $u=0$ in $\Omega \times(0, a)$ since we can replace the set $E$ by $E^{\prime}$ :

$$
\begin{gathered}
E^{\prime}=\left\{u \in L^{q}\left(\Omega_{T}\right): u=0 \text { in } \Omega \times(0, a) \text { and } u^{+} \leq \frac{q K}{q-1} \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, 1}+\sigma_{1, n_{0}} \otimes \delta_{\{t=0\}}\right]\right. \\
\text { and } \left.u^{-} \leq \frac{q K}{q-1} \mathbb{I}_{2}^{2 T_{0}, \delta}\left[\mu_{n_{0}, 2}+\sigma_{2, n_{0}} \otimes \delta_{\{t=0\}}\right]\right\} .
\end{gathered}
$$

### 4.6.2 Quasilinear Lane-Emden Parabolic Equations in $\mathbb{R}^{N} \times(0, \infty)$ and $\mathbb{R}^{N+1}$

This section is devoted to proofs of Theorem 4.2.12 and 4.2.14.
Proof of the Theorem 4.2.12. Since $\omega$ is absolutely continuous with respect to the capacity $\mathrm{Cap}_{2,1, q^{\prime}}$ in $\mathbb{R}^{N+1},|\omega|$ is too. Set $D_{n}=B_{n}(0) \times\left(-n^{2}, n^{2}\right)$. From the proof of Theorem 4.2.8, there exist renormalized solutions $u_{n}, v_{n}$ of

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)+\left|u_{n}\right|^{q-1} u_{n}=\chi_{D_{n}} \omega \text { in } D_{n}, \\
u_{n}=0 \text { on } \partial B_{n}(0) \times\left(-n^{2}, n^{2}\right), \\
u_{n}\left(-n^{2}\right)=0 \quad \text { in } B_{n}(0),
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\left(v_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla v_{n}\right)\right)+v_{n}^{q}=\chi_{D_{n}}|\omega| \text { in } D_{n}, \\
v_{n}=0 \text { on } \partial B_{n}(0) \times\left(-n^{2}, n^{2}\right), \\
v_{n}\left(-n^{2}\right)=0 \quad \text { in } B_{n}(0)
\end{array}\right.
$$

relative to decompositions $\left(f_{n}, g_{n}, h_{n}\right)$ of $\chi_{D_{n}} \omega_{0}$ and $\left(\bar{f}_{n}, \bar{g}_{n}, \bar{h}_{n}\right)$ of $\chi_{B_{n}(0) \times\left(0, n^{2}\right)}\left|\omega_{0}\right|$, satisfied (4.3.14), (4.3.15) in Proposition 4.3 .16 with $1<q_{0}<q, L\left(u_{n}\right)=\left|u_{n}\right|^{q-1} u_{n}, L\left(v_{n}\right)=v_{n}^{q}$ and $\mu$ is replaced by $\chi_{D_{n}} \omega$ and $\chi_{D_{n}}|\omega|$ respectively. Moreover, there hold

$$
\begin{equation*}
-K I_{2}\left[\omega^{-}\right] \leq u_{n} \leq K I_{2}\left[\omega^{+}\right], 0 \leq v_{n} \leq K I_{2}[|\omega|] \text { in } D_{n}, \tag{4.6.13}
\end{equation*}
$$

and $v_{n+1} \geq v_{n},\left|u_{n}\right| \leq v_{n}$ in $D_{n}$.
By Remark 4.3.9, we can assume that

$$
\begin{aligned}
& \left\|f_{n}\right\|_{L^{1}\left(D_{i}\right)}+\left\|g_{n}\right\|_{L^{2}\left(D_{i}, \mathbb{R}^{N}\right)}+\left\|\left|\left|h_{n}\right|+\left|\nabla h_{n}\| \|_{L^{2}\left(D_{i}\right)} \leq 2\right| \omega\right|\left(D_{i+1}\right)\right. \text { and } \\
& \left\|\bar{f}_{n}\right\|_{L^{1}\left(D_{i}\right)}+\left\|\bar{g}_{n}\right\|_{L^{2}\left(D_{i}, \mathbb{R}^{N}\right)}+\left\|\left|\left|\bar{h}_{n}\right|+\left|\nabla \bar{h}_{n}\| \|_{L^{2}\left(D_{i}\right)} \leq 2\right| \omega\right|\left(D_{i+1}\right),\right.
\end{aligned}
$$

for any $i=1, \ldots, n-1$ and $h_{n}, \bar{h}_{n}$ are convergent in $L_{\text {loc }}^{1}\left(\mathbb{R}^{N+1}\right)$. On the other hand, since $u_{n}, v_{n}$ satisfy (4.3.14) in Proposition 4.3.16 with $1<q_{0}<q, L\left(u_{n}\right)=\left|u_{n}\right|^{q-1} u_{n}, L\left(v_{n}\right)=v_{n}^{q}$ and thanks to Holder inequality : for any $\varepsilon \in(0,1)$

$$
\left(\left|u_{n}\right|+1\right)^{q_{0}} \leq \varepsilon\left|u_{n}\right|^{q}+c_{1}(\varepsilon) \quad \text { and } \quad\left(\left|v_{n}\right|+1\right)^{q_{0}} \leq \varepsilon\left|v_{n}\right|^{q}+c_{1}(\varepsilon) .
$$

Thus we get

$$
\begin{equation*}
\int_{D_{i}}\left|u_{n}\right|^{q} d x d t+\int_{D_{i}}\left|u_{n}\right|^{q_{0}} d x d t+\int_{D_{i}} v_{n}^{q} d x d t+\int_{D_{i}} v_{n}^{q_{0}} d x d t \leq C(i)+c_{2}|\omega|\left(D_{i+1}\right) \tag{4.6.14}
\end{equation*}
$$

for $i=1, \ldots, n-1$, where the constant $C(i)$ depends on $N, \Lambda_{1}, \Lambda_{2}, q_{0}, q$ and $i$.
Consequently, we can apply Proposition 4.3 .17 with $\mu_{n}=-\left|u_{n}\right|^{q-1} u_{n}+\chi_{D_{n}} \omega,-v_{n}^{q}+\chi_{D_{n}}|\omega|$ and obtain that there are subsequences of $u_{n}, v_{n}$, still denoted by them, converging to some $u, v$ in $L_{l o c}^{1}\left(\mathbb{R} ; W_{l o c}^{1,1}\left(\mathbb{R}^{N}\right)\right)$. So, $\frac{|\nabla u|^{2}}{(|u|+1)^{\alpha+1}} \in L_{l o c}^{1}\left(\mathbb{R}^{N+1}\right)$ for all $\alpha>0$ and $u \in L_{l o c}^{q}\left(\mathbb{R}^{N+1}\right)$ satisfies (4.2.17). In addition, using Holder inequality we get $u \in L_{\mathrm{loc}}^{\gamma}\left(\mathbb{R} ; W_{\mathrm{loc}}^{1, \gamma}\left(\mathbb{R}^{N}\right)\right)$ for any $1 \leq \gamma<\frac{2 q}{q+1}$.
Thanks to (4.6.14) and Monotone Convergence Theorem we get $v_{n} \rightarrow v$ in $L_{l o c}^{q}\left(\mathbb{R}^{N+1}\right)$. After, we also have $u_{n} \rightarrow u$ in $L_{l o c}^{q}\left(\mathbb{R}^{N+1}\right)$ by $\left|u_{n}\right| \leq v_{n}$ and Dominated Convergence Theorem. Consequently, $u$ is a distribution solution of problem (4.2.16) which satisfies (4.2.17). If $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$, then by the proof of Theorem 4.2 .8 we can assume that $u_{n}=0$ in $B_{n}(0) \times\left(-n^{2}, 0\right)$. So, $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$. Therefore, clearly $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to (4.2.18).
This completes the proof of the theorem.

Proof of the Theorem 4.2.14. By the proof of Theorem 4.2.9 and Remark 4.6.4, 4.4.34, there exists a constant $c_{1}=c_{1}\left(N, q, \Lambda_{1}, \Lambda_{2}\right)$ such that if $\omega$ satisfy for every compact set $E \subset \mathbb{R}^{N+1}$,

$$
\begin{equation*}
|\omega|(E) \leq c_{1} \operatorname{Cap}_{\mathcal{H}_{2}, q^{\prime}}(E) \tag{4.6.15}
\end{equation*}
$$

then there is a renormalized solution $u_{n}$ of

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\left|u_{n}\right|^{q-1} u_{n}+\chi_{D_{n}} \omega \text { in } D_{n} \\
u_{n}=0 \text { on } \partial B_{n}(0) \times\left(-n^{2}, n^{2}\right), \\
u_{n}\left(-n^{2}\right)=0 \quad \text { in } B_{n}(0),
\end{array}\right.
$$

relative to a decomposition $\left(f_{n}, g_{n}, h_{n}\right)$ of $\chi_{D_{n}} \omega_{0}$, satisfying (4.3.14), (4.3.15) in Proposition 4.3 .16 with $q_{0}=q, L \equiv 0$ and $\mu$ is replaced by $\left|u_{n}\right|^{q-1} u_{n}+\chi_{D_{n}} \omega$ and

$$
\begin{equation*}
-\frac{q K}{q-1} \mathbb{I}_{2}\left[\omega^{-}\right](x, t) \leq u_{n} \leq \frac{q K}{q-1} \mathbb{I}_{2}\left[\omega^{+}\right](x, t) \tag{4.6.16}
\end{equation*}
$$

for a.e $(x, t)$ in $D_{n}$ and $I_{2}\left[\omega^{ \pm}\right] \in L_{l o c}^{q}\left(\mathbb{R}^{N+1}\right)$.
Besides, thanks to Remark 4.3.9, we can assume that $f_{n}, g_{n}, h_{n}$ satisfies (4.5.17) in proof of Theorem (4.2.5) and $h_{n}$ is convergent in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N+1}\right)$.
Consequently, we can apply Proposition 4.3 .17 and obtain that there exist a subsequence of $u_{n}$, still denoted by it, converging to some $u$ a.e in $\mathbb{R}^{N+1}$ and in $L_{l o c}^{1}\left(\mathbb{R} ; W_{l o c}^{1,1}\left(\mathbb{R}^{N}\right)\right)$. Also, $u_{n} \rightarrow u$ in $L_{\mathrm{loc}}^{q}\left(\mathbb{R}^{N+1}\right)$ by Dominated Convergence Theorem, $\frac{|\nabla u|^{2}}{(|u|+1)^{\alpha+1}} \in L_{l o c}^{1}\left(\mathbb{R}^{N+1}\right)$ for all $\alpha>0$. Using Holder inequality we get $u \in L_{\text {loc }}^{\gamma}\left(\mathbb{R} ; W_{\text {loc }}^{1, \gamma}\left(\mathbb{R}^{N}\right)\right)$ for any $1 \leq \gamma<\frac{2 q}{q+1}$.
Thus we obtain that $u$ is a distribution solution of (4.2.20) which satisfies (4.2.21). Since (4.6.15) holds, thus by Theorem 4.4.36 we get

$$
c_{2}^{-1}[|\omega|]_{\mathfrak{M}^{\mathcal{H}_{2}, q^{\prime}}}^{q} \leq\left[\left(\mathbb{I}_{2}[|\omega|]\right)^{q}\right]_{\mathfrak{M}^{\mathcal{H}_{2}, q^{\prime}}} \leq c_{2}[|\omega|]_{\mathfrak{M}^{\mathcal{H}_{2}, q^{\prime}}}^{q},
$$

so we have $\left[|u|^{q}\right]_{\mathfrak{N}^{\mathcal{H}_{2}, q^{\prime}}} \leq c_{3}$. It follows (4.2.23).
If $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$, then by Remark 4.6.4 we can assume that $u_{n}=0$ in $B_{n}(0) \times\left(-n^{2}, 0\right)$. So, $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$. Therefore, clearly $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to (4.2.22).
This completes the proof of the theorem.

### 4.7 Interior Estimates and Boundary Estimates for Parabolic Equations

In this section we always assume that $u \in C\left(-T, T, L^{2}(\Omega)\right) \cap L^{2}\left(-T, T, H_{0}^{1}(\Omega)\right)$ is a solution to equation (4.2.4) in $\Omega \times(-T, T)$ with $\mu \in L^{2}(\Omega \times(-T, T))$ and $u(-T)=0$. We extend $u$ by zero to $\Omega \times(-\infty,-T)$, clearly $u$ is a solution to equation

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=\chi_{(-T, T)}(t) \mu \quad \text { in } \Omega \times(-\infty, T),  \tag{4.7.1}\\
u=0 \quad \text { on } \quad \partial \Omega \times(-\infty, T) .
\end{array}\right.
$$

### 4.7.1 Interior Estimates

For each ball $B_{2 R}=B_{2 R}\left(x_{0}\right) \subset \subset \Omega$ and $t_{0} \in(-T, T)$, one considers the unique solution

$$
\begin{equation*}
w \in C\left(t_{0}-4 R^{2}, t_{0} ; L^{2}\left(B_{2 R}\right)\right) \cap L^{2}\left(t_{0}-4 R^{2}, t_{0} ; H^{1}\left(B_{2 R}\right)\right) \tag{4.7.2}
\end{equation*}
$$

to the following equation

$$
\left\{\begin{array}{l}
w_{t}-\operatorname{div}(A(x, t, \nabla w))=0 \text { in } Q_{2 R},  \tag{4.7.3}\\
w=u \quad \text { on } \quad \partial_{p} Q_{2 R},
\end{array}\right.
$$

where $Q_{2 R}=B_{2 R} \times\left(t_{0}-4 R^{2}, t_{0}\right)$ and $\partial_{p} Q_{2 R}=\left(\partial B_{2 R} \times\left(t_{0}-4 R^{2}, t_{0}\right)\right) \cup\left(B_{2 R} \times\left\{t=t_{0}-4 R^{2}\right\}\right)$.
Theorem 4.7.1 There exist constants $\theta_{1}>2, \beta_{1} \in\left(0, \frac{1}{2}\right]$ and $C_{1}, C_{2}, C_{3}$ depending on $N, \Lambda_{1}, \Lambda_{2}$ such that the following estimates are true

$$
\begin{gather*}
f_{Q_{2 R}}|\nabla u-\nabla w| d x d t \leq C_{1} \frac{|\mu|\left(Q_{2 R}\right)}{R^{N+1}},  \tag{4.7.4}\\
\left(f_{Q_{\rho / 2}(y, s)}|\nabla w|^{\theta_{1}} d x d t\right)^{\frac{1}{\theta_{1}}} \leq C_{2} f_{Q_{\rho}(y, s)}|\nabla w| d x d t  \tag{4.7.5}\\
\left(f_{Q_{\rho_{1}(y, s)}} \left\lvert\, w-\bar{w}_{\left.\left.Q_{\rho_{1}(y, s)}\right|^{2} d x d t\right)^{1 / 2} \leq C_{3}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{\beta_{1}}\left(f_{Q_{\rho_{2}(y, s)}} \mid w-\bar{w}_{\left.\left.Q_{\rho_{2}}(y, s)\right|^{2} d x d t\right)^{1 / 2},}\right.}=,\right.\right. \tag{4.7.6}
\end{gather*}
$$

and

$$
\begin{equation*}
\left(f_{Q_{\rho_{1}(y, s)}}|\nabla w|^{2} d x d t\right)^{1 / 2} \leq C_{3}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{\beta_{1}-1}\left(f_{Q_{\rho_{2}(y, s)}}|\nabla w|^{2} d x d t\right)^{1 / 2} \tag{4.7.7}
\end{equation*}
$$

for any $Q_{\rho}(y, s) \subset Q_{2 R}$, and $Q_{\rho_{1}}(y, s) \subset Q_{\rho_{2}}(y, s) \subset Q_{2 R}$.

Proof. Inequalities (4.7.4), (4.7.5) and (4.7.6) were proved by Duzaar and Mingione in [27]. So, it remains to prove (4.7.7) in case $\rho_{1} \leq \rho_{2} / 2$. By interior Caccioppoli inequality we have

$$
\left(f_{Q_{\rho_{1}(y, s)}}|\nabla w|^{2} d x d t\right)^{1 / 2} \leq \frac{c_{1}}{\rho_{1}}\left(f_{Q_{2 \rho_{1}(y, s)}} \mid w-\bar{w}_{\left.\left.Q_{2 \rho_{1}}(y, s)\right|^{2} d x d t\right)^{1 / 2} .}\right.
$$

On the other hand, by a Sobolev inequality there holds

$$
\left(f_{Q_{\rho_{2}}(y, s)}\left|w-\bar{w}_{Q_{\rho_{2}}(y, s)}\right|^{2} d x d t\right)^{1 / 2} \leq c_{2} \rho_{2}\left(f_{Q_{\rho_{2}(y, s)}}|\nabla w|^{2} d x d t\right)^{1 / 2}
$$

Therefore, (4.7.7) follows from (4.7.6).
Corollary 4.7.2 Let $\beta_{1}$ be the constant in Theorem 4.7.1. For $2-\beta_{1}<\theta<N+2$, there exists a constant $C=C\left(N, \Lambda_{1}, \Lambda_{2}, \theta\right)>0$ such that for any $B_{\rho}(y) \subset B_{\rho_{0}}(y) \subset \subset \Omega$, $s \in(-T, T)$

$$
\begin{equation*}
\int_{Q_{\rho}(y, s)}|\nabla u| d x d t \leq C \rho^{N+3-\theta}\left(\left(\frac{T_{0}}{\rho_{0}}\right)^{N+3-\theta}+1\right)\left\|\mathbb{M}_{\theta}[\mu]\right\|_{L^{\infty}(\Omega \times(-T, T))} \tag{4.7.8}
\end{equation*}
$$

Proof. Take $B_{\rho_{2}}(y) \subset \subset \Omega$ and $s \in(-T, T)$. For any $Q_{\rho_{1}}(y, s) \subset Q_{\rho_{2}}(y, s)$ with $\rho_{1} \leq \rho_{2} / 2$, we take $w$ as in Theorem 4.7.1 with $Q_{2 R}=Q_{\rho_{2}}(y, s)$. Thus,

$$
\begin{gathered}
\int_{Q_{\rho_{1}(y, s)}}|\nabla w| d x d t \leq c_{1}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{N+\beta_{1}+1} \int_{Q_{\rho_{2}}(y, s)}|\nabla w| d x d t \\
\int_{Q_{\rho_{2}}(y, s)}|\nabla u-\nabla w| d x d t \leq c_{2} \rho_{2}|\mu|\left(Q_{\rho_{2}}(y, s)\right)
\end{gathered}
$$

and we also have

$$
c_{3}^{-1} \int_{Q_{\rho_{2}}(y, s)}|\nabla u| d x d t \leq \int_{Q_{\rho_{2}}(y, s)}|\nabla w| d x d t \leq c_{3} \int_{Q_{\rho_{2}}(y, s)}|\nabla u| d x d t .
$$

It follows that

$$
\begin{aligned}
\int_{Q_{\rho_{1}(y, s)}}|\nabla u| d x d t & \leq \int_{Q_{\rho_{1}(y, s)}}|\nabla w| d x d t+\int_{Q_{\rho_{1}}(y, s)}|\nabla u-\nabla w| d x d t \\
& \leq c_{4}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{N+\beta_{1}+1} \int_{Q_{\rho_{2}(y, s)}}|\nabla w| d x d t+\int_{Q_{\rho_{2}}(y, s)}|\nabla u-\nabla w| d x d t \\
& \leq c_{5}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{N+\beta_{1}+1} \int_{Q_{\rho_{2}(y, s)}}|\nabla u| d x d t+c_{5} \rho_{2}|\mu|\left(Q_{\rho_{2}}(y, s)\right) .
\end{aligned}
$$

This implies

$$
\int_{Q_{\rho_{1}(y, s)}}|\nabla u| d x d t \leq c_{5}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{N+\beta_{1}+1} \int_{Q_{\rho_{2}(y, s)}}|\nabla u| d x d t+c_{5} \rho_{2}^{N+3-\theta} \|_{\mid \mathbb{M}_{\theta}[\mu] \|_{L^{\infty}(\Omega \times(-T, T))} . . . . ~} .
$$

Since $N+3-\beta<N+\beta_{1}+1$, applying [50, Lemma 4.6, page 54] we obtain

$$
\int_{Q_{\rho}(y, s)}|\nabla u| d x d t \leq c_{6}\left(\frac{\rho}{\rho_{0}}\right)^{N+3-\theta}\|\nabla u\|_{L^{1}\left(\Omega_{\times}(-T, T)\right)}+c_{6} \rho^{N+3-\theta}| | \mathbb{M}_{\theta}[\mu] \|_{L^{\infty}(\Omega \times(-T, T))}
$$

for any $B_{\rho}(y) \subset B_{\rho_{0}}(y) \subset \subset \Omega, s \in(-T, T)$. On the other hand, by Remark 4.3.2

$$
\|\nabla u\|_{L^{1}(\Omega \times(-T, T))} \leq c_{7} T_{0}|\mu|(\Omega \times(-T, T)) \leq c_{8} T_{0}^{N+3-\theta}\left\|\mathbb{M}_{\theta}[\mu]\right\|_{L^{\infty}(\Omega \times(-T, T))} .
$$

Hence, we get the desired result.

To continue, we consider the unique solution

$$
\begin{equation*}
v \in C\left(t_{0}-R^{2}, t_{0} ; L^{2}\left(B_{R}\right)\right) \cap L^{2}\left(t_{0}-R^{2}, t_{0} ; H^{1}\left(B_{R}\right)\right) \tag{4.7.9}
\end{equation*}
$$

to the following equation

$$
\left\{\begin{array}{l}
v_{t}-\operatorname{div}\left(\bar{A}_{B_{R}\left(x_{0}\right)}(t, \nabla v)\right)=0 \text { in } Q_{R},  \tag{4.7.10}\\
v=w \quad \text { on } \partial_{p} Q_{R},
\end{array}\right.
$$

where $Q_{R}=B_{R}\left(x_{0}\right) \times\left(t_{0}-R^{2}, t_{0}\right)$ and $\partial_{p} Q_{R}=\left(\partial B_{R} \times\left(t_{0}-R^{2}, t_{0}\right)\right) \cup\left(B_{R} \times\left\{t=t_{0}-R^{2}\right\}\right)$.
Lemma 4.7.3 Let $\theta_{1}$ be the constant in Theorem 4.7.1. There exist constants $C_{1}=C_{1}\left(N, \Lambda_{1}, \Lambda_{2}\right)$ and $C_{2}=C_{2}\left(\Lambda_{1}, \Lambda_{2}\right)$ such that

$$
\begin{equation*}
\left(f_{Q_{R}}|\nabla w-\nabla v|^{2} d x d t\right)^{1 / 2} \leq C_{1}[A]_{s_{1}}^{R} f_{Q_{2 R}}|\nabla w| d x d t \tag{4.7.11}
\end{equation*}
$$

with $s_{1}=\frac{2 \theta_{1}}{\theta_{1}-2}$ and

$$
\begin{equation*}
C_{2}^{-1} \int_{Q_{R}}|\nabla v|^{2} d x d t \leq \int_{Q_{R}}|\nabla w|^{2} d x d t \leq C_{2} \int_{Q_{R}}|\nabla v|^{2} d x d t . \tag{4.7.12}
\end{equation*}
$$

Proof. We can choose $\varphi=w-v$ as a test function for equations (4.7.3), (4.7.10) and since

$$
\int_{Q_{R}} w_{t}(w-v) d x d t-\int_{Q_{R}} v_{t}(w-v) d x d t=\frac{1}{2} \int_{B_{R}}(w-v)^{2}\left(t_{0}\right) d x \geq 0,
$$

we find

$$
-\int_{Q_{R}} \bar{A}_{B_{R}\left(x_{0}\right)}(t, \nabla v) \nabla(w-v) d x d t \leq-\int_{Q_{R}} A(x, t, \nabla w) \nabla(w-v) d x d t .
$$

By using inequalities (4.1.2) and (4.1.3) together with Holder's inequality we get

$$
\begin{equation*}
c_{1}^{-1} \int_{Q_{R}}|\nabla v|^{2} d x d t \leq \int_{Q_{R}}|\nabla w|^{2} d x d t \leq c_{1} \int_{Q_{R}}|\nabla v|^{2} d x d t, \tag{4.7.13}
\end{equation*}
$$

and we also have

$$
\begin{aligned}
\Lambda_{2} \int_{Q_{R}}|\nabla w-\nabla v|^{2} d x d t & \leq \int_{Q_{R}}\left(\bar{A}_{B_{R}\left(x_{0}\right)}(t, \nabla w)-\bar{A}_{B_{R}\left(x_{0}\right)}(t, \nabla v)\right)(\nabla w-\nabla v) d x d t \\
& \leq \int_{Q_{R}}\left(\bar{A}_{B_{R}\left(x_{0}\right)}(t, \nabla w)-A(x, t, \nabla w)\right)(\nabla w-\nabla v) d x d t \\
& \leq \int_{Q_{R}} \Theta\left(A, B_{R}\left(x_{0}\right)\right)(x, t)|\nabla w||\nabla w-\nabla v| d x d t .
\end{aligned}
$$

Here we used the definition of $\Theta\left(A, B_{R}\left(x_{0}\right)\right)$ in the last inequality. Using Holder's inequality with exponents $s_{1}=\frac{2 \theta_{1}}{\theta_{1}-2}, \theta_{1}$ and 2 gives

$$
\begin{aligned}
\Lambda_{2} f_{Q_{R}}|\nabla w-\nabla v|^{2} \leq & \left(f_{Q_{R}} \Theta\left(A, B_{R}\left(x_{0}\right)\right)(x, t)^{s_{1}} d x d t\right)^{1 / s_{1}}\left(f_{Q_{R}}|\nabla w|^{\theta_{1}} d x d t\right)^{1 / \theta_{1}} \\
& \times\left(f_{Q_{R}}|\nabla w-\nabla v|^{2} d x d t\right)^{1 / 2}
\end{aligned}
$$

In other words,

$$
\left(f_{Q_{R}}|\nabla w-\nabla v|^{2} d x d t\right)^{1 / 2} \leq \Lambda_{2}^{-1}[A]_{s_{1}}^{R}\left(f_{Q_{R}}|\nabla w|^{\theta_{1}} d x d t\right)^{1 / \theta_{1}} .
$$

After using the inequality (4.7.5) in Theorem 4.7 .1 we get (4.7.11).
Lemma 4.7.4 Let $\theta_{1}$ be the constant in Theorem 4.7.1. There exists a functions $v \in$ $C\left(t_{0}-R^{2}, t_{0} ; L^{2}\left(B_{R}\right)\right) \cap L^{2}\left(t_{0}-R^{2}, t_{0} ; H^{1}\left(B_{R}\right)\right) \cap L^{\infty}\left(t_{0}-\frac{1}{4} R^{2}, t_{0} ; W^{1, \infty}\left(B_{R / 2}\right)\right)$ such that

$$
\begin{equation*}
\|\nabla v\|_{L^{\infty}\left(Q_{R / 2}\right)} \leq C f_{Q_{2 R}}|\nabla u| d x d t+C \frac{|\mu|\left(Q_{2 R}\right)}{R^{N+1}} \tag{4.7.14}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{Q_{R}}|\nabla u-\nabla v| d x d t \leq C \frac{|\mu|\left(Q_{2 R}\right)}{R^{N+1}}+C[A]_{s_{1}}^{R}\left(f_{Q_{2 R}}|\nabla u| d x d t+\frac{|\mu|\left(Q_{2 R}\right)}{R^{N+1}}\right), \tag{4.7.15}
\end{equation*}
$$

where $s_{1}=\frac{2 \theta_{1}}{\theta_{1}-2}$ and $C=C\left(N, \Lambda_{1}, \Lambda_{2}\right)$.
Proof. Let $w$ and $v$ be in equations (4.7.3) and (4.7.10). By standard interior regularity and inequality (4.7.5) in Theorem 4.7 .1 and (4.7.12) in Lemma 4.7 .3 we have

$$
\begin{aligned}
\|\nabla v\|_{L^{\infty}\left(Q_{R / 2}\right)} & \leq c_{1}\left(f_{Q_{R}}|\nabla v|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{2}\left(f_{Q_{R}}|\nabla w|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{3} f_{Q_{2 R}}|\nabla w| d x d t .
\end{aligned}
$$

Thus, we get (4.7.14) from (4.7.4) in Theorem 4.7.1.
On the other hand, (4.7.11) in Lemma 4.7.3 and Holder's inequality yield

$$
f_{Q_{R}}|\nabla w-\nabla v| d x d t \leq c_{4}[A]_{s_{1}}^{R} f_{Q_{2 R}}|\nabla w| d x d t .
$$

It leads

$$
f_{Q_{R}}|\nabla u-\nabla v| d x d t \leq f_{Q_{R}}|\nabla u-\nabla w| d x d t+c_{4}[A]_{s_{1}}^{R} f_{Q_{2 R}}|\nabla w| d x d t .
$$

Consequently, we get (4.7.15) from (4.7.4) in Theorem 4.7.1. The proof is complete.

### 4.7.2 Boundary Estimates

In this subsection, we focus on the corresponding estimates near the boundary.
Let $x_{0} \in \partial \Omega$ be a boundary point and for $R>0$ and $t_{0} \in(-T, T)$, we set $\tilde{\Omega}_{6 R}=$ $\tilde{\Omega}_{6 R}\left(x_{0}, t_{0}\right)=\left(\Omega \cap B_{6 R}\left(x_{0}\right)\right) \times\left(t_{0}-(6 R)^{2}, t_{0}\right)$ and $Q_{6 R}=Q_{6 R}\left(x_{0}, t_{0}\right)$.
We consider the unique solution $w$ to the equation

$$
\left\{\begin{array}{l}
w_{t}-\operatorname{div}(A(x, t, \nabla w))=0 \text { in } \tilde{\Omega}_{6 R},  \tag{4.7.16}\\
w=u \quad \text { on } \quad \partial_{p} \tilde{\Omega}_{6 R} .
\end{array}\right.
$$

In what follows we extend $\mu$ and $u$ by zero to $(\Omega \times(-\infty, T))^{c}$ and then extend $w$ by $u$ to $\mathbb{R}^{N+1} \backslash \tilde{\Omega}_{6 R}$.

In order to obtain estimates for $w$ as in Theorem 4.7 .1 we require the domain $\Omega$ to be satisfied 2 -Capacity uniform thickness condition.

### 4.7.2.1 2-Capacity uniform thickness domain

It is well known that if $\mathbb{R}^{N} \backslash \Omega$ satisfies uniformly 2 -thick with constants $c_{0}, r_{0}>0$, there exist $p_{0} \in\left(\frac{2 N}{N+2}, 2\right)$ and $C=C\left(N, c_{0}\right)>0$ such that

$$
\begin{equation*}
\operatorname{Cap}_{p_{0}}\left(\overline{B_{r}(x)} \cap\left(\mathbb{R}^{N} \backslash \Omega\right), B_{2 r}(x)\right) \geq C r^{N-p_{0}}, \tag{4.7.17}
\end{equation*}
$$

for all $0<r \leq r_{0}$ and all $x \in \mathbb{R}^{N} \backslash \Omega$, see $[47,57]$.
Theorem 4.7.5 Suppose that $\mathbb{R}^{N} \backslash \Omega$ satisfies uniformly 2 -thick with constants $c_{0}, r_{0}$. Let $w$ be in (4.7.16) with $0<6 R \leq r_{0}$. There exist constants $\theta_{2}>2, \beta_{2} \in\left(0, \frac{1}{2}\right], C_{2}, C_{3}$ depending on $N, \Lambda_{1}, \Lambda_{2}, c_{0}$ and $C_{1}$ depending on $N, \Lambda_{1}, \Lambda_{2}$ such that

$$
\begin{gather*}
f_{Q_{6 R}}|\nabla u-\nabla w| d x d t \leq C_{1} \frac{|\mu|\left(\tilde{\Omega}_{6 R}\right)}{R^{N+1}},  \tag{4.7.18}\\
\left(f_{Q_{\rho / 2}(z, s)}|\nabla w|^{\theta_{2}} d x d t\right)^{\frac{1}{\theta_{2}}} \leq C_{2} f_{Q_{3 \rho}(z, s)}|\nabla w| d x d t, \tag{4.7.19}
\end{gather*}
$$

$$
\begin{equation*}
\left(f_{Q_{\rho_{1}(y, s)}}|w|^{2} d x d t\right)^{1 / 2} \leq C_{3}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{\beta_{2}}\left(f_{Q_{\rho_{2}(y, s)}}|w|^{2} d x d t\right)^{1 / 2} \tag{4.7.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(f_{Q_{\rho_{1}(z, s)}}|\nabla w|^{2} d x d t\right)^{1 / 2} \leq C_{3}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{\beta_{2}-1}\left(f_{Q_{\rho_{2}}(z, s)}|\nabla w|^{2} d x d t\right)^{1 / 2} \tag{4.7.21}
\end{equation*}
$$

for any $Q_{3 \rho}(z, s) \subset Q_{6 R}, y \in \partial \Omega, Q_{\rho_{1}}(y, s) \subset Q_{\rho_{2}}(y, s) \subset Q_{6 R}$ and $Q_{\rho_{1}}(z, s) \subset Q_{\rho_{2}}(z, s) \subset$ $Q_{6 R}$

Proof. 1. For $\eta \in C_{c}^{\infty}\left(\left[t_{0}-(6 R)^{2}, t_{0}\right)\right), 0 \leq \eta \leq 1, \eta_{t} \leq 0$ and $\eta\left(t_{0}-(6 R)^{2}\right)=1$. Using $\varphi=T_{k}(u-w) \eta$, for any $k>0$, as a test function for (4.7.1) and (4.7.16), we get

$$
\begin{aligned}
& \int_{\tilde{\Omega}_{6 R}}(u-w)_{t} T_{k}(u-w) \eta d x d t \\
&+\int_{\tilde{\Omega}_{6 R}}(A(x, t, \nabla u)-A(x, t, \nabla w)) \nabla T_{k}(u-w) \eta d x d t=\int_{\tilde{\Omega}_{6 R}} T_{k}(u-w) \eta d \mu
\end{aligned}
$$

Thanks to (4.1.3), we obtain

$$
-\int_{\tilde{\Omega}_{6 R}} \bar{T}_{k}(u-w) \eta_{t} d x d t+\Lambda_{2} \int_{\tilde{\Omega}_{6 R}}\left|\nabla T_{k}(u-w)\right|^{2} \eta d x d t \leq k|\mu|\left(\tilde{\Omega}_{6 R}\right)
$$

where $\bar{T}_{k}(s)=\int_{0}^{s} T_{k}(\tau) d \tau$. As in [13, Proposition 2.8], we also verify that

$$
\||\nabla(u-w)|\|_{L^{\frac{N+2}{N+1}, \infty}\left(\tilde{\Omega}_{6 R}\right)} \leq c_{1}|\mu|\left(\tilde{\Omega}_{6 R}\right)
$$

Hence we get (4.7.18).
2. We need to prove that

$$
\begin{equation*}
f_{Q_{r / 4}(z, s)}|\nabla w|^{2} d x d t \leq \frac{1}{2} f_{Q_{\frac{26}{10} r}(z, s)}|\nabla w|^{2} d x d t+c_{7}\left(f_{Q_{\frac{26}{10} r}(z, s)}|\nabla w|^{p_{0}} d x d t\right)^{\frac{2}{p_{0}}} \tag{4.7.22}
\end{equation*}
$$

for all $Q_{\frac{26}{10} r}(z, s) \subset Q_{6 R}=Q_{6 R}\left(x_{0}, t_{0}\right)$. Here the constant $p_{0}$ is in inequality (4.7.17).
Suppose that $B_{r}(z) \subset \Omega$. Take $\rho \in(0, r]$. Let $\varphi \in C_{c}^{\infty}\left(B_{\rho}(z)\right), \eta \in C_{c}^{\infty}\left(\left(s-\rho^{2}, s\right]\right)$ be such that $0 \leq \varphi, \eta \leq 1, \varphi=1$ in $B_{\rho / 2}(z), \eta=1$ in $\left[s-\rho^{2} / 4, s\right]$ and $|\nabla \varphi| \leq c_{1} / \rho,\left|\eta_{t}\right| \leq c_{1} / \rho^{2}$. We denote

$$
\tilde{w}_{B_{\rho}(z)}(t)=\left(\int_{B_{\rho}(z)} \varphi(x)^{2} d x\right)^{-1} \int_{B_{\rho}(z)} w(x, t) \varphi(x)^{2} d x
$$

Using $\varphi=\left(w-\tilde{w}_{B_{\rho}(z)}\right) \varphi^{2} \eta^{2}$ as a test function for the equation (4.7.16) we have for all $s^{\prime} \in\left[s-\rho^{2} / 4, s\right]$

$$
\begin{aligned}
\int_{B_{\rho}(z) \times\left(s-\rho^{2}, s^{\prime}\right)} & \left(w-\tilde{w}_{B_{\rho}(z)}\right)_{t}\left(w-\tilde{w}_{B_{\rho}(z)}\right) \varphi^{2} \eta^{2} d x d t \\
& +\int_{B_{\rho}(z) \times\left(s-\rho^{2}, s^{\prime}\right)} A(x, t, \nabla w) \nabla\left(\left(w-\tilde{w}_{B_{\rho}(z)}\right) \varphi^{2} \eta^{2}\right) d x d t=0 .
\end{aligned}
$$

Here we used the equality $\int_{B_{\rho}(z) \times\left(s-\rho^{2}, s^{\prime}\right)}\left(\tilde{w}_{B_{\rho}(z)}\right)_{t}\left(w-\tilde{w}_{B_{\rho}(z)}\right) \varphi^{2} \eta^{2} d x d t=0$.
Thus, we can write

$$
\begin{aligned}
& \frac{1}{2} \int_{B_{\rho}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho}(z)}\left(s^{\prime}\right)\right)^{2} \varphi^{2} d x+\int_{B_{\rho}(z) \times\left(s-\rho^{2}, s^{\prime}\right)} A(x, t, \nabla w) \nabla w \varphi^{2} \eta^{2} d x d t \\
&=-2 \int_{B_{\rho}(z) \times\left(s-\rho^{2}, s^{\prime}\right)} A(x, t, \nabla w) \nabla \varphi \varphi \eta^{2}\left(w-\tilde{w}_{B_{\rho}(z)}\right) d x d t \\
&+\int_{B_{\rho}(z) \times\left(s-\rho^{2}, s^{\prime}\right)}\left(w-\tilde{w}_{B_{\rho}(z)}\right)^{2} \varphi^{2} \eta \eta_{t} d x d t
\end{aligned}
$$

From conditions (4.1.2) and (4.1.3), we get

$$
\begin{aligned}
& \frac{1}{2} \int_{B_{\rho}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho}(z)}\left(s^{\prime}\right)\right)^{2} \varphi^{2} d x+\Lambda_{2} \int_{B_{\rho}(z) \times\left(s-\rho^{2}, s^{\prime}\right)}|\nabla w|^{2} \varphi^{2} \eta^{2} d x d t \\
& \quad \leq 2 \Lambda_{1} \int_{B_{\rho}(z) \times\left(s-\rho^{2}, s^{\prime}\right)}|\nabla w||\nabla \varphi| \varphi \eta^{2}\left|w-\tilde{w}_{B_{\rho}(z)}\right| d x d t+\frac{c_{8}}{\rho^{2}} \int_{Q_{\rho}(z, s)}\left(w-\tilde{w}_{B_{\rho}(z)}\right)^{2} d x d t
\end{aligned}
$$

Using Holder inequality we can verify that

$$
\begin{align*}
& \sup _{s^{\prime} \in\left[s-\rho^{2} / 4, s\right]} \int_{B_{\rho}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho}(z)}\left(s^{\prime}\right)\right)^{2} \varphi^{2} d x \\
& \quad+\int_{Q_{\rho / 2}(z, s)}|\nabla w|^{2} d x d t \leq \frac{c_{9}}{\rho^{2}} \int_{Q_{\rho}(z, s)}\left|w-\tilde{w}_{B_{\rho}(z)}\right|^{2} d x d t . \tag{4.7.23}
\end{align*}
$$

On the other hand, for any $s^{\prime} \in\left[s-\rho^{2} / 4, s\right]$

$$
\begin{equation*}
\int_{B_{\rho / 2}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho / 2}(z)}\left(s^{\prime}\right)\right)^{2} d x \leq 2\left(1+2^{N+2}\right) \int_{B_{\rho}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho}(z)}\left(s^{\prime}\right)\right)^{2} \varphi^{2} d x \tag{4.7.24}
\end{equation*}
$$

where $\varphi_{1}(x)=\varphi(z+2(x-z))$ for all $x \in B_{\rho / 2}(z)$ and

$$
\tilde{w}_{B_{\rho / 2}(z)}=\left(\int_{B_{\rho / 2}(z)} \varphi_{1}(x)^{2} d x\right)^{-1} \int_{B_{\rho / 2}(z)} w(x, t) \varphi_{1}(x)^{2} d x
$$

In fact, since $0 \leq \varphi \leq 1$ and $\varphi=1$ in $B_{\rho / 2}(z)$ thus

$$
\begin{aligned}
& \int_{B_{\rho / 2}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho / 2}(z)}\left(s^{\prime}\right)\right)^{2} d x \\
& \leq 2 \int_{B_{\rho / 2}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho}(z)}\left(s^{\prime}\right)\right)^{2} d x+2^{N+1}\left(\tilde{w}_{B_{\rho / 2}(z)}\left(s^{\prime}\right)-\tilde{w}_{B_{\rho}}(z)\left(s^{\prime}\right)\right)^{2}\left|B_{\rho / 4}(z)\right| \\
& \leq 2 \int_{B_{\rho}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho}(z)}\left(s^{\prime}\right)\right)^{2} \varphi^{2} d x+2^{N+2} \int_{B_{\rho / 2}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho / 2}(z)}\left(s^{\prime}\right)\right)^{2} \varphi_{1}^{2} d x \\
& \quad+2^{N+2} \int_{B_{\rho / 2}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho}(z)}\left(s^{\prime}\right)\right)^{2} \varphi_{1}^{2} d x .
\end{aligned}
$$

which yields (4.7.24) due to the following inequality

$$
\int_{B_{\rho / 2}(z)}\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho / 2}(z)}\left(s^{\prime}\right)\right)^{2} \varphi_{1}^{2} d x \leq \int_{B_{\rho / 2}(z)}\left(w\left(s^{\prime}\right)-l\right)^{2} \varphi_{1}^{2} d x \quad \forall l \in \mathbb{R} .
$$

Therefore,

$$
\begin{align*}
\sup _{s^{\prime} \in\left[s-\rho^{2} / 4, s\right]} \int_{B_{\rho / 2}(z)} & \left(w\left(s^{\prime}\right)-\tilde{w}_{B_{\rho / 2}(z)}\left(s^{\prime}\right)\right)^{2} d x \\
& \quad+\int_{Q_{\rho / 2}(z, s)}|\nabla w|^{2} d x d t \leq \frac{c_{10}}{\rho^{2}} \int_{Q_{\rho}(z, s)}\left|w-\tilde{w}_{B_{\rho}(z)}\right|^{2} d x d t . \tag{4.7.25}
\end{align*}
$$

Now we use estimate (4.7.25) for $\rho=r / 2$, we have

$$
\begin{aligned}
\int_{Q_{r / 4}(z, s)}|\nabla w|^{2} d x d t \leq & \frac{c_{10}}{r^{2}} \\
\leq & \frac{c_{10}}{r^{2}}\left(\sup _{Q_{r / 2}(z, s)}\left(w-\tilde{w}_{s^{\prime} \in\left[s-r^{2} / 4, s\right]} \int_{B_{r / 2}(z)}(z)\right)^{2} d x d t\right. \\
& \left.\left(w\left(s^{\prime}\right)-\tilde{w}_{B_{r / 2}(z)}\left(s^{\prime}\right)\right)^{2} d x\right)^{\frac{2}{N+2}} \\
& \times \int_{s-r^{2} / 4}^{s}\left(\int_{B_{r / 2}(z)}\left(w-\tilde{w}_{B_{r / 2}(z)}\right)^{2} d x\right)^{\frac{N}{N+2}} d t .
\end{aligned}
$$

After we again use estimate (4.7.25) for $\rho=r$ we get

$$
\begin{aligned}
\int_{Q_{r / 4}(z, s)}|\nabla w|^{2} d x d t \leq & \frac{c_{11}}{r^{2}}\left(\frac{1}{r^{2}} \int_{Q_{r}(z, s)}\left|w-\tilde{w}_{B_{r}(z)}\right|^{2} d x d t\right)^{\frac{2}{N+2}} \\
& \times \int_{s-r^{2} / 4}^{s}\left(\int_{B_{\rho / 2}(z)}\left(w-\tilde{w}_{B_{r / 2}(z)}\right)^{2} d x\right)^{\frac{N}{N+2}} d t
\end{aligned}
$$

Thanks to a Sobolev-Poincare inequality, we obtain

$$
\int_{Q_{r / 4}(z, s)}|\nabla w|^{2} d x d t \leq \frac{c_{12}}{r^{2}}\left(\int_{Q_{r}(z, s)}|\nabla w|^{2} d x d t\right)^{\frac{2}{N+2}} \int_{Q_{r / 2}(z, s)}|\nabla w|^{\frac{2 N}{N+2}} d x d t
$$

Since $p_{0} \in\left(\frac{2 N}{N+2}, 2\right)$, thanks to Holder inequality we get (4.7.22).
Finally, we consider the case $B_{r}(z) \cap \Omega \neq \emptyset$. In this case we choose $z_{0} \in \partial \Omega$ such that $\left|z-z_{0}\right|=\operatorname{dist}(z, \partial \Omega)$. Then $\left|z_{0}-z\right|<r$ and thus $\frac{1}{4} r \leq \rho_{1} \leq \frac{1}{2} r$,

$$
\begin{equation*}
B_{\frac{1}{4} r}(z) \subset B_{\frac{5}{4} r} r\left(z_{0}\right) \subset B_{\rho_{1}+r}\left(z_{0}\right) \subset B_{\rho_{1}+\frac{11}{10} r}\left(z_{0}\right) \subset B_{\frac{16}{10} r}\left(z_{0}\right) \subset B_{\frac{26}{10} r}(z) \subset B_{6 R}\left(x_{0}\right) \tag{4.7.26}
\end{equation*}
$$

Let $\varphi \in C_{c}^{\infty}\left(B_{\rho_{1}+\frac{11}{10} r}\left(z_{0}\right)\right)$ be such that $0 \leq \varphi \leq 1, \varphi=1$ in $B_{\rho_{1}+r}\left(z_{0}\right)$ and $|\nabla \varphi| \leq C / r$. For $\frac{1}{2} r \leq \rho_{2} \leq r$, let $\eta \in C_{c}^{\infty}\left(\left(s-\rho_{2}^{2}, s\right]\right)$ be such that $0 \leq \eta \leq 1, \eta=1$ in $\left[s-\rho_{2}^{2} / 4, s\right]$ and $\left|\eta_{t}\right| \leq c / r^{2}$. Using $\phi=w \varphi^{2} \eta^{2}$ as a test function for (4.7.16) we have for any $s^{\prime} \in\left(s-\rho_{2}^{2}, s\right)$

$$
\begin{aligned}
& \int_{\left(B_{\rho_{1}+\frac{11}{10} r}\left(z_{0}\right) \cap \Omega\right) \times\left(s-\rho_{2}^{2}, s^{\prime}\right)} w_{t} w \varphi^{2} \eta^{2} d x d t \\
&+\int_{\left(B_{\rho_{1}+\frac{11}{10} r}\left(z_{0}\right) \cap \Omega\right) \times\left(s-\rho_{2}^{2}, s^{\prime}\right)} A(x, t, \nabla w) \nabla\left(w \varphi^{2} \eta^{2}\right) d x d t=0 .
\end{aligned}
$$

As above we also get

$$
\begin{aligned}
\sup _{s^{\prime} \in\left[s-\rho_{2}^{2} / 4, s\right]} & \int_{B_{\rho_{1}+r}\left(z_{0}\right)} w^{2}\left(s^{\prime}\right) d x \\
& +\int_{B_{\rho_{1}+r}\left(z_{0}\right) \times\left(s-\rho_{2}^{2} / 4, s\right)}|\nabla w|^{2} d x d t \leq \frac{c_{13}}{r^{2}} \int_{B_{\rho_{1}+\frac{11}{10} r}\left(z_{0}\right) \times\left(s-\rho_{2}^{2}, s\right)} w^{2} d x d t .
\end{aligned}
$$

In particular, for $\rho_{1}=\frac{1}{4} r, \rho_{2}=\frac{1}{2} r$ and using (4.7.26) yield

$$
\begin{equation*}
\int_{Q_{\frac{1}{4} r}(z, s)}|\nabla w|^{2} d x d t \leq \frac{c_{14}}{r^{2}} \int_{B_{\frac{29}{20} r}\left(z_{0}\right) \times\left(s-r^{2} / 4, s\right)} w^{2} d x d t \tag{4.7.27}
\end{equation*}
$$

and $\rho_{1}=\left(\frac{1}{4}+\frac{1}{10}\right) r, \rho_{2}=r$,

$$
\sup _{s^{\prime} \in\left[s-r^{2} / 4, s\right]} \int_{B_{\frac{1}{4} r+\frac{11}{10} r}\left(z_{0}\right)} w^{2}\left(s^{\prime}\right) d x \leq \frac{c_{15}}{r^{2}} \int_{B_{\frac{29}{20} r}\left(z_{0}\right) \times\left(s-r^{2}, s\right)} w^{2} d x d t
$$

Set $K_{1}=\{w=0\} \cap \bar{B}_{\frac{29}{20} r}\left(z_{0}\right)$ and $K_{2}=\{w=0\} \cap \bar{B}_{\frac{1}{4} r+\frac{11}{10} r}\left(z_{0}\right)$, Since $\mathbb{R}^{N} \backslash \Omega$ satisfies an uniformly $2-$ thick, we have the following estimates

$$
\operatorname{Cap}_{2}\left(K_{1}, B_{\frac{29}{10} r}\left(z_{0}\right)\right) \geq c_{16} r^{N-2} \text { and } \operatorname{Cap}_{p_{0}}\left(K_{2}, B_{\frac{1}{2} r+\frac{11}{5} r}\left(z_{0}\right)\right) \geq c_{16} r^{N-p_{0}}
$$

So, by Sobolev-Poincare's inequality we get

$$
\begin{equation*}
f_{B_{\frac{29}{20} r}\left(z_{0}\right)} w^{2} d x \leq c_{17} r^{2} f_{B_{\frac{5}{2} r}(z)}|\nabla w|^{2} d x \tag{4.7.28}
\end{equation*}
$$

and

$$
f_{B_{\frac{1}{4} r+\frac{11}{10} r}\left(z_{0}\right)} w^{2} d x d t \leq c_{18} r^{2}\left(f_{B_{\frac{1}{4} r+\frac{11}{10} r}\left(z_{0}\right)}|\nabla w|^{p_{0}} d x\right)^{\frac{2}{p_{0}}} \leq c_{19} r^{2}\left(f_{B_{\frac{5}{2} r}\left(z_{0}\right)}|\nabla w|^{p_{0}} d x\right)^{\frac{2}{p_{0}}}
$$

Leads to

$$
\begin{equation*}
\sup _{s^{\prime} \in\left[s-r^{2} / 4, s\right]} \int_{B_{\frac{1}{4} r+\frac{11}{10} r}\left(z_{0}\right)} w^{2}\left(s^{\prime}\right) d x \leq c_{20} \int_{Q_{\frac{5}{2} r}(z, s)}|\nabla w|^{2} d x d t \tag{4.7.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B_{\frac{1}{4} r+\frac{11}{10} r}\left(z_{0}\right)} w^{2}(t) d x \leq c_{21} r^{N+2}\left(f_{B_{\frac{5}{2} r}\left(z_{0}\right)}|\nabla w|^{p_{0}}(t) d x\right)^{\frac{2}{p_{0}}} \tag{4.7.30}
\end{equation*}
$$

From (4.7.27), we have

$$
\begin{aligned}
& f_{Q_{\frac{1}{4} r}(z, s)}|\nabla w|^{2} d x d t \leq \frac{c_{22}}{r^{N+4}} \int_{B_{\frac{1}{4} r+\frac{11}{10} r}\left(z_{0}\right) \times\left(s-r^{2} / 4, s\right)} w^{2} d x d t \\
& \quad \leq \frac{c_{22}}{r^{N+4}}\left(\sup _{s^{\prime} \in\left[s-r^{2} / 4, s\right]} \int_{B_{\frac{1}{4} r+\frac{11}{10} r}\left(z_{0}\right)} w^{2}\left(s^{\prime}\right) d x\right)^{1-\frac{p_{0}}{2}} \int_{s-r^{2} / 4}^{s}\left(\int_{B_{\frac{1}{4} r+\frac{11}{10} r}\left(z_{0}\right)} w^{2}(t) d x\right)^{\frac{p_{0}}{2}} d t .
\end{aligned}
$$

Using (4.7.30), (4.7.29) and Holder's inequality we get

$$
\begin{aligned}
f_{Q_{\frac{1}{4} r}(z, s)}|\nabla w|^{2} d x d t & \leq \frac{c_{23}}{r^{N+4}}\left(\int_{Q_{\frac{5}{2} r}(z, s)}|\nabla w|^{2} d x d t\right)^{1-\frac{p_{0}}{2}} r^{\frac{N+2}{2} p_{0}-N} \int_{Q_{\frac{5}{2} r}(z, s)}|\nabla w|^{p_{0}} d x d t \\
& =c_{24}\left(f_{Q_{\frac{5}{2} r}(z, s)}|\nabla w|^{2} d x d t\right)^{1-\frac{p_{0}}{2}} f_{Q_{\frac{5}{2} r}(z, s)}|\nabla w|^{p_{0}} d x d t \\
& \leq \frac{1}{2} f_{Q_{\frac{26}{10} r}(z, s)}|\nabla w|^{2} d x d t+c_{25}\left(f_{Q_{\frac{26}{10} r}(z, s)}|\nabla w|^{p_{0}} d x d t\right)^{\frac{2}{p_{0}}} .
\end{aligned}
$$

So we proved (4.7.22).
Therefore, By Gehring's Lemma (see [60]) we get (4.7.19).
3. Now we prove (4.7.20). Let $y \in \partial \Omega, Q_{\rho_{1}}(y, s) \subset Q_{\rho_{2}}(y, s) \subset Q_{6 R}$ with $\rho_{1} \leq \rho_{2} / 4$. First, we will show that there exists a constant $\beta_{2}=\beta_{2}\left(N, \Lambda_{1}, \Lambda_{2}, c_{0}\right) \in(0,1 / 2]$ such that

$$
\begin{equation*}
\operatorname{osc}\left(w, Q_{\rho_{1}}(y, s)\right) \leq c_{26}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{\beta_{2}} \operatorname{osc}\left(w, Q_{\rho_{2} / 2}(y, s)\right), \tag{4.7.31}
\end{equation*}
$$

where osc $(w, A)=\sup _{A} w-\inf _{A} w$.
Indeed, since

$$
\int_{0}^{1} \frac{\operatorname{Cap}_{1,2}\left(\Omega^{c} \cap B_{r}(z), B_{2 r}(z)\right)}{r^{N-2}} \frac{d r}{r}=+\infty \quad \forall z \in \partial \Omega .
$$

thus by the Wiener criterion (see [83]), we have $w$ is continuous up to $\partial_{p} \tilde{\Omega}_{6 R}$. So, we can choose $\varphi=\left(V-M_{4 \rho_{1}}\right) \eta^{2} \in L^{2}\left(-\infty, T ; H_{0}^{1}\left(\Omega \cap B_{6 R}\left(x_{0}\right)\right)\right)$ as test function in (4.7.16), where
a. $\eta \in C^{\infty}\left(Q_{4 \rho_{1}}(y, s)\right), 0 \leq \eta \leq 1$ such that $\eta=1$ in $Q_{\rho_{1} / 2}\left(y, s-\frac{17}{4} \rho_{1}^{2}\right), \operatorname{supp}(\eta) \subset \subset$ $Q_{\rho_{1}}\left(y, s-4 \rho_{1}^{2}\right)$ and $|\nabla \eta| \leq c_{27} / \rho_{1},\left|\eta_{t}\right| \leq c_{28} / \rho_{1}^{2}$.
b. $M_{4 \rho_{1}}=\sup _{Q_{4 \rho_{1}}(y, s)} w$ and $V=\inf \left\{M_{4 \rho_{1}}-w, M_{4 \rho_{1}}\right\}$ in $\tilde{\Omega}_{6 R}, V=M_{4 \rho_{1}}$ outside $\tilde{\Omega}_{6 R}$. We have

$$
\begin{aligned}
& \int_{\tilde{\Omega}_{6 R}} w_{t}\left(V-M_{4 \rho_{1}}\right) \eta^{2} d x d t \\
& \quad+\int_{\tilde{\Omega}_{6 R}} 2 \eta A(x, t, \nabla w) \nabla \eta\left(V-M_{4 \rho_{1}}\right) d x d t+\int_{\tilde{\Omega}_{6 R}} \eta^{2} A(x, t, \nabla w) \nabla V d x d t=0,
\end{aligned}
$$

which implies

$$
\begin{gathered}
\int_{\tilde{\Omega}_{6 R}} \eta^{2} A(x, t,-\nabla V)(-\nabla V) d x d t=\int_{\tilde{\Omega}_{6 R}} 2 \eta A(x, t,-\nabla V) \nabla \eta\left(V-M_{4 \rho_{1}}\right) d x d t \\
\quad-\int_{\tilde{\Omega}_{6 R}}\left(V-M_{4 \rho_{1}}\right)_{t}\left(V-M_{4 \rho_{1}}\right) \eta^{2} d x d t .
\end{gathered}
$$

Using (4.1.2) and (4.1.3) we get

$$
\begin{aligned}
& \Lambda_{2} \int_{\tilde{\Omega}_{6 R}} \eta^{2}|\nabla V|^{2} d x d t \\
& \quad \leq 2 \Lambda_{1} \int_{\tilde{\Omega}_{6 R}} \eta|\nabla V||\nabla \eta|\left|V-M_{4 \rho_{1}}\right| d x d t-1 / 2 \int_{\tilde{\Omega}_{6 R}}\left(\left(V-M_{4 \rho_{1}}\right)^{2}-M_{4 \rho_{1}}^{2}\right)\left(\eta^{2}\right)_{t} d x d t \\
& \quad \leq 2 \Lambda_{1} M_{4 \rho_{1}} \int_{\tilde{\Omega}_{6 R}} \eta|\nabla V||\nabla \eta| d x d t+2 M_{4 \rho_{1}} \int_{\tilde{\Omega}_{6 R}} \eta V\left|\eta_{t}\right| d x d t
\end{aligned}
$$

Since $\operatorname{supp}(|\nabla V|) \cap \operatorname{supp}(\eta) \subset \tilde{\Omega}_{6 R}$, thus

$$
\begin{align*}
\int_{\mathbb{R}^{N+1}}|\nabla(\eta V)|^{2} d x d t & \leq c_{29} M_{4 \rho_{1}}\left(\int_{\mathbb{R}^{N+1}} \eta|\nabla V||\nabla \eta| d x d t+\int_{\mathbb{R}^{N+1}} V\left(\eta\left|\eta_{t}\right|+|\nabla \eta|^{2}\right) d x d t\right) \\
& \leq c_{30} M_{4 \rho_{1}}\left(\int_{\mathbb{R}^{N+1}} \eta|\nabla V||\nabla \eta| d x d t+\frac{1}{\rho_{1}^{2}} \int_{\left.Q_{\rho_{1}\left(y, s-4 \rho_{1}^{2}\right)} V d x d t\right)} .\right. \tag{4.7.32}
\end{align*}
$$

By [50, Theorem 6.31, p. 132], for any $\sigma \in(0,1+2 / N)$ there holds

$$
\begin{equation*}
\left(f_{Q_{\rho_{1}\left(y, s-4 \rho_{1}^{2}\right)}} V^{\sigma} d x d t\right)^{1 / \sigma} \leq c_{31} \inf _{Q_{\rho_{1}}(y, s)} V=c_{31}\left(M_{4 \rho_{1}}-\sup _{Q_{\rho_{1}}(y, s)} w\right)=c_{31}\left(M_{4 \rho_{1}}-M_{\rho_{1}}\right) \tag{4.7.33}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\frac{1}{\rho_{1}^{2}} \int_{Q_{\rho_{1}\left(y, s-4 \rho_{1}^{2}\right)}} V d x d t \leq c_{32} \rho_{1}^{N}\left(M_{4 \rho_{1}}-M_{\rho_{1}}\right) \tag{4.7.34}
\end{equation*}
$$

We need to estimate $\int_{\tilde{\Omega}_{6 R}} \eta|\nabla V||\nabla \eta| d x d t$. Using Holder inequality and (4.7.33), for $\varepsilon \in$ $(0, \min \{2 / N, 1\})$ we have

$$
\begin{aligned}
\int_{\tilde{\Omega}_{6 R}} \eta|\nabla V||\nabla \eta| d x d t & \leq\left(\int_{\tilde{\Omega}_{6 R}} \eta^{2} V^{-(1+\varepsilon)}|\nabla V|^{2} d x d t\right)^{1 / 2}\left(\int_{\tilde{\Omega}_{6 R}} V^{1+\varepsilon}|\nabla \eta|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{28}\left(\int_{\tilde{\Omega}_{6 R}} \eta^{2} V^{-(1+\varepsilon)}|\nabla V|^{2} d x d t\right)^{1 / 2}\left(\int_{Q_{\rho_{1}\left(y, s-4 \rho_{1}^{2}\right)}} V^{1+\varepsilon} d x d t\right)^{1 / 2} \\
& \leq c_{33}\left(\int_{\tilde{\Omega}_{6 R}} \eta^{2} V^{-(1+\varepsilon)}|\nabla V|^{2} d x d t\right)^{1 / 2} \rho_{1}^{N / 2}\left(M_{4 \rho_{1}}-M_{\rho_{1}}\right)^{(1+\varepsilon) / 2}
\end{aligned}
$$

To estimate $\left(\int_{\tilde{\Omega}_{6 R}} \eta^{2} V^{-(1+\varepsilon)}|\nabla V|^{2} d x d t\right)^{1 / 2}$, we can choose $\varphi=\left((V+\delta)^{-\varepsilon}-\left(M_{4 \rho_{1}}+\right.\right.$ $\left.\delta)^{-\varepsilon}\right) \eta^{2}$, for $\delta>0$, as test function in (4.7.16), we will get

$$
\begin{aligned}
& \int_{\tilde{\Omega}_{6 R}} \eta^{2}(V+\delta)^{-(1+\varepsilon)}|\nabla V|^{2} d x d t \\
& \quad \leq c_{34} \int_{\tilde{\Omega}_{6 R}} \eta(V+\delta)^{-\varepsilon}|\nabla V||\nabla \eta| d x d t+c_{34} \int_{\tilde{\Omega}_{6 R}} \eta(V+\delta)^{1-\varepsilon}\left|\eta_{t}\right| d x d t
\end{aligned}
$$

Thanks to Holder's inequality, we obtain

$$
\begin{aligned}
\int_{\tilde{\Omega}_{6 R}} \eta^{2}(V+\delta)^{-(1+\varepsilon)}|\nabla V|^{2} d x d t & \leq c_{35} \int_{\tilde{\Omega}_{6 R}}(V+\delta)^{1-\varepsilon}\left(\eta\left|\eta_{t}\right|+|\nabla \eta|^{2}\right) d x d t \\
& \leq c_{36} \rho_{1}^{2} \int_{Q_{\rho_{1}\left(y, s-4 \rho_{1}^{2}\right)}}(V+\delta)^{1-\varepsilon} d x d t
\end{aligned}
$$

Letting $\delta \rightarrow 0$ and using (4.7.33), we get

$$
\begin{aligned}
\int_{\tilde{\Omega}_{6 R}} \eta^{2} V^{-(1+\varepsilon)}|\nabla V|^{2} d x d t & \leq c_{36} \rho_{1}^{2} \int_{Q_{\rho_{1}}\left(y, s-4 \rho_{1}^{2}\right)} V^{1-\varepsilon} d x d t \\
& \leq c_{37} \rho_{1}^{N}\left(M_{4 \rho_{1}}-M_{\rho_{1}}\right)^{1-\varepsilon}
\end{aligned}
$$

Thus,

$$
\int_{\tilde{\Omega}_{6 R}} \eta|\nabla V||\nabla \eta| d x d t \leq c_{38} \rho_{1}^{N}\left(M_{4 \rho_{1}}-M_{\rho_{1}}\right)
$$

Combining this with (4.7.32) and (4.7.34),

$$
\int_{\mathbb{R}^{N+1}}|\nabla(\eta V)|^{2} d x d t \leq c_{39} \rho_{1}^{N} M_{4 \rho_{1}}\left(M_{4 \rho_{1}}-M_{\rho_{1}}\right)
$$

Note that $\eta V=M_{4 \rho_{1}}$ in $\left(\Omega^{c} \cap B_{\rho_{1} / 2}(y)\right) \times\left(s-\frac{9}{2} \rho_{1}^{2}, s-\frac{17}{4} \rho_{1}^{2}\right)$ thus

$$
\begin{aligned}
\int_{\mathbb{R}^{N+1}}|\nabla(\eta V)|^{2} d x d t & \geq \int_{s-\frac{9}{2} \rho_{1}^{2}}^{s-\frac{17}{4} \rho_{1}^{2}} \int_{\mathbb{R}^{\mathbb{N}}}|\nabla(\eta V)|^{2} d x d t \\
& \geq \int_{s-\frac{9}{2} \rho_{1}^{2}}^{s-\frac{17}{4} \rho_{1}^{2}} M_{4 \rho_{1}}^{2} \operatorname{Cap}_{1,2}\left(\Omega^{c} \cap B_{\rho_{1} / 2}(y), B_{\rho_{1}}(y)\right) d t \\
& \geq c_{40} M_{4 \rho_{1}}^{2} \rho_{1}^{N}
\end{aligned}
$$

Here we used $C a p_{1,2}\left(\Omega^{c} \cap B_{\rho_{1} / 2}(y), B_{\rho_{1}}(y)\right) \geq c \rho_{1}^{N-2}$ in the last inequality. It follows

$$
M_{4 \rho_{1}} \leq c_{41}\left(M_{4 \rho_{1}}-M_{\rho_{1}}\right)
$$

So

$$
\sup _{Q_{\rho_{1}}(y, s)} w \leq \gamma \sup _{Q_{4 \rho_{1}}(y, s)} w \quad \text { where } \quad \gamma=\frac{c_{41}}{c_{41}+1}<1
$$

Of course, above estimate is also true when we replace $w$ by $-w$. These give,

$$
\operatorname{osc}\left(w, Q_{\rho_{1}}(y, s)\right) \leq \gamma \operatorname{osc}\left(w, Q_{4 \rho_{1}}(y, s)\right)
$$

It follows (4.7.31).
We come back the proof of (4.7.20).
Since $w=0$ outside $\Omega_{T}$ this leads to

$$
\left(f_{Q_{\rho_{1}}(y, s)}|w|^{2} d x d t\right)^{1 / 2} \leq c_{42} \operatorname{Osc}\left(w, Q_{\rho_{2} / 2}(y, s)\right)
$$

On the other hand, By [50, Theorem 6.30, p. 132] we have

$$
\begin{aligned}
& \sup _{Q_{\rho_{2} / 2}(y, s)} w \leq c_{43}\left(f_{Q_{\rho_{2}(y, s)}}\left(w^{+}\right)^{2} d x d t\right)^{1 / 2} \text { and } \\
& \sup _{Q_{\rho_{2} / 2}(y, s)}(-w) \leq c_{44}\left(f_{Q_{\rho_{2}}(y, s)}\left(w^{-}\right)^{2} d x d t\right)^{1 / 2}
\end{aligned}
$$

Thus, we get (4.7.20).
Next, we have (4.7.21) for case $z=y \in \partial \Omega$ since from Caccippoli's inequality,

$$
\int_{Q_{\rho_{1}(z, s)}}|\nabla w|^{2} d x d t \leq \frac{c_{45}}{\rho_{1}^{2}} \int_{Q_{2 \rho_{1}(z, s)}}|w|^{2} d x d t
$$

and using Sobolev-Poincare's inequality as in (4.7.28),

$$
\int_{Q_{\rho_{2}(z, s)}}|w|^{2} d x d t \leq c_{46} \rho_{2}^{2} \int_{Q_{\rho_{2}(z, s)}}|\nabla w|^{2} d x d t
$$

We now prove (4.7.21). Take $Q_{\rho_{1}}(z, s) \subset Q_{\rho_{2}}(z, s) \subset Q_{6 R}$, it is enough to consider the case $\rho_{1} \leq \rho_{2} / 20$. Clearly, if $B_{\rho_{2} / 4}(z) \subset \Omega$ then (4.7.21) follows from (4.7.7) in Theorem 4.7.1. We consider $B_{\rho_{2} / 4}(z) \cap \partial \Omega \neq \emptyset$, let $z_{0} \in B_{\rho_{2} / 4}(z) \cap \partial \Omega$ such that $\left|z-z_{0}\right|=\operatorname{dist}(z, \partial \Omega) \leq \rho_{2} / 4$. Obviously, if $\rho_{1}<\left|z-z_{0}\right| / 4$ and $z \notin \Omega$, then (4.7.21) is trivial. If $\rho_{1}<\left|z-z_{0}\right| / 4$ and $z \in \Omega$, then (4.7.21) follows from (4.7.7) in Theorem 4.7.1.
Now assume $\rho_{1} \geq\left|z-z_{0}\right| / 4$ then since $Q_{\rho_{1}}(z, s) \subset Q_{5 \rho_{1}}\left(z_{0}, s\right)$

$$
\begin{aligned}
\left(f_{Q_{\rho_{1}(z, s)}}|\nabla w|^{2} d x d t\right)^{1 / 2} & \leq c_{47}\left(f_{Q_{5 \rho_{1}}\left(z_{0}, s\right)}|\nabla w|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{48}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{\beta_{2}-1}\left(f_{Q_{\rho_{2} / 4}\left(z_{0}, s\right)}|\nabla w|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{49}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{\beta_{2}-1}\left(f_{Q_{\rho_{2} / 2}(z, s)}|\nabla w|^{2} d x d t\right)^{1 / 2},
\end{aligned}
$$

which implies (4.7.21).
Corollary 4.7.6 Suppose that $\mathbb{R}^{N} \backslash \Omega$ satisfies uniformly 2 -thick with constants $c_{0}, r_{0}$. Let $\beta_{2}$ be the constant in Theorem 4.7.5. For $2-\beta_{2}<\theta<N+2$, there exists a constant $C=C\left(N, \Lambda_{1}, \Lambda_{2}, \theta\right)>0$ such that for any $B_{\rho}(y) \cap \partial \Omega \neq \emptyset, s \in(-T, T), 0<\rho \leq r_{0}$

$$
\begin{equation*}
\int_{Q_{\rho}(y, s)}|\nabla u| d x d t \leq\left. C \rho^{N+3-\theta}\left(\left(\frac{T_{0}}{r_{0}}\right)^{N+3-\theta}+1\right)| | \mathbb{M}_{\theta}[\mu]\right|_{L^{\infty}(\Omega \times(-T, T))}, \tag{4.7.35}
\end{equation*}
$$

where $T_{0}=\operatorname{diam}(\Omega)+T^{1 / 2}$.

### 4.7. INTERIOR ESTIMATES AND BOUNDARY ESTIMATES FOR PARABOLIC EQUATIONS

Proof. Take $B_{\rho_{2} / 4}(y) \cap \partial \Omega \neq \emptyset$ and $s \in(-T, T), \rho_{2} \leq 2 r_{0}$. Let $y_{0} \in B_{\rho_{2} / 4}(y) \cap \partial \Omega$ such that $\left|y-y_{0}\right|=\operatorname{dist}(y, \partial \Omega) \leq \rho_{2} / 4$, thus $Q_{\rho_{2} / 4}(y, s) \subset Q_{\rho_{2} / 2}\left(y_{0}, s\right)$ For any $Q_{\rho_{1}}(y, s) \subset Q_{\rho_{2}}(y, s)$ with $\rho_{1} \leq \rho_{2} / 4$, we take $w$ as in Theorem 4.7.5 with $Q_{6 R}=Q_{\rho_{2} / 2}\left(y_{0}, s\right)$. Thus,

$$
\begin{aligned}
& \int_{Q_{\rho_{1}(y, s)}}|\nabla w| d x d t \leq c_{1}\left(\frac{\rho_{1}}{\rho_{2}}\right)^{N+\beta_{1}+1} \int_{Q_{\rho_{2} / 4}(y, s)}|\nabla w| d x d t \\
& \int_{Q_{\rho_{2} / 2}\left(y_{0}, s\right)}|\nabla u-\nabla w| d x d t \leq c_{2} \rho_{2}|\mu|\left(Q_{\rho_{2} / 2}\left(y_{0}, s\right)\right)
\end{aligned}
$$

As in the proof of Corollary 4.7.2, we get the result.

### 4.7.2.2 Reifenberg flat domain

In this subsection, we always assume that $A$ satisfies (4.2.27). Also, we assume that $\Omega$ is a $\left(\delta, R_{0}\right)$ - Reifenberg flat domain with $0<\delta<1 / 2$. Fix $x_{0} \in \partial \Omega$ and $0<R<R_{0} / 6$. We have a density estimate

$$
\begin{equation*}
\left|B_{t}(x) \cap\left(\mathbb{R}^{N} \backslash \Omega\right)\right| \geq c\left|B_{t}(x)\right| \forall x \in \partial \Omega, 0<t<R_{0} \tag{4.7.36}
\end{equation*}
$$

with $c=((1-\delta) / 2)^{N} \geq 4^{-N}$.
In particular, $\mathbb{R}^{N} \backslash \Omega$ satisfies uniformly $2-$ thick with constants $c, r_{0}=R_{0}$.
Next we set $\rho=R(1-\delta)$ so that $0<\rho /(1-\delta)<R_{0} / 6$. By the definition of Reifenberg flat domains, there exists a coordinate system $\left\{y_{1}, y_{2}, \ldots, y_{N}\right\}$ with the origin $0 \in \Omega$ such that in this coordinate system $x_{0}=(0, \ldots, 0,-\rho \delta /(1-\delta))$ and

$$
B_{\rho}^{+}(0) \subset \Omega \cap B_{\rho}(0) \subset B_{\rho}(0) \cap\left\{y=\left(y_{1}, y_{2}, \ldots, y_{N}\right): y_{N}>-2 \rho \delta /(1-\delta)\right\}
$$

Since $\delta<1 / 2$ we have

$$
B_{\rho}^{+}(0) \subset \Omega \cap B_{\rho}(0) \subset B_{\rho}(0) \cap\left\{y=\left(y_{1}, y_{2}, \ldots, y_{N}\right): y_{N}>-4 \rho \delta\right\}
$$

where $B_{\rho}^{+}(0):=B_{\rho}(0) \cap\left\{y=\left(y_{1}, y_{2}, \ldots, y_{N}\right): y_{N}>0\right\}$.
Furthermore we consider the unique solution

$$
\begin{equation*}
v \in C\left(t_{0}-\rho^{2}, t_{0} ; L^{2}\left(\Omega \cap B_{\rho}(0)\right)\right) \cap L^{2}\left(t_{0}-\rho^{2}, t_{0} ; H^{1}\left(\Omega \cap B_{\rho}(0)\right)\right) \tag{4.7.37}
\end{equation*}
$$

to the following equation

$$
\left\{\begin{array}{l}
v_{t}-\operatorname{div}\left(\bar{A}_{B_{\rho}(0)}(t, \nabla v)\right)=0 \text { in } \tilde{\Omega}_{\rho}(0),  \tag{4.7.38}\\
v=w \quad \text { on } \partial_{p} \tilde{\Omega}_{\rho}(0)
\end{array}\right.
$$

where $\tilde{\Omega}_{\rho}(0)=\left(\Omega \cap B_{\rho}(0)\right) \times\left(t_{0}-\rho^{2}, t_{0}\right)\left(-T<t_{0}<T\right)$.
We put $v=w$ outside $\tilde{\Omega}_{\rho}(0)$. As Lemma 4.7 .3 we have the following Lemma.
Lemma 4.7.7 Let $\theta_{2}$ be the constant in Theorem 4.7.5. There exists constants $C_{1}=$ $C_{1}\left(N, \Lambda_{1}, \Lambda_{2}\right), C_{2}=C_{2}\left(\Lambda_{1}, \Lambda_{2}\right)$ such that

$$
\begin{equation*}
\left(f_{Q_{\rho}\left(0, t_{0}\right)}|\nabla w-\nabla v|^{2}\right)^{1 / 2} \leq[A]_{s_{2}}^{R} f_{Q_{\rho}\left(0, t_{0}\right)}|\nabla w| d x d t \tag{4.7.39}
\end{equation*}
$$

with $s_{2}=\frac{2 \theta_{2}}{\theta_{2}-2}$ and

$$
\begin{equation*}
C_{2}^{-1} \int_{Q_{\rho}\left(0, t_{0}\right)}|\nabla v|^{2} d x d t \leq \int_{Q_{\rho}\left(0, t_{0}\right)}|\nabla w|^{2} d x d t \leq C_{2} \int_{Q_{\rho}\left(0, t_{0}\right)}|\nabla v|^{2} d x d t . \tag{4.7.40}
\end{equation*}
$$

We can see that if the boundary of $\Omega$ is bad enough, then the $L^{\infty}$-norm of $\nabla v$ up to $\partial \Omega \cap B_{\rho}(0) \times\left(t_{0}-\rho^{2}, t_{0}\right)$ could be unbounded. For our purpose, we will consider another equation :

$$
\left\{\begin{array}{l}
V_{t}-\operatorname{div}\left(\bar{A}_{B_{\rho}(0)}(t, \nabla V)\right)=0 \text { in } Q_{\rho}^{+}\left(0, t_{0}\right),  \tag{4.7.41}\\
V=0 \quad \text { on } T_{\rho}\left(0, t_{0}\right),
\end{array}\right.
$$

where $Q_{\rho}^{+}\left(0, t_{0}\right)=B_{\rho}^{+}(0) \times\left(t_{0}-\rho^{2}, t_{0}\right)$ and $T_{\rho}\left(0, t_{0}\right)=Q_{\rho}\left(0, t_{0}\right) \cap\left\{x_{N}=0\right\}$.
A weak solution $V$ of above problem is understood in the following sense : the zero extension of $V$ to $Q_{\rho}\left(0, t_{0}\right)$ is in $V \in C\left(t_{0}-\rho^{2}, t_{0} ; L^{2}\left(B_{\rho}(0)\right)\right) \cap L_{\text {loc }}^{2}\left(t_{0}-\rho^{2}, t_{0} ; H^{1}\left(B_{\rho}(0)\right)\right)$ and for every $\varphi \in C_{c}^{1}\left(Q_{\rho}^{+}\left(0, t_{0}\right)\right)$ there holds

$$
-\int_{Q_{\rho}^{+}\left(0, t_{0}\right)} V \varphi_{t} d x d t+\int_{Q_{\rho}^{+}\left(0, t_{0}\right)} \bar{A}_{B_{\rho}(0)}(t, \nabla V) \nabla \varphi d x d t=0 .
$$

We have the following gradient $L^{\infty}$ estimate up to the boundary for $V$.
Lemma 4.7.8 (see [48, 49]) For any weak solution $V \in C\left(t_{0}-\rho^{2}, t_{0} ; L^{2}\left(B_{\rho}^{+}(0)\right)\right) \cap$ $L_{l o c}^{2}\left(t_{0}-\rho^{2}, t_{0} ; H^{1}\left(B_{\rho}^{+}(0)\right)\right)$ of (4.7.41), we have

$$
\begin{equation*}
\|\nabla V\|_{L^{\infty}\left(Q_{\rho^{\prime} / 2}^{+}\left(0, t_{0}\right)\right)} \leq C f_{Q_{\rho^{\prime}}^{+}\left(0, t_{0}\right)}|\nabla V|^{2} d x d t \quad \forall 0<\rho^{\prime} \leq \rho . \tag{4.7.42}
\end{equation*}
$$

for some constant $C=C\left(N, \Lambda_{1}, \Lambda_{2}\right)>0$. Moreover, $\nabla V$ is continuous up to $T_{\rho}\left(0, t_{0}\right)$.
Lemma 4.7.9 If $V \in C\left(t_{0}-\rho^{2}, t_{0} ; L^{2}\left(B_{\rho}^{+}(0)\right)\right) \cap L^{2}\left(t_{0}-\rho^{2}, t_{0} ; H^{1}\left(B_{\rho}^{+}(0)\right)\right)$ is a weak solution of (4.7.41), then its zero extension from $Q_{\rho}^{+}\left(0, t_{0}\right)$ to $Q_{\rho}\left(0, t_{0}\right)$ solves

$$
\begin{equation*}
V_{t}-\operatorname{div}\left(\bar{A}_{B_{\rho}(0)}(t, \nabla V)\right)=\frac{\partial F}{\partial x_{N}}, \tag{4.7.43}
\end{equation*}
$$

weakly in $Q_{\rho}\left(0, t_{0}\right)$, for $(x, t)=\left(x^{\prime}, x_{N}, t\right) \in Q_{\rho}\left(0, t_{0}\right)$, $\bar{A}_{B_{\rho}(0)}=\left(\bar{A}_{B_{\rho}(0)}^{1}, \bar{A}_{B_{\rho}(0)}^{2}, \ldots, \bar{A}_{B_{\rho}(0)}^{N}\right)$, and $F(x, t)=\chi_{x_{N}<0} \bar{A}_{B_{\rho}(0)}^{N}\left(t, \nabla V\left(x^{\prime}, 0, t\right)\right)$.

Proof. Let $g \in C^{\infty}(\mathbb{R})$ with $g=0$ on $(-\infty, 1 / 2)$ and $g=1$ on $(1, \infty)$. Then, for any $\varphi \in C_{c}^{\infty}\left(Q_{\rho}\left(0, t_{0}\right)\right)$ and $n \in \mathbb{N}$. We have $\varphi_{n}(x, t)=\varphi_{n}\left(x^{\prime}, x_{N}, t\right)=g\left(n x_{N}\right) \varphi(x, t) \in$ $C_{c}^{\infty}\left(Q_{\rho}^{+}\left(0, t_{0}\right)\right.$. Thus, we get

$$
\int_{Q_{\rho}^{+}\left(0, t_{0}\right)} V_{t} \varphi_{n} d x d t+\int_{Q_{\rho}^{+}\left(0, t_{0}\right.} \bar{A}_{B_{\rho}(0)}(t, \nabla V) \nabla\left(g\left(n x_{N}\right) \varphi(x, t)\right) d x d t=0,
$$

which implies

$$
\begin{aligned}
\int_{Q_{\rho}^{+}\left(0, t_{0}\right)} V_{t} \varphi_{n} d x d t & +\int_{Q_{\rho}^{+}\left(0, t_{0}\right)} \bar{A}_{B_{\rho}(0)}(t, \nabla V) \nabla \varphi(x, t) g\left(n x_{N}\right) d x d t \\
& =-\int_{0}^{\rho} G\left(x_{N}\right) g^{\prime}\left(n x_{N}\right) n d x_{N} .
\end{aligned}
$$

where

$$
G\left(x_{N}\right)=\int_{t_{0}-\rho^{2}}^{t_{0}} \int_{\left|x^{\prime}\right|<\sqrt{\rho^{2}-x_{N}^{2}}} \bar{A}_{B_{\rho}(0)}^{N}(t, \nabla V) \varphi\left(x^{\prime}, x_{N}, t\right) d x^{\prime} d t \in C([0, \infty)) .
$$

Letting $n \rightarrow \infty$ we get

$$
\begin{aligned}
\int_{Q_{\rho}^{+}\left(0, t_{0}\right)} V_{t} \varphi d x d t+\int_{Q_{\rho}^{+}\left(0, t_{0}\right)} & \bar{A}_{B_{\rho}(0)}(t, \nabla V) \nabla \varphi(x, t) d x d t=-G(0) \\
& =-\int_{Q_{\rho}\left(0, t_{0}\right)} F \frac{\partial \varphi}{\partial x_{N}} d x d t .
\end{aligned}
$$

Since $\nabla V=0, V=0$ outside $Q_{\rho}^{+}$, therefore we get the result.
We now consider a scaled version of equation (4.7.38)

$$
\left\{\begin{array}{l}
v_{t}-\operatorname{div}\left(\bar{A}_{B_{1}(0)}(t, \nabla v)\right)=0 \quad \text { in } \tilde{\Omega}_{1}(0),  \tag{4.7.44}\\
v=0 \quad \text { on } \partial_{p} \tilde{\Omega}_{1}(0) \backslash(\Omega \times(-T, T)),
\end{array}\right.
$$

under assumption

$$
\begin{equation*}
B_{1}^{+}(0) \subset \Omega \cap B_{1}(0) \subset B_{1}(0) \cap\left\{x_{N}>-4 \delta\right\} . \tag{4.7.45}
\end{equation*}
$$

Lemma 4.7.10 For any $\varepsilon>0$ there exists a small $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, \varepsilon\right)>0$ such that if $v \in C\left(t_{0}-1, t_{0} ; L^{2}\left(\Omega \cap B_{1}(0)\right)\right) \cap L^{2}\left(t_{0}-1, t_{0} ; H^{1}\left(\Omega \cap B_{1}(0)\right)\right)$ is a solution of (4.7.44) and (4.7.45) is satisfied and the bounded

$$
\begin{equation*}
f_{Q_{1}\left(0, t_{0}\right)}|\nabla v|^{2} d x d t \leq 1, \tag{4.7.46}
\end{equation*}
$$

then there exists a weak solution $V \in C\left(t_{0}-1, t_{0} ; L^{2}\left(B_{1}^{+}(0)\right)\right) \cap L^{2}\left(t_{0}-1, t_{0} ; H^{1}\left(B_{1}^{+}(0)\right)\right)$ of (4.7.41) with $\rho=1$, whose zero extension to $Q_{1}\left(0, t_{0}\right)$ satisfies

$$
\begin{equation*}
f_{Q_{1}\left(0, t_{0}\right)}|v-V|^{2} d x d t \leq \varepsilon^{2} \tag{4.7.47}
\end{equation*}
$$

Proof. We argue by contradiction. Suppose that the conclusion were false. Then, there exist a constant $\varepsilon_{0}>0, t_{0} \in \mathbb{R}$ and a sequence of nonlinearities $\left\{A_{k}\right\}$ satisfying (4.1.2) and (4.2.27), a sequence of domains $\left\{\Omega^{k}\right\}$, and a sequence of functions $\left\{v_{k}\right\} \subset C\left(t_{0}-\right.$ $\left.1, t_{0} ; L^{2}\left(\Omega^{k} \cap B_{1}(0)\right)\right) \cap L^{2}\left(t_{0}-1, t_{0} ; H^{1}\left(\Omega^{k} \cap B_{1}(0)\right)\right)$ such that

$$
\begin{align*}
& B_{1}^{+}(0) \subset \Omega^{k} \cap B_{1}(0) \subset B_{1}(0) \cap\left\{x_{N}>-1 / 2 k\right\},  \tag{4.7.48}\\
& \left\{\begin{array}{l}
\left(v_{k}\right)_{t}-\operatorname{div}\left(\bar{A}_{k, B_{1}(0)}\left(t, \nabla v_{k}\right)\right)=0 \text { in } \tilde{\Omega}_{1}^{k}(0), \\
v_{k}=0 \text { on }\left(\partial_{p} \tilde{\Omega}_{1}^{k}(0)\right) \backslash\left(\Omega^{k} \times(-T, T)\right),
\end{array}\right. \tag{4.7.49}
\end{align*}
$$

and the zero extension of each $v_{k}$ to $Q_{1}\left(0, t_{0}\right)$ satisfies

$$
\begin{align*}
& f_{Q_{1}\left(0, t_{0}\right)}\left|\nabla v_{k}\right|^{2} d x d t \leq 1 \text { but }  \tag{4.7.50}\\
& f_{Q_{1}\left(0, t_{0}\right)}\left|v_{k}-V_{k}\right|^{2} d x d t \geq \varepsilon_{0}^{2}, \tag{4.7.51}
\end{align*}
$$

### 4.7. INTERIOR ESTIMATES AND BOUNDARY ESTIMATES FOR PARABOLIC EQUATIONS

for any weak solution $V_{k}$ of

$$
\left\{\begin{array}{l}
\left(V_{k}\right)_{t}-\operatorname{div}\left(\bar{A}_{k, B_{1}(0)}\left(t, \nabla V_{k}\right)\right)=0, \text { in } Q_{1}^{+}\left(0, t_{0}\right),  \tag{4.7.52}\\
V_{k}=0 \text { on } T_{1}\left(0, t_{0}\right)
\end{array}\right.
$$

By (4.7.48) and (4.7.50) and Poincare's inequality it following that

$$
\left\|v_{k}\right\|_{L^{2}\left(t_{0}-1, t_{0} ; H^{1}\left(B_{1}(0)\right)\right)} \leq c_{1}\left\|\nabla v_{k}\right\|_{L^{2}\left(Q_{1}\left(0, t_{0}\right)\right.} \leq c_{2}
$$

and

$$
\begin{aligned}
\left\|\left(v_{k}\right)_{t}\right\|_{L^{2}\left(t_{0}-1, t_{0} ; H^{-1}\left(B_{1}(0)\right)\right)} & =\left\|\bar{A}_{k, Q_{1}\left(0, t_{0}\right)}\left(\nabla v_{k}\right)\right\|_{L^{2}\left(t_{0}-1, t_{0} ; H^{-1}\left(B_{1}(0)\right)\right)} \\
& \leq \int_{Q_{1}\left(0, t_{0}\right)}\left|\bar{A}_{k, B_{1}(0)}\left(t, \nabla v_{k}\right)\right|^{2} d x d t \\
& \leq c_{3} \int_{Q_{1}\left(0, t_{0}\right)}\left|\nabla v_{k}\right|^{2} d x d t \\
& \leq c_{4}
\end{aligned}
$$

Therefore, using Aubin-Lions Lemma, one can find $v_{0}$ and a subsequence, still denoted by $\left\{v_{k}\right\}$ such that

$$
v_{k} \rightarrow v_{0} \text { weakly in } L^{2}\left(t_{0}-1, t_{0}, H^{1}\left(B_{1}(0)\right)\right) \text { and strongly in } L^{2}\left(t_{0}-1, t_{0}, L^{2}\left(B_{1}(0)\right)\right),
$$

and

$$
\left(v_{k}\right)_{t} \rightarrow\left(v_{0}\right)_{t} \quad \text { weakly in } L^{2}\left(t_{0}-1, t_{0}, H^{-1}\left(B_{1}(0)\right)\right)
$$

Moreover, $v_{0}=0$ in $Q_{1}^{-}\left(0, t_{0}\right):=\left(B_{1}(0) \cap\left\{x_{N}<0\right\}\right) \times\left(1-t_{0}, 1\right)$ since $v_{k}=0$ on outside $\Omega^{k} \cap Q_{1}\left(0, t_{0}\right)$ for all $k$.
To get a contradiction we take $V_{k}$ to be the unique solution of $\left(V_{k}\right)_{t}-\operatorname{div}\left(\bar{A}_{k, B_{1}(0)}\left(t, \nabla V_{k}\right)\right)=$ 0 in $Q_{1}^{+}\left(0, t_{0}\right)$ and $V_{k}-v_{0} \in L^{2}\left(t_{0}-1, t_{0}, H_{0}^{1}\left(B_{1}^{+}(0)\right)\right)$ and $V_{k}\left(t_{0}-1\right)=v_{0}\left(t_{0}-1\right)$. As above, one can find $V_{0}$ and a subsequence, still denoted by $\left\{V_{k}\right\}$ such that
$V_{k} \rightarrow V_{0}$ weakly in $L^{2}\left(t_{0}-1, t_{0}, H^{1}\left(B_{1}(0)\right)\right)$ and strongly in $L^{2}\left(t_{0}-1, t_{0}, L^{2}\left(B_{1}(0)\right)\right)$,
and

$$
\left(V_{k}\right)_{t} \rightarrow\left(V_{0}\right)_{t} \quad \text { weakly in } L^{2}\left(t_{0}-1, t_{0}, H^{-1}\left(B_{1}\right)\right)
$$

for some $V_{0} \in v_{0}+L^{2}\left(t_{0}-1, t_{0}, H_{0}^{1}\left(B_{1}^{+}(0)\right)\right.$ and $V_{0}\left(t_{0}-1\right)=v_{0}\left(t_{0}-1\right)$.
Thanks to (4.7.51), the proof would be complete if we could show that $v_{0}=V_{0}$. In fact, Let $\mathcal{J}_{k}: X \rightarrow L^{2}\left(Q_{1}^{+}\left(0, t_{0}\right), \mathbb{R}^{N}\right)$ determined by

$$
\mathcal{J}_{k}(\phi(x, t))=\bar{A}_{k, B_{1}(0)}(t, \nabla \phi(x, t)) \text { for any } \phi \in X
$$

where $X \subset L^{2}\left(t_{0}-1, t_{0}, H^{1}\left(B_{1}(0)\right)\right)$ is closures (in the strong topology of $\left.L^{2}\left(t_{0}-1, t_{0}, H^{1}\left(B_{1}(0)\right)\right)\right)$ of convex combinations of $\left\{v_{k}\right\}_{k \geq 1} \cup\left\{V_{k}\right\}_{k \geq 1} \cup\{0\}$.
Since $v_{k}, V_{k}$ converge weakly to $v_{0}, V_{0}$ in $L^{2}\left(t_{0}-1, t_{0}, H^{1}\left(B_{1}(0)\right)\right)$ resp., thus by Mazur Theorem, $X$ is compact subset of $L^{2}\left(t_{0}-1, t_{0}, H^{1}\left(B_{1}(0)\right)\right)$ and $v_{0}, V_{0} \in X$. Thanks to (4.1.2) and (4.2.27), we get $\mathcal{J}_{k}(0)=0$ and

$$
\left\|\mathcal{J}_{k}\left(\phi_{1}\right)-\mathcal{J}_{k}\left(\phi_{2}\right)\right\|_{L^{2}\left(Q_{1}^{+}\left(0, t_{0}\right), \mathbb{R}^{N}\right)} \leq \Lambda_{1}\left\|\phi_{1}-\phi_{2}\right\|_{L^{2}\left(t_{0}-1, t_{0}, H^{1}\left(B_{1}(0)\right)\right)}
$$

for every $\phi_{1}, \phi_{2} \in X$ and $k \in \mathbb{N}$. Thus, by Ascoli Theorem, there exist $\mathcal{J} \in C\left(X, L^{2}\left(Q_{1}^{+}\left(0, t_{0}\right), \mathbb{R}^{N}\right)\right)$ and a subsequence of $\left\{\mathcal{J}_{k}\right\}$, still denote by it, such that

$$
\begin{equation*}
\sup _{\phi \in X}\left\|\mathcal{J}_{k}(\phi)-\mathcal{J}(\phi)\right\|_{L^{2}\left(Q_{1}^{+}\left(0, t_{0}\right), \mathbb{R}^{N}\right)} \rightarrow 0 \quad \text { as } \quad k \rightarrow \infty, \tag{4.7.53}
\end{equation*}
$$

and also for any $\phi_{1}, \phi_{2} \in X$,

$$
\begin{equation*}
\int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(\mathcal{J}\left(\phi_{1}\right)-\mathcal{J}\left(\phi_{2}\right)\right) \cdot\left(\nabla \phi_{1}-\nabla \phi_{2}\right) d x d t \geq \Lambda_{2}\left\|\mid \nabla \phi_{1}-\nabla \phi_{2}\right\| \|_{L^{2}\left(Q_{1}^{+}\left(0, t_{0}\right)\right)} \tag{4.7.54}
\end{equation*}
$$

From (4.7.48), we deduce

$$
\begin{aligned}
& \int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(v_{k}-V_{k}\right)_{t}\left(v_{0}-V_{0}\right) d x d t \\
& \quad+\int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(\bar{A}_{k, B_{1}(0)}\left(t, \nabla v_{k}\right)-\bar{A}_{k, B_{1}(0)}\left(t, \nabla V_{k}\right)\right) \cdot \nabla\left(v_{0}-V_{0}\right) d x d t=0 .
\end{aligned}
$$

We have

$$
\begin{aligned}
& \int_{Q_{1}^{+}\left(0, t_{0}\right)}\left|\bar{A}_{k, B_{1}(0)}\left(\nabla v_{k}\right)\right|^{2} d x d t \leq c_{9} \int_{Q_{1}^{+}\left(0, t_{0}\right)}\left|\nabla v_{k}\right|^{2} d x d t \leq c_{10} \text { and } \\
& \int_{Q_{1}^{+}\left(0, t_{0}\right)}\left|\bar{A}_{k, B_{1}(0)}\left(\nabla V_{k}\right)\right|^{2} d x d t \leq c_{9} \int_{Q_{1}^{+}\left(0, t_{0}\right)}\left|\nabla V_{k}\right|^{2} d x d t \leq c_{11} .
\end{aligned}
$$

for every $k$.
Thus there exists a subsequence, still denoted by $\left\{\bar{A}_{k, B_{1}(0)}\left(t, \nabla v_{k}\right), \bar{A}_{k, B_{1}(0)}\left(t, \nabla V_{k}\right)\right\}$ and a vector field $A_{1}, A_{2}$ belonging to $L^{2}\left(Q_{1}^{+}\left(0, t_{0}\right), \mathbb{R}^{N}\right)$ such that

$$
\bar{A}_{k, B_{1}(0)}\left(t, \nabla v_{k}\right) \rightarrow A_{1} \text { and } \bar{A}_{k, B_{1}(0)}\left(t, \nabla V_{k}\right) \rightarrow A_{2},
$$

weakly in $L^{2}\left(Q_{1}^{+}\left(0, t_{0}\right), \mathbb{R}^{N}\right)$. It follows

$$
\int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(v_{0}-V_{0}\right)_{t}\left(v_{0}-V_{0}\right) d x d t+\int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(A_{1}-A_{2}\right) \cdot \nabla\left(v_{0}-V_{0}\right) d x d t=0 .
$$

Since

$$
\int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(v_{0}-V_{0}\right)_{t}\left(v_{0}-V_{0}\right) d x d t=\int_{B_{1}^{+}(0)}\left(v_{0}-V_{0}\right)^{2}\left(t_{0}\right) d x \geq 0,
$$

we get

$$
\begin{equation*}
\int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(A_{1}-A_{2}\right) \cdot \nabla\left(v_{0}-V_{0}\right) d x d t \leq 0 \tag{4.7.55}
\end{equation*}
$$

For our purpose, we need to show that

$$
\begin{align*}
& \int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(A_{1}-\mathcal{J}\left(v_{0}\right)\right) \cdot \nabla\left(v_{0}-V_{0}\right) d x d t \geq 0 \text { and }  \tag{4.7.56}\\
& \int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(A_{2}-\mathcal{J}\left(V_{0}\right)\right) \cdot \nabla\left(V_{0}-v_{0}\right) d x d t \geq 0 . \tag{4.7.57}
\end{align*}
$$

To do this, we fix a function $g \in X$ and any $\varphi \in C_{c}^{1}\left(Q_{1}^{+}\left(0, t_{0}\right)\right)$ such that $\varphi \geq 0$. We have

$$
\begin{aligned}
0 & \leq \int_{Q_{1}^{+}\left(0, t_{0}\right)} \varphi\left(\bar{A}_{k, B_{1}(0)}\left(t, \nabla v_{k}\right)-\bar{A}_{k, B_{1}(0)}(t, \nabla g)\right)\left(\nabla v_{k}-\nabla g\right) d x d t \\
& =\int_{Q_{1}^{+}\left(0, t_{0}\right)} \varphi \bar{A}_{k, B_{1}(0)}\left(t, \nabla v_{k}\right) \nabla v_{k} d x d t-\int_{Q_{1}^{+}\left(0, t_{0}\right)} \varphi \bar{A}_{k, B_{1}(0)}\left(t, \nabla v_{k}\right) \nabla g d x d t \\
& -\int_{Q_{1}^{+}\left(0, t_{0}\right)} \varphi \bar{A}_{k, B_{1}(0)}(t, \nabla g)\left(\nabla v_{k}-\nabla g\right) d x d t \\
& :=B_{1}+B_{2}+B_{3} .
\end{aligned}
$$

It is easy to see that

$$
\lim _{k \rightarrow \infty} B_{2}=-\int_{Q_{1}^{+}\left(0, t_{0}\right)} \varphi A_{1} \nabla g d x d t \quad \text { and } \quad \lim _{k \rightarrow \infty} B_{3}=-\int_{Q_{1}^{+}\left(0, t_{0}\right)} \varphi \mathcal{J}(g)\left(\nabla v_{0}-\nabla g\right) d x d t
$$

Moreover, we have

$$
\begin{aligned}
B_{1} & =-\int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(v_{k}\right)_{t} \varphi v_{k} d x d t-\int_{Q_{1}^{+}\left(0, t_{0}\right)} \bar{A}_{k, Q_{1}\left(0, t_{0}\right)}\left(\nabla v_{k}\right) \nabla \varphi v_{k} d x d t \\
& =\frac{1}{2} \int_{Q_{1}^{+}\left(0, t_{0}\right)} v_{k}^{2} \varphi_{t} d x d t-\int_{Q_{1}^{+}\left(0, t_{0}\right)} \bar{A}_{k, Q_{1}\left(0, t_{0}\right)}\left(\nabla v_{k}\right) \nabla \varphi v_{k} d x d t
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\lim _{k \rightarrow \infty} B_{1} & =\frac{1}{2} \int_{Q_{1}^{+}\left(0, t_{0}\right)} v_{0}^{2} \varphi_{t} d x d t-\int_{Q_{1}^{+}\left(0, t_{0}\right)} A_{1} \nabla \varphi v_{0} d x d t \\
& =-\int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(v_{0}\right)_{t} \varphi v_{0} d x d t-\int_{Q_{1}^{+}\left(0, t_{0}\right)} A_{1} \nabla\left(\varphi v_{0}\right) d x d t+\int_{Q_{1}^{+}\left(0, t_{0}\right)} \varphi A_{1} \nabla v_{0} d x d t \\
& =\int_{Q_{1}^{+}\left(0, t_{0}\right)} \varphi A_{1} \nabla v_{0} d x d t .
\end{aligned}
$$

Hence,

$$
0 \leq \int_{Q_{1}^{+}\left(0, t_{0}\right)} \varphi\left(A_{1}-\mathcal{J}(g)\right)\left(\nabla v_{0}-\nabla g\right) d x d t
$$

holds for all $\varphi \in C_{c}^{1}\left(Q_{1}^{+}\left(0, t_{0}\right)\right), \varphi \geq 0$ and $g \in X$. Now we choose $g=v_{0}-\xi\left(v_{0}-V_{0}\right)=$ $(1-\xi) v_{0}+\xi V_{0} \in X$ for $\xi \in(0,1)$, so

$$
0 \leq \int_{Q_{1}^{+}\left(0, t_{0}\right)} \varphi\left(A-\mathcal{J}\left(v_{0}-\xi\left(v_{0}-V_{0}\right)\right)\right)\left(\nabla v_{0}-\nabla V_{0}\right) d x d t
$$

Letting $\xi \rightarrow 0^{+}$and $\varphi \rightarrow \chi_{Q_{1}^{+}\left(0, t_{0}\right)}$, we get (4.7.56). Similarly, we also obtain (4.7.57).
Thus,

$$
\int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(A_{1}-A_{2}\right) \nabla\left(v_{0}-V_{0}\right) d x d t \geq \int_{Q_{1}^{+}\left(0, t_{0}\right)}\left(\mathcal{J}\left(v_{0}\right)-\mathcal{J}\left(V_{0}\right)\right) \nabla\left(v_{0}-V_{0}\right) d x d t
$$

Combining this with $(4.7 .54),(4.7 .55)$ and $v_{0}-V_{0} \in L^{2}\left(t_{0}-1, t_{0}, H_{0}^{1}\left(B_{1}^{+}(0)\right)\right)$, yields $v_{0}=V_{0}$. This completes the proof of Lemma.

Lemma 4.7.11 For any $\varepsilon>0$ there exists a small $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, \varepsilon\right)>0$ such that if $v \in C\left(t_{0}-1, t_{0} ; L^{2}\left(\Omega \cap B_{1}(0)\right)\right) \cap L^{2}\left(t_{0}-1, t_{0} ; H^{1}\left(\Omega \cap B_{1}(0)\right)\right)$ is a solution of (4.7.44) and (4.7.45) is satisfied and the bounded

$$
\begin{equation*}
f_{Q_{1}\left(0, t_{0}\right)}|\nabla v|^{2} d x d t \leq 1 \tag{4.7.58}
\end{equation*}
$$

then there exists a weak solution $V \in C\left(t_{0}-1, t_{0} ; L^{2}\left(B_{1}^{+}(0)\right)\right) \cap L^{2}\left(t_{0}-1, t_{0} ; H^{1}\left(B_{1}^{+}(0)\right)\right)$ of (4.7.41) with $\rho=1$, whose zero extension to $Q_{1}\left(0, t_{0}\right)$ satisfies

$$
\begin{align*}
& \|\nabla V\|_{L^{\infty}\left(Q_{1 / 4}\left(0, t_{0}\right)\right)} \leq C \quad \text { and }  \tag{4.7.59}\\
& f_{Q_{1 / 8}\left(0, t_{0}\right)}|\nabla v-\nabla V|^{2} d x d t \leq \varepsilon^{2} \tag{4.7.60}
\end{align*}
$$

for some $C=C\left(N, \Lambda_{1}, \Lambda_{2}\right)>0$.
Proof. Given $\varepsilon_{1} \in(0,1)$ by applying Lemma 4.7 .10 one finds a small $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, \varepsilon_{1}\right)>$ 0 and a weak solution $V \in C\left(t_{0}-1, t_{0} ; L^{2}\left(B_{1}^{+}(0)\right)\right) \cap L^{2}\left(t_{0}-1, t_{0} ; H^{1}\left(B_{1}^{+}(0)\right)\right)$ of (4.7.41) with $\rho=1$ such that

$$
\begin{equation*}
f_{Q_{1}\left(0, t_{0}\right)}|v-V|^{2} d x d t \leq \varepsilon_{1}^{2} \tag{4.7.61}
\end{equation*}
$$

Using $\phi^{2} V$ with $\phi \in C_{c}^{\infty}\left(B_{1} \times\left(t_{0}-1, t_{0}\right]\right), 0 \leq \phi \leq 1$ and $\phi=1$ in $Q_{1 / 2}\left(0, t_{0}\right)$ as test function in (4.7.41), we can obtain

$$
\int_{Q_{1 / 2}\left(0, t_{0}\right)}|\nabla V|^{2} d x d t \leq c_{1} \int_{Q_{1}\left(0, t_{0}\right)}|V|^{2} d x d t
$$

This implies

$$
\begin{aligned}
\int_{Q_{1 / 2}\left(0, t_{0}\right)}|\nabla V|^{2} d x d t & \leq c_{2} \int_{Q_{1}\left(0, t_{0}\right)}\left(|v-V|^{2}+|v|^{2}\right) d x d t \\
& \leq c_{3} \int_{Q_{1}\left(0, t_{0}\right)}\left(|v-V|^{2}+|\nabla v|^{2}\right) d x d t \\
& \leq c_{4}
\end{aligned}
$$

since (4.7.58), (4.7.61) and Poincare's inequality. Thus, using Lemma 4.7 .8 we get (4.7.59). Next, we will prove (4.7.60). By Lemma 4.7.9, the zero extension of $V$ to $Q_{1}\left(0, t_{0}\right)$ satisfies

$$
V_{t}-\operatorname{div}\left(\bar{A}_{B_{1}(0)}(t, \nabla V)\right)=\frac{\partial F}{\partial x_{N}} \quad \text { in weakly } Q_{1}\left(0, t_{0}\right)
$$

where $F(x, t)=\chi_{x_{N}<0} \bar{A}_{B_{\rho}(0)}^{N}\left(t, \nabla V\left(x^{\prime}, 0, t\right)\right)$. Thus, we can write

$$
\begin{aligned}
& \int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)}(V-v)_{t} \varphi d x d t \\
& \quad+\int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)}\left(\bar{A}_{B_{1}(0)}(t, \nabla V)-\bar{A}_{B_{1}(0)}(t, \nabla v)\right) \nabla \varphi d x d t=-\int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)} F \frac{\partial \varphi}{\partial x_{N}} d x d t
\end{aligned}
$$

for any $\varphi \in L^{2}\left(t_{0}-1, t_{0}, H_{0}^{1}\left(\Omega \cap B_{1}(0)\right)\right)$.
We take $\varphi=\phi^{2}(V-v)$ where $\varphi \in C_{c}^{\infty}\left(B_{1 / 4} \times\left(t_{0}-(1 / 4)^{2}, t_{0}\right]\right), 0 \leq \phi \leq 1$ and $\phi=1$ on $\bar{Q}_{1 / 8}\left(0, t_{0}\right)$, so

$$
\begin{aligned}
\int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)} & \phi^{2}\left(\bar{A}_{B_{1}(0)}(t, \nabla V)-\bar{A}_{B_{1}(0)}(t, \nabla v)\right)(\nabla V-\nabla v) d x d t \\
= & -2 \int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)} \phi(V-v)\left(\bar{A}_{B_{1}(0)}(t, \nabla V)-\bar{A}_{B_{1}(0)}(t, \nabla v)\right) \nabla \phi d x d t \\
& -\int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)} \phi^{2}(V-v)_{t}(V-v) d x d t \\
& -\int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)}\left(\phi^{2} F \frac{\partial(V-v)}{\partial x_{N}}+2 \phi F(V-v) \frac{\partial \phi}{\partial x_{N}}\right) d x d t .
\end{aligned}
$$

We can rewrite $I_{1}=I_{2}+I_{3}+I_{4}$.
We see that

$$
I_{1} \geq c_{5} \int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)} \phi^{2}|\nabla V-\nabla v|^{2} d x d t
$$

and using Holder's inequality

$$
\begin{aligned}
\left|I_{2}\right| & \leq c_{6} \int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)} \phi|V-v|(|\nabla V|+|\nabla v|)|\nabla \phi| d x d t \\
& \leq \varepsilon_{2} \int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)} \phi^{2}\left(|\nabla V|^{2}+|\nabla v|^{2}\right) d x d t+c_{7}\left(\varepsilon_{2}\right) \int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)}|V-v|^{2}|\nabla \phi|^{2} d x d t
\end{aligned}
$$

Similarly, we also have

$$
\begin{aligned}
& \left|I_{4}\right| \leq \varepsilon_{2} \int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)} \phi^{2}\left(|\nabla V|^{2}+|\nabla v|^{2}\right) d x d t+c_{8}\left(\varepsilon_{2}\right) \int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)}|V-v|^{2}|\nabla \phi|^{2} d x d t \\
& \quad+c_{8}\left(\varepsilon_{2}\right) \int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)}|F|^{2} \phi^{2} d x d t
\end{aligned}
$$

and

$$
I_{3} \leq \int_{\tilde{\Omega}_{1}\left(0, t_{0}\right)} \phi_{t} \phi(V-v)^{2} d x d t \leq c_{9} \int_{\tilde{\Omega}_{1 / 4}\left(0, t_{0}\right)}|V-v|^{2} d x d t
$$

Hence,

$$
\begin{aligned}
& \int_{\tilde{\Omega}_{1 / 8}\left(0, t_{0}\right)}|\nabla V-\nabla v|^{2} \\
& \leq c_{10} \varepsilon_{2} \int_{\tilde{\Omega}_{1 / 4}\left(0, t_{0}\right)}\left(|\nabla V|^{2}+|\nabla v|^{2}\right)+c_{11}\left(\varepsilon_{2}\right) \int_{\tilde{\Omega}_{1 / 4}\left(0, t_{0}\right)}\left(|V-v|^{2}+|F|^{2}\right) \\
& \leq c_{12} \varepsilon_{2}+c_{13}\left(\varepsilon_{2}\right)\left(\varepsilon_{1}^{2}+\int_{\tilde{\Omega}_{1 / 4}\left(0, t_{0}\right) \cap\left\{-4 \delta<x_{N}<0\right\}}\left|\nabla V\left(x^{\prime}, 0, t\right)\right|^{2} d x d t\right) \\
& \leq c_{12} \varepsilon_{2}+c_{14}\left(\varepsilon_{2}\right)\left(\varepsilon_{1}^{2}+\delta\right) .
\end{aligned}
$$

Finally, for any $\varepsilon>0$ by choosing $\varepsilon_{2}, \varepsilon_{1}$ and $\delta$ appropriately we get (4.7.60). This completes the proof of Lemma.

Lemma 4.7.12 For any $\varepsilon>0$ there exists a small $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, \varepsilon\right)>0$ such that if $v \in C\left(t_{0}-\rho^{2}, t_{0} ; L^{2}\left(\Omega \cap B_{\rho}(0)\right)\right) \cap L^{2}\left(t_{0}-\rho^{2}, t_{0} ; H^{1}\left(\Omega \cap B_{\rho}(0)\right)\right)$ is a solution of

$$
\left\{\begin{array}{l}
v_{t}-\operatorname{div}\left(\bar{A}_{B_{\rho}(0)}(t, \nabla v)\right)=0 \text { in } \tilde{\Omega}_{\rho}(0)  \tag{4.7.62}\\
v=0 \quad \text { on } \partial_{p} \tilde{\Omega}_{\rho}(0) \backslash(\Omega \times(-T, T))
\end{array}\right.
$$

and

$$
\begin{equation*}
B_{\rho}^{+}(0) \subset \Omega \cap B_{\rho}(0) \subset B_{\rho}(0) \cap\left\{x_{N}>-4 \rho \delta\right\} \tag{4.7.63}
\end{equation*}
$$

then there exists a weak solution $V \in C\left(t_{0}-\rho^{2}, t_{0} ; L^{2}\left(B_{\rho}^{+}(0)\right)\right) \cap L^{2}\left(t_{0}-\rho^{2}, t_{0} ; H^{1}\left(B_{\rho}^{+}(0)\right)\right)$ of (4.7.41), whose zero extension to $Q_{1}\left(0, t_{0}\right)$ satisfies

$$
\begin{align*}
& \|\nabla V\|_{L^{\infty}\left(Q_{\rho / 4}\left(0, t_{0}\right)\right)}^{2} \leq C f_{Q_{\rho}\left(0, t_{0}\right)}|\nabla v|^{2} d x d t \text { and }  \tag{4.7.64}\\
& f_{Q_{\rho / 8}\left(0, t_{0}\right)}|\nabla v-\nabla V|^{2} d x d t \leq \varepsilon^{2} f_{Q_{\rho}\left(0, t_{0}\right)}|\nabla v|^{2} d x d t \tag{4.7.65}
\end{align*}
$$

for some $C=C\left(N, \Lambda_{1}, \Lambda_{2}\right)>0$.
Proof. We set

$$
\mathcal{A}(x, t, \xi)=A\left(\rho x, t_{0}+\rho^{2}\left(t-t_{0}\right), \kappa \xi\right) / \kappa \text { and } \tilde{v}(x, t)=v\left(\rho x, t_{0}+\rho^{2}\left(t-t_{0}\right)\right) /(\rho \kappa)
$$

where $\kappa=\left(\frac{1}{\left|Q_{\rho}\left(0, t_{0}\right)\right|} \int_{Q_{\rho}\left(0, t_{0}\right)}|\nabla v|^{2} d x d t\right)^{1 / 2}$. Then $\mathcal{A}$ satisfies conditions (4.1.2) and (4.2.27) with the same constants $\Lambda_{1}$ and $\Lambda_{2}$. We can see that $\tilde{v}$ is a solution of

$$
\left\{\begin{array}{l}
\tilde{v}_{t}-\operatorname{div}\left(\overline{\mathcal{A}}_{B_{1}(0)}(t, \nabla \tilde{v})\right)=0 \quad \text { in } \tilde{\Omega}_{1}^{\rho}(0)  \tag{4.7.66}\\
\tilde{v}=0 \quad \text { on } \quad\left(\left(\partial \Omega^{\rho} \cap B_{1}(0)\right) \times\left(t_{0}-1, t_{0}\right)\right) \cup\left(\left(\Omega^{\rho} \cap B_{1}(0)\right) \times\left\{t=t_{0}-1\right\}\right)
\end{array}\right.
$$

where $\Omega^{\rho}=\{z=x / \rho: x \in \Omega\}$ and satisfies $f_{Q_{1}\left(0, t_{0}\right)}|\nabla \tilde{v}|^{2} d x d t=1$. We also have

$$
B_{1}^{+}(0) \subset \Omega^{\rho} \cap B_{1}(0) \subset B_{1}(0) \cap\left\{x_{N}>-4 \delta\right\}
$$

Therefore, applying Lemma 4.7.11 for any $\varepsilon>0$, there exist a constant $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, \varepsilon\right)>$ 0 and $\tilde{V}$ satisfies

$$
\|\nabla \tilde{V}\|_{L^{\infty}\left(Q_{1 / 4}\left(0, t_{0}\right)\right)} \leq c_{1} \quad \text { and } f_{Q_{1 / 8}\left(0, t_{0}\right)}|\nabla \tilde{v}-\nabla \tilde{V}|^{2} d x d t \leq \varepsilon^{2}
$$

We complete the proof by choosing $V(x, t)=k \rho \tilde{V}\left(x / \rho, t_{0}+\left(t-t_{0}\right) / \rho^{2}\right)$.
Lemma 4.7.13 Let $s_{2}$ be as in Lemma 4.7.7. For any $\varepsilon>0$ there exists a small $\delta=$ $\delta\left(N, \Lambda_{1}, \Lambda_{2}, \varepsilon\right)>0$ such that the following holds. If $\Omega$ is a $\left(\delta, R_{0}\right)$-Reifenberg flat domain and $u \in C\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right)$ is a solution to equation (4.2.4) with $\mu \in L^{2}(\Omega \times$ $(-T, T))$ and $u(-T)=0$, for $x_{0} \in \partial \Omega,-T<t_{0}<T$ and $0<R<R_{0} / 6$ then there is a function $V \in L^{2}\left(t_{0}-(R / 9)^{2}, t_{0} ; H^{1}\left(B_{R / 9}\left(x_{0}\right)\right)\right) \cap L^{\infty}\left(t_{0}-(R / 9)^{2}, t_{0} ; W^{1, \infty}\left(B_{R / 9}\left(x_{0}\right)\right)\right)$ such that

$$
\begin{equation*}
\|\nabla V\|_{L^{\infty}\left(Q_{R / 9}\left(x_{0}, t_{0}\right)\right)} \leq c f_{Q_{6 R}\left(x_{0}, t_{0}\right)}|\nabla u| d x d t+c \frac{|\mu|\left(Q_{6 R}\left(x_{0}, t_{0}\right)\right)}{R^{N+1}} \tag{4.7.67}
\end{equation*}
$$

and

$$
\begin{align*}
& f_{Q_{R / 9}\left(x_{0}, t_{0}\right)}|\nabla u-\nabla V| d x d t \\
& \quad \leq c\left(\varepsilon+[A]_{s_{2}}^{R_{0}}\right) f_{Q_{6 R}\left(x_{0}, t_{0}\right)}|\nabla u| d x d t+c\left(\varepsilon+1+[A]_{s_{2}}^{R_{0}}\right) \frac{|\mu|\left(Q_{6 R}\left(x_{0}, t_{0}\right)\right)}{R^{N+1}}, \tag{4.7.68}
\end{align*}
$$

for some $c=c\left(N, \Lambda_{1}, \Lambda_{2}\right)>0$.
Proof. Let $x_{0} \in \partial \Omega,-T<t_{0}<T$ and $\rho=R(1-\delta)$, we may assume that $0 \in \Omega$, $x_{0}=(0, \ldots,-\delta \rho /(1-\delta))$ and

$$
\begin{equation*}
B_{\rho}^{+}(0) \subset \Omega \cap B_{\rho}(0) \subset B_{\rho}(0) \cap\left\{x_{N}>-4 \rho \delta\right\} \tag{4.7.69}
\end{equation*}
$$

We also have

$$
\begin{equation*}
Q_{R / 9}\left(x_{0}, t_{0}\right) \subset Q_{\rho / 8}\left(0, t_{0}\right) \subset Q_{\rho / 4}\left(0, t_{0}\right) \subset Q_{\rho}\left(0, t_{0}\right) \subset Q_{6 \rho}\left(0, t_{0}\right) \subset Q_{6 R}\left(x_{0}, t_{0}\right) \tag{4.7.70}
\end{equation*}
$$

provided that $0<\delta<1 / 625$.
Let $w$ and $v$ be in Theorem 4.7.5 and Lemma 4.7.7. By Lemma 4.7.12 for any $\varepsilon>0$ we can find a small positive $\delta=\delta(N, \alpha, \beta, \varepsilon)<1 / 625$ such that there is a function $V \in$ $L^{2}\left(t_{0}-\rho^{2}, t_{0} ; H^{1}\left(B_{\rho}(0)\right)\right) \cap L^{\infty}\left(t_{0}-\rho^{2}, t_{0} ; W^{1, \infty}\left(B_{\rho}(0)\right)\right)$ satisfying

$$
\begin{aligned}
& \|\nabla V\|_{L^{\infty}\left(Q_{\rho / 4}\left(0, t_{0}\right)\right)}^{2} \leq c_{1} f_{Q_{\rho}\left(0, t_{0}\right)}|\nabla v|^{2} d x d t \text { and } \\
& f_{Q_{\rho / 8}\left(0, t_{0}\right)}|\nabla v-\nabla V|^{2} \leq \varepsilon^{2} f_{Q_{\rho}\left(0, t_{0}\right)}|\nabla v|^{2} d x d t
\end{aligned}
$$

Then, by (4.7.40) in Lemma 4.7.7 and (4.7.19) in Theorem 4.7.5 and (4.7.70) we get

$$
\begin{align*}
\|\nabla V\|_{L^{\infty}\left(Q_{R / 9}\left(x_{0}, t_{0}\right)\right)} & \leq c_{2}\left(f_{Q_{\rho}\left(0, t_{0}\right)}|\nabla w|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{3} f_{Q_{6 R}\left(x_{0}, t_{0}\right)}|\nabla w| d x d t \tag{4.7.71}
\end{align*}
$$

and

$$
\begin{align*}
f_{Q_{\rho / 8}\left(0, t_{0}\right)}|\nabla v-\nabla V| d x d t & \leq c_{4} \varepsilon\left(f_{Q_{\rho}\left(0, t_{0}\right)}|\nabla w|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{5} \varepsilon f_{Q_{6 R}\left(x_{0}, t_{0}\right)}|\nabla w| d x d t \tag{4.7.72}
\end{align*}
$$

Therefore, from (4.7.18) in Theorem 4.7.5 and (4.7.71) we get (4.7.67).
Now we prove (4.7.68), we have

$$
\begin{aligned}
& f_{Q_{R / 9}\left(x_{0}, t_{0}\right)}|\nabla u-\nabla V| d x d t \leq c_{6} f_{Q_{\rho / 8}\left(0, t_{0}\right)}|\nabla u-\nabla V| d x d t \\
& \leq c_{6} f_{Q_{\rho / 8}\left(0, t_{0}\right)}|\nabla u-\nabla w| d x d t+c_{6} f_{Q_{\rho / 8}\left(0, t_{0}\right)}|\nabla w-\nabla v| d x d t \\
& \quad+c_{8} f_{Q_{\rho / 8}\left(0, t_{0}\right)}|\nabla v-\nabla V| d x d t
\end{aligned}
$$

From Lemma 4.7.7 and Theorem 4.7.5 and (4.7.72) it follows that

$$
\begin{aligned}
f_{Q_{\rho / 8}\left(0, t_{0}\right)}|\nabla u-\nabla w| d x d t & \leq c_{7} \frac{|\mu|\left(Q_{6 R}\left(x_{0}, t_{0}\right)\right)}{R^{N+1}} \\
f_{Q_{\rho / 8}\left(0, t_{0}\right)}|\nabla v-\nabla w| d x d t & \leq c_{8}[A]_{s_{2}}^{R_{0}} f_{Q_{6 \rho}\left(0, t_{0}\right)}|\nabla w| d x d t \\
& \leq c_{9}[A]_{s_{2}}^{R_{0}} f_{Q_{6 R}\left(x_{0}, t_{0}\right)}|\nabla w| d x d t \\
& \leq c_{10}[A]_{s_{2}}^{R_{0}}\left(f_{Q_{6 R}\left(x_{0}, t_{0}\right)}|\nabla u| d x d t+\frac{|\mu|\left(Q_{6 R}\left(x_{0}, t_{0}\right)\right)}{R^{N+1}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
f_{Q_{\rho / 8}\left(0, t_{0}\right)}|\nabla v-\nabla V| d x d t & \leq c_{11} \varepsilon f_{Q_{6 R}\left(x_{0}, t_{0}\right)}|\nabla w| d x d t \\
& \leq c_{12} \varepsilon\left(f_{Q_{6 R}\left(x_{0}, t_{0}\right)}|\nabla u| d x d t+\frac{|\mu|\left(Q_{6 R}\left(x_{0}, t_{0}\right)\right)}{R^{N+1}}\right) .
\end{aligned}
$$

Hence we get (4.7.68).

### 4.8 Global Integral Gradient Bounds for Parabolic equations

### 4.8.1 Global estimates on 2-Capacity uniform thickness domains

We use the Theorem 4.7.1 and 4.7.5 to prove the following theorem.
Theorem 4.8.1 Suppose that $\mathbb{R}^{N} \backslash \Omega$ satisfies uniformly 2 -thick with constants $c_{0}, r_{0}$. Let $\theta_{1}, \theta_{2}$ be in Theorem 4.7.1 and 4.7.5. Set $\theta=\min \left\{\theta_{1}, \theta_{2}\right\}$ and $T_{0}=\operatorname{diam}(\Omega)+T^{1 / 2}$. Let $Q=B_{\text {diam }(\Omega)}\left(x_{0}\right) \times(0, T)$ that contains $\Omega_{T}$. Let $B_{1}=\tilde{Q}_{R_{1}}\left(y_{0}, s_{0}\right), B_{2}=4 B_{1}:=$ $\tilde{Q}_{4 R_{1}}\left(y_{0}, s_{0}\right)$ for $R_{1}>0$. For $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$, set $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$, there exist a distribution solution $u$ of equation (4.2.4) with data $\mu, u_{0}=\sigma$ and constants $C_{1}=$ $C_{1}\left(N, \Lambda_{1}, \Lambda_{2}, c_{0}, T_{0} / r_{0}\right), c_{2}>0, \varepsilon_{1}=\varepsilon_{1}\left(N, \Lambda_{1}, \Lambda_{2}, c_{0}, T_{0} / r_{0}\right), \varepsilon_{2}=\varepsilon_{1}\left(N, \Lambda_{1}, \Lambda_{2}, c_{0}\right)>0$ such that

$$
\begin{equation*}
\left|\left\{\mathbb{M}(|\nabla u|)>\varepsilon^{-1 / \theta} \lambda, \mathbb{M}_{1}[\omega] \leq \varepsilon^{1-\frac{1}{\theta}} \lambda\right\} \cap Q\right| \leq C_{1} \varepsilon|\{\mathbb{M}(|\nabla u|)>\lambda\} \cap Q|, \tag{4.8.1}
\end{equation*}
$$

for all $\lambda>0, \varepsilon \in\left(0, \varepsilon_{1}\right)$ and

$$
\begin{equation*}
\left|\left\{\mathbb{M}\left(\chi_{B_{2}}|\nabla u|\right)>\varepsilon^{-1 / \theta} \lambda, \mathbb{M}_{1}\left[\chi_{B_{2}} \omega\right] \leq \varepsilon^{1-\frac{1}{\theta}} \lambda\right\} \cap B_{1}\right| \leq C_{1} \varepsilon\left|\left\{\mathbb{M}\left(\chi_{B_{2}}|\nabla u|\right)>\lambda\right\} \cap B_{1}\right|, \tag{4.8.2}
\end{equation*}
$$

for all $\lambda>\varepsilon^{-1+\frac{1}{\theta}}\|\nabla u\|_{L^{1}\left(\Omega_{T} \cap B_{2}\right)} R_{2}^{-N-2}, \varepsilon \in\left(0, \varepsilon_{2}\right)$ with $R_{2}=\inf \left\{r_{0}, R_{1}\right\} / 16$.
Moreover, if $\sigma \in L^{1}(\Omega)$ then $u$ is a renormalized solution.

Proof of Theorem 4.8.1. Let $\left\{\mu_{n}\right\} \subset C_{c}^{\infty}\left(\Omega_{T}\right),\left\{\sigma_{n}\right\} \subset C_{c}^{\infty}(\Omega)$ be as in the proof of Theorem 4.2.1. We have $\left|\mu_{n}\right| \leq \varphi_{n} *|\mu|$ and $\left|\sigma_{n}\right| \leq \varphi_{1, n} *|\sigma|$ for any $n \in \mathbb{N},\left\{\varphi_{n}\right\},\left\{\varphi_{1, n}\right\}$ are sequences of standard mollifiers in $\mathbb{R}^{N+1}, \mathbb{R}^{N}$, respectively.
Let $u_{n}$ be solution of equation

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\mu_{n} \text { in } \Omega_{T},  \tag{4.8.3}\\
u_{n}=0 \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=\sigma_{n} \text { in } \Omega .
\end{array}\right.
$$

By Proposition 4.3.5 and Theorem 4.3.6, there exists a subsequence of $\left\{u_{n}\right\}$, still denoted by $\left\{u_{n}\right\}$ converging to a distribution solution $u$ of (4.2.4) with data $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $u_{0}=\sigma$ such that $u_{n} \rightarrow u$ in $L^{s}\left(0, T, W_{0}^{1, s}(\Omega)\right)$ for any $s \in\left[1, \frac{N+2}{N+1}\right)$ and if $\sigma \in L^{1}(\Omega)$ then $u$ is a renormalized solution.
By Remark 4.3.3 and Theorem 4.3.6, a sequence $\left\{u_{n, m}\right\}_{m}$ of solutions to equations

$$
\left\{\begin{array}{l}
\left(u_{n, m}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n, m}\right)\right)=\mu_{n, m} \text { in } \Omega \times(-T, T), \\
u_{n, m}=0 \text { on } \partial \Omega \times(-T, T), \\
u_{n, m}(-T)=0 \text { on } \Omega
\end{array}\right.
$$

converges to $\chi_{\Omega_{T}} u_{n}$ in $L^{s}\left(-T, T, W_{0}^{1, s}(\Omega)\right)$ for any $s \in\left[1, \frac{N+2}{N+1}\right)$, where $\mu_{n, m}=\left(g_{n, m}\right)_{t}+$ $\chi_{\Omega_{T}} \mu_{n}, g_{n, m}(x, t)=\sigma_{n}(x) \int_{-T}^{t} \varphi_{2, m}(s) d s$ and $\left\{\varphi_{2, m}\right\}$ is a sequence of mollifiers in $\mathbb{R}$.
Set
$E_{\lambda, \varepsilon}^{1}=\left\{\mathbb{M}(|\nabla u|)>\varepsilon^{-1 / \theta} \lambda, \mathbb{M}_{1}[\omega] \leq \varepsilon^{1-\frac{1}{\theta}} \lambda\right\} \cap Q, \quad F_{\lambda}^{1}=\{\mathbb{M}(|\nabla u|)>\lambda\} \cap Q$,
$E_{\lambda, \varepsilon}^{2}=\left\{\mathbb{M}\left(\chi_{B_{2}}|\nabla u|\right)>\varepsilon^{-1 / \theta} \lambda, \mathbb{M}_{1}\left[\chi_{B_{2}} \omega\right] \leq \varepsilon^{1-\frac{1}{\theta}} \lambda\right\} \cap B_{1}, \quad F_{\lambda}^{2}=\left\{\mathbb{M}\left(\chi_{B_{2}}|\nabla u|\right)>\lambda\right\} \cap B_{1}$, for $\varepsilon \in(0,1)$ and $\lambda>0$.
We verify that

$$
\begin{gather*}
\left|E_{\lambda, \varepsilon}^{1}\right| \leq c_{1} \varepsilon\left|\tilde{Q}_{R_{3}}\right| \forall \lambda>0, \varepsilon \in(0,1) \text { and }  \tag{4.8.4}\\
\left|E_{\lambda, \varepsilon}^{2}\right| \leq c_{2} \varepsilon\left|\tilde{Q}_{R_{2}}\right| \forall \lambda>\varepsilon^{-1+\frac{1}{\theta}}| | \nabla u \|_{L^{1}\left(\Omega_{T} \cap A\right)} R_{2}^{-N-2}, \varepsilon \in(0,1) \tag{4.8.5}
\end{gather*}
$$

for some $c_{1}=c_{1}\left(T_{0} / r_{0}\right), c_{2}>0$ and $R_{3}=\inf \left\{r_{0}, T_{0}\right\} / 16$.
In fact, we can assume that $E_{\lambda, \varepsilon}^{1} \neq \emptyset$ so $\left(|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega)\right) \leq T_{0}^{N+1} \varepsilon^{1-\frac{1}{\theta}} \lambda$. We have

$$
\left|E_{\lambda, \varepsilon}^{1}\right| \leq \frac{c_{3}}{\varepsilon^{-1 / \theta} \lambda} \int_{\Omega_{T}}|\nabla u| d x d t .
$$

By Remark 4.3.2, $\int_{\Omega_{T}}\left|\nabla u_{n}\right| d x d t \leq c_{4} T_{0}\left(\left|\mu_{n}\right|\left(\Omega_{T}\right)+\left|\sigma_{n}\right|(\Omega)\right)$ for all $n$. Letting $n \rightarrow \infty$ we get $\int_{\Omega_{T}}|\nabla u| d x d t \leq c_{4} T_{0}\left(|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega)\right)$. Thus,

$$
\left|E_{\lambda, \varepsilon}^{1}\right| \leq \frac{c_{3} c_{4}}{\varepsilon^{-1 / \theta} \lambda} T_{0}\left(|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega)\right) \leq \frac{c_{3} c_{4}}{\varepsilon^{-1 / \theta} \lambda} T_{0}^{N+2} \varepsilon^{1-\frac{1}{\theta}} \lambda=c_{5} \varepsilon\left|\tilde{Q}_{R_{3}}\right| .
$$

Hence, (4.8.4) holds with $c_{1}=c_{5}\left(T_{0} / r_{0}\right)$.
For any $\lambda>\varepsilon^{-1+\frac{1}{\theta}}\|\nabla u\|_{L^{1}\left(\Omega_{T} \cap B_{2}\right)} R_{2}^{-N-2}$ we have

$$
\left|E_{\lambda, \varepsilon}^{2}\right| \leq \frac{c_{3}}{\varepsilon^{-1 / \theta} \lambda} \int_{\Omega_{T}} \chi_{B_{2}}|\nabla u| d x d t<c_{2} \varepsilon\left|\tilde{Q}_{R_{2}}\right| .
$$

Hence, (4.8.5) holds.
Next we verify that for all $(x, t) \in Q$ and $r \in\left(0, R_{3}\right]$ and $\lambda>0, \varepsilon \in(0,1)$ we have $\tilde{Q}_{r}(x, t) \cap Q \subset F_{\lambda}^{1}$ if $\left|E_{\lambda, \varepsilon}^{1} \cap \tilde{Q}_{r}(x, t)\right| \geq c_{6} \varepsilon\left|\tilde{Q}_{r}(x, t)\right|$ where the constant $c_{6}$ does not depend on $\lambda$ and $\varepsilon$. Indeed, take $(x, t) \in Q$ and $0<r \leq R_{3}$. Now assume that $\tilde{Q}_{r}(x, t) \cap Q \cap$ $\left(F_{\lambda}^{1}\right)^{c} \neq \emptyset$ and $E_{\lambda, \varepsilon}^{1} \cap \tilde{Q}_{r}(x, t) \neq \emptyset$ i.e, there exist $\left(x_{1}, t_{1}\right),\left(x_{2}, t_{2}\right) \in \tilde{Q}_{r}(x, t) \cap Q$ such that $\mathbb{M}(|\nabla u|)\left(x_{1}, t_{1}\right) \leq \lambda$ and $\mathbb{M}_{1}[\omega]\left(x_{2}, t_{2}\right) \leq \varepsilon^{1-\frac{1}{\theta}} \lambda$. We need to prove that

$$
\begin{equation*}
\left.\mid E_{\lambda, \varepsilon}^{1} \cap \tilde{Q}_{r}(x, t)\right)\left|<c_{6} \varepsilon\right| \tilde{Q}_{r}(x, t) \mid \tag{4.8.6}
\end{equation*}
$$

Obviously, we have for all $(y, s) \in \tilde{Q}_{r}(x, t)$ there holds

$$
\mathbb{M}(|\nabla u|)(y, s) \leq \max \left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}|\nabla u|\right)(y, s), 3^{N+2} \lambda\right\} .
$$

Leads to, for all $\lambda>0$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$ with $\varepsilon_{0} \leq 3^{-(N+2) \theta}$,

$$
\begin{equation*}
E_{\lambda, \varepsilon}^{1} \cap \tilde{Q}_{r}(x, t)=\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}|\nabla u|\right)>\varepsilon^{-1 / \theta} \lambda, \mathbb{M}_{1}[\omega] \leq \varepsilon^{1-\frac{1}{\theta}} \lambda\right\} \cap Q \cap \tilde{Q}_{r}(x, t) . \tag{4.8.7}
\end{equation*}
$$

In particular, $E_{\lambda, \varepsilon}^{1} \cap \tilde{Q}_{r}(x, t)=\emptyset$ if $\bar{B}_{4 r}(x) \subset \subset \mathbb{R}^{N} \backslash \Omega$. Thus, it is enough to consider the case $B_{4 r}(x) \subset \subset \Omega$ and $B_{4 r}(x) \cap \Omega \neq \emptyset$.
We consider the case $B_{4 r}(x) \subset \subset \Omega$. Let $w_{n, m}$ be as in Theorem 4.7.1 with $Q_{2 R}=Q_{4 r}\left(x, t_{0}\right)$ and $u=u_{n, m}$ where $t_{0}=\min \left\{t+2 r^{2}, T\right\}$. We have

$$
\begin{align*}
& f_{Q_{4 r}\left(x, t_{0}\right)}\left|\nabla u_{n, m}-\nabla w_{n, m}\right| d x d t \leq c_{7} \frac{\left|\mu_{n, m}\right|\left(Q_{4 r}\left(x, t_{0}\right)\right)}{r^{N+1}} \text { and }  \tag{4.8.8}\\
& f_{Q_{2 r}\left(x, t_{0}\right)}\left|\nabla w_{n, m}\right|^{\theta} d x d t \leq c_{8}\left(f_{Q_{4 r}\left(x, t_{0}\right)}\left|\nabla w_{n, m}\right| d x d t\right)^{\theta} \tag{4.8.9}
\end{align*}
$$

From (4.8.7), we have

$$
\begin{aligned}
\mid E_{\lambda, \varepsilon}^{1} \cap & \tilde{Q}_{r}(x, t)\left|\leq\left|\left\{\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla w_{n, m}\right|\right)>\varepsilon^{-1 / \theta} \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right\}\right|\right. \\
& +\left|\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n, m}-\nabla w_{n, m}\right|\right)>\varepsilon^{-1 / \theta} \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right| \\
& +\left|\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n, m}-\nabla u_{n}\right|\right)>\varepsilon^{-1 / \theta} \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right| \\
& +\left|\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n}-\nabla u\right|\right)>\varepsilon^{-1 / \theta} \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right| \\
\leq & c_{9} \varepsilon \lambda^{-\theta} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla w_{n, m}\right|^{\theta} d x d t+c_{9} \varepsilon^{1 / \theta} \lambda^{-1} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n, m}-\nabla w_{n, m}\right| d x d t \\
& +c_{9} \varepsilon^{1 / \theta} \lambda^{-1} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n, m}-\nabla u_{n}\right| d x d t+c_{9} \varepsilon^{1 / \theta} \lambda^{-1} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n}-\nabla u\right| d x d t .
\end{aligned}
$$

Thanks to (4.8.8) and (4.8.9) we can continue

$$
\begin{aligned}
& \left|E_{\lambda, \varepsilon}^{1} \cap \tilde{Q}_{r}(x, t)\right| \leq c_{10} \varepsilon \lambda^{-\theta}\left|\tilde{Q}_{r}(x, t)\right|\left(f_{Q_{4 r}\left(x, t_{0}\right)}\left|\nabla u_{n, m}\right| d x d t\right)^{\theta} \\
& \quad+c_{10} \varepsilon \lambda^{-\theta}\left|\tilde{Q}_{r}(x, t)\right|\left(\frac{\left|\mu_{n, m}\right|\left(Q_{4 r}\left(x, t_{0}\right)\right)}{r^{N+1}}\right)^{\theta}+c_{10} \varepsilon^{1 / \theta} \lambda^{-1}\left|\tilde{Q}_{r}(x, t)\right| \frac{\left|\mu_{n, m}\right|\left(Q_{4 r}\left(x, t_{0}\right)\right)}{r^{N+1}} \\
& \quad+c_{10} \varepsilon^{1 / \theta} \lambda^{-1} \int_{Q_{2 r}\left(x, t_{0}\right)}\left|\nabla u_{n, m}-\nabla u_{n}\right| d x d t+c_{10} \varepsilon^{1 / \theta} \lambda^{-1} \int_{Q_{2 r}\left(x, t_{0}\right)}\left|\nabla u_{n}-\nabla u\right| d x d t .
\end{aligned}
$$

Letting $m \rightarrow \infty$ and $n \rightarrow \infty$, we get

$$
\begin{aligned}
& \left|E_{\lambda, \varepsilon} \cap \tilde{Q}_{r}(x, t)\right| \leq c_{10} \varepsilon \lambda^{-\theta}\left|\tilde{Q}_{r}(x, t)\right|\left(f_{Q_{4 r}\left(x, t_{0}\right)}|\nabla u| d x d t\right)^{\theta} \\
& \quad+c_{10} \varepsilon \lambda^{-\theta}\left|\tilde{Q}_{r}(x, t)\right|\left(\frac{\omega\left(\overline{Q_{4 r}\left(x, t_{0}\right)}\right)}{r^{N+1}}\right)^{\theta}+c_{10} \varepsilon^{1 / \theta} \lambda^{-1}\left|\tilde{Q}_{r}(x, t)\right| \frac{\omega\left(\overline{Q_{4 r}\left(x, t_{0}\right)}\right)}{r^{N+1}} .
\end{aligned}
$$

Since, $\mathbb{M}(|\nabla u|)\left(x_{1}, t_{1}\right) \leq \lambda$ and $\mathbb{M}_{1}[\omega]\left(x_{2}, t_{2}\right) \leq \varepsilon^{1-\frac{1}{\theta}} \lambda$ we have

$$
\int_{Q_{4 r}\left(x, t_{0}\right)}|\nabla u| d x d t \leq \int_{\tilde{Q}_{8 r}(x, t)}|\nabla u| d x d t \leq \int_{\tilde{Q}_{9 r}\left(x_{1}, t_{1}\right)}|\nabla u| d x d t \leq\left|\tilde{Q}_{9 r}\left(x_{1}, t_{1}\right)\right| \lambda,
$$

and

$$
\omega\left(\overline{Q_{4 r}\left(x, t_{0}\right)}\right) \leq \omega\left(\tilde{Q}_{8 r}(x, t)\right) \leq \omega\left(\tilde{Q}_{9 r}\left(x_{2}, t_{2}\right) \leq \varepsilon^{1-\frac{1}{\theta}} \lambda(9 r)^{N+1} .\right.
$$

Thus

$$
\left|E_{\lambda, \varepsilon} \cap \tilde{Q}_{r}(x, t)\right| \leq c_{11} \varepsilon\left|\tilde{Q}_{r}(x, t)\right| .
$$

Next, we consider the case $B_{4 r}(x) \cap \Omega \neq \emptyset$. Let $x_{3} \in \partial \Omega$ such that $\left|x_{3}-x\right|=\operatorname{dist}(x, \partial \Omega)$. Let $w_{n}$ be as in Theorem 4.7.5 with $\tilde{\Omega}_{6 R}=\tilde{\Omega}_{16 r}\left(x_{3}, t_{0}\right)$ and $u=u_{n, m}$ where $t_{0}=\min \{t+$ $\left.2 r^{2}, T\right\}$. We have $Q_{12 r}\left(x, t_{0}\right) \subset Q_{16 r}\left(x_{3}, t_{0}\right)$,

$$
\begin{aligned}
& f_{Q_{12 r}\left(x, t_{0}\right)}\left|\nabla u_{n, m}-\nabla w_{n, m}\right| d x d t \leq c_{12} \frac{\left|\mu_{n, m}\right|\left(\tilde{\Omega}_{16 r}\left(x_{3}, t_{0}\right)\right)}{r^{N+1}} \text { and } \\
& \left(f_{Q_{2 r}\left(x, t_{0}\right)}\left|\nabla w_{n, m}\right|^{\theta} d x d t\right)^{\frac{1}{\theta}} \leq c_{13} f_{Q_{12 r}\left(x, t_{0}\right)}\left|\nabla w_{n, m}\right| d x d t .
\end{aligned}
$$

As above we also obtain

$$
\begin{aligned}
& \left|E_{\lambda, \varepsilon}^{1} \cap \tilde{Q}_{r}(x, t)\right| \leq c_{14} \varepsilon \lambda^{-\theta}\left|\tilde{Q}_{r}(x, t)\right|\left(f_{Q_{12 r}\left(x, t_{0}\right)}|\nabla u| d x d t\right)^{\theta} \\
& \quad+c_{14} \varepsilon \lambda^{-\theta}\left|\tilde{Q}_{r}(x, t)\right|\left(\frac{\omega\left(\overline{Q_{16 r}\left(x_{3}, t_{0}\right)}\right)}{r^{N+1}}\right)^{\theta}+c_{14} \varepsilon^{1 / \theta} \lambda^{-1}\left|\tilde{Q}_{r}(x, t)\right| \frac{\omega\left(\overline{Q_{16 r}\left(x_{3}, t_{0}\right)}\right)}{r^{N+1}} .
\end{aligned}
$$

Since, $\mathbb{M}(|\nabla u|)\left(x_{1}, t_{1}\right) \leq \lambda$ and $\mathbb{M}_{1}[\omega]\left(x_{2}, t_{2}\right) \leq \varepsilon^{1-\frac{1}{\theta}} \lambda$ we have

$$
\int_{Q_{12 r}\left(x, t_{0}\right)}|\nabla u| d x d t \leq \int_{\tilde{Q}_{24 r}(x, t)}|\nabla u| d x d t \leq \int_{\tilde{Q}_{25 r}\left(x_{1}, t_{1}\right)}|\nabla u| d x d t \leq\left|\tilde{Q}_{25 r}\left(x_{1}, t_{1}\right)\right| \lambda
$$

and

$$
\omega\left(\overline{Q_{16 r}\left(x_{3}, t_{0}\right)}\right) \leq \omega\left(\tilde{Q}_{32 r}\left(x_{3}, t\right)\right) \leq \omega\left(\tilde{Q}_{36 r}(x, t)\right) \leq \omega\left(\tilde{Q}_{37 r}\left(x_{2}, t_{2}\right)\right) \leq \varepsilon^{1-\frac{1}{\theta}} \lambda(37 r)^{N+1}
$$

Thus

$$
\left|E_{\lambda, \varepsilon}^{1} \cap \tilde{Q}_{r}(x, t)\right| \leq c_{15} \varepsilon\left|\tilde{Q}_{r}(x, t)\right|
$$

Hence, (4.8.6) holds with $c_{6}=2 \max \left\{c_{11}, c_{15}\right\}$.
Similarly, we also prove that for all $(x, t) \in B_{1}$ and $r \in\left(0, R_{2}\right]$ and $\lambda>0, \varepsilon \in(0,1)$ we have $\tilde{Q}_{r}(x, t) \cap B_{1} \subset F_{\lambda}^{2}$ if $\left|E_{\lambda, \varepsilon}^{2} \cap \tilde{Q}_{r}(x, t)\right| \geq c_{16} \varepsilon\left|\tilde{Q}_{r}(x, t)\right|$ where a constant $c_{26}$ does not depend on $\lambda$ and $\varepsilon$. Now, choose $\varepsilon_{1}=\left(2 \max \left\{1, c_{1}, c_{6}\right\}\right)^{-1}$ and $\varepsilon_{2}=\left(2 \max \left\{1, c_{2}, c_{16}\right\}^{-1}\right.$. We apply Lemma 4.3.21 with $E=E_{\lambda, \varepsilon}^{1}, F=F_{\lambda}^{1}$ and $\varepsilon$ is replaced by $\max \left\{c_{1}, c_{6}\right\} \varepsilon$ for any $0<\varepsilon<\varepsilon_{1}$ and $\lambda>0$ we get (4.8.1), for $E=E_{\lambda, \varepsilon}^{2}, F=F_{\lambda}^{2}$ and $\varepsilon$ is replaced by $\max \left\{c_{1}, c_{17}\right\} \varepsilon$ for any $0<\varepsilon<\varepsilon_{2}$ and $\lambda>\varepsilon^{-1+\frac{1}{\theta}}\|\nabla u\|_{L^{1}\left(\Omega_{T} \cap B_{2}\right)} R_{2}^{-N-2}$ we get (4.8.2). This completes the proof of the Theorem.

Proof of Theorem 4.2.17. By theorem 4.8.1, there exist constants $c_{1}>0,0<\varepsilon_{0}<1$ and a renormalized solution $u$ of equation (4.2.4) with data $\mu, u_{0}=\sigma$ such that for any $\varepsilon \in(0,1), \lambda>0$

$$
\left|\left\{\mathbb{M}(|\nabla u|)>\varepsilon^{-1 / \theta} \lambda, \mathbb{M}_{1}[\omega] \leq \varepsilon^{1-\frac{1}{\theta}} \lambda\right\} \cap Q\right| \leq c_{1} \varepsilon|\{\mathbb{M}(|\nabla u|)>\lambda\} \cap Q|
$$

Therefore, if $0<s<\infty$

$$
\begin{aligned}
\|\mathbb{M}(|\nabla u|)\|_{L^{p, s}(Q)}^{s} & =\varepsilon^{-s / \theta} p \int_{0}^{\infty} \lambda^{s}\left|\left\{(x, t) \in Q: \mathbb{M}(|\nabla u|)>\varepsilon^{-1 / \theta} \lambda\right\}\right|^{\frac{s}{p}} \frac{d \lambda}{\lambda} \\
& \leq c_{1}^{s / p} \varepsilon^{\frac{s(\theta-p)}{\theta_{p}}} p \int_{0}^{\infty} \lambda^{s}|\{(x, t) \in Q: \mathbb{M}(|\nabla u|)>\lambda\}|^{\frac{s}{p}} \frac{d \lambda}{\lambda} \\
& +\varepsilon^{-s / \theta} p \int_{0}^{\infty} \lambda^{s}\left|\left\{(x, t) \in Q: \mathbb{M}_{1}[\omega]>\varepsilon^{1-\frac{1}{\theta}} \lambda\right\}\right|^{\frac{s}{p}} \frac{d \lambda}{\lambda} \\
& =c_{1}^{s / p} \varepsilon^{\frac{s(\theta-p)}{\theta p}}\left\|\left.\mathbb{M}(|\nabla u|)\right|_{L^{p, s}(Q)} ^{s}+\varepsilon^{-s}| | \mathbb{M}_{1}[\omega]\right\|_{L^{p, s}(Q)}^{s}
\end{aligned}
$$

Since $p<\theta$, we can choose $0<\varepsilon<\varepsilon_{0}$ such that $c_{1}^{s / p} \varepsilon^{\frac{s(\theta-p)}{\theta p}} \leq 1 / 2$ we get the result for case $0<s<\infty$. Similarly, we also get the result for case $s=\infty$.
Also, we get (4.2.29) by using (4.4.16) in Proposition 4.4.8, (4.4.28) in Proposition 4.4.19. This completes the proof.

Remark 4.8.2 Thanks to Proposition 4.4.4 we have for any $s \in\left(\frac{N+2}{N+1}, \frac{N+2+\theta}{N+2}\right)$ if $\mu \in$ $L^{\frac{(s-1)(N+2)}{s}}, \infty\left(\Omega_{T}\right)$ and $\sigma \equiv 0$ then

$$
\left\||\nabla u|^{s}\right\|_{L \frac{(s-1)(N+2)}{s}, \infty\left(\Omega_{T}\right)} \leq c_{2}\|\mu\|_{L}^{s}{ }_{L}^{s-1)(N+2)}, \infty_{\left(\Omega_{T}\right)}
$$

where constant $c_{2}$ depends on $N, \Lambda_{1}, \Lambda_{2}, s, c_{0}, T_{0} / r_{0}$.

### 4.8. GLOBAL INTEGRAL GRADIENT BOUNDS FOR PARABOLIC EQUATIONS

As the proof of Theorem 4.8.1, we also get
Theorem 4.8.3 Suppose that $\mathbb{R}^{N} \backslash \Omega$ satisfies uniformly 2 -thick with constants $c_{0}, r_{0}$. Let $\theta$ be as in Theorem 4.8.1. Let $1 \leq p<\theta, 0<s \leq \infty$ and $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$, set $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$. There exist $C_{1}=C_{1}\left(N, \Lambda_{1}, \Lambda_{2}, p, s, c_{0}\right)>0$ and a distribution solution $u$ of equation (4.2.4) with data $\mu$ and $u_{0}=\sigma$ such that

$$
\begin{align*}
\left\|\mathbb{M}\left(\chi_{\tilde{Q}_{4 R}\left(y_{0}, s_{0}\right)}|\nabla u|\right)\right\|_{L^{p, s}\left(\tilde{Q}_{R}\left(y_{0}, s_{0}\right)\right)} \leq & C_{1} R^{\frac{N+2}{p}} \inf \left\{r_{0}, R\right\}^{-N-2}\|\nabla u\|_{L^{1}\left(\tilde{Q}_{4 R}\left(y_{0}, s_{0}\right)\right)} \\
& +C_{1}\left\|\mathbb{M}_{1}\left[\chi_{\tilde{Q}_{4 R}\left(y_{0}, s_{0}\right)} \omega\right]\right\|_{L^{p, s}\left(\tilde{Q}_{R}\left(y_{0}, s_{0}\right)\right)} \tag{4.8.10}
\end{align*}
$$

for any $\tilde{Q}_{R}\left(y_{0}, s_{0}\right) \subset \mathbb{R}^{N+1}$ and if $\sigma \in L^{1}(\Omega)$ then $u$ is a renormalized solution.
Proof of Theorem 4.2.19. Let $\left\{u_{n, m}\right\}$ and $\mu_{n, m}$ be in the proof of Theorem 4.8.1. From Corollary 4.7.2 and 4.7 .6 we assert : for $2-\inf \left\{\beta_{1}, \beta_{2}\right\}<\gamma<N+2$, there exists a constant $C=C\left(N, \Lambda_{1}, \Lambda_{2}, c_{0}, \gamma\right)>0$ such that for any $0<\rho \leq T_{0}$

$$
\int_{Q_{\rho}(y, s)}\left|\nabla u_{n, m}\right| d x d t \leq C\left(N, \Lambda_{1}, \Lambda_{2}, \gamma, c_{0}, T_{0} / r_{0}\right) \rho^{N+3-\gamma}| | \mathbb{M}_{\gamma}\left[\left|\mu_{n, m}\right|\right]| |_{L^{\infty}(\Omega \times(-T, T))},
$$

where $\beta_{1}, \beta_{2}$ are constants in Theorem 4.7.1 and Theorem 4.7.5. It is easy to see that

$$
\left\|\mathbb{M}_{\gamma}\left[\left|\mu_{n, m}\right|\right] \mid\right\|_{L^{\infty}(\Omega \times(-T, T))} \leq\left\|\mathbb{M}_{\gamma}[\omega]\right\|_{L^{\infty}(\Omega \times(-T, T))}=\left\|\mathbb{M}_{\gamma}[\omega]\right\|_{L^{\infty}\left(\Omega_{T}\right)}
$$

for any $n, m$ large enough.
Letting $m \rightarrow \infty, n \rightarrow \infty$, yield

$$
\int_{Q_{\rho}(y, s)}|\nabla u| d x d t \leq C\left(N, \Lambda_{1}, \Lambda_{2}, \gamma, c_{0}, T_{0} / r_{0}\right) \rho^{N+3-\gamma}| | \mathbb{M}_{\gamma}[\omega] \|_{L^{\infty}\left(\Omega_{T}\right)}
$$

By Theorem 4.8.3 we get

$$
\begin{aligned}
\|\nabla u \mid\|_{L^{p, s}\left(\tilde{Q}_{R}\left(y_{0}, s_{0}\right) \cap \Omega_{T}\right)} \leq & c_{1}\left(T_{0} / r_{0}\right) R^{\frac{N+2}{p}+1-\gamma}\left\|\mathbb{M}_{\gamma}[\omega]\right\|_{L^{\infty}\left(\Omega_{T}\right)} \\
& +c_{2}\left\|\mathbb{M}_{1}\left[\chi_{\tilde{Q}_{R}\left(y_{0}, s_{0}\right)} \omega\right]\right\|_{L^{p, s}\left(\tilde{Q}_{R}\left(y_{0}, s_{0}\right)\right)}
\end{aligned}
$$

for any $\tilde{Q}_{R}\left(y_{0}, s_{0}\right) \subset \mathbb{R}^{N+1}$ and $0<R \leq T_{0}$. It follows (4.2.30).
Finally, if $\mu \in L_{*}^{\frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p}\left(\Omega_{T}\right)$ and $\sigma \equiv 0$, then clearly $u$ is a unique renormalized solution. It suffices to show that

$$
\begin{align*}
& \left\|\mathbb{M}_{\gamma}[|\mu|]\right\|_{L^{\infty}\left(\Omega_{T}\right)} \leq c_{3}\|\mu\|_{L_{*}} \frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p  \tag{4.8.11}\\
& R^{\frac{p(\gamma-1)-N-2}{p}} \| \Omega_{T} \quad \text { and }  \tag{4.8.12}\\
& \left.\quad \| \chi_{\tilde{Q}_{R}\left(y, s_{0}\right)}|\mu|\right]\left\|_{L^{p, s}\left(\tilde{Q}_{R}\left(y_{0}, s_{0}\right)\right)} \leq c_{3}\right\| \mu \|_{L_{*}} \frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p \\
& \left(\Omega_{T}\right)
\end{align*}
$$

for any $\tilde{Q}_{R}\left(y_{0}, s_{0}\right) \subset \mathbb{R}^{N+1}$ and $0<R \leq T_{0}$, where $c_{3}=c_{3}\left(N, \Lambda_{1}, \Lambda_{2}, p, s, \gamma, c_{0}, T_{0} / r_{0}\right)$. In fact, for $0<\rho<T_{0}$ and $(x, t) \in \Omega_{T}$ we have

$$
\begin{aligned}
&\|\mu\|_{L_{*}} \frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s_{i}^{\gamma}}{\gamma} ;(\gamma-1) p \\
&\left(\Omega_{T}\right) \geq\|\mu\|^{\frac{(\gamma-1) p}{\gamma}, \infty ;(\gamma-1) p}\left(\Omega_{T}\right) \\
& \geq \rho^{\frac{\frac{(\gamma-1) p-N-2}{\gamma}}{\frac{(\gamma-1) p}{\gamma}}\|\mu\|_{L^{2}} \frac{(\gamma-1) p}{\gamma}, \infty}\left(\tilde{Q}_{\rho}(x, t) \cap \Omega_{T}\right) \\
& \geq c_{4} \rho \frac{\frac{(\gamma-1) p-N-2}{\frac{(\gamma-1) p}{\gamma}}\left|\tilde{Q}_{\rho}(x, t)\right|^{-1+\frac{\gamma}{(\gamma-1) p}}|\mu|\left(\tilde{Q}_{\rho}(x, t) \cap \Omega_{T}\right)}{} \\
&=c_{5} \frac{|\mu|\left(\tilde{Q}_{\rho}(x, t) \cap \Omega_{T}\right)}{\rho^{N+2-\gamma}},
\end{aligned}
$$

which obviously implies (4.8.11).
Next, we note that

$$
\mathbb{M}_{1}\left[\chi_{\tilde{Q}_{R}\left(y_{0}, s_{0}\right)}|\mu|\right](x, t) \leq c_{6}\left(\mathbb{M}\left(\chi_{\tilde{Q}_{R}\left(y_{0}, s_{0}\right)}|\mu|\right)(x, t)\right)^{1-\frac{1}{\gamma}}\|\mu\|_{L_{*}}^{\frac{1}{\gamma}} \frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p\left(\Omega_{T}\right)
$$

We derive

$$
\begin{aligned}
& R^{\frac{p(\gamma-1)-N-2}{p}}\left\|\mathbb{M}_{1}\left[\chi_{\tilde{Q}_{R}\left(y, s_{0}\right)}|\mu|\right]\right\|_{L^{p, s}\left(\tilde{Q}_{R}\left(y_{0}, s_{0}\right)\right)} \\
& \leq c_{6} R^{\frac{p(\gamma-1)-N-2}{p}}\left\|\mathbb{M}\left(\chi_{\tilde{Q}_{R}\left(y_{0}, s_{0}\right)}|\mu|\right)\right\|_{L}^{1-\frac{1}{\gamma}}{ }_{L}^{\frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma}}{ }_{\left(\tilde{Q}_{R}\left(y_{0}, s_{0}\right)\right)}\|\mu\|_{L_{*}}^{\frac{1}{\gamma}}{ }_{\frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p}\left(\Omega_{T}\right) \\
& \leq c_{7} R^{\frac{p(\gamma-1)-N-2}{p}}\|\mu\|\left\|_{L}^{1-\frac{1}{\gamma}}{ }_{L}^{\frac{(\gamma-1) p}{\gamma}}, \frac{(\gamma-1) s}{\gamma}{ }_{\left(\tilde{Q}_{R}\left(y_{0}, s_{0}\right)\right)}\right\| \mu \|_{L_{*}}^{\frac{1}{\gamma}} \frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma} ;(\gamma-1) p\left(\Omega_{T}\right) .
\end{aligned}
$$

Here we used the boundedness property of $\mathbb{M}$ in $L^{\frac{(\gamma-1) p}{\gamma}, \frac{(\gamma-1) s}{\gamma}}\left(\mathbb{R}^{N+1}\right)$ for $\frac{(\gamma-1) p}{\gamma}>1$. Therefore, immediately we get (4.8.12). This completes the proof of theorem.

### 4.8.2 Global estimates on Reifenberg flat domains

Now we prove results for Reifenberg flat domain. First, we will use Lemma 4.7.4, 4.7.13 and Lemma 4.3.19 to get the following result.

Theorem 4.8.4 Suppose that $A$ satisfies (4.2.27). Let $s_{1}$, $s_{2}$ be in Lemma 4.7.3 and 4.7.7, set $s_{0}=\max \left\{s_{1}, s_{2}\right\}$. Let $w \in A_{\infty}, \mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$, set $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$. There exists a distribution solution of (4.2.4) with data $\mu$ and $u_{0}=\sigma$ such that following holds. For any $\varepsilon>0, R_{0}>0$ one finds $\delta_{1}=\delta_{1}\left(N, \Lambda_{1}, \Lambda_{2}, \varepsilon,[w]_{A_{\infty}}\right) \in(0,1)$ and $\delta_{2}=$ $\delta_{2}\left(N, \Lambda_{1}, \Lambda_{2}, \varepsilon,[w]_{A_{\infty}}, T_{0} / R_{0}\right) \in(0,1)$ and $\Lambda=\Lambda\left(N, \Lambda_{1}, \Lambda_{2}\right)>0$ such that if $\Omega$ is $\left(\delta_{1}, R_{0}\right)$ Reifenberg flat domain and $[\mathcal{A}]_{s_{0}}^{R_{0}} \leq \delta_{1}$ then

$$
\begin{equation*}
w\left(\left\{\mathbb{M}(|\nabla u|)>\Lambda \lambda, \mathbb{M}_{1}[\omega] \leq \delta_{2} \lambda\right\} \cap \Omega_{T}\right) \leq \operatorname{Bew}\left(\{\mathbb{M}(|\nabla u|)>\lambda\} \cap \Omega_{T}\right) \tag{4.8.13}
\end{equation*}
$$

for all $\lambda>0$, where the constant $B$ depends only on $N, \Lambda_{1}, \Lambda_{2}, T_{0} / R_{0},[w]_{A_{\infty}}$. Furthermore, if $\sigma \in L^{1}(\Omega)$ then $u$ is a renormalized solution.

Proof. Let $\left\{\mu_{n}\right\},\left\{\sigma_{n}\right\},\left\{\mu_{n, m}\right\},\left\{u_{n}\right\},\left\{u_{n, m}\right\}, u$ be as in the proof of Theorem 4.8.1. Let $\varepsilon$ be in $(0,1)$. Set $E_{\lambda, \delta_{2}}=\left\{\mathbb{M}(|\nabla u|)>\Lambda \lambda, \mathbb{M}_{1}[\omega] \leq \delta_{2} \lambda\right\} \cap \Omega_{T}$ and $F_{\lambda}=\{\mathbb{M}(|\nabla u|)>\lambda\} \cap \Omega_{T}$ for $\varepsilon \in(0,1)$ and $\lambda>0$. Let $\left\{y_{i}\right\}_{i=1}^{L} \subset \Omega$ and a ball $B_{0}$ with radius $2 T_{0}$ such that

$$
\Omega \subset \bigcup_{i=1}^{L} B_{r_{0}}\left(y_{i}\right) \subset B_{0}
$$

where $r_{0}=\min \left\{R_{0} / 1080, T_{0}\right\}$. Let $s_{j}=T-j r_{0}^{2} / 2$ for all $j=0,1, \ldots,\left[\frac{2 T}{r_{0}^{2}}\right]$ and $Q_{2 T_{0}}=$ $B_{0} \times\left(T-4 T_{0}^{2}, T\right)$. So,

$$
\Omega_{T} \subset \bigcup_{i, j} Q_{r_{0}}\left(y_{i}, s_{j}\right) \subset Q_{2 T_{0}} .
$$

We verify that

$$
\begin{equation*}
w\left(E_{\lambda, \delta_{2}}\right) \leq \varepsilon w\left(\tilde{Q}_{r_{0}}\left(y_{i}, s_{j}\right)\right) \quad \forall \lambda>0 \tag{4.8.14}
\end{equation*}
$$

for some $\delta_{2}$ small enough, depended on $n, p, \alpha, \beta, \epsilon,[w]_{A_{\infty}}, T_{0} / R_{0}$.
In fact, we can assume that $E_{\lambda, \delta_{2}} \neq \emptyset$ so $|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega) \leq T_{0}^{N+1} \delta_{2} \lambda$. We have

$$
\left|E_{\lambda, \delta_{2}}\right| \leq \frac{c_{1}}{\Lambda \lambda} \int_{\Omega_{T}}|\nabla u| d x d t .
$$

We also have

$$
\int_{\Omega_{T}}|\nabla u| d x d t \leq c_{2} T_{0}\left(|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega)\right) .
$$

Thus,

$$
\left|E_{\lambda, \varepsilon}\right| \leq \frac{c_{3}}{\Lambda \lambda} T_{0}\left(|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega)\right) \leq \frac{c_{3}}{\Lambda \lambda} T_{0}^{N+2} \delta_{2} \lambda=c_{4} \delta_{2}\left|Q_{2 T_{0}}\right| .
$$

which implies

$$
w\left(E_{\lambda, \delta_{2}}\right) \leq A\left(\frac{\left|E_{\lambda, \delta_{2}}\right|}{\left|Q_{2 T_{0}}\right|}\right)^{\nu} w\left(Q_{2 T_{0}}\right) \leq A\left(c_{4} \delta_{2}\right)^{\nu} w\left(Q_{2 T_{0}}\right)
$$

where $(A, \nu)$ is a pair of $A_{\infty}$ constants of $w$. It is known that (see, e.g [33]) there exist $A_{1}=A_{1}(N, A, \nu)$ and $\nu_{1}=\nu_{1}(N, A, \nu)$ such that

$$
\frac{w\left(\tilde{Q}_{2 T_{0}}\right)}{w\left(\tilde{Q}_{r_{0}}\left(y_{i}, s_{j}\right)\right)} \leq A_{1}\left(\frac{\left|\tilde{Q}_{2 T_{0}}\right|}{\left|\tilde{Q}_{r_{0}}\left(y_{i}, s_{j}\right)\right|}\right)^{\nu_{1}} \forall i, j \text {. }
$$

So,

$$
w\left(E_{\lambda, \delta_{2}}\right) \leq A\left(c_{4} \delta_{2}\right)^{\nu} A_{1}\left(\frac{\left|\tilde{Q}_{T_{0}}\right|}{\left|\tilde{Q}_{r_{0}}\left(y_{i}, s_{j}\right)\right|}\right)^{\nu_{1}} w\left(\tilde{Q}_{r_{0}}\left(y_{i}, s_{j}\right)\right)<\varepsilon w\left(\tilde{Q}_{r_{0}}\left(y_{i}, s_{j}\right)\right) \quad \forall i, j
$$

where $\delta_{2} \leq\left(\frac{\varepsilon}{2 c_{5}\left(T_{0} r_{0}^{-1}\right)^{(N+2) \nu_{1}}}\right)^{1 / \nu}$. It follows (4.8.14).
Next we verify that for all $(x, t) \in \Omega_{T}$ and $r \in\left(0,2 r_{0}\right]$ and $\lambda>0$ we have $\tilde{Q}_{r}(x, t) \cap \Omega_{T} \subset F_{\lambda}$ if $w\left(E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right) \geq \varepsilon w\left(Q_{r}(x, t)\right)$ for some $\delta_{2} \leq\left(\frac{\varepsilon}{2 c_{5}\left(T_{0} r_{0}^{-1}\right)^{(N+2) \nu_{1}}}\right)^{1 / \nu}$.

Indeed, take $(x, t) \in \Omega_{T}$ and $0<r \leq 2 r_{0}$. Now assume that $\tilde{Q}_{r}(x, t) \cap \Omega_{T} \cap F_{\lambda}^{c} \neq$ $\emptyset$ and $E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t) \neq \emptyset$ i.e, there exist $\left(x_{1}, t_{1}\right),\left(x_{2}, t_{2}\right) \in \tilde{Q}_{r}(x, t) \cap \Omega_{T}$ such that $\mathbb{M}(|\nabla u|)\left(x_{1}, t_{1}\right) \leq \lambda$ and $\mathbb{M}_{1}[\omega]\left(x_{2}, t_{2}\right) \leq \delta_{2} \lambda$. We need to prove that

$$
\begin{equation*}
\left.w\left(E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right)\right)<\varepsilon w\left(\tilde{Q}_{r}(x, t)\right) . \tag{4.8.15}
\end{equation*}
$$

Clearly,

$$
\mathbb{M}(|\nabla u|)(y, s) \leq \max \left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}|\nabla u|\right)(y, s), 3^{N+2} \lambda\right\} \quad \forall(y, s) \in \tilde{Q}_{r}(x, t) .
$$

Therefore, for all $\lambda>0$ and $\Lambda \geq 3^{N+2}$,

$$
\begin{equation*}
E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)=\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}|\nabla u|\right)>\Lambda \lambda, \mathbb{M}_{1}[\omega] \leq \delta_{2} \lambda\right\} \cap \Omega_{T} \cap \tilde{Q}_{r}(x, t) \tag{4.8.16}
\end{equation*}
$$

In particular, $E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)=\emptyset$ if $\bar{B}_{8 r}(x) \subset \subset \mathbb{R}^{N} \backslash \Omega$. Thus, it is enough to consider the case $B_{8 r}(x) \subset \subset \Omega$ and $B_{8 r}(x) \cap \Omega \neq \emptyset$.
We consider the case $B_{8 r}(x) \subset \subset \Omega$. Let $v_{n, m}$ be as in Lemma 4.7.4 with $Q_{2 R}=Q_{8 r}\left(x, t_{0}\right)$ and $u=u_{n, m}$ where $t_{0}=\min \left\{t+2 r^{2}, T\right\}$. We have

$$
\begin{equation*}
\left\|\nabla v_{n, m}\right\|_{L^{\infty}\left(Q_{2 r}\left(x, t_{0}\right)\right)} \leq c_{6} f_{Q_{8 r}\left(x, t_{0}\right)}\left|\nabla u_{n, m}\right| d x d t+c_{6} \frac{\left|\mu_{n, m}\right|\left(Q_{8 r}\left(x, t_{0}\right)\right)}{r^{N+1}} \tag{4.8.17}
\end{equation*}
$$

and

$$
\begin{gathered}
f_{Q_{4 r}\left(x, t_{0}\right)}\left|\nabla u_{n, m}-\nabla v_{n, m}\right| d x d t \leq c_{8} \frac{\left|\mu_{n, m}\right|\left(Q_{8 r}\left(x, t_{0}\right)\right)}{r^{N+1}}+c_{8}[A]_{s_{0}}^{R_{0}}\left(f_{Q_{8 r}\left(x, t_{0}\right)}\left|\nabla u_{n, m}\right| d x d t\right. \\
\left.+\frac{\left|\mu_{n, m}\right|\left(Q_{8 r}\left(x, t_{0}\right)\right)}{r^{N+1}}\right) .
\end{gathered}
$$

Thanks to $\mathbb{M}(|\nabla u|)\left(x_{1}, t_{1}\right) \leq \lambda$ and $\mathbb{M}_{1}[\omega]\left(x_{2}, t_{2}\right) \leq \delta_{2} \lambda$ with $\left(x_{1}, t_{1}\right),\left(x_{2}, t_{2}\right) \in Q_{r}(x, t)$, we get

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \limsup _{m \rightarrow \infty}\left\|\nabla v_{n, m}\right\|_{L^{\infty}\left(Q_{2 r}(x, t)\right)} & \leq c_{9} f_{\tilde{Q}_{17 r}\left(x_{1}, t_{1}\right)}|\nabla u| d x d t+c_{9} \frac{\omega\left(\overline{\tilde{Q}_{17 r}\left(x_{2}, t_{2}\right)}\right)}{r^{N+1}} \\
& \leq c_{9} \lambda+c_{9} \delta_{2} \lambda \\
& \leq c_{10} \lambda,
\end{aligned}
$$

and

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \limsup _{m \rightarrow \infty} f_{Q_{4 r}\left(x, t_{0}\right)}\left|\nabla u_{n}-\nabla v_{n}\right| d x d t \\
& \quad \leq c_{11} \frac{\omega\left(\tilde{Q}_{17 r}\left(x_{2}, t_{2}\right)\right)}{r^{N+1}}+c_{11}[A]_{s_{0}}^{R_{0}}\left(f_{\tilde{Q}_{17 r}\left(x_{1}, t_{1}\right)}|\nabla u| d x d t+\frac{\omega\left(\frac{\tilde{Q}_{17 r}\left(x_{2}, t_{2}\right)}{}\right)}{r^{N+1}}\right) \\
& \quad \leq c_{11} \delta_{2} \lambda+c_{11}[A]_{s_{0}}^{R_{0}}\left(\lambda+\delta_{2} \lambda\right) \\
& \quad \leq c_{11}\left(\delta_{2}+\delta_{1}\left(1+\delta_{2}\right)\right) \lambda .
\end{aligned}
$$

Here we used $[A]_{s_{0}}^{R_{0}} \leq \delta_{1}$ in the last inequality.
So, we can find $n_{0}$ large enough and a sequence $\left\{k_{n}\right\}$ such that

$$
\begin{align*}
& \left\|\nabla v_{n, m}\right\|_{L^{\infty}\left(\tilde{Q}_{2 r}(x, t)\right)}=\left\|\nabla v_{n, m}\right\|_{L^{\infty}\left(Q_{2 r}\left(x, t_{0}\right)\right)} \leq 2 c_{10} \lambda \text { and }  \tag{4.8.18}\\
& f_{Q_{4 r}\left(x, t_{0}\right)}\left|\nabla u_{n, m}-\nabla v_{n, m}\right| d x d t \leq 2 c_{11}\left(\delta_{2}+\delta_{1}\left(1+\delta_{2}\right)\right) \lambda, \tag{4.8.19}
\end{align*}
$$

for all $n \geq n_{0}$ and $m \geq k_{n}$.
In view of (4.8.18) we see that for $\Lambda \geq \max \left\{3^{N+2}, 8 c_{10}\right\}$ and $n \geq n_{0}, m \geq k_{n}$,

$$
\left|\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla v_{n, m}\right|\right)>\Lambda \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right|=0
$$

Leads to

$$
\begin{aligned}
\left|E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right| & \leq\left|\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n, m}-\nabla v_{n, m}\right|\right)>\Lambda \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right| \\
& +\left|\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n}-\nabla u_{n, m}\right|\right)>\Lambda \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right| \\
& +\left|\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u-\nabla u_{n}\right|\right)>\Lambda \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right| .
\end{aligned}
$$

Therefore, by (4.8.19) and $\tilde{Q}_{2 r}(x, t) \subset Q_{4 r}\left(x, t_{0}\right)$ we obtain for any $n \geq n_{0}$ and $m \geq k_{n}$

$$
\begin{aligned}
\left|E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right| \leq & \frac{c_{12}}{\lambda} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n, m}-\nabla v_{n, m}\right| d x d t \\
& +\frac{c_{12}}{\lambda} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n}-\nabla u_{n, m}\right| d x d t+\frac{c_{12}}{\lambda} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u-\nabla u_{n}\right| d x d t \\
& \leq c_{13}\left(\delta_{2}+\delta_{1}\left(1+\delta_{2}\right)\right)\left|Q_{r}(x, t)\right| \\
& +\frac{c_{12}}{\lambda} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n}-\nabla u_{n, m}\right| d x d t+\frac{c_{12}}{\lambda} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u-\nabla u_{n}\right| d x d t .
\end{aligned}
$$

Letting $m \rightarrow \infty$ and $n \rightarrow \infty$ we get

$$
\left|E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right| \leq c_{13}\left(\delta_{2}+\delta_{1}\left(1+\delta_{2}\right)\right)\left|\tilde{Q}_{r}(x, t)\right| .
$$

Thus,

$$
\begin{aligned}
w\left(E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right) & \leq C\left(\frac{\left|E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right|}{\left|\tilde{Q}_{r}(x, t)\right|}\right)^{\nu} w\left(\tilde{Q}_{r}(x, t)\right) \\
& \leq C\left(c_{13}\left(\delta_{2}+\delta_{1}\left(1+\delta_{2}\right)\right)\right)^{\nu} w\left(\tilde{Q}_{r}(x, t)\right) \\
& <\varepsilon w\left(\tilde{Q}_{r}(x, t)\right) .
\end{aligned}
$$

where $\delta_{2}, \delta_{1}$ are appropriately chosen, $(C, \nu)$ is a pair of $A_{\infty}$ constants of $w$.
Next we consider the case $B_{8 r}(x) \cap \Omega \neq \emptyset$. Let $x_{3} \in \partial \Omega$ such that $\left|x_{3}-x\right|=\operatorname{dist}(x, \partial \Omega)$. Set $t_{0}=\min \left\{t+2 r^{2}, T\right\}$. We have

$$
\begin{equation*}
Q_{2 r}\left(x, t_{0}\right) \subset Q_{10 r}\left(x_{3}, t_{0}\right) \subset Q_{540 r}\left(x_{3}, t_{0}\right) \subset \tilde{Q}_{1080 r}\left(x_{3}, t\right) \subset \tilde{Q}_{1088 r}(x, t) \subset \tilde{Q}_{1089 r}\left(x_{1}, t_{1}\right) \tag{4.8.20}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{540 r}\left(x_{3}, t_{0}\right) \subset \tilde{Q}_{1080 r}\left(x_{3}, t\right) \subset \tilde{Q}_{1088 r}(x, t) \subset \tilde{Q}_{1089 r}\left(x_{2}, t_{2}\right) \tag{4.8.21}
\end{equation*}
$$

Let $V_{n, m}$ be as in Lemma 4.7.13 with $Q_{6 R}=Q_{540 r}\left(x_{3}, t_{0}\right), u=u_{n, m}$ and $\varepsilon=\delta_{3} \in(0,1)$. We have

$$
\left\|\nabla V_{n, m}\right\|_{L^{\infty}\left(Q_{10 r}\left(x_{3}, t_{0}\right)\right)} \leq c_{14} f_{Q_{540 r}\left(x_{3}, t_{0}\right)}\left|\nabla u_{n, m}\right| d x d t+c_{14} \frac{\left|\mu_{n, m}\right|\left(Q_{540 r}\left(x_{3}, t_{0}\right)\right)}{R^{N+1}}
$$

and

$$
\begin{aligned}
& f_{Q_{10 r}\left(x_{3}, t_{0}\right)}\left|\nabla u_{n, m}-\nabla V_{n, m}\right| d x d t \\
& \quad \leq c_{15}\left(\delta_{3}+[A]_{s_{0}}^{R_{0}}\right) f_{Q_{540 r}\left(x_{3}, t_{0}\right)}\left|\nabla u_{n, m}\right| d x d t+c_{15}\left(\delta_{3}+1+[A]_{s_{0}}^{R_{0}}\right) \frac{\left|\mu_{n, m}\right|\left(Q_{540 r}\left(x_{3}, t_{0}\right)\right)}{R^{N+1}} .
\end{aligned}
$$

Since $\mathbb{M}(|\nabla u|)\left(x_{1}, t_{1}\right) \leq \lambda, \mathbb{M}_{1}[\omega]\left(x_{2}, t_{2}\right) \leq \delta_{2} \lambda$ and (4.8.20), (4.8.21) we get

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \limsup _{m \rightarrow \infty}\left\|\nabla V_{n, m}\right\|_{L^{\infty}\left(Q_{2 r}\left(x, t_{0}\right)\right)} & \leq \limsup _{n \rightarrow \infty} \limsup _{m \rightarrow \infty}\left\|\nabla V_{n, m}\right\|_{L^{\infty}\left(Q_{10 r}\left(x_{3}, t_{0}\right)\right)} \\
& \leq c_{14} f_{Q_{540 r}\left(x_{3}, t_{0}\right)}|\nabla u| d x d t+c_{14} \frac{\omega\left(\overline{Q_{540 r}\left(x_{3}, t_{0}\right)}\right)}{R^{N+1}} \\
& \leq c_{15} f_{\tilde{Q}_{1089 r}\left(x_{1}, t_{1}\right)}|\nabla u| d x d t+c_{15} \frac{\omega\left(\tilde{Q}_{1089 r}\left(x_{2}, t_{2}\right)\right)}{R^{N+1}} \\
& \leq c_{16} \lambda+c_{16} \delta_{2} \lambda \\
& \leq c_{17} \lambda
\end{aligned}
$$

and

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \limsup _{m \rightarrow \infty} f_{Q_{2 r}\left(x, t_{0}\right)}\left|\nabla u_{n, m}-\nabla V_{n, m}\right| d x d t \\
& \quad \leq c_{18}\left(\delta_{3}+[A]_{s_{0}}^{R_{0}}\right) f_{Q_{540 r}\left(x_{3}, t_{0}\right)}|\nabla u| d x d t+c_{18}\left(\delta_{3}+1+[A]_{s_{0}}^{R_{0}}\right) \frac{\omega\left(\overline{Q_{540 r}\left(x_{3}, t_{0}\right)}\right)}{r^{N+1}} \\
& \quad \leq c_{19}\left(\delta_{3}+[A]_{s_{0}}^{R_{0}}\right) f_{\tilde{Q}_{1089 r}\left(x_{1}, t_{1}\right)}|\nabla u| d x d t+c_{19}\left(\delta_{3}+1+[A]_{s_{0}}^{R_{0}}\right) \frac{\omega\left(\tilde{Q}_{1089}\left(x_{2}, t_{2}\right)\right)}{r^{N+1}} \\
& \quad \leq c_{20}\left(\delta_{3}+[A]_{s_{0}}^{R_{0}}\right) \lambda+c_{21}\left(\delta_{3}+1+[A]_{s_{0}}^{R_{0}}\right) \delta_{2} \lambda \\
& \quad \leq c_{20}\left(\left(\delta_{3}+\delta_{1}\right)+\left(\delta_{3}+1+\delta_{1}\right) \delta_{2}\right) \lambda .
\end{aligned}
$$

Here we used $[A]_{s}^{R_{0}} \leq \delta_{1}$ in the last inequality.
So, we can find $n_{0}$ large enough and a sequence $\left\{k_{n}\right\}$ such that

$$
\begin{array}{r}
\left\|\nabla V_{n, m}\right\|_{L^{\infty}\left(\tilde{Q}_{2 r}(x, t)\right)}=\left\|\nabla V_{n, m}\right\|_{L^{\infty}\left(Q_{2 r}\left(x, t_{0}\right)\right)} \leq 2 c_{17} \lambda \quad \text { and } \\
f_{Q_{2 r}\left(x, t_{0}\right)}\left|\nabla u_{n, m}-\nabla V_{n, m}\right| d x d t \leq 2 c_{21}\left(\left(\delta_{3}+\delta_{1}\right)+\left(\delta_{3}+1+\delta_{1}\right) \delta_{2}\right) \lambda, \tag{4.8.23}
\end{array}
$$

for all $n \geq n_{0}$ and $m \geq k_{n}$.
Now set $\Lambda=\max \left\{3^{N+2}, 8 c_{10}, 8 c_{17}\right\}$. As above we also have for $n \geq n_{0}, m \geq k_{n}$

$$
\begin{aligned}
\left|E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right| & \leq\left|\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n, m}-\nabla V_{n, m}\right|\right)>\Lambda \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right| \\
& +\left|\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n}-\nabla u_{n, m}\right|\right)>\Lambda \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right| \\
& +\left|\left\{\mathbb{M}\left(\chi_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u-\nabla u_{n}\right|\right)>\Lambda \lambda / 4\right\} \cap \tilde{Q}_{r}(x, t)\right| .
\end{aligned}
$$

Therefore from (4.8.23) we obtain

$$
\begin{aligned}
\left|E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right| \leq & \frac{c_{22}}{\lambda} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n, m}-\nabla V_{n, m}\right| d x d t \\
& +\frac{c_{22}}{\lambda} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n}-\nabla u_{n, m}\right| d x d t+\frac{c_{22}}{\lambda} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u-\nabla u_{n}\right| d x d t \\
& \leq c_{23}\left(\left(\delta_{3}+\delta_{1}\right)+\left(\delta_{3}+1+\delta_{1}\right) \delta_{2}\right)\left|\tilde{Q}_{r}(x, t)\right| \\
& +\frac{c_{22}}{\lambda} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u_{n}-\nabla u_{n, m}\right| d x d t+\frac{c_{22}}{\lambda} \int_{\tilde{Q}_{2 r}(x, t)}\left|\nabla u-\nabla u_{n}\right| d x d t .
\end{aligned}
$$

Letting $m \rightarrow \infty$ and $n \rightarrow \infty$ we get

$$
\left|E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right| \leq c_{22}\left(\left(\delta_{3}+\delta_{1}\right)+\left(\delta_{3}+1+\delta_{1}\right) \delta_{2}\right)\left|\tilde{Q}_{r}(x, t)\right| .
$$

Thus

$$
\begin{aligned}
w\left(E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right) & \leq C\left(\frac{\left|E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right|}{\left|\tilde{Q}_{r}(x, t)\right|}\right)^{\nu} w\left(\tilde{Q}_{r}(x, t)\right) \\
& \leq C\left(c_{22}\left(\left(\delta_{3}+\delta_{1}\right)+\left(\delta_{3}+1+\delta_{1}\right) \delta_{2}\right)\right)^{\nu} w\left(\tilde{Q}_{r}(x, t)\right) \\
& <\varepsilon w\left(\tilde{Q}_{r}(x, t)\right),
\end{aligned}
$$

where $\delta_{3}, \delta_{1}, \delta_{2}$ are appropriately chosen, $(C, \nu)$ is a pair of $A_{\infty}$ constants of $w$.
Therefore, for all $(x, t) \in \Omega_{T}$ and $r \in\left(0,2 r_{0}\right]$ and $\lambda>0$ if $w\left(E_{\lambda, \delta_{2}} \cap \tilde{Q}_{r}(x, t)\right) \geq$ $\varepsilon w\left(\tilde{Q}_{r}(x, t)\right)$ then $\tilde{Q}_{r}(x, t) \cap \Omega_{T} \subset F_{\lambda}$ where $\delta_{1}=\delta_{1}\left(N, \Lambda_{1}, \Lambda_{2}, \varepsilon,[w]_{A_{\infty}}\right) \in(0,1)$ and $\delta_{2}=\delta_{2}\left(N, \Lambda_{1}, \Lambda_{2}, \varepsilon,[w]_{A_{\infty}}, T_{0} / R_{0}\right) \in(0,1)$. Applying Lemma 4.3.19 we get the result.

Proof of Theorem 4.2.20. As in the proof of Theorem 4.2.17, we can prove (4.2.32) by using estimate (4.8.13) in Theorem 4.8.4. In particular, thanks to Proposition 4.4.4 for $q>\frac{N+2}{N+1}, \mu \in L^{\frac{(N+2)(q-1)}{q}, \infty}\left(\Omega_{T}\right)$ and $\sigma \equiv 0$,

$$
\begin{equation*}
\left.\left\||\nabla u|^{q}\right\|_{L} \frac{(N+2)(q-1)}{q}, \infty\left(\Omega_{T}\right)<c \left\lvert\,\|\mu\|_{L}^{q} \frac{(N+2)(q-1), \infty}{q}\right., \Omega_{T}\right), \tag{4.8.24}
\end{equation*}
$$

where the constant $c$ depends only on $N, \Lambda_{1}, \Lambda_{2}, q$ and $T_{0} / R_{0}$.
Proof of Theorem 4.2.22. By Theorem 4.2.20, there exists a renormalized solution of (4.2.4) with data $\mu, u(0)=\sigma$ satisfied

$$
\begin{equation*}
\int_{\Omega_{T}}|\nabla u|^{q} d w \leq c_{1} \int_{\Omega_{T}}\left(\mathbb{M}_{1}[\omega]\right)^{q} d w \tag{4.8.25}
\end{equation*}
$$

for any $w \in A_{\infty}$, where $c_{1}=c_{1}\left(N, \Lambda_{1}, \Lambda_{2}, q, T_{0} / R_{0},[w]_{A_{\infty}}\right)$.
For $0<\delta<1$ we have $\mathbb{M}_{1}[\omega] \leq c_{2} \mathbb{I}_{1}^{2 T_{0}, \delta}[\omega]$ in $\Omega_{T}$. Thus, (4.8.25) can be rewritten

$$
\begin{equation*}
\int_{\Omega_{T}}|\nabla u|^{q} d w \leq c_{1} c_{2}^{q} \int_{\Omega_{T}}\left(\mathbb{I}_{1}^{2 T_{0}, \delta}[\omega]\right)^{q} d w . \tag{4.8.26}
\end{equation*}
$$

Thanks to Proposition 4.4.23 and Corollary 4.4.39 and 4.4.38 we obtain the result.
In follow that we usually employ the the Minkowski inequality, for convenience we recall it, for any $0<q_{1} \leq q_{2}<\infty$ there holds

$$
\left(\int_{X}\left(\int_{Y}|f(x, y)|^{q_{1}} d \mu_{2}(y)\right)^{\frac{q_{2}}{q_{1}}} d \mu_{1}(x)\right)^{\frac{1}{q_{2}}} \leq\left(\int_{Y}\left(\int_{X}|f(x, y)|^{q_{2}} d \mu_{1}(x)\right)^{\frac{q_{1}}{q_{2}}} d \mu_{2}(y)\right)^{\frac{1}{q_{1}}}
$$

for any measure function $f$ in $X \times Y$, where $\mu_{1}, \mu_{2}$ are nonnegative measure in $X$ and $Y$ respectively.
Proof of Theorem 4.2.21. We will consider only the case $s \neq \infty$ and leave the case $s=\infty$ to the readers. Take $\kappa_{1} \in(0, \kappa)$. It is easy to see that for $\left(x_{0}, t_{0}\right) \in \Omega_{T}$ and $0<\rho<\operatorname{diam}(\Omega)+T^{1 / 2}$

$$
w(x, t)=\min \left\{\rho^{-N-2+\kappa-\kappa_{1}}, \max \left\{\left|x-x_{0}\right|, \sqrt{2\left|t-t_{0}\right|}\right\}^{-N-2+\kappa-\kappa_{1}}\right\} \in A_{\infty}
$$

where $[w]_{A_{\infty}}$ is independent of $\left(x_{0}, t_{0}\right)$ and $\rho$. Thus, from (4.2.32) in Theorem 4.2.20 we have

$$
\begin{align*}
\|\mathbb{M}(|\nabla u|)\|_{L^{q, s}\left(\tilde{Q}_{\rho}\left(x_{0}, t_{0}\right) \cap \Omega_{T}\right)}^{s} & =\rho^{\frac{\left(N+2-\kappa+\kappa_{1}\right) s}{q}}\|\mathbb{M}(|\nabla u|)\|_{L^{q, s}\left(\tilde{Q}_{\rho}\left(x_{0}, t_{0}\right) \cap \Omega_{T}, d w\right)}^{s} \\
& \leq c_{1} \rho^{\frac{\left(N+2-\kappa+\kappa_{1}\right) s}{q}}\left\|\mathbb{M}_{1}[\omega]\right\|_{L^{q, s}\left(\Omega_{T}, d w\right)}^{s} \\
& =q c_{1} \rho^{\frac{\left(N+2-\kappa+\kappa_{1}\right) s}{q}} \int_{0}^{\infty}\left(\lambda^{q} w\left(\left\{\mathbb{M}_{1}[\omega]>\lambda\right\} \cap \Omega_{T}\right)\right)^{\frac{s}{q}} \frac{d \lambda}{\lambda} \\
& =q c_{1} \rho^{\frac{\left(N+2-\kappa+\kappa_{1}\right) s}{q}} \int_{0}^{\infty}\left(\lambda^{q} \int_{0}^{\infty}\left|\left\{\mathbb{M}_{1}[\omega]>\lambda, w>\tau\right\} \cap \Omega_{T}\right| d \tau\right)^{\frac{s}{q}} \frac{d \lambda}{\lambda} \\
& =: c_{1} \rho^{\frac{\left(N+2-\kappa+\kappa_{1}\right) s}{q}} A . \tag{4.8.27}
\end{align*}
$$

Since $w \leq \rho^{-N-2+\kappa-\kappa_{1}}$ and $\left\{\mathbb{M}_{1}[\omega]>\lambda, w>\tau\right\} \subset\left\{\mathbb{M}_{1}[\omega]>\lambda\right\} \cap \tilde{Q}_{\tau-N-2+\kappa-\kappa_{1}}\left(x_{0}, t_{0}\right)$,

$$
A \leq q \int_{0}^{\infty}\left(\lambda^{q} \int_{0}^{\rho^{-N-2+\kappa-\kappa_{1}}}\left|\left\{\mathbb{M}_{1}[\omega]>\lambda\right\} \cap \tilde{Q}_{\tau=-\frac{1}{-N-2+\kappa-\kappa_{1}}}\left(x_{0}, t_{0}\right) \cap \Omega_{T}\right| d \tau\right)^{\frac{s}{q}} \frac{d \lambda}{\lambda}
$$

We divide to two cases.
Case 1: $0<s \leq q$. We can verify that for any nonincreasing function $F$ in $(0, \infty)$ and $0<a \leq 1$ we have

$$
\left(\int_{0}^{\infty} F(\tau) d \tau\right)^{a} \leq 4 \int_{0}^{\infty}(\tau F(\tau))^{a} \frac{d \tau}{\tau} .
$$

Hence,

$$
\begin{aligned}
A & \leq 4 q \int_{0}^{\infty} \int_{0}^{\rho^{-N-2+\kappa-\kappa_{1}}}\left(\lambda^{q} \tau\left|\left\{\mathbb{M}_{1}[\omega]>\lambda\right\} \cap \tilde{Q}_{\tau-N-2+\kappa-\kappa_{1}}\left(x_{0}, t_{0}\right) \cap \Omega_{T}\right|\right)^{\frac{s}{q}} \frac{d \tau}{\tau} \frac{d \lambda}{\lambda} \\
& =4 q \int_{0}^{\rho^{-N-2+\kappa-\kappa_{1}}} \int_{0}^{\infty}\left(\lambda^{q}\left|\left\{\mathbb{M}_{1}[\omega]>\lambda\right\} \cap \tilde{Q}_{\tau-N-2+\kappa-\kappa_{1}}\left(x_{0}, t_{0}\right) \cap \Omega_{T}\right|\right)^{\frac{s}{q}} \frac{d \lambda}{\lambda} \tau^{\frac{s}{q}} \frac{d \tau}{\tau} \\
& \left.=4 \int_{0}^{\rho^{-N-2+\kappa-\kappa_{1}}}\left\|\mathbb{M}_{1}[\omega]\right\|_{L^{q, s}(\tilde{Q}}^{s}{ }_{\tau}=\frac{1}{s-N-2+\kappa-\kappa_{1}}\left(x_{0}, t_{0}\right) \cap \Omega_{T}\right)^{\frac{s}{q}} \frac{d \tau}{\tau} \\
& \leq 4 \int_{0}^{\rho^{-N-2+\kappa-\kappa_{1}}}\left\|\mathbb{M}_{1}[\omega]\right\|_{L^{q, s ; \kappa( }\left(\Omega_{T}\right)}^{s} \frac{(N+2-\kappa) s}{\tau\left(-N-2+\kappa-\kappa_{1}\right) q} \tau^{\frac{s}{q}} \frac{d \tau}{\tau} \\
& =c_{2}\left\|\mathbb{M}_{1}[\omega]\right\|_{L^{q, s ; \kappa}\left(\Omega_{T}\right)}^{s} \rho^{-\frac{s \kappa_{1}}{q}} .
\end{aligned}
$$

Case 2: $s>q$. Using the Minkowski inequality, yields

$$
\begin{aligned}
A & \leq c_{3}\left(\int _ { 0 } ^ { \rho ^ { - N - 2 + \kappa - \kappa _ { 1 } } } \left(\int _ { 0 } ^ { \infty } \left(\lambda^{q} \mid\left\{\mathbb{M}_{1}[\omega]>\lambda\right\} \cap \tilde{Q}_{\tau-N-2+\kappa-\kappa_{1}}\right.\right.\right. \\
& \left.\left.\left.\leq c_{4}\left(\int_{0}, t_{0}\right) \cap \Omega_{T} \mid\right)^{\frac{s}{q}} \frac{d \lambda}{\lambda}\right)^{\frac{q}{s}} d \tau\right)^{\frac{s}{q}} \\
& =c_{5}\left\|\mathbb{M}_{1}[\omega]\right\|_{L^{q, s, \kappa}\left(\Omega_{T}\right)}^{s} \rho^{-\frac{s+\kappa \kappa_{1}}{q}}
\end{aligned}
$$

Therefore, we always have

$$
A \leq c_{6}\left\|\mathbb{M}_{1}[\omega]\right\|_{L^{q, s ; k}\left(\Omega_{T}\right)}^{s} \rho^{-\frac{s \kappa_{1}}{q}} .
$$

which implies (4.2.33) from (4.8.27).
Similarly, we obtain estimate (4.2.46) by adapting

$$
w(x, t)=\min \left\{\rho^{-N+\vartheta-\vartheta_{1}},\left|x-x_{0}\right|^{-N+\vartheta-\vartheta_{1}}\right\} \in A_{\infty}
$$

in above argument, where $0<\vartheta_{1}<\vartheta, x_{0} \in \Omega$ and $0<\rho<\operatorname{diam}(\Omega)$ and $[w]_{A_{\infty}}$ is independent of $x_{0}$ and $\rho$.
Next, to archive (4.2.35) we need to show that for any ball $B_{\rho} \subset \mathbb{R}^{N}$

$$
\begin{equation*}
\left(\left.\int_{0}^{T} \operatorname{losc}_{B_{\rho} \cap \bar{\Omega}} u(t)\right|^{q} d t\right)^{\frac{1}{q}} \leq c_{7} \rho^{1-\frac{\vartheta}{q}}| ||\nabla u| \|_{L_{* *}^{q ; \vartheta}\left(\Omega_{T}\right)} \tag{4.8.28}
\end{equation*}
$$

Since the extension of $u$ over $\left(\Omega_{T}\right)^{c}$ is zero and $u \in L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ thus we have for a.e $t \in(0, T), u(., t) \in W^{1,1}\left(\mathbb{R}^{N}\right)$. Applying [32, Lemma 7.16] to a ball $B_{\rho} \subset \mathbb{R}^{N}$, we get for a.e $t \in(0, T)$ and $x \in B_{\rho}$

$$
\begin{aligned}
\left|u(x, t)-u_{B \rho}(t)\right| & \leq \frac{2^{N}}{N\left|B_{1}(0)\right|} \int_{B_{\rho}} \frac{|\nabla u(y, t)|}{|x-y|^{N-1}} d y \\
& \leq \frac{2^{N}}{N\left|B_{1}(0)\right|} \int_{B_{2 \rho}(x)} \frac{|\nabla u(y, t)|}{|x-y|^{N-1}} d y \\
& \leq c_{8} \int_{0}^{3 \rho} \frac{\int_{B_{r}(x)}|\nabla u(y, t)| d y}{r^{N-1}} \frac{d r}{r}
\end{aligned}
$$

here $u_{B \rho}(t)$ is the average of $u(., t)$ over $B_{\rho}$, i.e $u_{B \rho}(t)=\frac{1}{\left|B_{\rho}\right|} \int_{B_{\rho}} u(x, t) d x$.
Using the Minkowski and the Holder inequality, we discover that for a.e $x \in B_{\rho}$

$$
\begin{aligned}
\left(\int_{0}^{T}\left|u(x, t)-u_{B \rho}(t)\right|^{q} d t\right)^{\frac{1}{q}} & \leq c_{8}\left(\int_{0}^{T}\left(\int_{0}^{3 \rho} \frac{\int_{B_{r}(x)}|\nabla u(y, t)| d y}{r^{N-1}} \frac{d r}{r}\right)^{q} d t\right)^{\frac{1}{q}} \\
& \leq c_{8} \int_{0}^{3 \rho} \int_{B_{r}(x)}\left(\int_{0}^{T}|\nabla u(y, t)|^{q} d t\right)^{\frac{1}{q}} d y \frac{d r}{r^{N}} \\
& \leq c_{8} \int_{0}^{3 \rho}\left(\int_{B_{r}(x)} \int_{0}^{T}|\nabla u(y, t)|^{q} d t d y\right)^{\frac{1}{q}}\left|B_{r}(x)\right|^{\frac{q-1}{q}} \frac{d r}{r^{N}} \\
& \leq c_{8}\left|B_{1}(x)\right|^{\frac{q-1}{q}} \int_{0}^{3 \rho} r^{\frac{N-\vartheta}{q}} r^{\frac{N(q-1)}{q}} \frac{d r}{r^{N}}\||\nabla u|\|_{L_{* * *}^{q ; \vartheta}\left(\Omega_{T}\right)} \\
& \left.=c_{9} \rho^{1-\frac{\vartheta}{q}}| | \right\rvert\, \nabla u \|_{L_{* *}^{q ; \vartheta}\left(\Omega_{T}\right)} .
\end{aligned}
$$

Therefore, we find (4.8.28) with $c_{7}=2 c_{9}$.
Proof of Proposition 4.2.28. Clearly, estimate (4.2.46) is followed by (4.4.12) in Proposition 4.4.7. We want to emphasize that almost every estimates in this proof will be used the Minkowski inequality. For a ball $B_{\rho} \subset \mathbb{R}^{N}$, we have for a.e $x \in \mathbb{R}^{N}$

$$
\begin{align*}
\left\|\mathbb{I}_{1}[\mu](x, .)\right\|_{L^{q}(\mathbb{R})} & =\left(\int_{-\infty}^{+\infty}\left(\int_{0}^{\infty} \frac{\mu\left(\tilde{Q}_{r}(x, t)\right)}{r^{N+1}} \frac{d r}{r}\right)^{q} d t\right)^{\frac{1}{q}} \\
& \leq \int_{0}^{\infty}\left(\int_{-\infty}^{+\infty}\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{q} d t\right)^{\frac{1}{q}} \frac{d r}{r^{N+2}} . \tag{4.8.29}
\end{align*}
$$

Now, we need to estimate $\left(\int_{-\infty}^{+\infty}\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{q} d t\right)^{\frac{1}{q}}$.
b. We have

$$
\begin{aligned}
\left(\int_{-\infty}^{+\infty}\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{q} d t\right)^{\frac{1}{q}} & =\left(\int_{-\infty}^{+\infty}\left(\int_{\mathbb{R}^{N+1}} \chi_{\tilde{Q}_{r}(x, t)}\left(x_{1}, t_{1}\right) d \mu\left(x_{1}, t_{1}\right)\right)^{q} d t\right)^{\frac{1}{q}} \\
& \leq \int_{\mathbb{R}^{N+1}}\left(\int_{-\infty}^{+\infty} \chi_{\tilde{Q}_{r}(x, t)}\left(x_{1}, t_{1}\right) d t\right)^{\frac{1}{q}} d \mu\left(x_{1}, t_{1}\right) \\
& =r^{\frac{2}{q}} \mu_{1}\left(B_{r}(x)\right)
\end{aligned}
$$

Combining this with (4.8.29) we obtain (4.2.47) and (4.2.49).
Thus, we also assert (4.2.49) from [1, Theorem 3.1].
c. Set $d \mu_{2}(x)=\|\mu(x, .)\|_{L^{q_{1}}(\mathbb{R})} d x$. Using Holder's inequality, yields

$$
\mu\left(\tilde{Q}_{r}(x, t)\right) \leq r^{\frac{2\left(q_{1}-1\right)}{q_{1}}} \int_{B_{r}(x)}\left(\int_{t-\frac{\rho^{2}}{2}}^{t+\frac{\rho^{2}}{2}}\left(w\left(x_{1}, t_{1}\right)\right)^{q_{1}} d t_{1}\right)^{\frac{1}{q_{1}}} d x_{1}
$$

Leads to

$$
\left(\int_{-\infty}^{+\infty}\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{q} d t\right)^{\frac{1}{q}} \leq r^{\frac{2\left(q_{1}-1\right)}{q_{1}}} \int_{B_{r}(x)}\left(\int_{-\infty}^{+\infty}\left(\int_{t-\frac{\rho^{2}}{2}}^{t+\frac{\rho^{2}}{2}}\left(w\left(x_{1}, t_{1}\right)\right)^{q_{1}} d t_{1}\right)^{\frac{q}{q_{1}}} d t\right)^{\frac{1}{q}} d x_{1}
$$

Note that

$$
\begin{aligned}
& \left(\int_{-\infty}^{+\infty}\left(\int_{t-\frac{\rho^{2}}{2}}^{t+\frac{\rho^{2}}{2}}\left(w\left(x_{1}, t_{1}\right)\right)^{q_{1}} d t_{1}\right)^{\frac{q}{q_{1}}} d t\right)^{\frac{q_{1}}{q}} \\
& \quad=\left(\int_{-\infty}^{+\infty}\left(\int_{-\infty}^{+\infty} \chi_{\left(t-\frac{\rho^{2}}{2}, t+\frac{\rho^{2}}{2}\right)}\left(t_{1}\right)\left(w\left(x_{1}, t_{1}\right)\right)^{q_{1}} d t_{1}\right)^{\frac{q}{q_{1}}} d t\right)^{\frac{q_{1}}{q}} \\
& \quad \leq \int_{-\infty}^{+\infty}\left(\int_{-\infty}^{+\infty} \chi_{\left(t-\frac{\rho^{2}}{2}, t+\frac{\rho^{2}}{2}\right)}\left(t_{1}\right) d t\right)^{\frac{q_{1}}{q}}\left(w\left(x_{1}, t_{1}\right)\right)^{q_{1}} d t_{1} \\
& \quad=\rho^{\frac{2 q_{1}}{q}} \int_{-\infty}^{+\infty}\left(w\left(x_{1}, t_{1}\right)\right)^{q_{1}} d t_{1} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left(\int_{-\infty}^{+\infty}\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{q} d t\right)^{\frac{1}{q}} & \leq r^{\frac{2\left(q_{1}-1\right)}{q_{1}}+\frac{2}{q}} \int_{B_{r}(x)}\left\|\mu\left(x_{1},\right)\right\|_{L^{q_{1}}(\mathbb{R})} d x_{1} \\
& =r^{\frac{2\left(q_{1}-1\right)}{q_{1}}+\frac{2}{q}} \mu_{2}\left(B_{r}(x)\right) .
\end{aligned}
$$

Consequently, since (4.8.29) we derive (4.2.50) and (4.2.51).
We also obtain (4.2.52) from [1, Theorem 3.1].

### 4.8.3 Global estimates in $\mathbb{R}^{N} \times(0, \infty)$ and $\mathbb{R}^{N+1}$

Now, we present the proofs of Theorem 4.2.25 and 4.2.27.
Proof of Theorem 4.2.25 and Theorem 4.2.27. For any $n \geq 1$, it is easy to see that i. $\mathbb{R}^{N} \backslash B_{n}(0)$ satisfies uniformly 2 -thick with constants $c_{0}=\frac{\operatorname{Cap}_{p}\left(B_{1 / 4}\left(z_{0}\right), B_{2}(0)\right)}{\operatorname{Cap}_{p}\left(B_{1}(0), B_{2}(0)\right)}, z_{0}=$ $(1 / 2,0, \ldots, 0) \in \mathbb{R}^{N}$ and $r_{0}=n$.
ii. for any $\delta \in(0,1), B_{n}(0)$ is a $(\delta, 2 n \delta)$ - Reifenberg flat domain.
iii. $[\mathcal{A}]_{s_{0}}^{n} \leq[\mathcal{A}]_{s_{0}}^{\infty}$.

Assume that $\|\left.\left|\mathbb{M}_{1}[|\omega|]\right|\right|_{L^{p, s}\left(\mathbb{R}^{N+1}\right)}<\infty$. Thus by Remark 4.2 .26 we have

$$
\begin{equation*}
\mathbb{I}_{2}[|\omega|](x, t)<\infty \text { for a.e }(x, t) \in \mathbb{R}^{N+1} . \tag{4.8.30}
\end{equation*}
$$

In view of the proof of the Theorem 4.2.5 and applying Theorem 4.2 .17 to $B_{n}(0) \times\left(-n^{2}, n^{2}\right)$ and with data $\chi_{B_{n-1}(0) \times\left(-(n-1)^{2},(n-1)^{2}\right)} \omega$ for any $n \geq 2$, there exists a sequence renormalized solution $\left\{u_{n}\right\}$ ( we will take its subsequence if need ) of

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\chi_{B_{n-1}(0) \times\left(-(n-1)^{2},(n-1)^{2}\right)} \omega \text { in } B_{n}(0) \times\left(-n^{2}, n^{2}\right), \\
u_{n}=0 \text { on } \partial B_{n}(0) \times\left(-n^{2}, n^{2}\right), \\
u_{n}\left(-n^{2}\right)=0 \text { in } B_{n}(0),
\end{array}\right.
$$

### 4.8. GLOBAL INTEGRAL GRADIENT BOUNDS FOR PARABOLIC EQUATIONS

converging to a distribution solution $u$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R} ; W_{\mathrm{loc}}^{1,1}\left(\mathbb{R}^{N}\right)\right)$ of 4.2 .6 with data $\mu=\omega$ such that

$$
\begin{aligned}
\left\|\nabla u_{n} \mid\right\|_{L^{p, s}\left(B_{n}(0) \times\left(-n^{2}, n^{2}\right)\right)} & \leq c_{1}\left\|\mathbb{M}_{1}\left[\chi_{B_{n-1}(0) \times\left(-(n-1)^{2},(n-1)^{2}\right)}|\omega|\right]\right\|_{L^{p, s}\left(B_{2 n}(0) \times\left(-n^{2}, n^{2}\right)\right)} \\
& \leq c_{1}\left\|\mathbb{M}_{1}[|\omega|]\right\|_{L^{p, s}\left(\mathbb{R}^{N+1}\right)}
\end{aligned}
$$

Here $c_{1}=c_{1}\left(N, \Lambda_{1}, \Lambda_{2}, p, s\right)$ is not depending on $n$ since $\frac{T_{0}}{r_{0}}=\frac{2 n+\left(1+n^{2}\right)^{1 / 2}}{n} \approx 1$.
Using Fatou Lemma, we get estimate (4.2.38).
As above, we also obtain (4.2.39).
And similarly, we can prove Theorem 4.2 .27 by this way.
This completes the proof of Theorem.
Remark 4.8.5 (sharpness) The inequality (4.2.41) is in a sense optimal as follows :

$$
\begin{equation*}
C^{-1}| | \mathbb{M}_{1}[|\omega|]\left|\left\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \leq\right\|\right|\left|\nabla \mathcal{H}_{2}\right| *|\omega|\left\|_{L^{q}\left(\mathbb{R}^{N} \times(0, \infty)\right)} \leq C| | \mathbb{M}_{1}[|\omega|]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)} \tag{4.8.31}
\end{equation*}
$$

for every $q>1$ where $C=C(N, q)$. Indeed, we have

$$
\nabla \mathcal{H}_{2}(x, t)=-\frac{C_{\alpha}}{2} \frac{\chi_{(0, \infty)}(t)}{t^{(N+1) / 2}} \exp \left(-\frac{|x|^{2}}{4 t}\right) \frac{x}{\sqrt{t}}
$$

leads to

$$
\frac{c_{1}^{-1}}{t^{\frac{N+1}{2}}} \chi_{t>0} \chi_{\frac{1}{2} \sqrt{t} \leq|x| \leq 2 \sqrt{t}} \leq\left|\nabla \mathcal{H}_{\alpha}(x, t)\right| \leq \frac{c_{1}}{\max \{|x|, \sqrt{2|t|}\}^{N+1}}
$$

Immediately, we get

$$
c_{2}^{-1} \int_{0}^{\infty} \frac{\omega\left(\left(B_{r}(x) \backslash B_{r / 2}(x)\right) \times\left(t-r^{2}, t-r^{2} / 4\right)\right)}{r^{N+1}} \frac{d r}{r} \leq\left|\nabla \mathcal{H}_{2}\right| *|\omega|(x, t) \leq c_{2} \mathbb{I}_{1}[\omega](x, t)
$$

By Theorem 4.4.2, gives the right-hand side inequality of (4.8.31). So, it is enough to show that

$$
\begin{equation*}
A:=\int_{\mathbb{R}^{N+1}}\left(\int_{0}^{\infty} \frac{\omega\left(\left(B_{r}(x) \backslash B_{r / 2}(x)\right) \times\left(t-r^{2}, t-r^{2} / 4\right)\right)}{r^{N+1}} \frac{d r}{r}\right)^{q} d x d t \geq c_{3}\left\|\mathbb{M}_{1}[\omega]\right\|_{L^{q}\left(\mathbb{R}^{N+1}\right)}^{q} \tag{4.8.32}
\end{equation*}
$$

To do this, we take $r_{k}=(3 / 2)^{k}$ for $k \in \mathbb{Z}$,

$$
\begin{aligned}
& \left(\int_{0}^{\infty} \frac{\omega\left(\left(B_{r}(x) \backslash B_{r / 2}(x)\right) \times\left(t-r^{2}, t-r^{2} / 4\right)\right)}{r^{N+1}} \frac{d r}{r}\right)^{q} \\
& \quad \geq c_{4} \sum_{k=-\infty}^{\infty}\left(\frac{\omega\left(\left(B_{r_{k}}(x) \backslash B_{3 r_{k} / 4}(x)\right) \times\left(t-r_{k}^{2}, t-9 r_{k}^{2} / 16\right)\right)}{r_{k}^{N+1}}\right)^{q}
\end{aligned}
$$

We deduce that

$$
A \geq c_{4} \sum_{k=-\infty}^{\infty} \int_{\mathbb{R}^{N+1}}\left(\frac{\omega\left(\left(B_{r_{k}}(x) \backslash B_{3 r_{k} / 4}(x)\right) \times\left(t-r_{k}^{2}, t-9 r_{k}^{2} / 16\right)\right)}{r_{k}^{N+1}}\right)^{q} d x d t
$$

For any $k$, put $y=x+\frac{7}{8} r_{k}$ and $s=t-\frac{25}{32} r_{k}^{2}$, so $B_{r_{k}}(x) \backslash B_{3 r_{k} / 4}(x) \supset B_{r_{k} / 8}(y)$ and

$$
\begin{aligned}
& \int_{\mathbb{R}^{N+1}}\left(\frac{\omega\left(\left(B_{r_{k}}(x) \backslash B_{3 r_{k} / 4}(x)\right) \times\left(t-r_{k}^{2}, t-9 r_{k}^{2} / 16\right)\right)}{r_{k}^{N+1}}\right)^{q} d x d t \\
& \quad \geq \int_{\mathbb{R}^{N+1}}\left(\frac{\omega\left(B_{r_{k} / 8}(y) \times\left(s-7 r_{k}^{2} / 32, t+7 r_{k}^{2} / 32\right)\right)}{r_{k}^{N+1}}\right)^{q} d y d s
\end{aligned}
$$

Consequently,

$$
A \geq c_{4} \int_{\mathbb{R}^{N+1}} \sum_{k=-\infty}^{\infty}\left(\frac{\omega\left(B_{r_{k} / 8}(y) \times\left(s-7 r_{k}^{2} / 32, t+7 r_{k}^{2} / 32\right)\right)}{r_{k}^{N+1}}\right)^{q} d y d s
$$

It follows (4.8.32).

### 4.9 Quasilinear Riccati Type Parabolic Equations

### 4.9.1 Quasilinear Riccati Type Parabolic Equation in $\Omega_{T}$

We provide below only the proof of Theorem 4.2.30, 4.2.32 and 4.2.33. The proof of Theorem 4.2.31 can be proceeded by a similar argument.

Proof of Theorem 4.2.30. Let $\left\{\mu_{n}\right\} \subset C_{c}^{\infty}\left(\Omega_{T}\right)$ be as in the proof of Theorem 4.2.1. We have $\left|\mu_{n}\right|\left(\Omega_{T}\right) \leq|\mu|\left(\Omega_{T}\right)$ for any $n \in \mathbb{N}$. Let $\sigma_{n} \in C_{c}^{\infty}(\Omega)$ be converging to $\sigma$ in the narrow topology of measures and in $L^{1}(\Omega)$ if $\sigma \in L^{1}(\Omega)$ such that $\left\|\sigma_{n}\right\|_{L^{1}(\Omega)} \leq|\sigma|(\Omega)$. For $n_{0} \in \mathbb{N}$, we prove that the problem (4.2.53) has a solution with data $\mu=\mu_{n_{0}}$ and $\sigma=\sigma_{n_{0}}$. Now we put

$$
\mathbf{E}_{\Lambda}=\left\{u \in L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right): \left\lvert\,\|\nabla u\|_{L^{\frac{N+2}{N+1}, \infty}\left(\Omega_{T}\right)} \leq \Lambda\right.\right\}
$$

where $L^{\frac{N+2}{N+1}, \infty}\left(\Omega_{T}\right)$ is Lorent space with norm

$$
\|f\|_{L^{\frac{N+2}{N+1}, \infty}\left(\Omega_{T}\right)}:=\sup _{0<|D|<\infty}\left(|D|^{-\frac{1}{N+2}} \int_{D \cap \Omega_{T}}|f|\right)
$$

By Fatou's lemma, $\mathbf{E}_{\Lambda}$ is closed under the strong topology of $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ and convex. We consider a map $S: \mathbf{E}_{\Lambda} \rightarrow \mathbf{E}_{\Lambda}$ defined for each $v \in \mathbf{E}_{\Lambda}$ by $S(v)=u$, where $u \in$ $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ is the unique solution of

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=|\nabla v|^{q}+\mu_{n_{0}} \quad \text { in } \Omega_{T}  \tag{4.9.1}\\
u=0 \text { on } \partial \Omega \times(0, T) \\
u(0)=\sigma_{n_{0}}
\end{array}\right.
$$

By Remark 4.3.2, we have

$$
\|\mid \nabla u\|_{L^{N+2}, \infty\left(\Omega_{T}\right)} \leq c_{1}\left(\left\||\nabla v|^{q}\right\|_{L^{1}\left(\Omega_{T}\right)}+\left|\mu_{n_{0}}\right|\left(\Omega_{T}\right)+\left\|\sigma_{n_{0}}\right\|_{L^{1}(\Omega)}\right)
$$

for some $c_{1}=c_{1}\left(N, \Lambda_{1}, \Lambda_{2}\right)$. It leads to

$$
\begin{aligned}
&\left\|\left\|\nabla u|\||_{L^{N+2} N+1}^{N+\infty}\left(\Omega_{T}\right)\right.\right. \\
& \leq c_{1}\left(\left.c_{2}\left|\Omega_{T}\right|^{1-\frac{q(N+1)}{N+2}}| ||\nabla v|\right|_{L^{N+2} N+1} ^{q}\left(\Omega_{T}\right)\right. \\
& \leq c_{1}\left(c_{2}\left|\Omega_{T}\right|^{1-\frac{q(N+1)}{N+2}} \Lambda^{q}+|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega)\right)
\end{aligned}
$$

for some $c_{2}=c_{2}(N, q)>0$. Thus, we now suppose that

$$
\left|\Omega_{T}\right|^{-1+\frac{q^{\prime}}{N+2}}\left(|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega)\right) \leq\left(2 c_{1}\right)^{-q^{\prime}} c_{2}^{-\frac{1}{q-1}}
$$

then

$$
\|\mid \nabla u\|_{L^{\frac{N+2}{N+1}, \infty}\left(\Omega_{T}\right)} \leq \Lambda:=2 c_{1}(|\mu|(\Omega)+|\sigma|(\Omega))
$$

which implies that $S$ is well defined.
Now we show that $S$ is continuous. Let $\left\{v_{n}\right\}$ be a sequence in $\mathbf{E}_{\Lambda}$ such that $v_{n}$ converges strongly in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ to a function $v \in \mathbf{E}_{\Lambda}$. Set $u_{n}=S\left(v_{n}\right)$. We need to show that $u_{n} \rightarrow S(v)$ in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$. We have

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\left|\nabla v_{n}\right|^{q}+\mu_{n_{0}} \text { in } \Omega_{T}  \tag{4.9.2}\\
u_{n}=0 \quad \text { on } \quad \partial \Omega \times(0, T) \\
u_{n}(0)=\sigma_{n_{0}} \quad \text { in } \Omega
\end{array}\right.
$$

satisfied

$$
\left\|\left|\nabla u_{n}\right|\right\|_{L^{\frac{N+2}{N+1}, \infty}\left(\Omega_{T}\right)} \leq \Lambda, \quad\left\|\left|\nabla v_{n}\right|\right\|_{L^{\frac{N+2}{N+1}, \infty}\left(\Omega_{T}\right)} \leq \Lambda .
$$

Thus, $\left|\nabla v_{n}\right|^{q} \rightarrow|\nabla v|^{q}$ in $L^{1}\left(\Omega_{T}\right)$. Therefore, it is easy to see that we get $u_{n} \rightarrow S(v)$ in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ by Theorem 4.3.6.
Next we show that $S$ is pre-compact. Indeed if $\left\{u_{n}\right\}=\left\{S\left(v_{n}\right)\right\}$ is a sequence in $S\left(\mathbf{E}_{\Lambda}\right)$. By Proposition 4.3.5, there exists a subsequence of $\left\{u_{n}\right\}$ converging to some $u$ in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$. Consequently, by Schauder Fixed Point Theorem, $S$ has a fixed point on $\mathbf{E}_{\Lambda}$ this means : the problem (4.2.53) has a solution with data $\mu_{n_{0}}, \sigma_{n_{0}}$. Therefore, for any $n \in \mathbb{N}$, there exists a renormalized solution $u_{n}$ of

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n}\right)\right)=\left|\nabla u_{n}\right|^{q}+\mu_{n} \quad \text { in } \Omega_{T}  \tag{4.9.3}\\
u=0 \text { on } \partial \Omega \times(0, T) \\
u_{n}(0)=\sigma_{n}
\end{array}\right.
$$

which satisfies

$$
\left\|\left|\nabla u_{n}\right|\right\|_{L^{\frac{N+2}{N+1}, \infty}\left(\Omega_{T}\right)} \leq 2 c_{1}(|\mu|(\Omega)+|\sigma|(\Omega))
$$

Thanks to Proposition 4.3.5, there exists a subsequence of $\left\{u_{n}\right\}$ converging to $u$ in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$. So, $\||\nabla u|\|_{L^{N+2}, \infty}^{\left(\Omega_{T}\right)} \leq 2 c_{1}(|\mu|(\Omega)+|\sigma|(\Omega))$ and $\left|\nabla u_{n}\right|^{q} \rightarrow|\nabla u|^{q}$ in $L^{1}(\Omega)$ since $\left\{\left|\nabla u_{n}\right|^{q}\right\}$ is equi-integrable. It follows the results by Proposition 4.3.5 and Theorem 4.3.6.

Proof of Theorem 4.2.32. Case a. $A$ is linear operator. By Theorem 4.2.22, there
exist $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q\right) \in(0,1)$ and $s_{0}=s_{0}\left(N, \Lambda_{1}, \Lambda_{2}\right)>0$ such that $\Omega$ is $\left(\delta, R_{0}\right)$ - Reifenberg flat domain and $[\mathcal{A}]_{s_{0}}^{R_{0}} \leq \delta$ for some $R_{0}$ and a sequence $\left\{u_{n}\right\}_{n}$ as distribution solutions of

$$
\left\{\begin{array}{l}
\left(u_{1}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{1}\right)\right)=\mu \text { in } \Omega_{T} \\
u_{1}=0 \quad \text { on } \partial \Omega \times(0, T) \\
u_{1}(0)=\sigma \quad \text { in } \Omega
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\left(u_{n+1}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n+1}\right)\right)=\left|\nabla u_{n}\right|^{q}+\mu \text { in } \Omega_{T} \\
u_{n+1}=0 \quad \text { on } \partial \Omega \times(0, T) \\
u_{n+1}(0)=\sigma \quad \text { in } \Omega
\end{array}\right.
$$

which satisfy

$$
\begin{equation*}
\left[\left|\nabla u_{n+1}\right|^{q}\right]_{\mathfrak{M}^{\mathcal{G}}, q^{\prime}} \leq c_{1}\left[\left|\nabla u_{n}\right|^{q}+\omega\right]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q} \quad \forall n \geq 0 \tag{4.9.4}
\end{equation*}
$$

where $u_{0} \equiv 0$ and constant $c_{1}$ depends only on $N, \Lambda_{1}, \Lambda_{2}, q$ and $T_{0} / R_{0}, T_{0}$. Moreover, if $\sigma \in L^{1}(\Omega)$ then $\left\{u_{n}\right\}$ is the sequence of renormalized solutions.
i. Suppose

$$
\begin{equation*}
[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}} \leq(q-1)^{\frac{1}{q}}\left(q c_{1} 2^{q-1}\right)^{-\frac{1}{q-1}} \tag{4.9.5}
\end{equation*}
$$

we prove that

$$
\begin{equation*}
\left[\left|\nabla u_{n}\right|^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}} \leq \frac{q c_{1} 2^{q-1}}{q-1}[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q} \quad \forall n \geq 1 \tag{4.9.6}
\end{equation*}
$$

Indeed, clearly, we have (4.9.6) when $n=1$. Now assume that (4.9.6) is true with $n=m$, that is,

$$
\left[\left|\nabla u_{m}\right|^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}} \leq \frac{q c_{1} 2^{q-1}}{q-1}[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q}
$$

From (4.9.4) we obtain

$$
\begin{aligned}
{\left[\left|\nabla u_{m+1}\right|^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}} } & \leq c_{1}\left[\left|\nabla u_{m}\right|^{q}+\omega\right]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q} \\
& \leq c_{1} 2^{q-1}\left(\left[\left|\nabla u_{m}\right|^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q}+[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q}\right) \\
& \leq c_{1} 2^{q-1}\left(\left(\frac{q c_{1} 2^{q-1}}{q-1}\right)^{q}[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q(q-1)}+1\right)[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q} \\
& \leq \frac{q c_{1} 2^{q-1}}{q-1}[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q}
\end{aligned}
$$

Here, the last inequality is obtained by using (4.9.5). So, (4.9.6) is also true with $n=m+1$. Thus, (4.9.6) is true for all $n \geq 1$.
ii. Clearly, $u_{n+1}-u_{n}$ is the unique renormalized solution of

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, t, \nabla u))=\left|\nabla u_{n}\right|^{q}-\left|\nabla u_{n-1}\right|^{q} \text { in } \Omega_{T},  \tag{4.9.7}\\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=0 \quad \text { in } \Omega
\end{array}\right.
$$

So, we have

$$
\left[\left|\nabla u_{n+1}-\nabla u_{n}\right|^{q}\right]_{\mathfrak{M}_{1}, q^{\prime}} \leq c_{1}\left[\left|\nabla u_{n}\right|^{q}-\left|\nabla u_{n-1}\right|^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q} \quad \forall n \geq 1
$$

Since, $\left|s_{1}^{q}-s_{2}^{q}\right| \leq q\left|s_{1}-s_{2}\right|\left(\max \left\{s_{1}, s_{2}\right\}\right)^{q-1}$ for any $s_{1}, s_{2} \geq 0$ and using Holder inequality, we get

$$
\begin{aligned}
{\left[\left|\nabla u_{n+1}-\nabla u_{n}\right|^{q}\right]_{\mathfrak{M} \mathcal{G}_{1}, q^{\prime}} } & \leq c_{1} q^{q}\left[\left|\nabla u_{n}-\nabla u_{n-1}\right|^{q}\right]_{\mathfrak{M} \mathcal{G}_{1}, q^{\prime}}\left[\left(\max \left\{\left|\nabla u_{n}\right|,\left|\nabla u_{n-1}\right|\right\}\right)^{q}\right]_{\mathfrak{M} \mathcal{G}_{1}, q^{\prime}}^{q-1} \\
& \leq c_{1} q^{q}\left[\left|\nabla u_{n}-\nabla u_{n-1}\right|^{q}\right]_{\mathfrak{M}^{\mathcal{G}}, q^{\prime}}\left(\left[\left|\nabla u_{n}\right|^{q}\right]_{\mathfrak{M G}_{1}, q^{\prime}}+\left[\left|\nabla u_{n-1}\right|^{q}\right]_{\mathfrak{M} \mathcal{G}_{1}, q^{\prime}}\right)^{q-1}
\end{aligned}
$$

which follows from (4.9.6),

$$
\left[\left|\nabla u_{n+1}-\nabla u_{n}\right|^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{1}}, q^{\prime}} \leq C\left[\left|\nabla u_{n}-\nabla u_{n-1}\right|^{q}\right]_{\mathfrak{M}_{\mathcal{G}_{1}, q^{\prime}}} \quad \forall n \geq 1
$$

where

$$
C=c_{1} q^{q}\left(\frac{q c_{1} 2^{q}}{q-1}\right)^{q-1}[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q(q-1)}
$$

Hence, if $C<1$ then $u_{n}$ converges to $u=u_{1}+\sum_{n=1}^{\infty}\left(u_{n+1}-u_{n}\right)$ in $L^{q}\left(0, T, W_{0}^{1, q}(\Omega)\right)$ and satisfied

$$
\left[|\nabla u|^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}} \leq \frac{q c_{1} 2^{q-1}}{q-1}[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}^{q}
$$

Note that $C<1$ is equivalent to

$$
[\omega]_{\mathfrak{M}_{1}, q^{\prime}} \leq\left(c_{1} q^{q}\right)^{-\frac{1}{q(q-1)}}\left(\frac{q c_{1} 2^{q}}{q-1}\right)^{-\frac{1}{q}}
$$

Combining this with (4.9.5) and using Theorem 4.3.6, we conclude that the problem (4.2.53) has a distribution solution $u$ (a renormalized if $\sigma \in L^{1}(\Omega)$ ), if

$$
[\omega]_{\mathfrak{M}_{1}, q^{\prime}} \leq \min \left\{(q-1)^{\frac{1}{q}}\left(q c_{1} 2^{q-1}\right)^{-\frac{1}{q-1}},\left(c_{1} q^{q}\right)^{-\frac{1}{q(q-1)}}\left(\frac{q c_{1} 2^{q}}{q-1}\right)^{-\frac{1}{q}}\right\}
$$

Next, we will prove Case b. and Case c..
Let $\left\{\mu_{n}\right\} \subset C_{c}^{\infty}\left(\Omega_{T}\right), \sigma_{n} \in C_{c}^{\infty}(\Omega)$ be as in the proof of Theorem 4.2.1. We have $\left|\mu_{n}\right| \leq$ $\varphi_{n} *|\mu|,\left|\sigma_{n}\right| \leq \varphi_{1, n} *|\sigma|$ for any $n \in \mathbb{N},\left\{\varphi_{n}\right\},\left\{\varphi_{1, n}\right\}$ are sequences of standard mollifiers in $\mathbb{R}^{N+1}, \mathbb{R}^{N}$ respectively. Set $\omega_{n}=\left|\mu_{n}\right|+\left|\sigma_{n}\right| \otimes \delta_{\{t=0\}}$ and $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$.
Case b. For $n_{0} \in \mathbb{N}, \varepsilon>0$, we prove that the problem (4.2.53) has a solution with data $\mu=\mu_{n_{0}}, \sigma=\sigma_{n_{0}}$. Now we put

$$
\mathbf{E}_{\Lambda}=\left\{u \in L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right):\left[|\nabla u|^{q+\varepsilon}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}\left(\Omega_{T}\right)} \leq \Lambda\right\}
$$

By Fatou's lemma, $\mathbf{E}_{\Lambda}$ is closed under the strong topology of $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ and convex. We consider a map $S: \mathbf{E}_{\Lambda} \rightarrow \mathbf{E}_{\Lambda}$ defined for each $v \in \mathbf{E}_{\Lambda}$ by $S(v)=u$, where $u \in$ $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ is the unique solution of problem (4.9.1). By Theorem 4.2.22, there exist $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q+\varepsilon\right) \in(0,1)$ and $s_{0}=s_{0}\left(N, \Lambda_{1}, \Lambda_{2}\right)>0$ such that $\Omega$ is $\left(\delta, R_{0}\right)$ - Reifenberg flat domain and $[\mathcal{A}]_{s_{0}}^{R_{0}} \leq \delta$ for some $R_{0}$ we have

$$
\left[|\nabla u|^{q+\varepsilon}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}} \leq c_{2}\left[|\nabla v|^{q}+\omega_{n_{0}}\right]_{\mathfrak{M}^{G_{1}},(q+\varepsilon)^{\prime}}^{q+\varepsilon}
$$

where $c_{2}=c_{2}\left(N, \Lambda_{1}, \Lambda_{2}, q+\varepsilon, T_{0} / R_{0}, T_{0}\right)$. By Remark 4.4.33, we deduce that

$$
\left[|\nabla v|^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{1}},(q+\varepsilon)^{\prime}} \leq c_{3}\left[|\nabla v|^{q+\varepsilon}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}}^{\frac{q}{q+\varepsilon}}
$$

where a constant $c_{3}$ depends on $N, q+\varepsilon$.
Thus,

$$
\begin{aligned}
{\left[|\nabla u|^{q+\varepsilon}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}} } & \leq c_{2}\left(\left[|\nabla v|^{q}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}}+\left[\omega_{n_{0}}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}}\right)^{q+\varepsilon} \\
& \leq c_{2}\left(c_{3}\left[|\nabla u|^{q+\varepsilon}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}}^{\frac{q}{q+\varepsilon}}+\left[\omega_{n_{0}}\right]_{\mathfrak{M}^{\mathcal{G}},(q+\varepsilon)^{\prime}}\right)^{q+\varepsilon} \\
& \leq c_{2}\left(c_{3} \Lambda^{\frac{q}{q+\varepsilon}}+\left[\omega_{n_{0}}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}}\right)^{q+\varepsilon} \\
& \leq \Lambda,
\end{aligned}
$$

provided that $\left[\omega_{n_{0}}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}} \leq c_{4}:=2^{-q^{\prime}} c_{2}^{-\frac{q^{\prime}}{q+\varepsilon}} c_{3}^{-\frac{1}{q-1}}$ and $\Lambda:=2^{q+\varepsilon} c_{2}\left[\omega_{n_{0}}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}}^{q+\varepsilon}$. which implies that $S$ is well defined with $\left[\omega_{n_{0}}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}} \leq c_{4}$.
Now we show that $S$ is continuous. Let $\left\{v_{n}\right\}$ be a sequence in $\mathbf{E}_{\Lambda}$ such that $v_{n}$ converges strongly in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ to a function $v \in \mathbf{E}_{\Lambda}$. Set $u_{n}=S\left(v_{n}\right)$. We need to show that $u_{n} \rightarrow S(v)$ in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$. We have $u_{n}$ satisfied (4.9.2) and

$$
\left[\left|\nabla u_{n}\right|^{q+\varepsilon}\right]_{\mathfrak{M}^{\mathcal{G}_{1}},(q+\varepsilon)^{\prime}} \leq \Lambda, \quad\left[\left|\nabla v_{n}\right|^{q+\varepsilon}\right]_{\mathfrak{M}^{G_{1}},(q+\varepsilon)^{\prime}} \leq \Lambda
$$

In particular, $\left\|\nabla v_{n}\right\|_{L^{q+\varepsilon}\left(\Omega_{T}\right)} \leq \Lambda \operatorname{Cap}_{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}\left(\bar{\Omega}_{T}\right)$ for all $n$. Thus, $\left|\nabla v_{n}\right|^{q} \rightarrow|\nabla v|^{q}$ in $L^{1}\left(\Omega_{T}\right)$. Therefore, it is easy to see that we get $u_{n} \rightarrow S(v)$ in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ by Theorem 4.3.6. On the other hand, $S$ is pre-compact. Therefore, by Schauder Fixed Point Theorem, $S$ has a fixed point on $\mathbf{E}_{\Lambda}$. Hence the problem (4.2.53) has a solution with data $\mu=\mu_{n_{0}}, \sigma=$ $\sigma_{n_{0}}$.
Thanks to Corollary 4.4.39 and Remark 4.4.40 we get

$$
\begin{equation*}
\left[\omega_{n}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}} \leq c_{5}[\omega]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}} \quad \forall n \in \mathbb{N} \tag{4.9.8}
\end{equation*}
$$

where $c_{5}=c_{5}\left(N, q+\varepsilon, T_{0}\right)$.
Assume that $[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}},(q+\varepsilon)^{\prime}} \leq c_{4} c_{5}^{-1}$. So $\left[\omega_{n}\right]_{\mathfrak{M \mathcal { G }}_{1},(q+\varepsilon)^{\prime}} \leq c_{4}$ for all $n$.
Therefore, for any $n \in \mathbb{N}$, there exists a renormalized solution $u_{n}$ of problem (4.9.3) which satisfies

$$
\left[\left|\nabla u_{n}\right|^{q+\varepsilon}\right]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}} \leq 2^{q+\varepsilon} c_{2}\left[\omega_{n}\right]_{\mathfrak{M}^{1},(q+\varepsilon)^{\prime}}^{q+\varepsilon} \leq 2^{q+\varepsilon} c_{2} c_{5}^{q+\varepsilon}[\omega]_{\mathfrak{M}^{1},(q+\varepsilon)^{\prime}}^{q+\varepsilon}
$$

By Proposition 4.3.5, there exists a subsequence of $\left\{u_{n}\right\}$ converging to $u$ in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$. So, $\left[|\nabla u|^{q+\varepsilon}\right]_{\mathfrak{M}^{\mathcal{G}_{1}},(q+\varepsilon)^{\prime}\left(\Omega_{T}\right)} \leq 2^{q+\varepsilon} c_{2} c_{5}^{q+\varepsilon}[\omega]_{\mathfrak{M}^{\mathcal{G}_{1},(q+\varepsilon)^{\prime}}\left(\Omega_{T}\right)}^{q+\varepsilon}$ and $\left|\nabla u_{n}\right|^{q} \rightarrow|\nabla u|^{q}$ in $L^{1}(\Omega)$ since $\left\{\left|\nabla u_{n}\right|^{q}\right\}$ is equi-integrable. It follows the result by Proposition 4.3.5 and Theorem 4.3.6.

Case c. For $n_{0} \in \mathbb{N}$. We prove that the problem (4.2.53) has a solution with data $\mu=\mu_{n_{0}}, \sigma=\sigma_{n_{0}}$. Now we put

$$
\mathbf{E}_{\Lambda}=\left\{u \in L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right):\| \| \nabla u \mid \|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)} \leq \Lambda\right\}
$$

where $L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)$ is Lorent space with norm

$$
\|f\|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)}:=\sup _{0<|D|<\infty}\left(|D|^{-1+\frac{1}{(N+2)(q-1)}} \int_{D \cap \Omega_{T}}|f| d x d t\right)
$$

By Fatou's lemma, $\mathbf{E}_{\Lambda}$ is closed under the strong topology of $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ and convex. We consider a map $S: \mathbf{E}_{\Lambda} \rightarrow \mathbf{E}_{\Lambda}$ defined for each $v \in \mathbf{E}_{\Lambda}$ by $S(v)=u$, where $u \in$ $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ is the unique solution of problem (4.9.1). By Theorem 4.2.20, there exist $\delta=\delta\left(N, \Lambda_{1}, \Lambda_{2}, q\right) \in(0,1)$ and $s_{0}=s_{0}\left(N, \Lambda_{1}, \Lambda_{2}\right)>0$ such that $\Omega$ is $\left(\delta, R_{0}\right)$ - Reifenberg flat domain and $[\mathcal{A}]_{s_{0}}^{R_{0}} \leq \delta$ for some $R_{0}$ we have

$$
\begin{aligned}
\left\|\|\nabla u \mid\|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)}\right. & \leq c_{6}\left\|\mathbb{M}_{1}\left[|\nabla v|^{q}+\omega_{n_{0}}\right]\right\|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)} \\
& \leq c_{6}\left(\left\|\mathbb{M}_{1}\left[|\nabla v|^{q}\right]\right\|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)}+\left\|\mathbb{M}_{1}\left[\omega_{n_{0}}\right]\right\|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)}\right)
\end{aligned}
$$

where $c_{6}=c_{6}\left(N, \Lambda_{1}, \Lambda_{2}, q, T_{0} / R_{0}\right)$ and $T_{0}=\operatorname{diam}(\Omega)+T^{1 / 2}$.
By Proposition 4.4.4 we have

$$
\begin{aligned}
\left\|\mathbb{M}_{1}\left[|f|^{q}\right]\right\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{n+1}\right)} & \leq c_{7}\left\|\mathbb{I}_{1}\left[|f|^{q}\right]\right\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{n+1}\right)} \\
& \leq c_{8}\|f\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{n+1}\right)}^{q} \forall f \in L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{n+1}\right)
\end{aligned}
$$

where a constant $c_{8}$ only depends on $N, q$. Thus,

$$
\begin{aligned}
\|\|\nabla u\|\|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)} & \leq c_{6}\left(c_{8} \mid\|\nabla v\|\left\|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)}^{q}+\right\| \mathbb{M}_{1}\left[\omega_{n_{0}}\right] \|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)}\right) \\
& \leq c_{6}\left(c_{8} \Lambda^{q}+\left\|\mathbb{M}_{1}\left[\omega_{n_{0}}\right]\right\|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)}\right)
\end{aligned}
$$

which implies that $S$ is well defined with $\left\|\mathbb{M}_{1}\left[\omega_{n_{0}}\right]\right\|_{L^{(N+2)(q-1), \infty\left(\Omega_{T}\right)}} \leq c_{9}:=\left(2 c_{6}\right)^{-q^{\prime}} c_{8}^{-\frac{1}{q-1}}$ and $\Lambda:=2 c_{6}\left\|\mathbb{M}_{1}\left[\omega_{n_{0}}\right]\right\|_{L^{(N+2)(q-1), \infty\left(\Omega_{T}\right)}}$.
As in Case b we can show that $S: \mathbf{E}_{\Lambda} \rightarrow \mathbf{E}_{\Lambda}$ is continuous and $S\left(\mathbf{E}_{\Lambda}\right)$ is pre-compact, thus by Schauder Fixed Point Theorem, $S$ has a fixed point on $\mathbf{E}_{\Lambda}$. Hence the problem (4.2.53) has a solution with data $\mu=\mu_{n_{0}}, \sigma=\sigma_{n_{0}}$.

To continue, we need to show that

$$
\begin{align*}
& \left\|\mathbb{M}_{1}\left[\omega_{n}\right]\right\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)} \\
& \quad \leq c_{10}\left\|\mathbb{I}_{1}[|\mu|]\right\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)}+c_{10}\left\|\mathbf{I}_{\frac{2}{(N+2)(q-1)}-1}[|\sigma|]\right\|_{L^{(N+2)(q-1)}\left(\mathbb{R}^{N}\right)}, \tag{4.9.9}
\end{align*}
$$

for every $n \geq k_{0}$. Where $k_{0}$ is a constant large enough and $c_{10}=c_{10}(N, q)$ Indeed, we have $\mathbb{M}_{1}\left[\omega_{n}\right] \leq c_{11} \mathbb{I}_{1}\left[\varphi_{n} *|\mu|\right]+c_{11} \mathbb{I}_{1}\left[\left(\varphi_{1, n} *|\sigma|\right) \otimes \delta_{\{t=0\}}\right]$. Thus, by Proposition 4.4.19 we deduce

$$
\begin{aligned}
& \left\|\mathbb{M}_{1}\left[\omega_{n}\right]\right\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)} \\
& \quad \leq c_{11}\left\|\left.\mathbb{I}_{1}\left[\varphi_{n} *|\mu|\right]\right|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)}+c_{12}\right\| \left\lvert\, \mathbf{I}_{\frac{2}{(N+2)(q-1)}-1}\left[\varphi_{1, n} *|\sigma|\right]\right. \|_{L^{(N+2)(q-1)}\left(\mathbb{R}^{N}\right)} \\
& \quad=c_{11}\left\|\varphi_{n} * \mathbb{I}_{1}[|\mu|]\right\|_{L^{(N+2)(q-1), \infty\left(\mathbb{R}^{N+1}\right)}}+c_{12}\left\|\varphi_{1, n} * \mathbf{I}_{\frac{2}{(N+2)(q-1)}-1}[|\sigma|]\right\|_{L^{(N+2)(q-1)}\left(\mathbb{R}^{N}\right)} \\
& \left.\quad \rightarrow c_{11}\left\|\mathbb{I}_{1}[|\mu|]\right\|\right|_{L^{(N+2)(q-1), \infty\left(\mathbb{R}^{N+1}\right)}}+c_{12} \|\left.\mathbf{I}_{\frac{2}{(N+2)(q-1)}-1}[|\sigma|]\right|_{L^{(N+2)(q-1)\left(\mathbb{R}^{N}\right)}} \text { as } n \rightarrow \infty .
\end{aligned}
$$

It implies (4.9.9).
Now we assume that

$$
\left\|\mathbb{I}_{1}[|\mu|]\right\|_{L^{(N+2)(q-1), \infty}\left(\mathbb{R}^{N+1}\right)},\left\|\mathbf{I}_{\frac{2}{(N+2)(q-1)}-1}[|\sigma|]\right\|_{L^{(N+2)(q-1)\left(\mathbb{R}^{N}\right)}} \leq c_{9}\left(2 c_{10}\right)^{-1}
$$

then $\left\|\mathbb{M}_{1}\left[\omega_{n}\right]\right\|_{L^{(N+2)(q-1), \infty\left(\mathbb{R}^{N+1}\right)}} \leq c_{9}$ for all $n \geq k_{0}$. Consequently, there exists a renormalized solution $u_{n}$ of problem (4.9.3) satisfied

$$
\begin{aligned}
& \left\|\left|\nabla u_{n}\right|\right\|_{L^{(N+2)(q-1), \infty}\left(\Omega_{T}\right)} \leq 2 c_{6}\left\|\mathbb{M}_{1}\left[\omega_{n}\right]\right\|_{L^{(N+2)(q-1), \infty\left(\Omega_{T}\right)}} \\
& \quad \leq 2 c_{6} c_{10}\left\|\mathbb{I}_{1}[|\mu|]\right\|_{L^{(N+2)(q-1), \infty\left(\mathbb{R}^{N+1}\right)}+2 c_{6} c_{10}\left\|\mathbb{I}_{\frac{2}{(N+2)(q-1)}-1}[|\sigma|]\right\|_{L^{(N+2)(q-1)\left(\mathbb{R}^{N}\right)}}=: C}
\end{aligned}
$$

for any $n \geq k_{0}$. Thanks to Proposition 4.3.5, there exists a subsequence of $\left\{u_{n}\right\}$ converging to $u$ in $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$. So, $\mid\|\nabla u\|_{L^{(N+2)(q-1), \infty\left(\Omega_{T}\right)}} \leq C$ and $\left|\nabla u_{n}\right|^{q} \rightarrow|\nabla u|^{q}$ in $L^{1}(\Omega)$ since $\left\{\left|\nabla u_{n}\right|^{q}\right\}$ is equi-integrable.
It follows the result by Proposition 4.3.5 and Theorem 4.3.6. This completes the proof.
Proof of Theorem 4.2.33. Let $\left\{\mu_{n}\right\} \subset C_{c}^{\infty}\left(\Omega_{T}\right), \sigma_{n} \in C_{c}^{\infty}(\Omega)$ be as in the proof of Theorem 4.2.1. We have $\left|\mu_{n}\right| \leq \varphi_{n} *|\mu|,\left|\sigma_{n}\right| \leq \varphi_{1, n} *|\sigma|$ for any $n \in \mathbb{N},\left\{\varphi_{n}\right\}$, $\left\{\varphi_{1, n}\right\}$ are sequences of standard mollifiers in $\mathbb{R}^{N+1}, \mathbb{R}^{N}$ respectively. We can assume that $\operatorname{supp}\left(\mu_{n}\right) \subset\left(\Omega^{\prime}+B_{d / 4}(0)\right) \times[0, T]$ and $\operatorname{supp}\left(\sigma_{n}\right) \subset \Omega^{\prime}+B_{d / 4}(0)$ for any $n \in \mathbb{N}$. Set $\omega_{n}=\left|\mu_{n}\right|+\left|\sigma_{n}\right| \otimes \delta_{\{t=0\}}$ and $\omega=|\mu|+|\sigma| \otimes \delta_{\{t=0\}}$.
First, we prove that the problem (4.2.53) has a solution with data $\mu=\mu_{n_{0}}, \sigma=\sigma_{n_{0}}$ for $n_{0} \in \mathbb{N}$. By Corollary 4.4.39 and Remark 4.4.40, we have

$$
\begin{equation*}
\left[\omega_{n}\right]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}} \leq c_{1} \varepsilon_{0} \forall n \in \mathbb{N} \tag{4.9.10}
\end{equation*}
$$

where $c_{1}=c_{1}\left(N, q, T_{0}\right)$ and $\varepsilon_{0}=[\omega]_{\mathfrak{M}^{\mathcal{G}_{1}, q^{\prime}}}$. By Proposition 4.4.36 and Remark 4.4.37, we have

$$
\begin{gather*}
\mathbb{I}_{1}^{2 T_{0}, \delta}\left[\left(\mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n}\right]\right)^{q}\right] \leq c_{2} \varepsilon_{0}^{q-1} \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n}\right] \text { a.e in } \mathbb{R}^{N+1} \text { and }  \tag{4.9.11}\\
\mathbb{I}_{2}\left[\left(\mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n}\right]\right)^{q}\right] \leq c_{2} \varepsilon_{0}^{q-1} \mathbb{I}_{2}\left[\omega_{n}\right] \text { a.e in } \mathbb{R}^{N+1} \tag{4.9.12}
\end{gather*}
$$

for any $n \in \mathbb{N}$, where $c_{2}=c_{2}\left(N, \delta, q, T_{0}\right)$ and $0<\delta<1$. We set

$$
\mathbf{E}_{\Lambda}=\left\{u \in L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right):|\nabla u| \leq \Lambda \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right]\right\}
$$

Clearly, $\mathbf{E}_{\Lambda}$ is closed under the strong topology of $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ and convex.
We consider a map $S: \mathbf{E}_{\Lambda} \rightarrow L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ defined for each $v \in \mathbf{E}_{\Lambda}$ by $S(v)=u$, where $u \in L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$ is the unique renormalized solution of problem (4.9.1). We will show that $S\left(\mathbf{E}_{\Lambda}\right)$ is subset of $\mathbf{E}_{\Lambda}$ for some $\Lambda>0$ and $\varepsilon_{0}$ small enough.
We have

$$
\begin{equation*}
|\nabla v| \leq \Lambda \mathbb{I}_{1}\left[\omega_{n_{0}}\right] \tag{4.9.13}
\end{equation*}
$$

In particular, $\left|\mid \nabla v \|_{L^{\infty}\left(\Omega_{d / 2} \times(0, T)\right)} \leq \Lambda(N+1)^{-1}(d / 2)^{-N-1} \omega_{n_{0}}\left(\overline{\Omega_{T}}\right)\right.$, where $\Omega_{d / 2}=\{x \in$ $\Omega: d(x, \partial \Omega) \leq d / 2\}$.
From (4.9.11) and (4.9.12) lead to

$$
\begin{aligned}
& \mathbb{I}_{1}^{2 T_{0}, \delta}\left[|\nabla v|^{q}\right] \leq \Lambda^{q} \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\left(\mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right]\right)^{q}\right] \leq c_{2} \Lambda^{q} \varepsilon_{0}^{q-1} \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right] \text { and } \\
& \mathbb{I}_{2}\left[|\nabla v|^{q}\right] \leq \Lambda^{q} \mathbb{I}_{2}\left[\left(\mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right]\right)^{q}\right] \leq c_{2} \Lambda^{q} \varepsilon_{0}^{q-1} \mathbb{I}_{2}\left[\omega_{n_{0}}\right]
\end{aligned}
$$

Clearly, from [27, Theorem 1.2], we have for any $Q_{r}(x, t) \subset \subset \Omega \times(-\infty, T)$ with $r \leq r_{0}$

$$
\begin{align*}
|\nabla u(x, t)| & \leq c_{3} f_{Q_{r}(x, t)}|\nabla u| d y d s+c_{3} \mathbb{I}_{1}^{2 T_{0}, \delta}\left[|\nabla v|^{q}+\omega_{n_{0}}\right](x, t) \\
& \leq c_{3} f_{Q_{r}(x, t)}|\nabla u| d y d s+c_{3} \mathbb{I}_{1}^{2 T_{0}, \delta}\left[|\nabla v|^{q}\right](x, t)+c_{3} \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right](x, t) \\
& \leq c_{3} f_{Q_{r}(x, t)}|\nabla u| d y d s+c_{3}\left(c_{2} \Lambda^{q} \varepsilon_{0}^{q-1}+1\right) \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right](x, t), \tag{4.9.14}
\end{align*}
$$

where $c_{3}=c_{3}\left(N, \Lambda_{1}\right)$ and $r_{0}=r_{0}\left(N, \Lambda_{1}, \Lambda_{2}, \Lambda_{3}, \beta\right)>0$.
Since $\|\mid \nabla u\|_{L^{1}\left(\Omega_{T}\right)} \leq c_{4} T_{0}\left(\|\nabla v\| \|_{L^{q}\left(\Omega_{T}\right)}^{q}+\omega_{n_{0}}\left(\overline{\Omega_{T}}\right)\right)$, for any $(x, t) \in\left(\Omega \backslash \Omega_{d / 4}\right) \times(-\infty, T)$ where $\Omega_{d / 4}=\{x \in \Omega: d(x, \partial \Omega) \leq d / 4\}$,

$$
\begin{align*}
\frac{1}{\left|Q_{d_{0}}(x, t)\right|} \int_{Q_{d_{0}}(x, t)}|\nabla u| d y d s & \leq c_{5} d_{0}^{-N-2} T_{0}\left(| ||\nabla v| \|_{L^{q}\left(\Omega_{T}\right)}^{q}+\omega_{n_{0}}\left(\overline{\Omega_{T}}\right)\right) \\
& \leq c_{6} \mathbb{I}_{1}^{2 T_{0}, \delta}\left[|\nabla v|^{q}+\omega_{n_{0}}\right](x, t) \\
& \leq c_{6}\left(c_{2} \Lambda^{q} \varepsilon_{0}^{q-1}+1\right) \mathbb{I}_{1}^{2 T_{0}, \delta} \mid\left[\omega_{n_{0}}\right](x, t), \tag{4.9.15}
\end{align*}
$$

where $d_{0}=\min \left\{d / 8, r_{0}\right\}$ and $c_{6}=c_{6}\left(N, p, \Lambda_{1}, \Lambda_{2}, T_{0} / d_{0}\right)$.
By regularity theory, we have

$$
\|\nabla u\|_{L^{\infty}\left(\Omega_{d / 4} \times(0, T)\right)} \leq c_{7}\left(\|u\|_{L^{\infty}\left(\Omega_{d / 2} \times(0, T)\right)}+\left.\| \| \nabla v\right|^{q} \|_{L^{\infty}\left(\Omega_{d / 2} \times(0, T)\right)}\right)
$$

where $c_{7}=c_{7}\left(N, \Lambda_{1}, \Lambda_{2}, \Lambda_{3}, \Omega, T\right)$.
a. Estimate $\left|\left||\nabla v|^{q} \|_{L^{\infty}\left(\Omega_{d / 2} \times(0, T)\right)}\right.\right.$. Thanks to (4.9.13),

$$
\left\||\nabla v|^{q}\right\|_{L^{\infty}\left(\Omega_{d / 2} \times(0, T)\right)} \leq\left(\Lambda(d / 2)^{-N-1}\left(\omega_{n_{0}}\left(\overline{\Omega_{T}}\right)\right)\right)^{q}
$$

Since $\omega_{n_{0}}\left(\overline{\Omega_{T}}\right) \leq c_{1} \varepsilon_{0} \operatorname{Cap}_{\mathcal{G}_{1}, q^{\prime}}\left(\tilde{Q}_{T_{0}}\left(x_{0}, t_{0}\right)\right)=c_{8}\left(N, q, p, T_{0}\right) \varepsilon_{0}$ with $\left(x_{0}, t_{0}\right) \in \Omega_{T}$, thus

$$
\left\||\nabla v|^{q}\right\|_{L^{\infty}\left(\Omega_{d / 2} \times(0, T)\right)} \leq c_{9} \Lambda^{q} \varepsilon_{0}^{q-1} \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right](x, t) \quad \forall(x, t) \in \Omega_{T}
$$

where $c_{9}=c_{9}\left(N, \Lambda_{1}, \Lambda_{2}, \Lambda_{3}, q, d, \Omega, T\right)$.
b. Estimate $\|u\|_{L^{\infty}\left(\Omega_{d / 2}\right)}$. By Theorem 4.2 .1 we have

$$
|u(x, t)| \leq c_{10} \mathbb{I}_{2}\left[|\nabla v|^{q}+\omega_{n_{0}}\right](x, t) \quad \forall(x, t) \in \Omega_{T}
$$

where $c_{10}=c_{10}\left(N, \Lambda_{1}, \Lambda_{2}\right)$. Thus,

$$
\begin{aligned}
|u(x, t)| & \leq c_{10} \mathbb{I}_{2}\left[|\nabla v|^{q}\right](x, t)+c_{10} \mathbb{I}_{2}\left[\omega_{n_{0}}\right](x, t) \\
& \leq c_{10}\left(c_{2} \Lambda^{q} \varepsilon_{0}^{q-1}+1\right) \mathbb{I}_{2}\left[\omega_{n_{0}}\right](x, t),
\end{aligned}
$$

which implies

$$
\begin{aligned}
\|u\|_{L^{\infty}\left(\Omega_{d / 2} \times(0, T)\right)} & \leq c_{11}\left(c_{2} \Lambda^{q} \varepsilon_{0}^{q-1}+1\right) d^{-N} \omega_{n_{0}}\left(\overline{\Omega_{T}}\right) \\
& \leq c_{12}\left(c_{2} \Lambda^{q} \varepsilon_{0}^{q-1}+1\right) \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right](x, t) \quad \forall(x, t) \in \Omega_{T}
\end{aligned}
$$

where $c_{12}=c_{12}\left(N, \Lambda_{1}, \Lambda_{2}, \Lambda_{3}, q, T_{0} / d\right)$. Therefore,

$$
\begin{equation*}
\|\nabla u\|_{L^{\infty}\left(\Omega_{d / 4} \times(0, T)\right)} \leq c_{13}\left(c_{14} \Lambda^{q} \varepsilon_{0}^{q-1}+1\right) \inf _{(x, t) \in \Omega_{T}} \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right](x, t) \tag{4.9.16}
\end{equation*}
$$

where $c_{13}=c_{13}\left(N, \Lambda_{1}, \Lambda_{2}, \Lambda_{3}, q, d, \Omega, T\right)$.
Finally from (4.9.15) (4.9.16) and (4.9.14) we get for all $(x, t) \in \Omega_{T}$

$$
|\nabla u(x, t)| \leq c_{14}\left(c_{15} \Lambda^{q} \varepsilon_{0}^{q-1}+1\right) \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right](x, t) .
$$

where $c_{14}=c_{14}\left(N, \Lambda_{1}, \Lambda_{2}, \Lambda_{3}, q, d, \Omega, T\right)$ and $c_{15}=c_{15}(N, \delta, q)$.
So, we suppose that $\Lambda=2 c_{14}$ and $\varepsilon_{0} \leq c_{15}^{-\frac{1}{q-1}}\left(2 c_{14}\right)^{-\frac{q}{q-1}}$, it is equivalent to (4.2.61), (4.2.62) holding for some $C>0$. Then for any $(x, t) \in \Omega_{T}$

$$
|\nabla u(x, t)| \leq \Lambda \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n_{0}}\right](x, t)
$$

and $S$ is well defined.
On the other hand, we can see that $S: \mathbf{E}_{\Lambda} \rightarrow \mathbf{E}_{\Lambda}$ is continuous and $S(E)$ is pre-compact under the strong topology of $L^{1}\left(0, T, W_{0}^{1,1}(\Omega)\right)$.
Thus, by Schauder Fixed Point Theorem, $S$ has a fixed point on $\mathbf{E}_{\Lambda}$. This means : the problem (4.2.53) has a solution with data $\mu=\mu_{n_{0}}, \sigma=\sigma_{n_{0}}$.
Therefore, for any $n \in \mathbb{N}$, there exists a renormalized solution $u_{n}$ of problem (4.9.3) which satisfies

$$
\left|\nabla u_{n}(x, t)\right| \leq \Lambda \mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n}\right](x, t) \forall(x, t) \in \Omega_{T}
$$

Since $\mathbb{I}_{1}^{2 T_{0}, \delta}\left[\omega_{n}\right](x, t) \leq \varphi_{n} * \mathbb{I}_{1}^{2 T_{0}, \delta}[|\mu|](x, t)+\varphi_{1, n} *\left(\mathbb{I}_{1}^{2 T_{0}, \delta}\left[|\sigma| \otimes \delta_{\{t=0\}}\right](., t)\right)(x)=: A_{n}(x, t)$ and $A_{n}$ converges to $\mathbb{I}_{1}^{2 T_{0}, \delta}[|\mu|]+\mathbb{I}_{1}^{2 T_{0}, \delta}\left[|\sigma| \otimes \delta_{\{t=0\}}\right]$ in $L^{q}\left(\mathbb{R}^{N+1}\right)$, thus $\left|\nabla u_{n}\right|^{q}$ is equi-integrable. As in the proof of Theorem 4.2.32, we get the result by using Proposition 4.3.5 and Theorem 4.3.6. This completes the proof.

### 4.9.2 Quasilinear Riccati Type Parabolic Equation in $\mathbb{R}^{N} \times(0, \infty)$ and $\mathbb{R}^{N+1}$

In this subsection, we provide the proofs of Theorem 4.2.37 and 4.2.38. In the same way, we can prove Theorem 4.2.36.
Proof of Theorem 4.2.37. As in the proof of Theorem 4.2.25 and Theorem 4.2.27, we can apply Theorem 4.2 .32 to obtain : there exists a constant $c_{1}=c_{1}\left(N, \Lambda_{1}, \Lambda_{2}, q\right)$ that if $[A]_{s_{0}}^{\infty} \leq \delta$ and (4.2.64) holds with constant $c_{1}$ then we can find a sequence of renormalized solutions $\left\{u_{n_{k}}\right\}$ of

$$
\left\{\begin{array}{l}
\left(u_{n_{k}}\right)_{t}-\operatorname{div}\left(A\left(x, t, \nabla u_{n_{k}}\right)\right)=\left|\nabla u_{n_{k}}\right|^{q}+\chi_{D_{n_{k}-1}} \omega \text { in } D_{n_{k}} \\
u_{n_{k}}=0 \text { on } \partial B_{n_{k}}(0) \times\left(-n_{k}^{2}, n_{k}^{2}\right) \\
u_{n_{k}}\left(-n_{k}^{2}\right)=0 \text { on } B_{n_{k}}(0)
\end{array}\right.
$$

converging to some $u$ in $L_{\text {loc }}^{1}\left(\mathbb{R} ; W_{\text {loc }}^{1,1}\left(\mathbb{R}^{N}\right)\right)$ and satisfying

$$
\left\|\left|\nabla u_{n_{k}}\| \|_{L^{(q-1)(N+2), \infty}\left(D_{n_{k}}\right)} \leq c_{2} \| \mathbb{I}_{1}[|\omega|]\right|_{L^{(N+2)(q-1), \infty\left(\mathbb{R}^{N+1}\right)}}\right.
$$

for some $c_{2}=c_{2}\left(N, \Lambda_{1}, \Lambda_{2}, q\right)$, where $D_{n}=B_{n}(0) \times\left(-n^{2}, n^{2}\right)$. It follows $\left|\nabla u_{n_{k}}\right|^{q} \rightarrow|\nabla u|^{q}$ in $L_{\text {loc }}^{1}\left(\mathbb{R}^{N+1}\right)$. Thus, $u$ is a distribution solution of (4.2.55) which satisfies (4.2.63).
Furthermore, if $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$, then $u_{n_{k}}=0$ in $B_{n_{k}}(0) \times\left(-n_{k}^{2}, 0\right)$. So, $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$. Therefore, clearly $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to (4.2.54).

Proof of Theorem 4.2.38. Let $\omega_{n}=\varphi_{n} *\left(\chi_{D_{n-1}} \omega\right)$ for any $n \geq 2$. We have $\mu_{n} \in$ $C_{c}^{\infty}\left(\mathbb{R}^{N+1}\right)$ with $\operatorname{supp}\left(\omega_{n}\right) \subset D_{n}$ and $\omega_{n} \rightarrow \omega$ weakly in $\mathfrak{M}\left(\mathbb{R}^{N+1}\right)$.
According to Corollary 4.4.39 and Remark 4.4.40, we have

$$
\left[\omega_{n}\right]_{\mathfrak{M}^{\mathcal{H}_{1}, q^{\prime}}} \leq c_{1} \varepsilon_{0} \quad \forall n \in \mathbb{N}
$$

where $c_{1}=c_{1}(N, q)$ and $[\omega]_{\mathfrak{M}^{\mathcal{H}_{1}, q^{\prime}}} \leq \varepsilon_{0}$. Thus, thanks to Theorem 1.3 we get

$$
\begin{align*}
& \mathbb{I}_{1}\left[\left(\mathbb{I}_{1}\left[\omega_{n}\right]\right)^{q}\right] \leq c_{2} \varepsilon_{0}^{q-1} \mathbb{I}_{1}\left[\omega_{n}\right] \quad \text { and }  \tag{4.9.17}\\
& \mathbb{I}_{2}\left[\left(\mathbb{I}_{1}\left[\omega_{n}\right]\right)^{q}\right] \leq c_{2} \varepsilon_{0}^{q-1} \mathbb{I}_{2}\left[\omega_{n}\right] \quad \forall n \in \mathbb{N} \tag{4.9.18}
\end{align*}
$$

where $c_{2}=c_{2}\left(N, q, c_{1}\right)$.
We fix $n_{0} \in \mathbb{N}$, put:

$$
\mathbf{E}_{\Lambda}=\left\{u \in L^{1}\left(-n_{0}^{2}, n_{0}^{2}, W_{0}^{1,1}\left(B_{n_{0}}(0)\right)\right):|\nabla u| \leq \Lambda \mathbb{I}_{1}\left[\omega_{n_{0}}\right] \quad \text { in } \quad B_{n_{0} / 4}(0) \times\left(-n_{0}^{2}, n_{0}^{2}\right)\right\}
$$

By using estimate (4.5.8) in Remark 4.5.3, we can apply the argument of the proof of Theorem 4.2.9, with problem (4.6.9) replaced by

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(t, \nabla u))=\chi_{B_{n_{0} / 4}(0) \times\left(-n_{0}^{2}, n_{0}^{2}\right)}|\nabla v|^{q}+\omega_{n_{0}} \text { in } D_{n_{0}} \\
u=0 \quad \text { on } \quad \partial B_{n_{0}}(0) \times\left(-n_{0}^{2}, n_{0}^{2}\right) \\
u\left(-n_{0}^{2}\right)=0 \quad \text { in } \quad B_{n_{0}}(0)
\end{array}\right.
$$

to obtain : the operator $S$ (in the proof of Theorem 4.2.9) has a fixed point on $\mathbf{E}_{\Lambda}$ for some $\Lambda=\Lambda\left(N, \Lambda_{1}, \Lambda_{2}, q\right)>0$ and $\varepsilon_{0}=\varepsilon_{0}\left(N, \Lambda_{1}, \Lambda_{2}, q\right)>0$. Therefore, for any $n \in \mathbb{N}$ there exists a solution $u_{n}$ of problem

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(A\left(t, \nabla u_{n}\right)\right)=\chi_{B_{n / 4}(0) \times\left(-n^{2}, n^{2}\right)}\left|\nabla u_{n}\right|^{q}+\omega_{n} \text { in } D_{n} \\
u_{n}=0 \quad \text { on } \quad \partial B_{n}(0) \times\left(-n^{2}, n^{2}\right) \\
u_{n}\left(-n^{2}\right)=0 \quad \text { in } \quad B_{n}(0)
\end{array}\right.
$$

which satisfies

$$
\left|\nabla u_{n}(x, t)\right| \leq \Lambda \mathbb{I}_{1}\left[\omega_{n}\right](x, t) \quad \forall(x, t) \in B_{n / 4}(0) \times\left(-n^{2}, n^{2}\right)
$$

Moreover, combining this with (4.9.18) and Theorem 4.2.1 we also obtain

$$
\begin{aligned}
\left|u_{n}(x, t)\right| & \leq K \mathbb{I}_{2}\left[\chi_{B_{n / 4}(0) \times\left(-n^{2}, n^{2}\right)}\left|\nabla u_{n}\right|^{q}+\left|\omega_{n}\right|\right](x, t) \\
& \leq K \Lambda^{q} \mathbb{I}_{2}\left[\left(\mathbb{I}_{1}\left[\left|\omega_{n}\right|\right]\right)^{q}\right]+K \mathbb{I}_{2}\left[\left|\omega_{n}\right|\right](x, t) \\
& \leq c_{3} \mathbb{I}_{2}\left[\left|\omega_{n}\right|\right](x, t) \\
& \leq c_{3} \varphi_{n} * \mathbb{I}_{2}\left[\left|\chi_{D_{n-1}} \omega\right|\right](x, t)
\end{aligned}
$$

for any $(x, t) \in B_{n}(0) \times\left(-n^{2}, n^{2}\right)$.
Since $\mathbb{I}_{2}[\omega]\left(x_{0}, t_{0}\right)<\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$, thus $\sup _{n} \int_{D_{m}} \chi_{D_{n}}\left|u_{n}\right|^{q_{0}} d x d t<\infty$ for all $m \in \mathbb{N}, 1<q_{0}<\frac{N+2}{N}$.
In addition, since $\mathbb{I}_{1}[\omega] \in L_{\mathrm{loc}}^{q}\left(\mathbb{R}^{N+1}\right)$, thus $\varphi_{n} * \mathbb{I}_{1}\left[\left|\chi_{D_{n-1}} \omega\right|\right] \rightarrow \mathbb{I}_{1}[\omega]$ in $L_{\mathrm{loc}}^{q}\left(\mathbb{R}^{N+1}\right)$ and $\left\{\chi_{B_{n / 4}(0) \times\left(-n^{2}, n^{2}\right)}\left|\nabla u_{n}\right|^{q}\right\}$ is equi local integrable in $\mathbb{R}^{N+1}$.
Therefore, we can apply Corollary 4.3 .18 to obtain : $u_{n} \rightarrow u$ in $L_{\text {loc }}^{1}\left(\mathbb{R} ; W_{\text {loc }}^{1,1}\left(\mathbb{R}^{N}\right)\right.$ ) (we will take its subsequence if need) and $u$ satisfies (4.2.66). Also, $\left|\nabla u_{n}\right|^{q} \rightarrow|\nabla u|^{q}$ in $L_{l o c}^{1}\left(\mathbb{R}^{N+1}\right)$. Finally, we can conclude that $u$ is a distribution solution of problem (4.2.65). Note that the assumption $[\omega]_{\mathfrak{M}^{\mathcal{H}_{1}}, q^{\prime}} \leq \varepsilon_{0}$ is equivalent to (4.2.67) holding with $C=\varepsilon_{0}$.
Furthermore, if $\omega=\mu+\sigma \otimes \delta_{\{t=0\}}$ with $\mu \in \mathfrak{M}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ and $\sigma \in \mathfrak{M}\left(\mathbb{R}^{N}\right)$, then $u_{n}=0$ in $B_{n}(0) \times\left(-n^{2}, a_{n}\right)$ where $\operatorname{supp}\left(\omega_{n}\right) \subset \mathbb{R}^{N} \times\left(a_{n}, \infty\right)$ and $a_{n} \rightarrow 0^{-}$as $n \rightarrow \infty$. So, $u=0$ in $\mathbb{R}^{N} \times(-\infty, 0)$. Therefore, clearly $\left.u\right|_{\mathbb{R}^{N} \times[0, \infty)}$ is a distribution solution to (4.2.68).
This completes the proof of the Theorem.

### 4.10 Appendix

Proof of the Remark 4.2.7. For $\omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right), 0<\alpha<N+2$ if $\mathbb{I}_{\alpha}[\omega]\left(x_{0}, t_{0}\right)<\infty$ for some $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$ then for any $0<\beta \leq \alpha, \mathbb{I}_{\beta}[\omega] \in L_{\text {loc }}^{s}\left(\mathbb{R}^{N+1}\right)$ for any $0<s<$ $\frac{N+2}{N+2-\beta}$. Indeed, by Remark 4.4 .28 we have $\mathbb{I}_{\alpha}[\omega] \in L_{\text {loc }}^{S}\left(\mathbb{R}^{N+1}\right)$ for any $0<s<\frac{N+2}{N+2-\beta}$.
Take $0<\beta \leq \alpha$ and $0<s<\frac{N+2}{N+2-\beta}$. For $R>0$, by Proposition 4.4.4 we have $\mathbb{I}_{\beta}\left[\chi_{\tilde{Q}_{2 R}(0,0)} \omega\right] \in L_{\text {loc }}^{s}\left(\mathbb{R}^{N+1}\right)$. Thus,

$$
\begin{aligned}
& \int_{\tilde{Q}_{R}(0,0)}\left(\mathbb{I}_{\beta}[\omega](x, t)\right)^{s} d x d t \\
& \quad \leq c_{1} \int_{\tilde{Q}_{R}(0,0)}\left(\mathbb{I}_{\beta}\left[\chi_{\tilde{Q}_{2 R}(0,0)} \omega\right](x, t)\right)^{s} d x d t+c_{1} \int_{\tilde{Q}_{R}(0,0)}\left(\mathbb{I}_{\beta}\left[\chi_{\tilde{Q}_{2 R}(0,0)^{c}} \omega\right](x, t)\right)^{s} d x d t \\
& \quad \leq c_{1} \int_{\tilde{Q}_{R}(0,0)}\left(\mathbb{I}_{\beta}\left[\chi_{\tilde{Q}_{2 R}(0,0)} \omega\right](x, t)\right)^{s} d x d t+c_{1} R^{-s(\alpha-\beta)} \int_{\tilde{Q}_{R}(0,0)}\left(\mathbb{I}_{\alpha}[\omega](x, t)\right)^{s} d x d t \\
& \quad<\infty .
\end{aligned}
$$

For $0<\beta<\alpha<N+2$, we consider

$$
\omega(x, t)=\sum_{k=4}^{\infty} \frac{a_{k}}{\left|\tilde{Q}_{k+1}(0,0) \backslash \tilde{Q}_{k}(0,0)\right|} \chi_{\tilde{Q}_{k+1}(0,0) \backslash \tilde{Q}_{k}(0,0)}(x, t),
$$

where $a_{k}=2^{n(N+2-\theta)}$ if $k=2^{n}$ and $a_{k}=0$ otherwise with $\theta \in(\beta, \alpha]$.
It is easy to see that $\mathbb{I}_{\alpha}[\omega] \equiv \infty$ and $\mathbb{I}_{\beta}[\omega]<\infty$ in $\mathbb{R}^{N+1}$.
Proof of the Remark 4.2.26. For $\omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$, since $\mathbb{I}_{2}[\omega] \leq c_{1} I_{1}\left[I_{1}[\omega]\right]$ thus : If $\mathbb{I}_{1}[\omega] \in L^{s, \infty}\left(\mathbb{R}^{N+1}\right)$ with $1<s<N+2$, then by Proposition 4.4.4 in next section

$$
\left\|\mathbb{I}_{2}[\omega]\right\|_{L^{s(N+1)}, \infty+2-s}^{\left(\mathbb{R}^{N+1}\right)} \mid=c_{1}\left\|\mathbb{I}_{1}[\omega]\right\|_{L^{s, \infty}\left(\mathbb{R}^{N+1}\right)}<\infty
$$

If $\mathbb{I}_{1}[\omega] \in L^{N+2, \infty}\left(\mathbb{R}^{N+1}\right)$, then by Theorem 4.4.3,

$$
\mathbb{I}_{2}[\omega] \in L_{\mathrm{loc}}^{s_{0}}\left(\mathbb{R}^{N+1}\right) \forall s_{0}>1
$$

So, $\mathbb{I}_{2}[\omega]<\infty$ a.e in $\mathbb{R}^{N+1}$ if $\mathbb{I}_{1}[\omega] \in L^{s, \infty}\left(\mathbb{R}^{N+1}\right)$ with $1<s \leq N+2$.
For $s>N+2$, there exists $\omega \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ such that $\mathbb{I}_{2}[\omega] \equiv \infty$ in $\mathbb{R}^{N+1}$ and $\mathbb{I}_{1}[\omega] \in$ $L^{s}\left(\mathbb{R}^{N+1}\right)$. Indeed, consider

$$
\omega(x, t)=\sum_{k=1}^{\infty} \frac{k^{N-1}}{\left|\tilde{Q}_{k+1}(0,0) \backslash \tilde{Q}_{k}(0,0)\right|} \chi_{\tilde{Q}_{k+1}(0,0) \backslash \tilde{Q}_{k}(0,0)}(x, t)
$$

We have for $(x, t) \in \mathbb{R}^{N+1}$ and $n_{0} \in \mathbb{N}$ with $n_{0}>\log _{2}(\max \{|x|, \sqrt{2|t|}\})$

$$
\begin{aligned}
\mathbb{I}_{2}[\omega](x, t) & \geq c_{2} \sum_{n_{0}}^{\infty} \frac{\omega\left(\tilde{Q}_{2^{n}}(x, t)\right)}{2^{n N}} \geq c_{2} \sum_{n_{0}}^{\infty} \frac{\omega\left(\tilde{Q}_{2^{n-1}}(0,0)\right)}{2^{n N}} \\
& \geq c_{2} \sum_{n_{0}}^{\infty} \frac{\sum_{k=1}^{2^{n-1}-1} k^{N-1}}{2^{n N}}=c_{2} \sum_{k=1}^{\infty}\left(\sum_{n_{0}}^{\infty} \chi_{k \leq 2^{n-1}-1} \frac{1}{2^{n N}}\right) k^{N-1} \\
& \geq c_{4} \sum_{k=n_{0}}^{\infty} k^{-1}=\infty
\end{aligned}
$$

On the other hand, for $s_{1}>\frac{N+2}{2}$

$$
\int_{\mathbb{R}^{N+1}} \omega^{s_{1}} d x d t=c_{5} \sum_{k=1}^{\infty} \frac{k^{s(N-1)}}{\left((k+1)^{N+2}-k^{N+2}\right)^{s_{1}-1}} \leq c_{6} \sum_{k=1}^{\infty} \frac{k^{s_{1}(N-1)}}{k^{\left(s_{1}-1\right)(N+1)}}<\infty
$$

since $\left(s_{1}-1\right)(N+1)-s_{1}(N-1)>1$. Thus,

$$
\left\|\mathbb{I}_{1}[\omega]\right\|_{L^{s}\left(\mathbb{R}^{N+1}\right)} \leq c_{7}\|\omega\|_{L^{\frac{s(N+2)}{N+2+s}\left(\mathbb{R}^{N+1}\right)}}<\infty
$$

Proof of the Proposition 4.3.16. We will use an idea in $[9,10]$ to prove 4.3.14. For $S^{\prime} \in W^{1, \infty}(\mathbb{R})$ with $S(0)=0, S^{\prime \prime} \geq 0, S^{\prime}(\tau) \tau \geq 0$ for all $\tau \in \mathbb{R}$ and $\left\|S^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \leq 1$ we have

$$
\begin{aligned}
& -\int_{D} \eta_{t} S(u) d x d t+\int_{D} S^{\prime}(u) A(x, t, \nabla u) \nabla \eta d x d t \\
& \quad+\int_{D} S^{\prime \prime}(u) \eta A(x, t, \nabla u) \nabla u d x d t+\int_{D} S^{\prime}(u) \eta L(u) d x d t=\int_{D} S^{\prime}(u) \eta d \mu
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \Lambda_{2} \int_{D} S^{\prime \prime}(u) \eta|\nabla u|^{2} d x d t \\
& \quad+\int_{D} S^{\prime}(u) \eta L(u) d x d t \leq \Lambda_{1} \int_{D}|\nabla u||\nabla \eta| d x d t+\int_{D} \eta d|\mu|+\int_{D}\left|\eta_{t}\right||u| d x d t
\end{aligned}
$$

a. We choose $S^{\prime} \equiv \varepsilon^{-1} T_{\varepsilon}$ for $\varepsilon>0$ and let $\varepsilon \rightarrow 0$ we will obtain

$$
\begin{equation*}
\int_{D} \eta|L(u)| d x d t \leq \Lambda_{1} \int_{D}|\nabla u||\nabla \eta| d x d t+\int_{D} \eta d|\mu|+\int_{D}\left|\eta_{t}\right||u| d x d t \tag{4.10.1}
\end{equation*}
$$

b. for $S^{\prime}(u)=\left(1-(|u|+1)^{-\alpha}\right) \operatorname{sign}(u)$ for $\alpha>0$ then

$$
\int_{D} \frac{|\nabla u|^{2}}{(|u|+1)^{\alpha+1}} \eta d x d t \leq c_{1}\left(\int_{D}|\nabla u||\nabla \eta| d x d t+\int_{D} \eta d|\mu|+\int_{D}\left|\eta_{t}\right||u| d x d t\right),
$$

Using Holder's inequality, we have
$\int_{D}|\nabla u||\nabla \eta| d x d t \leq \frac{1}{2 c_{1}} \int_{D} \frac{|\nabla u|^{2}}{(|u|+1)^{\alpha+1}} \eta d x d t+c_{2} \int_{D}(|u|+1)^{q_{0}} \eta d x d t+c_{2} \int_{D}\left|\nabla \eta^{1 / q_{1}}\right|^{q_{1}} d x d t$.
Hence,

$$
\begin{equation*}
\int_{D}|\nabla u||\nabla \eta| d x d t+\int_{D} \frac{|\nabla u|^{2}}{(|u|+1)^{\alpha+1}} \eta d x d t \leq c_{3} B . \tag{4.10.2}
\end{equation*}
$$

c. for $S^{\prime}(u)=\frac{-k+\delta+|u|}{2 \delta} \operatorname{sign}(u) \chi_{k-\delta<|u|<k+\delta}+\operatorname{sign}(u) \chi_{|u| \geq k+\delta}, 0<\delta \leq k$ then

$$
\begin{equation*}
\frac{1}{2 \delta} \int_{k-\delta<|u|<k+\delta}|\nabla u|^{2} \eta d x d t \leq c_{4}\left(\int_{D}|\nabla u||\nabla \eta| d x d t+\int_{D} \eta d|\mu|+\int_{D}\left|\eta_{t}\right||u| d x d t\right) . \tag{4.10.3}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\frac{1}{k} \int_{D}\left|\nabla T_{k}(u)\right|^{2} \eta d x d t \leq c_{5}\left(\int_{D}|\nabla u||\nabla \eta| d x d t+\int_{D} \eta d|\mu|+\int_{D}\left|\eta_{t}\right||u| d x d t\right) \quad \forall k>0 . \tag{4.10.4}
\end{equation*}
$$

Consequently, we deduce (4.3.14) from (4.10.1)-(4.10.4).
Next, take $\varphi \in C_{c}^{\infty}(D)$ and $S^{\prime}(u)=\chi_{|u| \leq k-\delta}+\frac{k+\delta-|u|}{2 \delta} \chi_{k-\delta<|u|<k+\delta}, S(0)=0$ we have

$$
\begin{aligned}
& -\int_{D} \varphi_{t} \eta S(u) d x d t+\int_{D} S^{\prime}(u) \eta A(x, t, \nabla u) \nabla \varphi d x d t+\int_{D} S^{\prime}(u) \varphi A(x, t, \nabla u) \nabla \eta d x d t \\
& \quad-\frac{1}{2 \delta} \int_{k-\delta<|u|<k+\delta} \operatorname{sign}(u) \varphi \eta A(x, t, \nabla u) \nabla u d x d t+\int_{D} S^{\prime}(u) \varphi \eta L(u) d x d t \\
& \quad=\int_{D} S^{\prime}(u) \varphi \eta d \mu+\int_{D} \varphi \eta_{t} S(u) d x d t .
\end{aligned}
$$

Combining with (4.10.1), (4.10.2) and (4.10.3), we get

$$
-\int_{D} \varphi_{t} \eta S(u) d x d t+\int_{D} S^{\prime}(u) \eta A(x, t, \nabla u) \nabla \varphi d x d t \leq c_{5}\|\varphi\|_{L^{\infty}(D)} B .
$$

Letting $\delta \rightarrow 0$, we get

$$
-\int_{D} \varphi_{t} \eta T_{k}(u) d x d t+\int_{D} \eta A\left(x, t, \nabla T_{k}(u)\right) \nabla \varphi d x d t \leq c_{5}\|\varphi\|_{L^{\infty}(D)} B .
$$

By density, we can take $\varphi=T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right)$,

$$
\begin{aligned}
-\int_{D} \frac{\partial}{\partial t} & \left(T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right)\right) \eta T_{k}(u) d x d t \\
& \quad+\int_{D} \eta A\left(x, t, \nabla T_{k}(u)\right) \nabla T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right) d x d t \leq c_{5} \varepsilon B
\end{aligned}
$$

Using integration by part, we have

$$
\begin{aligned}
-\int_{D} \frac{\partial}{\partial t} & \left(T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right)\right) \eta T_{k}(u) d x d t \\
= & \frac{1}{2} \int_{D}\left(T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right)\right)^{2} \eta_{t} d x d t \\
& +\int_{D} T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right)\left\langle T_{k}(w)\right\rangle_{\nu} \eta_{t} d x d t \\
& +\nu \int_{D} \eta\left(T_{k}(w)-\left\langle T_{k}(w)\right\rangle_{\nu}\right) T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right) d x d t
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& -\int_{D} \frac{\partial}{\partial t}\left(T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right)\right) \eta T_{k}(u) d x d t \\
& \quad \geq-\varepsilon(1+k)\left\|\eta_{t}\right\|_{L^{1}(D)}+\nu \int_{D} \eta\left(T_{k}(w)-\left\langle T_{k}(w)\right\rangle_{\nu}\right) T_{\varepsilon}\left(T_{k}(u)-\left\langle T_{k}(w)\right\rangle_{\nu}\right) d x d t
\end{aligned}
$$

which follows (4.3.15).
Proof of the proposition 4.3 .17 . Let $S_{k} \in W^{2, \infty}(\mathbb{R})$ such that $S_{k}(z)=z$ if $|z| \leq k$ and $S_{k}(z)=\operatorname{sign}(z) 2 k$ if $|z|>2 k$. For $m \in \mathbb{N}$, let $\eta_{m}$ be the cut off function on $D_{m}$ with respect to $D_{m+1}$. It is easy to see that from the assumption and Remark 4.3.4, Proposition 4.3.15 we get $U_{m, n}=\eta_{m} S_{k}\left(v_{n}\right), v_{n}=u_{n}-h_{n}$

$$
\begin{gathered}
\sup _{n \geq m+1}\left(\left\|\left(U_{m, n}\right)_{t}\right\|_{L^{2}\left(-m^{2}, m^{2}, H^{-1}\left(B_{m}(0)\right)\right)+L^{1}\left(D_{m}\right)}+\left\|U_{m, n}\right\|_{L^{2}\left(-m^{2}, m^{2}, H_{0}^{1}\left(B_{m}(0)\right)\right)}\right. \\
\left.+\left\|u_{n}\right\|_{L^{1}\left(D_{m}\right)}+\left\|v_{n}\right\|_{L^{1}\left(D_{m}\right)}\right) \leq M_{m}<\infty .
\end{gathered}
$$

Thus, $\left\{U_{m, n}\right\}_{n \geq m+1}$ is relatively compact in $L^{1}\left(D_{m}\right)$. On the other hand, for any $n_{1}, n_{2} \geq$ $m+1$

$$
\begin{aligned}
& \left|\left\{\left|v_{n_{1}}-v_{n_{2}}\right|>\lambda\right\} \cap D_{m}\right|=\left|\left\{\left|\eta_{m} v_{n_{1}}-\eta_{m} v_{n_{2}}\right|>\lambda\right\} \cap D_{m}\right| \\
& \quad \leq \frac{1}{k}\left(\left\|v_{n_{1}}\right\|_{L^{1}\left(D_{m}\right)}+\left\|v_{n_{2}}\right\|_{L^{1}\left(D_{m}\right)}\right)+\frac{1}{\lambda}| | \eta_{m} S_{k}\left(v_{n_{1}}\right)-\eta_{m} S_{k}\left(v_{n_{2}}\right) \|_{L^{1}\left(D_{m}\right)} \\
& \quad \leq \frac{2 M_{m}}{k}+\frac{1}{\lambda}\left\|U_{m, n_{1}}-U_{m, n_{2}}\right\|_{L^{1}\left(D_{m}\right)},
\end{aligned}
$$

and $h_{n}$ is convergent in $L_{\text {loc }}^{1}\left(\mathbb{R}^{N+1}\right)$. So, for any $m \in \mathbb{N}$ there is a subsequence of $\left\{u_{n}\right\}$, still denoted by $\left\{u_{n}\right\}$ such that $\left\{u_{n}\right\}$ is a Cauchy sequence (in measure) in $D_{m}$. Therefore, there is a subsequence of $\left\{u_{n}\right\}$, still denoted by $\left\{u_{n}\right\}$ such that $\left\{u_{n}\right\}$ converges to $u$ a.e in $\mathbb{R}^{N+1}$ for some $u$. Clearly, $u \in L_{\text {loc }}^{1}\left(\mathbb{R} ; W_{\text {loc }}^{1,1}\left(\mathbb{R}^{N}\right)\right)$. Now, we prove that $\nabla u_{n} \rightarrow \nabla u$ a.e in $\mathbb{R}^{N+1}$.
From (4.3.15) with $D=D_{m+2}, \eta=\eta_{m}$ and $T_{k}(w)=T_{k}\left(\eta_{m+1} u\right)$ we have

$$
\begin{align*}
& \nu \int_{D_{m+2}} \eta_{m}\left(T_{k}\left(\eta_{m+1} u\right)-\left\langle T_{k}\left(\eta_{m+1} u\right)\right\rangle_{\nu}\right) T_{\varepsilon}\left(T_{k}\left(u_{n}\right)-\left\langle T_{k}\left(\eta_{m+1} u\right)\right\rangle_{\nu}\right) d x d t \\
& \quad+\int_{D_{m+2}} \eta_{m} A\left(x, t, \nabla T_{k}\left(u_{n}\right)\right) \nabla T_{\varepsilon}\left(T_{k}\left(u_{n}\right)-\left\langle T_{k}\left(\eta_{m+1} u\right)\right\rangle_{\nu}\right) d x d t \\
& \quad \leq c_{1} \varepsilon(1+k) B(n, m) \quad \forall n \geq m+2 \tag{4.10.5}
\end{align*}
$$

where

$$
\begin{aligned}
B(n, m)= & \left\|\left(\eta_{m}\right)_{t}\left(\left|u_{n}\right|+1\right)\right\|_{L^{1}\left(D_{m+2}\right)} \\
& +\int_{D_{m+2}}\left(\left|u_{n}\right|+1\right)^{q_{0}} \eta d x d t+\int_{D_{m+2}}\left|\nabla \eta_{m}^{1 / q_{1}}\right|^{q_{1}} d x d t+\int_{D_{m+2}} \eta_{m} d\left|\mu_{n}\right|
\end{aligned}
$$

with $q_{1}<\frac{q_{0}-1}{2 q_{0}}$. By the assumption, we verify that the right hand side of (4.10.5) is bounded by $c_{2} \varepsilon$, where $c_{2}$ does not depend on $n$.
Since $\left\{\eta_{m} T_{k}\left(u_{n}\right)\right\}_{n \geq m+2}$ is bounded in $L^{2}\left(-(m+2)^{2},(m+2)^{2} ; H_{0}^{1}\left(B_{m+2}(0)\right)\right)$, thus there is a subsequence of $\left\{u_{n}\right\}$, still denoted by $\left\{u_{n}\right\}$ such that

$$
\lim _{n \rightarrow \infty} \int_{\left|T_{k}\left(u_{n}\right)-\left\langle T_{k}\left(\eta_{m+1} u\right)\right\rangle_{\nu}\right| \leq \varepsilon} \eta_{m} A\left(x, t, \nabla T_{k}(u)\right) \nabla\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right) d x d t=0
$$

Therefore, thanks to $u_{n} \rightarrow u$ a.e in $D_{m+2}$ and $\left\langle T_{k}\left(\eta_{m+1} u\right)\right\rangle_{\nu} \rightarrow T_{k}\left(\eta_{m+1} u\right)$ in $L^{2}(-(m+$ $\left.2)^{2},(m+2)^{2} ; H_{0}^{1}\left(B_{m+2}(0)\right)\right)$, we get

$$
\limsup _{\nu \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{\left|T_{k}\left(u_{n}\right)-\left\langle T_{k}\left(\eta_{m+1} u\right)\right\rangle_{\nu}\right| \leq \varepsilon} \eta_{1, m} \Phi_{n, k} d x d t \leq c_{2} \varepsilon \forall \varepsilon \in(0,1),
$$

where $\Phi_{n, k}=\left(A\left(x, t, T_{k}\left(u_{n}\right)\right)-A\left(x, t, T_{k}(u)\right)\right) \nabla\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right)$. Using Holder inequality,

$$
\begin{aligned}
& \int_{D_{m+2}} \eta_{m} \Phi_{k, n}^{1 / 2} d x d t=\int_{D_{m+2}} \eta_{m} \Phi_{k, n}^{1 / 2} \chi_{\left|T_{k}\left(u_{n}\right)-\left\langle T_{k}\left(\eta_{m+1} u\right)\right\rangle_{\nu}\right| \leq \varepsilon} d x d t \\
& \quad+\int_{D_{m+2}} \eta_{m} \Phi_{k, n}^{1 / 2} \chi_{\left|T_{k}\left(u_{n}\right)-\left\langle T_{k}\left(\eta_{m+1} u\right)\right\rangle_{\nu}\right|>\varepsilon} d x d t \\
& \quad \leq\left\|\eta_{1, m}\right\|_{L^{1}\left(D_{m+2}\right)}^{1 / 2}\left(\int_{T_{k}\left(u_{n}\right)-\left\langle T_{k}\left(\eta_{m+1} u\right)\right\rangle_{\nu} \mid \leq \varepsilon} \eta_{m} \Phi_{n, k} d x d t\right)^{1 / 2} \\
& \quad+\left|\left\{\left|T_{k}\left(u_{n}\right)-\left\langle T_{k}\left(\eta_{m+1} u\right)\right\rangle_{\nu}\right|>\varepsilon\right\} \cap D_{m+1}\right|^{1 / 2}\left(\int_{D_{m+2}} \eta_{m}^{2} \Phi_{k, n} d x d t\right)^{1 / 2} \\
& \quad=A_{n, \nu, \varepsilon} .
\end{aligned}
$$

Clearly, $\limsup _{\varepsilon \rightarrow 0} \limsup _{\nu \rightarrow \infty} \limsup _{n \rightarrow \infty} A_{n, \nu, \varepsilon}=0$. It follows

$$
\limsup _{n \rightarrow \infty} \int_{D_{m+2}} \eta_{m} \Phi_{k, n}^{1 / 2} d x d t=0
$$

Since $\Phi_{n, k} \geq \Lambda_{2}\left|\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u)\right|^{2}$, thus $\nabla T_{k}\left(u_{n}\right) \rightarrow \nabla T_{k}(u)$ in $L^{1}\left(D_{m}\right)$.
Note that

$$
\begin{aligned}
\left|\left\{\left|\nabla u_{n_{1}}-\nabla u_{n_{2}}\right|>\lambda\right\} \cap D_{m}\right| & \leq \frac{1}{k}\left(\left\|u_{n_{1}}\right\|_{L^{1}\left(D_{m}\right)}+\left\|u_{n_{2}}\right\|_{L^{1}\left(D_{m}\right)}\right) \\
& \left.+\frac{1}{\lambda} \right\rvert\,\left\|\nabla T_{k}\left(u_{n_{1}}\right)-\nabla T_{k}\left(u_{n_{2}}\right)\right\|_{L^{1}\left(D_{m}\right)} \\
& \leq \frac{2 M_{m}}{k}+\frac{1}{\lambda}\left|\left\|\nabla T_{k}\left(u_{n_{1}}\right)-\nabla T_{k}\left(u_{n_{2}}\right) \mid\right\|_{L^{1}\left(D_{m}\right)}\right.
\end{aligned}
$$

Thus, we can show that there is a subsequence of $\left\{\nabla u_{n}\right\}$ still denoted by $\left\{\nabla u_{n}\right\}$ converging $\nabla u$ a.e in $\mathbb{R}^{N+1}$.
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## Chapitre 5

## Pointwise estimates and existence of solutions of porous medium and $p$-Laplace evolution equations with absorption and measure data

## Abstract

Let $\Omega$ be a bounded domain of $\mathbb{R}^{N}(N \geq 2)$. We obtain a necessary and a sufficient condition, expressed in terms of capacities, for existence of a solution to the porous medium equation with absorption

$$
\left\{\begin{array}{l}
u_{t}-\Delta\left(|u|^{m-1} u\right)+|u|^{q-1} u=\mu \text { in } \Omega \times(0, T) \\
u=0 \text { on } \partial \Omega \times(0, T) \\
u(0)=\sigma
\end{array}\right.
$$

where $\sigma$ and $\mu$ are bounded Radon measures, $q>\max (m, 1), m>\frac{N-2}{N}$. We also obtain a sufficient condition for existence of a solution to the $p$-Laplace evolution equation

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u+|u|^{q-1} u=\mu \text { in } \Omega \times(0, T), \\
u=0 \text { on } \partial \Omega \times(0, T), \\
u(0)=\sigma .
\end{array}\right.
$$

where $q>p-1$ and $p>2$.

### 5.1 Introduction and main results

Let $\Omega$ be a bounded domain of $\mathbb{R}^{N}, N \geq 2$ and $T>0$, and $\Omega_{T}=\Omega \times(0, T)$. In this paper we study the existence of solutions to the following two types of evolution problems : the porous medium problem with absorption

$$
\left\{\begin{array}{l}
u_{t}-\Delta\left(|u|^{m-1} u\right)+|u|^{q-1} u=\mu \text { in } \Omega_{T},  \tag{5.1.1}\\
u=0 \text { on } \partial \Omega \times(0, T), \\
u(0)=\sigma,
\end{array}\right.
$$

where $m>\frac{N-2}{N}$ and $q>\max (1, m)$, and the $p$-Laplace evolution problem with absorption

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u+|u|^{q-1} u=\mu \text { in } \Omega_{T},  \tag{5.1.2}\\
u=0 \text { on } \partial \Omega \times(0, T), \\
u(0)=\sigma
\end{array}\right.
$$

where $q>p-1>1$, and $\mu$ and $\sigma$ are bounded Radon measures respectively on $\Omega_{T}$ and $\Omega$. In the sequel, for any bounded domain $O$ of $\mathbb{R}^{l}(l \geq 1)$, we denote by $\mathfrak{M}_{b}(O)$ the set of bounded Radon measures in $O$, and by $\mathfrak{M}_{b}^{+}(O)$ its positive cone. For any $\nu \in \mathfrak{M}_{b}(O)$, we denote by $\nu^{+}$and $\nu^{-}$respectively its positive and negative part.

When $m=1, p=2$ and $q>1$ the problem has been studied by Brezis and Friedman [13] with $\mu=0$. It is shown that in the subcritical case $q<1+2 / N$, the problem can be solved for any $\sigma \in \mathfrak{M}_{b}(\Omega)$, and it has no solution when $q \geq 1+2 / N$ and $\sigma$ is a Dirac mass. The general case has been solved by Baras and Pierre [5] and their results are expressed in terms of capacities. For $s>1, \alpha>0$, the capacity $\mathrm{Cap}_{\mathbf{G}_{\alpha}, s}$ of a Borel set $E \subset \mathbb{R}^{N}$, defined by

$$
\operatorname{Cap}_{\mathbf{G}_{\alpha}, s}(E)=\inf \left\{\|g\|_{L^{s}\left(\mathbb{R}^{N}\right)}^{s}: g \in L_{+}^{s}\left(\mathbb{R}^{N}\right), \mathbf{G}_{\alpha} * g \geq 1 \text { on } E\right\},
$$

where $\mathbf{G}_{\alpha}$ is the Bessel kernel of order $\alpha$ and the capacity $\mathrm{Cap}_{2,1, s}$ of a compact set $K \subset \mathbb{R}^{N+1}$ is defined by

$$
\operatorname{Cap}_{2,1, s}(K)=\inf \left\{\|\varphi\|_{W_{s}^{2,1}\left(\mathbb{R}^{N+1}\right)}^{s}: \varphi \in S\left(\mathbb{R}^{N+1}\right), \varphi \geq 1 \text { in a neighborhood of } K\right\}
$$

where
$\|\varphi\|_{W_{s}^{2,1}\left(\mathbb{R}^{N+1}\right)}=\|\varphi\|_{L^{s}\left(\mathbb{R}^{N+1}\right)}+\left\|\varphi_{t}\right\|_{L^{s}\left(\mathbb{R}^{N+1}\right)}+\||\nabla \varphi|\|_{L^{s}\left(\mathbb{R}^{N+1}\right)}+\sum_{i, j=1,2, \ldots, N}\left\|\varphi_{x_{i} x_{j}}\right\|_{L^{s}\left(\mathbb{R}^{N+1}\right)}$.
The capacity $\mathrm{Cap}_{2,1, s}$ is extended to Borel sets by the usual method. Note the relation between the two capacities:

$$
C^{-1} \operatorname{Cap}_{\mathbf{G}_{2-\frac{2}{s}}^{s}, s}(E) \leq \operatorname{Cap}_{2,1, s}(E \times\{0\}) \leq C \operatorname{Cap}_{\mathbf{G}_{2-\frac{2}{s}}, s}(E)
$$

for any Borel set $E \subset \mathbb{R}^{N}$, see [35, Corollary 4.21]. In particular, for any $\omega \in \mathfrak{M}_{b}\left(\mathbb{R}^{N}\right)$ and $a \in \mathbb{R}$, the measure $\omega \otimes \delta_{\{t=a\}}$ in $\mathbb{R}^{N+1}$ is absolutely continuous with respect to the capacity $\mathrm{Cap}_{2,1, s}\left(\right.$ in $\mathbb{R}^{N+1}$ ) if and only if $\omega$ is absolutely continuous with respect to the
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capacity $\operatorname{Cap}_{\mathbf{G}_{2-\frac{2}{s}}, s}\left(\right.$ in $\left.\mathbb{R}^{N}\right)$.
From [5], the problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta u+|u|^{q-1} u=\mu \text { in } \Omega_{T}, \\
u=0 \text { on } \partial \Omega \times(0, T), \\
u(0)=\sigma,
\end{array}\right.
$$

has a solution if and only if the measures $\mu$ and $\sigma$ are absolutely continuous with respect to the capacities $\operatorname{Cap}_{2,1, q^{\prime}}$ in $\Omega_{T}$ and $\operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ in $\Omega$ respectively, where $q^{\prime}=\frac{q}{q-1}$.

In Section 5.2 we study problem (5.1.1).
For $m>1$, Chasseigne [15] has extended the results of [13] for $\mu=0$ in the new subcritical range $m<q<m+\frac{2}{N}$. The supercritical case $q \geq m+\frac{2}{N}$ with $\mu=0$ and $\sigma$ is positive is studied in [14]. He has essentially proved that if problem (5.1.1) has a solution, then $\sigma \otimes \delta_{\{t=0\}}$ is absolutely continuous with respect to the capacity $\mathrm{Cap}_{2,1, \frac{q}{q-m}, q^{\prime}}$, defined for any compact set $K \subset \mathbb{R}^{N+1}$ by
$\operatorname{Cap}_{2,1, \frac{q}{q-m}, q^{\prime}}(K)=\inf \left\{\|\varphi\|_{W_{\frac{q}{q}}^{\frac{q}{q-m}, q^{\prime}}}^{\frac{q}{q-m}}\left(\mathbb{R}^{N+1}\right): \varphi \in S\left(\mathbb{R}^{N}\right), \varphi \geq 1\right.$ in a neighborhood of $\left.E\right\}$, where

$$
\begin{aligned}
\|\varphi\|_{W_{\frac{N^{2,1}}{q-m}, q^{\prime}}\left(\mathbb{R}^{N+1}\right)}= & \|\varphi\|_{L^{\frac{q}{q-m}}\left(\mathbb{R}^{N+1}\right)}+\left\|\varphi_{t}\right\|_{L^{q^{\prime}}\left(\mathbb{R}^{N+1}\right)}+\| \| \nabla \varphi \|_{L^{\frac{q}{q-m}}\left(\mathbb{R}^{N+1}\right)} \\
& +\sum_{i, j=1,2, \ldots, N}\left\|\varphi_{x_{i} x_{j}}\right\|_{L^{\frac{q}{q-m}}\left(\mathbb{R}^{N+1}\right)} .
\end{aligned}
$$

In this Section, we first give necessary conditions on the measures $\mu$ and $\sigma$ for existence, which cover the results mentioned above.

Theorem 5.1.1 Let $q>\max (1, m)$ and $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$. If problem (5.1.1) has a very weak solution then $\mu$ and $\sigma \otimes \delta_{\{t=0\}}$ are absolutely continuous with respect to the capacity Cap $_{2,1, \frac{q}{q-m}, \frac{q}{q-1}}$.

Remark 5.1.2 It is easy to see that the capacity Cap $_{2,1, \frac{q}{q-m}, \frac{q}{q-1}}$ is absolutely continuous with respect to the capacity Cap $_{2,1, \frac{q}{q-\max \{m, 1\}}}$. Therefore $\mu$ and $\sigma \otimes \delta_{\{t=0\}}$ are absolutely continuous with respect to the capacities $C a p_{2,1, \frac{\ln }{q-\max \{m, 1\}}}$. In particular $\sigma$ is absolutely continuous with respect to the capacity $\operatorname{Cap}_{\mathbf{G}_{\frac{2 \max \{m, 1\}}{}}, \frac{q}{q-\max \{m, 1\}}}$.

The main result of this Section is the following sufficient condition for existence, where we use the notion of $R$-truncated Riesz parabolic potential $\mathbb{I}_{2}$ on $\mathbb{R}^{N+1}$ of a measure $\mu \in \mathfrak{M}_{b}^{+}\left(\Omega_{T}\right)$, defined by

$$
\mathbb{I}_{2}^{R}[\mu](x, t)=\int_{0}^{R} \frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N}} \frac{d \rho}{\rho} \text { for any }(x, t) \in \mathbb{R}^{N+1}
$$

with $R \in(0, \infty]$, and $\tilde{Q}_{\rho}(x, t)=B_{\rho}(x) \times\left(t-\rho^{2}, t+\rho^{2}\right)$.
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Theorem 5.1.3 Let $m>\frac{N-2}{N}, q>\max (1, m), \mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$.
i. If $m>1$ and $\mu$ and $\sigma$ are absolutely continuous with respect to the capacities Cap $p_{2,1, q^{\prime}}$ in $\Omega_{T}$ and $\operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ in $\Omega$, then there exists a very weak solution $u$ of (5.1.1), satisfying for a.e in $\Omega_{T}$

$$
\begin{equation*}
|u| \leq C\left(\left(\frac{|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{m_{1}}+|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)+1+\mathbb{I}_{2}^{2 d}\left[|\sigma| \otimes \delta_{\{t=0\}}+|\mu|\right]\right) \tag{5.1.3}
\end{equation*}
$$

where $C=C(N, m)>0$ and

$$
m_{1}=\frac{(N+2)(2 m N+1)}{m(m N+2)(1+2 N)}, \quad d=\operatorname{diam}(\Omega)+T^{1 / 2}
$$

ii. If $\frac{N-2}{N}<m \leq 1$, and $\mu$ and $\sigma$ are absolutely continuous with respect to the capacities
 weak solution $u$ of (5.1.1), such that for a.e in $\Omega_{T}$

$$
\begin{equation*}
|u| \leq C\left(\left(\frac{|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{m_{2}}+1+\left(\mathbb{I}_{2}^{2 d}\left[|\sigma| \otimes \delta_{\{t=0\}}+|\mu|\right]\right)^{\frac{2}{2-N(1-m)}}\right) \tag{5.1.4}
\end{equation*}
$$

where $C=C(N, m)>0$ and

$$
m_{2}=\frac{2 N(N+2)(m+1)}{(2+N m)(2-N(1-m))(2+N(1+m))}
$$

Remark 5.1.4 These estimates are not homogeneous in $u$. In particular if $\mu \equiv 0, u$ satisfies the decay estimates, for a.e. $(x, t) \in \Omega_{T}$,
i. if $m>1$,

$$
|u(x, t)| \leq C\left(\left(\frac{|\sigma|(\Omega)}{d^{N}}\right)^{m_{1}}+|\sigma|(\Omega)+1+\frac{|\sigma|(\Omega)}{N t^{N / 2}}\right)
$$

ii. if $m<1$,

$$
|u(x, t)| \leq C\left(\left(\frac{|\sigma|(\Omega)}{d^{N}}\right)^{m_{2}}+1+\left(\frac{|\sigma|(\Omega)}{N t^{N / 2}}\right)^{\frac{2}{2-N(m-1)}}\right)
$$

We also give other types of sufficient conditions for measures which are good in time, that means such that

$$
\begin{equation*}
\sigma \in L^{1}(\Omega) \quad \text { and }|\mu| \leq f+\omega \otimes F, \quad \text { where } f \in L_{+}^{1}\left(\Omega_{T}\right), F \in L_{+}^{1}((0, T)) \tag{5.1.5}
\end{equation*}
$$

see Theorem 5.2.10. The proof is based on estimates for the stationary problem in terms of elliptic Riesz potential.

In Section 5.3, we consider problem (5.1.2). Let us recall some former results about it.

For $q>p-1>0$, Pettitta, Ponce and Porretta [37] have proved that it admits a (unique renormalized) solution provided $\sigma \in L^{1}(\Omega)$ and $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ is a diffuse measure, i.e. absolutely continuous with respect to $C_{p}$-capacity in $\Omega_{T}$, defined on a compact set $K \subset \Omega_{T}$ by

$$
\begin{equation*}
C_{p}\left(K, \Omega_{T}\right)=\inf \left\{\|\varphi\|_{W}: \varphi \in C_{c}^{\infty}\left(\Omega_{T}\right), \varphi \geq 1 \text { on } K\right\}, \tag{5.1.6}
\end{equation*}
$$

where

$$
W=\left\{z: z \in L^{p}\left(0, T, W_{0}^{1, p}(\Omega) \cap L^{2}(\Omega)\right), z_{t} \in L^{p^{\prime}}\left(0, T, W^{-1, p^{\prime}}(\Omega)+L^{2}(\Omega)\right)\right\} .
$$

embedded with the norm

$$
\|z\|_{W}=\|z\|_{L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega) \cap L^{2}(\Omega)\right)}+\left\|z_{t}\right\|_{L^{p^{\prime}}\left((0, T) ; W^{-1, p^{\prime}}(\Omega)+L^{2}(\Omega)\right)} .
$$

In the recent work $[7,8]$, we have proved a stability result for the $p$-Laplace parabolic equation, see Theorem 5.3.5, for $p>\frac{2 N+1}{N+1}$. As a first consequence, in the new subcritical range

$$
q<p-1+\frac{p}{N}
$$

problem (5.1.2) admits a renormalized solution for any measures $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in$ $L^{1}(\Omega)$. Moreover, we have obtained sufficient conditions for existence, for measures that have a good behavior in time, of the form (5.1.5). It is shown that (5.1.2) has a renormalized solution if $\omega \in \mathfrak{M}_{b}^{+}(\Omega)$ is absolutely continuous with respect to $\mathrm{Cap}_{\mathbf{G}_{p}, \frac{q}{q-p+1}}$. The proof is based on estimates of [9] for the stationary problem which involve Wolff potentials.

Here we give new sufficient conditions when $p>2$. The next Theorem is our second main result :

Theorem 5.1.5 Let $q>p-1>1$ and $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$. If $\mu$ and $\sigma$ are absolutely continuous with respect to the capacities Cap $_{2,1, q^{\prime}}$ in $\Omega_{T}$ and $\operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ in $\Omega$, then there exists a distribution solution of problem (5.1.2) which satisfies the pointwise estimate

$$
\begin{equation*}
|u| \leq C\left(1+D+\left(\frac{|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)}{D^{N}}\right)^{m_{3}}+\mathbb{I}_{2}^{2 D}\left[|\sigma| \otimes \delta_{\{t=0\}}+|\mu|\right]\right) \tag{5.1.7}
\end{equation*}
$$

for a.e in $\Omega_{T}$ with $C=C(N, p)$ and

$$
\begin{equation*}
m_{3}=\frac{(N+p)(\lambda+1)(p-1)}{((p-1) N+p)(1+\lambda(p-1))}, \quad \lambda=\min \{1 /(p-1), 1 / N\}, \quad D=\operatorname{diam}(\Omega)+T^{1 / p} \tag{5.1.8}
\end{equation*}
$$

Moreover, if $\sigma \in L^{1}(\Omega), u$ is a renormalized solution.

### 5.2 Porous medium equation

For $k>0$ and $s \in \mathbb{R}$ we set $T_{k}(s)=\max \{\min \{s, k\},-k\}$. The solutions of (5.1.1) are considered in a weak sense :

Definition 5.2.1 Let $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$ and $g \in C(\mathbb{R})$.
i. A function $u$ is a weak solution of problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta\left(|u|^{m-1} u\right)+g(u)=\mu \text { in } \Omega_{T},  \tag{5.2.1}\\
u=0 \text { on } \partial \Omega \times(0, T), \\
u(0)=\sigma \text { in } \Omega .
\end{array}\right.
$$

if $u \in C\left([0, T] ; L^{2}(\Omega)\right),|u|^{m} \in L^{2}\left((0, T) ; H_{0}^{1}(\Omega)\right)$ and $g(u) \in L^{1}\left(\Omega_{T}\right)$, and for any $\varphi \in$ $C_{c}^{2,1}(\Omega \times[0, T))$,

$$
-\int_{\Omega_{T}} u \varphi_{t} d x d t+\int_{\Omega_{T}} \nabla\left(|u|^{m-1} u\right) \cdot \nabla \varphi d x d t+\int_{\Omega_{T}} g(u) \varphi d x d t=\int_{\Omega_{T}} \varphi d \mu+\int_{\Omega} \varphi(0) d \sigma .
$$

ii. A function $u$ is a very weak solution of (5.2.1) if $u \in L^{\max \{m, 1\}}\left(\Omega_{T}\right)$ and $g(u) \in$ $L^{1}\left(\Omega_{T}\right)$, and for any $\varphi \in C_{c}^{2,1}(\Omega \times[0, T))$,

$$
-\int_{\Omega_{T}} u \varphi_{t} d x d t-\int_{\Omega_{T}}|u|^{m-1} u \Delta \varphi d x d t+\int_{\Omega_{T}} g(u) \varphi d x d t=\int_{\Omega_{T}} \varphi d \mu+\int_{\Omega} \varphi(0) d \sigma .
$$

First we give a priori estimates for the problem without perturbation term :
Proposition 5.2.2 Let $u \in L^{\infty}\left(\Omega_{T}\right)$ with $|u|^{m} \in L^{2}\left((0, T) ; H_{0}^{1}(\Omega)\right)$ be a weak solution to problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta\left(|u|^{m-1} u\right)=\mu \text { in } \Omega_{T},  \tag{5.2.2}\\
u=0 \text { on } \partial \Omega \times(0, T), \\
u(0)=\sigma \text { in } \Omega,
\end{array}\right.
$$

with $\sigma \in C_{b}(\Omega)$ and $\mu \in C_{b}\left(\Omega_{T}\right)$. Then,

$$
\begin{align*}
& \|u\|_{L^{\infty}\left((0, T) ; L^{1}(\Omega)\right)} \leq|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right),  \tag{5.2.3}\\
& \|u\|_{L^{m+2 / N, \infty}\left(\Omega_{T}\right)} \leq C_{1}\left(|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)\right)^{\frac{N+2}{m N+2}},  \tag{5.2.4}\\
& \left\|\left|\nabla\left(|u|^{m-1} u\right)\right|\right\|_{L^{\frac{m N+2}{m N+1}, \infty}\left(\Omega_{T}\right)} \leq C_{2}\left(|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)\right)^{\frac{m(N+1)+1}{m N+2}}, \tag{5.2.5}
\end{align*}
$$

where $C_{1}=C_{1}(N, m), C_{2}=C_{2}(N, m)$.
Proof of Proposition 5.2.2. For any $\tau \in(0, T)$, and $k>0$ we have

$$
\int_{\Omega_{\tau}}\left(H_{k}(u)\right)_{t} d x d t+\int_{\Omega_{\tau}}\left|\nabla T_{k}\left(|u|^{m-1} u\right)\right|^{2} d x d t=\int_{\Omega_{\tau}} T_{k}\left(|u|^{m-1} u\right) d \mu(x, t),
$$

where $H(a)=\int_{0}^{a} T_{k}\left(|y|^{m-1} y\right) d y$. This leads to

$$
\begin{align*}
& \int_{\Omega_{T}}\left|\nabla T_{k}\left(|u|^{m-1} u\right)\right|^{2} d x d t \leq k\left(|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)\right) \quad \text { and }  \tag{5.2.6}\\
& \int_{\Omega}\left(H_{k}(u)\right)(\tau) d x \leq k\left(|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)\right), \forall \tau \in(0, T) .
\end{align*}
$$

Since $H_{k}(a) \geq k\left(|a|-k^{\frac{1}{m}}\right)$ for any $a$ and $k>0$, we find

$$
\int_{\Omega}\left(|u|(\tau)-k^{\frac{1}{m}}\right) d x \leq|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right), \forall \tau \in(0, T)
$$

Letting $k \rightarrow 0$, we get (5.2.3).
Next we prove (5.2.4). By the Gagliardo-Nirenberg embedding theorem, there holds

$$
\begin{aligned}
\int_{\Omega_{T}}\left|T_{k}\left(|u|^{m-1} u\right)\right|^{\frac{2(N+1)}{N}} d x d t & \leq C_{1}| | T_{k}\left(|u|^{m-1} u\right) \|_{L^{\infty}\left((0, T) ; L^{1}(\Omega)\right)}^{2 / N} \int_{\Omega_{T}}\left|\nabla T_{k}\left(|u|^{m-1} u\right)\right|^{2} d x d t \\
& \leq C_{1} k^{\frac{2(m-1)}{m N}}\|u\|_{L^{\infty}\left((0, T) ; L^{1}(\Omega)\right)}^{2 / N} \int_{\Omega_{T}}\left|\nabla T_{k}\left(|u|^{m-1} u\right)\right|^{2} d x d t
\end{aligned}
$$

Thus, from (5.2.6) and (5.2.3) we get

$$
k^{\frac{2(N+1)}{N}}\left|\left\{|u|^{m}>k\right\}\right| \leq \int_{\Omega_{T}}\left|T_{k}\left(|u|^{m-1} u\right)\right|^{\frac{2(N+1)}{N}} d x d t \leq c_{1} k^{\frac{2(m-1)}{m N}+1}\left(|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)\right)^{\frac{N+2}{N}}
$$

which implies (5.2.4). Finally, we prove (5.2.5). Thanks to (5.2.6) and (5.2.4) we have for $k, k_{0}>0$

$$
\begin{aligned}
\left|\left\{\left|\nabla\left(|u|^{m-1} u\right)\right|>k\right\}\right| & \leq \frac{1}{k^{2}} \int_{0}^{k^{2}}\left|\left\{\left|\nabla\left(|u|^{m-1} u\right)\right|>\ell\right\}\right| d \ell \\
& \leq\left|\left\{|u|^{m}>k_{0}\right\}\right|+\frac{1}{k^{2}} \int_{\Omega_{T}}\left|\nabla T_{k_{0}}\left(|u|^{m-1} u\right)\right|^{2} d x d t \\
& \leq C_{1} k_{0}^{-\frac{2}{m N}-1}\left(|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)\right)^{\frac{N+2}{N}}+k_{0} k^{-2}\left(|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)\right)
\end{aligned}
$$

Choosing $k_{0}=k^{\frac{N m}{N m+1}}\left(|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)\right)^{\frac{m}{N m+1}}$, we get (5.2.5).
Next we show the necessary conditions given at Theorem 5.1.1.
Proof of Theorem 5.1.1. As in [5, Proof of Proposition 3.1], it is enough to claim that for any compact $K \subset \Omega \times[0, T)$ such that $\mu^{-}(K)=0,\left(\sigma^{-} \otimes \delta_{\{t=0\}}\right)(K)=0$ and $\operatorname{Cap}_{2,1, \frac{q}{q-m}, q^{\prime}}(K)=0$ then $\mu^{+}(K)=0$ and $\left(\sigma^{+} \otimes \delta_{\{t=0\}}\right)(K)=0$. Let $\varepsilon>0$ and choose an open set $O$ such that $\left(|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right)(O \backslash K)<\varepsilon$ and $K \subset O \subset \Omega \times(-T, T)$. One can find a sequence $\left\{\varphi_{n}\right\} \subset C_{c}^{\infty}(O)$ which satisfies $0 \leq \varphi_{n} \leq 1,\left.\varphi_{n}\right|_{K}=1$ and $\varphi_{n} \rightarrow 0$ in $W_{\frac{q}{q-m}, q^{\prime}}^{2,1}\left(\mathbb{R}^{N+1}\right)$ and almost everywhere in $O$ (see $[5$, Proposition 2.2$]$ ). We get

$$
\begin{aligned}
\int_{\Omega_{T}} \varphi_{n} d \mu+\int_{\Omega} \varphi_{n}(0) d \sigma & =-\int_{\Omega_{T}} u\left(\varphi_{n}\right)_{t} d x d t-\int_{\Omega_{T}}|u|^{m-1} u \Delta \varphi_{n} d x d t+\int_{\Omega_{T}}|u|^{q-1} u \varphi_{n} d x d t \\
& \leq\left(\|u\|_{L^{q}\left(\Omega_{T}\right)}+\|u\|_{L^{q}\left(\Omega_{T}\right)}^{m}\right)\left\|\varphi_{n}\right\|_{\frac{W^{\frac{q}{q-m}, \frac{q}{q-1}}}{2,1}\left(\mathbb{R}^{N+1}\right)}+\int_{\Omega_{T}}|u|^{q} \varphi_{n} d x d t
\end{aligned}
$$

Note that

$$
\begin{aligned}
\int_{\Omega_{T}} \varphi_{n} d \mu+\int_{\Omega} \varphi_{n}(0) d \sigma & \geq \mu^{+}(K)+\left(\sigma^{+} \otimes \delta_{\{t=0\}}\right)(K)-\left(|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right)(O \backslash K) \\
& \geq \mu^{+}(K)+\left(\sigma^{+} \otimes \delta_{\{t=0\}}\right)(K)-\varepsilon
\end{aligned}
$$

### 5.2. POROUS MEDIUM EQUATION

This implies
$\mu^{+}(K)+\left(\sigma^{+} \otimes \delta_{\{t=0\}}\right)(K) \leq\left(\|u\|_{L^{q}\left(\Omega_{T}\right)}+\|u\|_{L^{q}\left(\Omega_{T}\right)}^{m}\right)\left\|\varphi_{n}\right\|_{W_{\frac{W^{2}}{2,1}, \frac{q}{q-m}, \frac{q}{q-1}}\left(\mathbb{R}^{N+1}\right)}+\int_{\Omega_{T}}|u|^{q} \varphi_{n} d x d t+\varepsilon$.
Letting the limit we get $\mu^{+}(K)+\left(\sigma^{+} \otimes \delta_{\{t=0\}}\right)(K) \leq \varepsilon$. Therefore, $\mu^{+}(K)=\left(\sigma^{+} \otimes\right.$ $\left.\delta_{\{t=0\}}\right)(K)=0$.

Next we look for sufficient conditions of existence . The crucial result used to establish Theorem 5.1.3 is the following a priori estimates, due to of Liskevich and Skrypnik [32] for $m \geq 1$ and Bogelein, Duzaar and Gianazza [12] for $m \leq 1$.

Theorem 5.2.3 Let $m>\frac{N-2}{N}$ and $\mu \in\left(C_{b}\left(\Omega_{T}\right)\right)^{+}$. Let $u \in L_{+}^{\infty}\left(\Omega_{T}\right)$ with $u^{m} \in L^{2}\left(0, T, H_{l o c}^{1}(\Omega)\right)$ be a weak solution to equation

$$
u_{t}-\Delta\left(u^{m}\right)=\mu \text { in } \Omega_{T} .
$$

Then there exists $C=C(N, m)$ such that, for almost all $(y, \tau) \in \Omega_{T}$ and any cylinder $\tilde{Q}_{r}(y, \tau)=B_{r}(y) \times\left(\tau-r^{2}, \tau+r^{2}\right) \subset \subset \Omega_{T}$, there holds
i. if $m>1$

$$
\begin{aligned}
u(y, \tau) \leq & C\left(\left(\frac{1}{r^{N+2}} \int_{\tilde{Q}_{r}(y, \tau)}|u|^{m+\frac{1}{2 N}} d x d t\right)^{\frac{2 N}{1+2 N}}+\|u\|_{L^{\infty}\left(\left(\tau-r^{2}, \tau+r^{2}\right) ; L^{1}\left(B_{r}(y)\right)\right)}+1\right) \\
& +C \mathbb{I}_{2}^{2 r}[\mu](y, \tau),
\end{aligned}
$$

ii. if $m \leq 1$,

$$
\begin{aligned}
u(y, \tau) \leq & C\left(\left(\frac{1}{r^{N+2}} \int_{\tilde{Q}_{r}(y, s)}|u|^{\frac{2(1+m N)}{N(1+m)}} d x d t\right)^{\frac{2 N(m+1)}{(2-N(1-m))(2+N(1+m))}}+1\right) \\
& +C\left(\mathbb{I}_{2}^{2 r}[\mu](y, \tau)\right)^{\frac{2}{2-N(1-m)}}
\end{aligned}
$$

As a consequence we get a new priori estimate for the porous medium equation :
Corollary 5.2.4 Let $m>\frac{N-2}{N}$ and $\mu \in C_{b}\left(\Omega_{T}\right)$. Let $u \in L^{\infty}\left(\Omega_{T}\right)$ with $|u|^{m} \in L^{2}\left(0, T, H_{0}^{1}(\Omega)\right)$ be the weak solution of problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta\left(|u|^{m-1} u\right)=\mu \text { in } \Omega_{T}, \\
u=0 \text { on } \partial \Omega \times(0, T), \\
u(0)=0 \text { in } \Omega .
\end{array}\right.
$$

Then there exists $C=C(N, m)$ such that, for a.e. $(y, \tau) \in \Omega_{T}$,
i. if $m>1$,

$$
\begin{equation*}
|u(y, \tau)| \leq C\left(\left(\frac{|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{m_{1}}+|\mu|\left(\Omega_{T}\right)+1+\mathbb{I}_{2}^{2 d}[|\mu|](y, \tau)\right), \tag{5.2.7}
\end{equation*}
$$

ii. if $m \leq 1$,

$$
\begin{equation*}
|u(y, \tau)| \leq C\left(\left(\frac{|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{m_{2}}+1+\left(\mathbb{I}_{2}^{2 d_{1}}[|\mu|](y, \tau)\right)^{\frac{2}{2-N(1-m)}}\right) \tag{5.2.8}
\end{equation*}
$$

where $m_{1}, m_{2}$ and $d$ are defined in Theorem 5.1.3.
Proof. Let $x_{0} \in \Omega$, and $Q=B_{2 d}\left(x_{0}\right) \times\left(-(2 d)^{2},(2 d)^{2}\right)$. Consider the function $U \in$ $\left(C_{b}(Q)\right)^{+}$, with $U^{m} \in L^{p}\left(\left(-(2 d)^{2},(2 d)^{2}\right) ; H_{0}^{1}\left(B_{2 d}\left(x_{0}\right)\right)\right)$ such that $U$ is weak solution of

$$
\left\{\begin{array}{l}
U_{t}-\Delta\left(U^{m}\right)=\chi_{\Omega_{T}}|\mu| \quad \text { in } B_{2 d}\left(x_{0}\right) \times\left(-(2 d)^{2},(2 d)^{2}\right)  \tag{5.2.9}\\
U=0 \\
U\left(-(2 d)^{2}\right)=0 \quad \text { on } \partial B_{2 d}\left(x_{0}\right) \times\left(-(2 d)^{2},(2 d)^{2}\right) \\
\text { in } B_{2 d}\left(x_{0}\right)
\end{array}\right.
$$

From Theorem 5.2.3, we get, for a.e $(y, \tau) \in \Omega_{T}$,

$$
\begin{aligned}
U(y, \tau) \leq & c_{1}\left(\left(\frac{1}{d^{N+2}} \int_{\tilde{Q}_{d}(y, \tau)}|U|^{m+\frac{1}{2 N}} d x d t\right)^{\frac{2 N}{1+2 N}}+\|U\|_{L^{\infty}\left(\left(\tau-d^{2}, \tau+d^{2}\right) ; L^{1}\left(B_{d}(y)\right)\right)}+1\right) \\
& +c_{1} \mathbb{I}_{2}^{2 d}[|\mu|](y, \tau)
\end{aligned}
$$

if $m>1$ and

$$
\begin{aligned}
U(y, \tau) & \leq c_{1}\left(\left(\frac{1}{d^{N+2}} \int_{\tilde{Q}_{d}(y, s)}|u|^{\frac{2(1+m N)}{N(1+m)}} d x d t\right)^{\frac{2 N(m+1)}{(2-N(1-m))(2+N(1+m))}}+1\right) \\
& +c_{1}\left(\mathbb{I}_{2}^{2 r}[\mu](y, \tau)\right)^{\frac{2}{2-N(1-m)}}
\end{aligned}
$$

if $m \leq 1$. By Proposition 5.2.2, we have

$$
\begin{aligned}
& \|U\|_{L^{\infty}\left(\left(\tau-d^{2}, \tau+d^{2}\right) ; L^{1}\left(B_{d}(y)\right)\right)} \leq|\mu|\left(\Omega_{T}\right) \\
& |\{|U|>\ell\}| \leq c_{2}\left(|\mu|\left(\Omega_{T}\right)\right)^{\frac{2+N}{N}} \ell^{-\frac{2}{N}-m} \quad \forall \ell>0
\end{aligned}
$$

Thus, for any $\ell_{0}>0$,

$$
\begin{aligned}
& \int_{Q} U^{m+\frac{1}{2 N}} d x d t=\left(m+\frac{1}{2 N}\right) \int_{0}^{\infty} \ell^{m+\frac{1}{2 N}-1}|\{U>\ell\}| d \ell \\
& \quad=\left(m+\frac{1}{2 N}\right) \int_{0}^{\ell_{0}} \ell^{m+\frac{1}{2 N}-1}|\{U>\ell\}| d \ell+\left(m+\frac{1}{2 N}\right) \int_{\ell_{0}}^{\infty} \ell^{m+\frac{1}{2 N}-1}|\{U>\ell\}| d \ell \\
& \quad \leq c_{3} d^{N+2} \ell_{0}^{m+\frac{1}{2 N}}+c_{4} \ell_{0}^{\frac{1}{2 N}-\frac{2}{N}}\left(|\mu|\left(\Omega_{T}\right)\right)^{\frac{2+N}{N}}
\end{aligned}
$$

Choosing $\ell_{0}=\left(\frac{|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{\frac{N+2}{m N+2}}$, we get

$$
\int_{Q} U^{(\lambda+1)(p-1)} d x d t \leq c_{5} d^{N+2}\left(\frac{|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{\frac{(N+2)(2 m N+1)}{2 m N(m N+2)}}
$$

Thus, for a.e $(y, \tau) \in \Omega_{T}$,

$$
U(y, \tau) \leq c_{6}\left(\left(\frac{|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{m_{1}}+|\mu|\left(\Omega_{T}\right)+1+\mathbb{I}_{2}^{2 d}[|\mu|](y, \tau)\right)
$$

if $m>1$. Similarly, we also obtain for a.e $(y, \tau) \in \Omega_{T}$,

$$
U(y, \tau) \leq c_{7}\left(\left(\frac{|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{m_{2}}+1+\left(\mathbb{I}_{2}^{2 d_{1}}[|\mu|](y, \tau)\right)^{\frac{2}{2-N(1-m)}}\right)
$$

if $m \leq 1$. By the comparison principle we get $|u| \leq U$ in $\Omega_{T}$, and (5.2.7)-(5.2.8) follow.
Lemma 5.2.5 Let $g \in C_{b}(\mathbb{R})$ be nondecreasing with $g(0)=0$, and $\mu \in C_{b}\left(\Omega_{T}\right)$. There exists a weak solution $u \in L^{\infty}\left(\Omega_{T}\right)$ with $|u|^{m} \in L^{2}\left(0, T, H_{0}^{1}(\Omega)\right)$ of problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta\left(|u|^{m-1} u\right)+g(u)=\mu \text { in } \Omega_{T},  \tag{5.2.10}\\
u=0 \text { on } \partial \Omega \times(0, T), \\
u(0)=0 \text { in } \Omega .
\end{array}\right.
$$

Moreover, the comparison principle holds for these solutions: if $u_{1}, u_{2}$ are weak solutions of (5.2.10) when $(\mu, g)$ is replaced by $\left(\mu_{1}, g_{1}\right)$ and $\left(\mu_{2}, g_{2}\right)$, where $\mu_{1}, \mu_{2} \in C_{b}\left(\Omega_{T}\right)$ with $\mu_{1} \geq \mu_{2}$ and $g_{1}, g_{2}$ have the same properties as $g$ with $g_{1} \leq g_{2}$ in $\mathbb{R}$ then $u_{1} \geq u_{2}$ in $\Omega_{T}$.
Proof of Lemma 5.2.5. Set $a_{n}(s)=m|s|^{m-1}$ if $1 / n \leq|s| \leq n$ and $a_{n}(s)=m n^{m-1}$ if $|s| \geq n, a_{n}(s)=m(1 / n)^{m-1}$ if $|s| \leq 1 / n$. Also $A_{n}(\tau)=\overline{\int_{0}^{\tau}} a_{n}(s) d s$. Then one can find $u_{n}$ being a weak solution to the following equation

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\operatorname{div}\left(a_{n}\left(u_{n}\right) \nabla u_{n}\right)+g\left(u_{n}\right)=\mu \text { in } \Omega_{T},  \tag{5.2.11}\\
u_{n}=0 \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=0 \text { in } \Omega .
\end{array}\right.
$$

It is easy to see that $\left|u_{n}(x, t)\right| \leq t| | \mu \|_{L^{\infty}\left(\Omega_{T}\right)}$ for all $(x, t) \in \Omega_{T}$. Thus, choosing $A_{n}\left(u_{n}\right)$ as a test function, we obtain

$$
\begin{equation*}
\int_{\Omega_{T}}\left|\nabla A_{n}\left(u_{n}\right)\right|^{2} d x d t \leq C_{1}\left(T,\|\mu\|_{L^{\infty}\left(\Omega_{T}\right)}\right) \tag{5.2.12}
\end{equation*}
$$

Now set $\Phi_{n}(\tau)=\int_{0}^{\tau}\left|A_{n}(s)\right| d s$. Choosing $\left|A_{n}\left(u_{n}\right)\right| \varphi$ as a test function in (5.2.11), where $\varphi \in C_{c}^{2,1}\left(\Omega_{T}\right)$, we get the relation in $\mathcal{D}^{\prime}\left(\Omega_{T}\right)$ :

$$
\left(\Phi_{n}\left(u_{n}\right)\right)_{t}-\operatorname{div}\left(\left|A_{n}\left(u_{n}\right)\right| \nabla A_{n}\left(u_{n}\right)\right)+\nabla A_{n}\left(u_{n}\right) \cdot \nabla\left|A_{n}\left(u_{n}\right)\right|+\left|A_{n}\left(u_{n}\right)\right| g\left(u_{n}\right)=\left|A_{n}\left(u_{n}\right)\right| \mu .
$$

Hence,

$$
\begin{aligned}
\left\|\left(\Phi_{n}\left(u_{n}\right)\right)_{t}\right\|_{L^{1}\left(\Omega_{T}\right)+L^{2}\left((0, T) ; H^{-1}(\Omega)\right)} \leq & \left\|A_{n}\left(u_{n}\right) \nabla A_{n}\left(u_{n}\right)\right\|_{L^{2}\left(\Omega_{T}\right)}+\left\|\nabla A_{n}\left(u_{n}\right)\right\| \|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
& +\left\|A_{n}\left(u_{n}\right) g\left(u_{n}\right)\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|A_{n}\left(u_{n}\right) \mu\right\|_{L^{1}\left(\Omega_{T}\right)} .
\end{aligned}
$$

Combining this with (5.2.12) and the estimate $\left|A_{n}\left(u_{n}\right)\right| \leq C_{2}\left(T,\|\mu\|_{L^{\infty}(\Omega)}\right)$, we deduce that

$$
\sup _{n}\left\|\left(\Phi_{n}\left(u_{n}\right)\right)_{t}\right\|_{L^{1}\left(\Omega_{T}\right)+L^{2}\left(0, T, H^{-1}(\Omega)\right)}<\infty .
$$

On the other hand, since $\left|A_{n}\left(u_{n}\right)\right| \leq\left|u_{n}\right| a_{n}\left(u_{n}\right) \leq\left. T| | \mu\right|_{L^{\infty}(\Omega)} a_{n}\left(u_{n}\right)$, there holds

$$
\begin{aligned}
\int_{\Omega_{T}}\left|\nabla \Phi_{n}\left(u_{n}\right)\right|^{2} d x d t & =\int_{\Omega_{T}}\left|A_{n}\left(u_{n}\right)\right|^{2}\left|\nabla u_{n}\right|^{2} d x d t \leq T^{2}\|\mu\|_{L^{\infty}(\Omega)}^{2} \int_{\Omega_{T}}\left|a_{n}\left(u_{n}\right)\right|^{2}\left|\nabla u_{n}\right|^{2} d x d t \\
& \leq T^{2}\|\mu\|_{L^{\infty}(\Omega)}^{2} \int_{\Omega_{T}}\left|\nabla A_{n}\left(u_{n}\right)\right|^{2} d x d t \leq C_{3}\left(T,\|\mu\|_{L^{\infty}(\Omega)}\right) .
\end{aligned}
$$

Therefore, $\Phi_{n}\left(u_{n}\right)$ is relatively compact in $L^{1}\left(\Omega_{T}\right)$. Note that
$\Phi_{n}(s)=\left\{\begin{array}{l}\frac{m}{2}\left(\frac{1}{n}\right)^{m}|s|^{2} \operatorname{sign}(s) \quad \text { if }|s| \leq \frac{1}{n} \\ (m-1)\left(\frac{1}{n}\right)^{m}\left(|s|-\frac{1}{n}\right) \operatorname{sign}(s)+\frac{1}{m+1}\left(|s|^{m+1}-\left(\frac{1}{n}\right)^{m+1}\right) \operatorname{sign}(s) \quad \text { if } \frac{1}{n} \leq|s| \leq n .\end{array}\right.$
So, for every $n_{1}, n_{2} \geq n$ and $\left|s_{1}\right|,\left|s_{2}\right| \leq T\|\mu\|_{L^{\infty}(\Omega)}$,

$$
\frac{1}{m+1}\left|\left|s_{1}\right|^{m} s_{1}-\left|s_{2}\right|^{m} s_{2}\right| \leq C_{4}\left(m, T\|\mu\|_{L^{\infty}(\Omega)}\right)\left(\frac{1}{n}\right)^{m}+\left|\Phi_{n_{1}}\left(s_{1}\right)-\Phi_{n_{2}}\left(s_{2}\right)\right| .
$$

Hence, for any $\varepsilon>0$,

$$
\left|\left\{\frac{1}{m+1}\left|\left|u_{n_{1}}\right|^{m} u_{n_{1}}-\left|u_{n_{2}}\right|^{m} u_{n_{2}}\right|>2 \varepsilon\right\}\right| \leq\left|\left\{\left|\Phi_{n_{1}}\left(u_{n_{1}}\right)-\Phi_{n_{2}}\left(u_{n_{2}}\right)\right|>\varepsilon\right\}\right|,
$$

for all $n_{1}, n_{2} \geq\left(C_{4}\left(m, T\|\mu\|_{L^{\infty}(\Omega)}\right) / \varepsilon\right)^{1 / m}$. Thus, up to a subsequence $\left\{u_{n}\right\}$ converges a.e in $\Omega_{T}$ to a function $u$. From (5.2.11) we can write

$$
-\int_{\Omega_{T}} u_{n} \varphi_{t} d x d t-\int_{\Omega_{T}} A_{n}\left(u_{n}\right) \Delta \varphi d x d t+\int_{\Omega_{T}} g\left(u_{n}\right) \varphi d x d t=\int_{\Omega_{T}} \varphi d \mu
$$

for any $\varphi \in C_{c}^{2,1}\left(\Omega_{T}\right)$. Thanks to the dominated convergence Theorem we deduce that

$$
-\int_{\Omega_{T}} u \varphi_{t} d x d t-\int_{\Omega_{T}}|u|^{m-1} u \Delta \varphi d x d t+\int_{\Omega_{T}} g(u) \varphi d x d t=\int_{\Omega_{T}} \varphi d \mu .
$$

By Fatou's lemma and (5.2.12) we also get $|u|^{m} \in L^{2}\left((0, T) ; H_{0}^{1}(\Omega)\right)$.
Furthermore, by the classic maximum principle, see [30, Theorem 9.7], if $\left\{\tilde{u}_{n}\right\}$ is a sequence of solutions to equations (5.2.11) where $(g, \mu)$ is replaced by $(h, \nu)$ such that $\nu \in C_{b}\left(\Omega_{T}\right)$ with $\nu \geq \mu$ and $h$ has the same properties as $g$ satisfying $h \leq g$ in $\mathbb{R}$, then, $u_{n} \leq \tilde{u}_{n}$. As $n \rightarrow \infty$, we get $u \leq \tilde{u}$. This achieves the proof.

Lemma 5.2.6 Let $m>\frac{N-2}{N}$ and $g: \mathbb{R} \rightarrow \mathbb{R}$ be a nondecreasing function, such that $g \in C_{b}(\mathbb{R}), g(0)=0$, and let $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$. There exists a very weak solution $u$ of equation (5.2.10) which satisfies (5.2.7)-(5.2.8) and

$$
\begin{equation*}
\int_{\Omega_{T}}|g(u)| d x d t \leq|\mu|\left(\Omega_{T}\right), \quad\|u\|_{L^{m+2 / N, \infty}\left(\Omega_{T}\right)} \leq C\left(|\mu|\left(\Omega_{T}\right)\right)^{\frac{N+2}{m N+2}} . \tag{5.2.13}
\end{equation*}
$$

where $C=C(m, N)>0$. Moreover, the comparison principle holds for these solutions : if $u_{1}, u_{2}$ are very weak solutions of (5.2.10) when $(\mu, g)$ is replaced by $\left(\mu_{1}, g_{1}\right)$ and $\left(\mu_{2}, g_{2}\right)$, where $\mu_{1}, \mu_{2} \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ with $\mu_{1} \geq \mu_{2}$ and $g_{1}, g_{2}$ have the same properties as $g$ with $g_{1} \leq g_{2}$ in $\mathbb{R}$ then $u_{1} \geq u_{2}$ in $\Omega_{T}$.

Proof. Let $\left\{\mu_{n}\right\}$ be a sequence in $C_{c}^{\infty}\left(\Omega_{T}\right)$ converging to $\mu$ in $\mathfrak{M}_{b}\left(\Omega_{T}\right)$, such that $\left|\mu_{n}\right| \leq \varphi_{n} *|\mu|$ and $\left|\mu_{n}\right|\left(\Omega_{T}\right) \leq|\mu|\left(\Omega_{T}\right)$ for any $n \in \mathbb{N}$ where $\left\{\varphi_{n}\right\}$ is a sequence of mollifiers in $\mathbb{R}^{N+1}$. By Lemma 5.2 .5 and corollary 5.2 .4 there exists a very weak solution $u_{n}$ of problem

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\Delta\left(\left|u_{n}\right|^{m-1} u_{n}\right)+g\left(u_{n}\right)=\mu_{n} \text { in } \Omega_{T} \\
u_{n}=0 \text { on } \partial \Omega \times(0, T) \\
u_{n}(0)=0 \quad \text { in } \Omega
\end{array}\right.
$$

which satisfies for a.e $(y, \tau) \in \Omega_{T}$,

$$
\begin{aligned}
& \left|u_{n}(y, \tau)\right| \leq c_{1}\left(\left(\frac{|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{m_{1}}+|\mu|\left(\Omega_{T}\right)+1+\varphi_{n} * \mathbb{I}_{2}^{2 d}[|\mu|](y, \tau)\right) \quad \text { if } m>1 \\
& \left|u_{n}(y, \tau)\right| \leq c_{1}\left(\left(\frac{|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{m_{2}}+1+\left(\varphi_{n} * \mathbb{I}_{2}^{2 d_{1}}[|\mu|](y, \tau)\right)^{\frac{2}{2-N(1-m)}}\right) \quad \text { if } m \leq 1
\end{aligned}
$$

and

$$
\int_{\Omega_{T}}\left|g\left(u_{n}\right)\right| d x d t \leq|\mu|\left(\Omega_{T}\right)
$$

Furthermore, by (5.2.4) in Proposition 5.2.2 and (5.2.6) in the proof of Proposition 5.2.2.

$$
\begin{align*}
& \int_{\Omega_{T}}\left|\nabla T_{k}\left(\left|u_{n}\right|^{m-1} u_{n}\right)\right|^{2} d x d t \leq k|\mu|\left(\Omega_{T}\right), \quad \forall k>0  \tag{5.2.14}\\
& \left|\left\{\left|u_{n}\right|>\ell\right\}\right| \leq c_{2} \ell^{-\frac{2}{N}-m}|\mu|\left(\Omega_{T}\right)^{\frac{N+2}{N}}, \quad \forall \ell>0 \tag{5.2.15}
\end{align*}
$$

For $l>0$, we consider $S_{l} \in C_{c}^{2}(\mathbb{R})$ such that

$$
S_{l}(a)=|a|^{m} a, \quad \text { for }|a| \leq l, \quad \text { and } \quad S_{l}(a)=(2 l)^{m+1} \operatorname{sign}(a), \quad \text { for }|a| \geq 2 l
$$

Then we find the relation in $\mathcal{D}^{\prime}\left(\Omega_{T}\right)$ :
$\left(S_{l}\left(u_{n}\right)\right)_{t}-\operatorname{div}\left(S_{l}^{\prime}\left(u_{n}\right) \nabla\left(\left|u_{n}\right|^{m-1} u_{n}\right)\right)+m\left|u_{n}\right|^{m-1}\left|\nabla u_{n}\right|^{2} S_{l}^{\prime \prime}\left(u_{n}\right)+g\left(u_{n}\right) S_{l}^{\prime}\left(u_{n}\right)=S_{l}^{\prime}\left(u_{n}\right) \mu_{n}$.
It leads to

$$
\begin{aligned}
& \left\|\left(S_{l}\left(u_{n}\right)\right)_{t}\right\|_{L^{1}\left(\Omega_{T}\right)+L^{2}\left(0, T, H^{-1}(\Omega)\right)} \leq\left\|S_{l}^{\prime}\left(u_{n}\right) \nabla\left(\left|u_{n}\right|^{m-1} u_{n}\right)\right\|_{L^{2}\left(\Omega_{T}\right)} \\
& \quad+m\left|\left\|\left.u_{n}\right|^{m-1}\left|\nabla u_{n}\right|^{2} S_{l}^{\prime \prime}\left(u_{n}\right)\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|g\left(u_{n}\right) S_{l}^{\prime}\left(u_{n}\right)\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|S_{l}^{\prime}\left(u_{n}\right) \mu_{n}\right\|_{L^{1}\left(\Omega_{T}\right)}\right.
\end{aligned}
$$

Since $\left|S_{l}^{\prime}\left(u_{n}\right)\right| \leq c_{3} \chi_{[-2 l, 2 l]}\left(u_{n}\right)$ and $\left|S_{l}^{\prime \prime}\left(u_{n}\right)\right| \leq c_{4}\left|u_{n}\right|^{m-1} \chi_{[-2 l, 2 l]}\left(u_{n}\right)$, we obtain

$$
\begin{aligned}
& \left\|\left(S_{l}\left(u_{n}\right)\right)_{t}\right\|_{L^{1}\left(\Omega_{T}\right)+L^{2}\left(0, T, H^{-1}(\Omega)\right)} \\
& \quad \leq c_{5}\left(\left\|\nabla T_{(2 l)^{m}}\left(\left|u_{n}\right|^{m-1} u_{n}\right)\right\|_{L^{2}\left(\Omega_{T}\right)}+\|g\|_{L^{\infty}(\mathbb{R})}\left|\Omega_{T}\right|+\left|\mu_{n}\right|\left(\Omega_{T}\right)\right)
\end{aligned}
$$

So from (5.2.14) we deduce that $\left\{\left(S_{l}\left(u_{n}\right)\right)_{t}\right\}$ is bounded in $L^{1}\left(\Omega_{T}\right)+L^{2}\left((0, T) ; H^{-1}(\Omega)\right)$ and for any $n \in \mathbb{N}$,

$$
\left\|\left(S_{l}\left(u_{n}\right)\right)_{t}\right\|_{L^{1}\left(\Omega_{T}\right)+L^{2}\left((0, T) ; H^{-1}(\Omega)\right)} \leq c_{5}\left((2 l)^{m / 2}\left(|\mu|\left(\Omega_{T}\right)\right)^{1 / 2}+\|g\|_{L^{\infty}(\mathbb{R})}\left|\Omega_{T}\right|+|\mu|\left(\Omega_{T}\right)\right)
$$

Moreover, $\left\{S_{l}\left(u_{n}\right)\right\}$ is bounded in $L^{2}\left(0, T, H_{0}^{1}(\Omega)\right)$. Hence, $\left\{S_{l}\left(u_{n}\right)\right\}$ is relatively compact in $L^{1}\left(\Omega_{T}\right)$ for any $l>0$. Thanks to (5.2.15) we find

$$
\begin{aligned}
\left|\left\{\left|\left|u_{n_{1}}\right|^{m} u_{n_{1}}-\left|u_{n_{1}}\right|^{m} u_{n_{1}}\right|>\ell\right\}\right| & \leq\left|\left\{\left|u_{n_{1}}\right|>l\right\}\right|+\left|\left\{\left|u_{n_{2}}\right|>l\right\}\right|+\left|\left\{\left|S_{l}\left(u_{n_{1}}\right)-S_{l}\left(u_{n_{2}}\right)\right|>\ell\right\}\right| \\
& \leq 2 c_{2} l^{-\frac{2}{N}-m}|\mu|\left(\Omega_{T}\right)^{\frac{N+2}{N}}+\left|\left\{\left|S_{l}\left(u_{n_{1}}\right)-S_{l}\left(u_{n_{2}}\right)\right|>\ell\right\}\right| .
\end{aligned}
$$

Thus, up to a subsequence $\left\{u_{n}\right\}$ converges a.e in $\Omega_{T}$ to a function $u$. Consequently, $u$ is a very weak solution of equation (5.2.10) and satisfies (5.2.13) and (5.2.7)-(5.2.8). The other conclusions follow in the same way.

Remark 5.2.7 If $\operatorname{supp}(\mu) \subset \bar{\Omega} \times[a, T]$ for $a>0$, then the solution $u$ in Lemma 5.2. 6 satisfies $u=0$ in $\Omega \times[0, a)$.

Now we recall the important property of Radon measures which was proved in [6] and [35].
Proposition 5.2.8 Let $s>1$ and $\mu \in \mathfrak{M}_{b}^{+}\left(\Omega_{T}\right)$. If $\mu$ is absolutely continuous with respect to Cap $_{2,1, s^{\prime}}$ in $\Omega_{T}$, there exists a nondecreasing sequence $\left\{\mu_{n}\right\} \subset \mathfrak{M}_{b}^{+}\left(\Omega_{T}\right)$, with compact support in $\Omega_{T}$ which converges to $\mu$ weakly in $\mathfrak{M}_{b}\left(\Omega_{T}\right)$ and satisfies $\mathbb{I}_{2}^{R}\left[\mu_{n}\right] \in L^{s}\left(\mathbb{R}^{N+1}\right)$ for all $R>0$.

Next we prove Theorem 5.1.3 in several steps of approximation :
Proof of Theorem 5.1.3. First suppose $m>1$. Assume that $\mu, \sigma$ are absolutely continuous with respect to the capacities $\operatorname{Cap}_{2,1, q^{\prime}}$ in $\Omega_{T}$ and $\operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ in $\Omega$. Then $\sigma^{+} \otimes \delta_{\{t=0\}}+$ $\mu^{+}, \sigma^{-} \otimes \delta_{\{t=0\}}+\mu^{-}$are absolutely continuous with respect to the capacities $\operatorname{Cap}_{2,1, q^{\prime}}$ in $\Omega \times(-T, T)$. Applying Proposition 5.2 .8 to $\sigma^{+} \otimes \delta_{\{t=0\}}+\mu^{+}, \sigma^{-} \otimes \delta_{\{t=0\}}+\mu^{-}$, there exist two nondecreasing sequences $\left\{v_{1, n}\right\}$ and $\left\{v_{2, n}\right\}$ of positive bounded measures with compact support in $\Omega \times(-T, T)$ which converge respectively to $\sigma^{+} \otimes \delta_{\{t=0\}}+\mu^{+}$and $\sigma^{-} \otimes \delta_{\{t=0\}}+\mu^{-}$ in $\mathfrak{M}_{b}(\Omega \times(-T, T))$ and such that $\mathbb{I}_{2}^{2 d}\left[v_{1, n}\right], \mathbb{I}_{2}^{2 d}\left[v_{2, n}\right] \in L^{q}(\Omega \times(-T, T))$ for all $n \in \mathbb{N}$. By Lemma 5.2.6, there exists a sequence $\left\{u_{\left.n_{1}, n_{2}, k_{1}, k_{2}\right\}}\right.$ of of weak solution of the problems

$$
\left\{\begin{array}{l}
\left(u_{n_{1}, n_{2}, k_{1}, k_{2}}\right)_{t}-\Delta\left(\left|u_{n_{1}, n_{2}, k_{1}, k_{2}}\right|^{m-1} u_{n_{1}, n_{2}, k_{1}, k_{2}}\right)+T_{k_{1}}\left(\left(u_{n_{1}, n_{2}, k_{1}, k_{2}}^{+}\right)^{q}\right) \\
\quad-T_{k_{2}}\left(\left(u_{n_{1}, n_{2}, k_{1}, k_{2}}^{-}\right)^{q}\right)=v_{1, n_{1}}-v_{2, n_{2}} \text { in } \Omega \times(-T, T) \\
u_{n_{1}, n_{2}, k_{1}, k_{2}}=0 \text { on } \partial \Omega \times(-T, T) \\
u_{n_{1}, n_{2}, k_{1}, k_{2}}(-T)=0 \quad \text { in } \Omega
\end{array}\right.
$$

which satisfy

$$
\begin{equation*}
\left|u_{n_{1}, n_{2}, k_{1}, k_{2}}\right| \leq C\left(\left(\frac{|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)}{d^{N}}\right)^{m_{1}}+|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)+1+\mathbb{I}_{2}^{2 d}\left[v_{1, n_{1}}+v_{2, n_{2}}\right]\right) \tag{5.2.16}
\end{equation*}
$$

and

$$
\int_{\Omega_{T}} T_{k_{1}}\left(\left(u_{n_{1}, n_{2}, k_{1}, k_{2}}^{+}\right)^{q}\right) d x d t+\int_{\Omega_{T}} T_{k_{2}}\left(\left(u_{n_{1}, n_{2}, k_{1}, k_{2}}^{-}\right)^{q}\right) d x d t \leq|\mu|\left(\Omega_{T}\right)
$$

Moreover, for any $n_{1} \in \mathbb{N}, k_{2}>0,\left\{u_{n_{1}, n_{2}, k_{1}, k_{2}}\right\}_{n_{2}, k_{1}}$ is nonincreasing and for any $n_{2} \in$ $\mathbb{N}, k_{1}>0,\left\{u_{n_{1}, n_{2}, k_{1}, k_{2}}\right\}_{n_{1}, k_{2}}$ is nondecreasing. Therefore, thanks to the fact that $\mathbb{I}_{2}^{2 d}\left[v_{1, n}\right]$,
$\mathbb{I}_{2}^{2 d}\left[v_{2, n}\right] \in L^{q}(\Omega \times(-T, T))$ and from (5.2.16) and the dominated convergence Theorem, we deduce that $u_{n_{1}, n_{2}}=\lim _{k_{1} \rightarrow \infty} \lim _{k_{2} \rightarrow \infty} u_{n_{1}, n_{2}, k_{1}, k_{2}}$ is a very weak solution of

$$
\left\{\begin{array}{l}
\left(u_{n_{1}, n_{2}}\right)_{t}-\Delta\left(\left|u_{n_{1}, n_{2}}\right|^{m-1} u_{n_{1}, n_{2}}\right)+\left|u_{n_{1}, n_{2}}\right|^{q-1} u_{n_{1}, n_{2}}=v_{1, n_{1}}-v_{2, n_{2}} \quad \text { in } \Omega \times(-T, T) \\
u_{n_{1}, n_{2}}=0 \text { on } \partial \Omega \times(-T, T) \\
u_{n_{1}, n_{2}}(-T)=0 \quad \text { in } \Omega
\end{array}\right.
$$

And (5.2.16) is true when $u_{n_{1}, n_{2}, k_{1}, k_{2}}$ is replaced by $u_{n_{1}, n_{2}}$. Note that $\left\{u_{n_{1}, n_{2}}\right\}_{n_{2}}$ is nonincreasing, $\left\{u_{n_{1}, n_{2}}\right\}_{n_{1}}$ is non-decreasing and

$$
\int_{\Omega_{T}}\left|u_{n_{1}, n_{2}}\right|^{q} d x d t \leq|\mu|\left(\Omega_{T}\right) \quad \forall n_{1}, n_{2} \in \mathbb{N}
$$

From the monotone convergence Theorem we obtain that $u=\lim _{n_{2} \rightarrow \infty} \lim _{n_{1} \rightarrow \infty} u_{n_{1}, n_{2}}$ is a very weak solution of

$$
\left\{\begin{array}{l}
u_{t}-\Delta\left(|u|^{m-1} u\right)+|u|^{q-1} u=\sigma \otimes \delta_{\{t=0\}}+\chi_{\Omega_{T}} \mu \text { in } \Omega \times(-T, T) \\
u=0 \text { on } \partial \Omega \times(-T, T) \\
u(-T)=0 \text { in } \Omega
\end{array}\right.
$$

which $u=0$ in $\Omega \times(-T, 0)$ and $u$ satisfies (5.1.3). Clearly, $u$ is a very weak solution of equation (5.1.1).
Next suppose $m \leq 1$. The proof is similar, with the new capacitary assumptions and (5.1.3) is replaced by (5.1.4).

We also obtain the subcritical case.
Theorem 5.2.9 Let $m>\frac{N-2}{N}$ and $0<q<m+\frac{2}{N}$. Then problem (5.1.1) has a very weak solution for any $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\sigma \in \mathfrak{M}_{b}(\Omega)$.

Proof. As the proof of Theorem 5.1.3, we can reduce to the case $\sigma=0$. By Lemma 5.2.6, there exists a very weak solution $u_{k_{1}, k_{2}}$ of

$$
\left\{\begin{array}{l}
\left(u_{k_{1}, k_{2}}\right)_{t}-\Delta\left(\left|u_{k_{1}, k_{2}}\right|^{m-1} u_{k_{1}, k_{2}}\right)+T_{k_{1}}\left(\left(u_{k_{1}, k_{2}}^{+}\right)^{q}\right)-T_{k_{2}}\left(\left(u_{k_{1}, k_{2}}^{-}\right)^{q}\right)=\mu \text { in } \Omega_{T} \\
u_{n}=0 \text { on } \partial \Omega \times(0, T) \\
u_{n}(0)=0 \quad \text { in } \Omega
\end{array}\right.
$$

such that $\left\{u_{k_{1}, k_{2}}\right\}_{k_{1}}$ and $\left\{u_{k_{1}, k_{2}}\right\}_{k_{2}}$ are monotone sequences and

$$
\|\left. u_{k_{1}, k_{2}}\right|_{L^{m+2 / N, \infty}\left(\Omega_{T}\right)} \leq C\left(|\mu|\left(\Omega_{T}\right)\right)^{\frac{N+2}{m N+2}}
$$

In particular, $\left\{u_{k_{1}, k_{2}}\right\}$ is a uniformly bounded in $L^{s}\left(\Omega_{T}\right)$ for any $0<s<m+\frac{2}{N}$.
Therefore, we get that $u=\lim _{k_{2} \rightarrow \infty} \lim _{k_{1} \rightarrow \infty} u_{k_{1}, k_{2}}$ is a very weak solution of (5.1.1).
Next, from an idea of [8, Theorem 2.3], we obtain an existence result for measures which present a good behaviour in time :

Theorem 5.2.10 Let $m>\frac{N-2}{N}, q>\max (1, m)$ and $f \in L^{1}\left(\Omega_{T}\right), \mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$, such that

$$
|\mu| \leq \omega \otimes F \quad \text { for some } \omega \in \mathfrak{M}_{b}^{+}(\Omega) \text { and } F \in L_{+}^{1}((0, T))
$$

If $\omega$ is absolutely continuous with respect to the capacity $\operatorname{Cap}_{\mathbf{G}_{2}, \frac{q}{q-m}}$ in $\Omega$, then there exists a very weak solution to problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta\left(|u|^{m-1} u\right)+|u|^{q-1} u=f+\mu \text { in } \Omega_{T}  \tag{5.2.17}\\
u=0 \text { on } \partial \Omega \times(0, T) \\
u(0)=0
\end{array}\right.
$$

Proof. For $R \in(0, \infty]$, we define the $R$-truncated Riesz elliptic potential of a measure $\nu \in \mathfrak{M}_{b}^{+}(\Omega)$ by

$$
\mathbf{I}_{2}^{R}[\nu](x)=\int_{0}^{R} \frac{\nu\left(B_{\rho}(x)\right)}{\rho^{N-2}} \frac{d \rho}{\rho} \quad \forall x \in \Omega
$$

By [9, Theorem 2.6],there exists a nondecreasing sequence $\left\{\omega_{n}\right\} \subset \mathfrak{M}_{b}^{+}(\Omega)$ with compact support in $\Omega$ which converges to $\omega$ in $\mathfrak{M}_{b}(\Omega)$ and such that $\mathbf{I}_{2}^{2 \operatorname{diam}(\Omega)}\left[\omega_{n}\right] \in L^{q / m}(\Omega)$ for any $n \in \mathbb{N}$. We can write

$$
f+\mu=\mu_{1}-\mu_{2}, \quad \mu_{1}=f^{+}+\mu^{+}, \quad \mu_{2}=f^{-}+\mu^{-}
$$

and $\mu^{+}, \mu^{-} \leq \omega \otimes F$. We set

$$
\mu_{1, n}=T_{n}\left(f^{+}\right)+\inf \left\{\mu^{+}, \omega_{n} \otimes T_{n}(F)\right\}, \quad \mu_{2, n}=T_{n}\left(f^{-}\right)+\inf \left\{\mu^{-}, \omega_{n} \otimes T_{n}(F)\right\}
$$

Then $\left\{\mu_{1, n}\right\},\left\{\mu_{2, n}\right\}$ are nondecreasing sequences converging to $\mu_{1}, \mu_{2}$ respectively in $\mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\mu_{1, n}, \mu_{2, n} \leq \tilde{\omega}_{n} \otimes \chi_{(0, T)}$, with $\tilde{\omega}_{n}=n\left(\chi_{\Omega}+\omega_{n}\right)$ and $\mathbf{I}_{2}^{2 \operatorname{diam}(\Omega)}\left[\tilde{\omega}_{n}\right] \in L^{q / m}(\Omega)$. As in the proof of Theorem 5.1.3, there exists a sequence of weak solution $\left\{u_{n_{1}, n_{2}, k_{1}, k_{2}}\right\}$ of equations

$$
\left\{\begin{array}{l}
\left(u_{n_{1}, n_{2}, k_{1}, k_{2}}\right)_{t}-\Delta\left(\left|u_{n_{1}, n_{2}, k_{1}, k_{2}}\right|^{m-1} u_{n_{1}, n_{2}, k_{1}, k_{2}}\right)+T_{k_{1}}\left(\left(u_{n_{1}, n_{2}, k_{1}, k_{2}}^{+}\right)^{q}\right)  \tag{5.2.18}\\
\quad-T_{k_{2}}\left(\left(u_{n_{1}, n_{2}, k_{1}, k_{2}}^{-}\right)^{q}\right)=\mu_{1, n_{1}}-\mu_{2, n_{2}} \text { in } \Omega_{T} \\
u_{n_{1}, n_{2}, k_{1}, k_{2}}=0 \text { on } \partial \Omega \times(0, T) \\
u_{n_{1}, n_{2}, k_{1}, k_{2}}(0)=0 \quad \text { in } \Omega
\end{array}\right.
$$

Using the comparison principle as in [8], we can assume that

$$
-v_{n_{2}} \leq\left|u_{n_{1}, n_{2}, k_{1}, k_{2}}\right|^{m-1} u_{n_{1}, n_{2}, k_{1}, k_{2}} \leq v_{n_{1}}
$$

where for any $n \in \mathbb{N}$, $v_{n}$ is a nonnegative weak solution of

$$
\left\{\begin{array}{l}
-\Delta v_{n}=\tilde{\omega}_{n} \text { in } \Omega \\
u_{n}=0 \text { on } \partial \Omega
\end{array}\right.
$$

such that

$$
v_{n} \leq c_{1} \mathbf{I}_{2}^{2 \operatorname{diam}(\Omega)}\left[\tilde{\omega}_{n}\right] \quad \forall n \in \mathbb{N}
$$

Hence, utilizing the arguments in the proof of Theorem 5.1.3, it is easy to obtain the result as desired.

It is easy to show that $\omega \otimes \chi_{[0, T]}$ is absolutely continuous with respect to the capacity $\mathrm{Cap}_{2,1, \frac{q}{q-m}, q^{\prime}}$ in $\Omega_{T}$ if any only if $\omega$ is absolutely continuous with respect to the capacity $\operatorname{Cap}_{\mathbf{G}_{2}, \frac{q}{q-m}}$ in $\Omega$. Consequently, we obtain the following :

Corollary 5.2.11 Let $m>\frac{N-2}{N}, q>\max (1, m)$ and $\omega \in \mathfrak{M}_{b}(\Omega)$. Then, $\omega$ is absolutely continuous with respect to the capacities $C a p_{\mathbf{G}_{2}, \frac{q}{q-m}}$ in $\Omega$ if and only if there exists a very weak solution of problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta\left(|u|^{m-1} u\right)+|u|^{q-1} u=\omega \otimes \chi_{[0, T]} \text { in } \Omega_{T},  \tag{5.2.19}\\
u=0 \text { on } \partial \Omega \times(0, T) \\
u(0)=0 \text { in } \Omega
\end{array}\right.
$$

## $5.3 p$-Laplacian evolution equation

Here we consider solutions in the week sense of distributions, or in the renormalized sense,.

### 5.3.1 Distribution solutions

Definition 5.3.1 Let $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$, $\sigma \in \mathfrak{M}_{b}(\Omega)$ and $B \in C(\mathbb{R})$. A measurable function $u$ is a distribution solution to problem (5.3.1) if $u \in L^{s}\left(0, T, W_{0}^{1, s}(\Omega)\right.$ ) for any $s \in\left[1, p-\frac{N}{N+1}\right)$, and $B(u) \in L^{1}\left(\Omega_{T}\right)$, such that

$$
-\int_{\Omega_{T}} u \varphi_{t} d x d t+\int_{\Omega_{T}}|\nabla u|^{p-2} \nabla u \cdot \nabla \varphi d x d t+\int_{\Omega_{T}} B(u) \varphi d x d t=\int_{\Omega_{T}} \varphi d \mu+\int_{\Omega} \varphi(0) d \sigma
$$

for every $\varphi \in C_{c}^{1}(\Omega \times[0, T))$.

Remark 5.3.2 Let $\sigma^{\prime} \in \mathfrak{M}_{b}(\Omega)$ and $a^{\prime} \in(0, T)$, set $\omega=\mu+\sigma^{\prime} \otimes \delta_{\left\{t=a^{\prime}\right\}}$. Let $u$ is a distribution solution to problem (5.3.1) with data $\omega$ and $\sigma=0$, such that supp $(\mu) \subset \bar{\Omega} \times$ $\left[a^{\prime}, T\right]$, and $u=0, B(u)=0$ in $\Omega \times\left(0, a^{\prime}\right)$. Then $\tilde{u}:=\left.u\right|_{\Omega \times\left[a^{\prime}, T\right)}$ is a distribution solution to problem (5.3.1) in $\Omega \times\left(a^{\prime}, T\right)$ with data $\mu$ and $\sigma^{\prime}$.

### 5.3.2 Renormalized solutions

The notion of renormalized solution is stronger. It was first introduced by Blanchard and Murat [11] to obtain uniqueness results for the $p$-Laplace evolution problem for $L^{1}$ data $\mu$ and $\sigma$, and developed by Petitta [36] for measure data $\mu$. It requires a decomposition of the measure $\mu$, that we recall now.

Let $\mathfrak{M}_{0}\left(\Omega_{T}\right)$ be the space of Radon measures in $\Omega_{T}$ which are absolutely continuous with respect to the $C_{p}$-capacity, defined at (5.1.6), and $\mathfrak{M}_{s}\left(\Omega_{T}\right)$ be the space of measures in $\Omega_{T}$ with support on a set of zero $C_{p}$-capacity. Classically, any $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ can be written in a unique way under the form $\mu=\mu_{0}+\mu_{s}$ where $\mu_{0} \in \mathfrak{M}_{0}\left(\Omega_{T}\right) \cap \mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\mu_{s} \in \mathfrak{M}_{s}\left(\Omega_{T}\right)$. In turn $\mu_{0}$ can be decomposed under the form

$$
\mu_{0}=f-\operatorname{div} g+h_{t}
$$

where $f \in L^{1}\left(\Omega_{T}\right), g \in\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}$ and $h \in L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$, see [21]; and we say that $(f, g, h)$ is a decomposition of $\mu_{0}$. We say that a sequence of $\left\{\mu_{n}\right\}$ in $\mathfrak{M}_{b}\left(\Omega_{T}\right)$ converges to
$\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$ in the narrow topology of measures if

$$
\lim _{n \rightarrow \infty} \int_{\Omega_{T}} \varphi d \mu_{n}=\int_{\Omega_{T}} \varphi d \mu \quad \forall \varphi \in C\left(\Omega_{T}\right) \cap L^{\infty}\left(\Omega_{T}\right)
$$

We recall that if $u$ is a measurable function defined and finite a.e. in $\Omega_{T}$, such that $T_{k}(u) \in L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)$ for any $k>0$, there exists a measurable function $w: \Omega_{T} \rightarrow \mathbb{R}^{N}$ such that $\nabla T_{k}(u)=\chi_{|u| \leq k} w$ a.e. in $\Omega_{T}$ and for all $k>0$. We define the gradient $\nabla u$ of $u$ by $w=\nabla u$.

Definition 5.3.3 Let $p>\frac{2 N+1}{N+1}$ and $\mu=\mu_{0}+\mu_{s} \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in L^{1}(\Omega)$ and $B \in C(\mathbb{R})$. A measurable function $u$ is a renormalized solution of

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u+B(u)=\mu \text { in } \Omega_{T}  \tag{5.3.1}\\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=\sigma \quad \text { in } \Omega
\end{array}\right.
$$

if there exists a decomposition $(f, g, h)$ of $\mu_{0}$ such that

$$
\begin{align*}
v= & u-h \in L^{s}\left((0, T) ; W_{0}^{1, s}(\Omega)\right) \cap L^{\infty}\left((0, T) ; L^{1}(\Omega)\right), \forall s \in\left[1, p-\frac{N}{N+1}\right) \\
& T_{k}(v) \in L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right) \forall k>0, B(u) \in L^{1}\left(\Omega_{T}\right) \tag{5.3.2}
\end{align*}
$$

and :
(i) for any $S \in W^{2, \infty}(\mathbb{R})$ such that $S^{\prime}$ has compact support on $\mathbb{R}$, and $S(0)=0$,

$$
\begin{align*}
& -\int_{\Omega} S(\sigma) \varphi(0) d x-\int_{\Omega_{T}} \varphi_{t} S(v) d x d t+\int_{\Omega_{T}} S^{\prime}(v)|\nabla u|^{p-2} \nabla u \nabla \varphi d x d t \\
& \quad+\int_{\Omega_{T}} S^{\prime \prime}(v) \varphi|\nabla u|^{p-2} \nabla u \nabla v d x d t+\int_{\Omega_{T}} S^{\prime}(v) \varphi B(u) d x d t=\int_{\Omega_{T}}\left(f S^{\prime}(v) \varphi+g \cdot \nabla\left(S^{\prime}(v) \varphi\right) d x d t\right. \tag{5.3.3}
\end{align*}
$$

for any $\varphi \in L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right) \cap L^{\infty}\left(\Omega_{T}\right)$ such that $\varphi_{t} \in L^{p^{\prime}}\left((0, T) ; W^{-1, p^{\prime}}(\Omega)\right)+L^{1}\left(\Omega_{T}\right)$ and $\varphi(., T)=0$;
(ii) for any $\phi \in C\left(\overline{\Omega_{T}}\right)$,

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{m \leq v<2 m\}} \phi|\nabla u|^{p-2} \nabla u \nabla v d x d t=\int_{\Omega_{T}} \phi d \mu_{s}^{+} \quad \text { and }  \tag{5.3.4}\\
& \lim _{m \rightarrow \infty} \frac{1}{m} \int_{\{-m \geq v>-2 m\}} \phi|\nabla u|^{p-2} \nabla u \nabla v d x d t=\int_{\Omega_{T}} \phi d \mu_{s}^{-} \tag{5.3.5}
\end{align*}
$$

We first mention a convergence result of [7].

Proposition 5.3.4 Let $\left\{\mu_{n}\right\}$ be bounded in $\mathfrak{M}_{b}\left(\Omega_{T}\right)$ and $\left\{\sigma_{n}\right\}$ be bounded in $L^{1}(\Omega)$, and $B \equiv 0$. Let $u_{n}$ be a renormalized solution of (5.3.1) with data $\mu_{n}=\mu_{n, 0}+\mu_{n, s}$ relative to a decomposition $\left(f_{n}, g_{n}, h_{n}\right)$ of $\mu_{n, 0}$ and initial data $\sigma_{n}$. If $\left\{f_{n}\right\}$ is bounded in $L^{1}\left(\Omega_{T}\right)$, $\left\{g_{n}\right\}$ bounded in $\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}$ and $\left\{h_{n}\right\}$ convergent in $L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)$, then, up to a subsequence, $\left\{u_{n}\right\}$ converges to a function $u$ in $L^{1}\left(\Omega_{T}\right)$. Moreover, if $\left\{\mu_{n}\right\}$ is bounded in $L^{1}\left(\Omega_{T}\right)$ then $\left\{u_{n}\right\}$ is convergent in $L^{s}\left(0, T, W_{0}^{1, s}(\Omega)\right)$ for any $s \in\left[1, p-\frac{N}{N+1}\right)$.

Next we recall the fundamental stability result of [7].
Theorem 5.3.5 Suppose that $p>\frac{2 N+1}{N+1}$ and $B \equiv 0$. Let $\sigma \in L^{1}(\Omega)$ and

$$
\mu=f-\operatorname{div} g+h_{t}+\mu_{s}^{+}-\mu_{s}^{-} \in \mathfrak{M}_{b}\left(\Omega_{T}\right),
$$

with $f \in L^{1}\left(\Omega_{T}\right), g \in\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}, h \in L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right)$ and $\mu_{s}^{+}, \mu_{s}^{-} \in \mathfrak{M}_{s}^{+}\left(\Omega_{T}\right)$. Let $\sigma_{n} \in L^{1}(\Omega)$ and

$$
\mu_{n}=f_{n}-\operatorname{div} g_{n}+\left(h_{n}\right)_{t}+\rho_{n}-\eta_{n} \in \mathfrak{M}_{b}\left(\Omega_{T}\right),
$$

with $f_{n} \in L^{1}\left(\Omega_{T}\right), g_{n} \in\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}, h_{n} \in L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right)$, and $\rho_{n}, \eta_{n} \in \mathfrak{M}_{b}^{+}\left(\Omega_{T}\right)$, such that

$$
\rho_{n}=\rho_{n}^{1}-\operatorname{div} \rho_{n}^{2}+\rho_{n, s}, \quad \eta_{n}=\eta_{n}^{1}-\operatorname{div} \eta_{n}^{2}+\eta_{n, s},
$$

with $\rho_{n}^{1}, \eta_{n}^{1} \in L^{1}\left(\Omega_{T}\right), \rho_{n}^{2}, \eta_{n}^{2} \in\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}$ and $\rho_{n, s}, \eta_{n, s} \in \mathfrak{M}_{s}^{+}\left(\Omega_{T}\right)$.
Assume that $\left\{\mu_{n}\right\}$ is bounded in $\mathfrak{M}_{b}\left(\Omega_{T}\right),\left\{\sigma_{n}\right\},\left\{f_{n}\right\},\left\{g_{n}\right\},\left\{h_{n}\right\}$ converge to $\sigma, f, g, h$ in $L^{1}(\Omega)$, weakly in $L^{1}\left(\Omega_{T}\right)$, in $\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}$, in $L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)$ respectively and $\left\{\rho_{n}\right\},\left\{\eta_{n}\right\}$ converge to $\mu_{s}^{+}, \mu_{s}^{-}$in the narrow topology of measures; and $\left\{\rho_{n}^{1}\right\},\left\{\eta_{n}^{1}\right\}$ are bounded in $L^{1}\left(\Omega_{T}\right)$, and $\left\{\rho_{n}^{2}\right\},\left\{\eta_{n}^{2}\right\}$ bounded in $\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}$.
Let $\left\{u_{n}\right\}$ be a sequence of renormalized solutions of

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\Delta_{p} u_{n}=\mu_{n} \text { in } \Omega_{T},  \tag{5.3.6}\\
u_{n}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=\sigma_{n} \text { in } \Omega,
\end{array}\right.
$$

relative to the decomposition $\left(f_{n}+\rho_{n}^{1}-\eta_{n}^{1}, g_{n}+\rho_{n}^{2}-\eta_{n}^{2}, h_{n}\right)$ of $\mu_{n, 0}$. Let $v_{n}=u_{n}-h_{n}$.
Then up to a subsequence, $\left\{u_{n}\right\}$ converges a.e. in $\Omega_{T}$ to a renormalized solution $u$ of (5.3.1), and $\left\{v_{n}\right\}$ converges a.e. in $\Omega_{T}$ to $v=u-h$. Moreover, $\left\{\nabla v_{n}\right\}$ converge to $\nabla v$ a.e in $\Omega_{T}$, and $\left\{T_{k}\left(v_{n}\right)\right\}$ converges to $T_{k}(v)$ strongly in $L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)$ for any $k>0$.

In order to apply this Theorem, we need some the following properties concerning approximate measures of $\mu \in \mathfrak{M}_{b}^{+}\left(\Omega_{T}\right)$, see also [7].

Proposition 5.3.6 Let $\mu=\mu_{0}+\mu_{s} \in \mathfrak{M}_{b}^{+}\left(\Omega_{T}\right)$, $\mu_{0} \in \mathfrak{M}_{0}\left(\Omega_{T}\right) \cap \mathfrak{M}_{b}^{+}\left(\Omega_{T}\right)$ and $\mu_{s} \in$ $\mathfrak{M}_{s}\left(\Omega_{T}\right)$. Let $\left\{\varphi_{1, n}\right\},\left\{\varphi_{2, n}\right\}$ be sequences of mollifiers in $\mathbb{R}^{N}, \mathbb{R}$ respectively. There exists a sequence of measures $\mu_{n, 0}=\left(f_{n}, g_{n}, h_{n}\right)$, such that $f_{n}, g_{n}, h_{n} \in C_{c}^{\infty}\left(\Omega_{T}\right)$ and strongly converge to $f, g, h$ in $L^{1}\left(\Omega_{T}\right),\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}$ and $L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right)$ respectively, $\mu_{n, s} \in$ $C_{c}^{\infty}\left(\Omega_{T}\right)$ converges to $\mu_{s} \in \mathfrak{M}_{s}^{+}\left(\Omega_{T}\right)$, and $\mu_{n}=\mu_{n, 0}+\mu_{n, s}$ converges to $\mu$, in the narrow topology, and satisfying $0 \leq \mu_{n} \leq\left(\varphi_{1, n} \varphi_{2, n}\right) * \mu$, and

$$
\left\|f_{n}\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|g_{n}\right\|_{\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}}+\left\|h_{n}\right\|_{L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)}+\mu_{n, s}\left(\Omega_{T}\right) \leq 2 \mu\left(\Omega_{T}\right) \text { for any } n \in \mathbb{N} .
$$

Proposition 5.3.7 Let $\mu=\mu_{0}+\mu_{s}, \mu_{n}=\mu_{n, 0}+\mu_{n, s} \in \mathfrak{M}_{b}^{+}\left(\Omega_{T}\right)$ with $\mu_{0}, \mu_{n, 0} \in \mathfrak{M}_{0}\left(\Omega_{T}\right) \cap$ $\mathfrak{M}_{b}^{+}\left(\Omega_{T}\right)$ and $\mu_{n, s}, \mu_{s} \in \mathfrak{M}_{s}^{+}\left(\Omega_{T}\right)$ such that $\left\{\mu_{n}\right\}$ is nondecreasing and converges to $\mu$ in $\mathfrak{M}_{b}\left(\Omega_{T}\right)$. Then, $\left\{\mu_{n, s}\right\}$ is nondecreasing and converging to $\mu_{s}$ in $\mathfrak{M}_{b}\left(\Omega_{T}\right)$; and there exist decompositions $(f, g, h)$ of $\mu_{0},\left(f_{n}, g_{n}, h_{n}\right)$ of $\mu_{n, 0}$ such that $\left\{f_{n}\right\},\left\{g_{n}\right\},\left\{h_{n}\right\}$ strongly converge to $f, g, h$ in $L^{1}\left(\Omega_{T}\right),\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}$ and $L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right)$ respectively, satisfying $\left\|f_{n}\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|g_{n}\right\|_{\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}}+\left\|h_{n}\right\|_{L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right)}+\mu_{n, s}\left(\Omega_{T}\right) \leq 2 \mu\left(\Omega_{T}\right) \quad$ for any $n \in \mathbb{N}$.

### 5.3.3 Proof of Theorem 5.1.5

Here the crucial point is a result of Liskevich, Skrypnik and Sobol [31] for the p-Laplace evolution problem without absorption :

Theorem 5.3.8 Let $p>2$, and $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$. If $u \in C\left([0, T] ; L_{l o c}^{2}(\Omega)\right) \cap L_{l o c}^{p}\left(0, T, W_{l o c}^{1, p}(\Omega)\right)$ is a distribution solution to equation

$$
u_{t}-\Delta_{p} u=\mu \quad \text { in } \Omega_{T}
$$

then there exists $C=C(N, p)$ such that, for every Lebesgue point $(x, t) \in \Omega_{T}$ of $u$ and any $\rho>0$ such that $Q_{\rho, \rho^{p}}(x, t):=B_{\rho}(x) \times\left(t-\rho^{p}, t+\rho^{p}\right) \subset \Omega_{T}$ one has

$$
\begin{equation*}
|u(x, t)| \leq C\left(1+\left(\frac{1}{\rho^{N+p}} \int_{Q_{\rho, \rho^{p}(x, t)}}|u|^{(\lambda+1)(p-1)} d y d s\right)^{\frac{1}{1+\lambda(p-1)}}+\mathbf{P}_{p}^{\rho}[\mu](x, t)\right) \tag{5.3.7}
\end{equation*}
$$

where $\lambda=\min \{1 /(p-1), 1 / N\}$ and

$$
\begin{gathered}
\mathbf{P}_{p}^{\rho}[\mu](x, t)=\sum_{i=0}^{\infty} D_{p}\left(\rho_{i}\right)(x, t) \\
D_{p}\left(\rho_{i}\right)(x, t)=\inf _{\tau>0}\left\{(p-2) \tau^{-\frac{1}{p-2}}+\frac{1}{2(p-1)^{p-1}} \frac{|\mu|\left(Q_{\rho_{i}, \tau \rho_{i}^{p}}(x, t)\right)}{\rho_{i}^{N}}\right\},
\end{gathered}
$$

with $\rho_{i}=2^{-i} \rho, Q_{\rho, \tau \rho^{p}}(x, t)=B_{\rho}(x) \times\left(t-\tau \rho^{p}, t+\tau \rho^{p}\right)$.
As a consequence, we deduce the following estimate :
Proposition 5.3.9 If $u$ is a distribution solution of problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u=\mu \text { in } \Omega_{T} \\
u=0 \quad \text { on } \partial \Omega \times(0, T) \\
u(0)=0 \text { in } \Omega
\end{array}\right.
$$

with data $\mu \in C_{b}\left(\Omega_{T}\right)$. Then there exists $C=C(N, p)$ such that for a.e. $(x, t) \in \Omega_{T}$,

$$
\begin{equation*}
|u(x, t)| \leq C\left(1+D+\left(\frac{|\mu|\left(\Omega_{T}\right)}{D^{N}}\right)^{m_{3}}+\mathbb{I}_{2}^{2 D}[|\mu|](x, t)\right) \tag{5.3.8}
\end{equation*}
$$

where $m_{3}$ and $D$ are defined at (5.1.8).

Proof. Let $x_{0} \in \Omega$ and $Q=B_{2 D}\left(x_{0}\right) \times\left(-(2 D)^{p},(2 D)^{p}\right)$.
Let $U \in C(Q) \cap L^{p}\left(\left(-(2 D)^{p},(2 D)^{p}\right) ; W_{0}^{1, p}\left(B_{2 D}\left(x_{0}\right)\right)\right)$ be the distribution solution of

$$
\left\{\begin{array}{l}
U_{t}-\Delta_{p} U=\chi_{\Omega_{T}}|\mu| \quad \text { in } Q,  \tag{5.3.9}\\
u=0 \\
u\left(-(2 D)^{p}\right)=0 \quad \text { on } \partial B_{2 D}\left(x_{0}\right) \times\left(-(2 D)^{p},(2 D)^{p}\right),
\end{array}\right.
$$

where for $x_{0} \in \Omega$. Thus, by Theorem 5.3.8 we have, for any $(x, t) \in \Omega_{T}$,

$$
U(x, t) \leq c_{1}\left(1+\left(\frac{1}{D^{N+p}} \int_{Q_{D, D^{p}}(x, t)}|U|^{(\lambda+1)(p-1)} d y d s\right)^{\frac{1}{1+\lambda(p-1)}}+\mathbf{P}_{p}^{D}[\mu](x, t)\right),
$$

where $Q_{D, D^{p}}(x, t)=B_{D}(x) \times\left(t-D^{p}, t+D^{p}\right)$.
According to Proposition 2.8 and Remark 2.9 of [7], there exists a constant $C_{2}>0$ such that

$$
|\{|U|>\ell\}| \leq c_{2}\left(|\mu|\left(\Omega_{T}\right)\right)^{\frac{p+N}{N}} \ell^{-p+1-\frac{p}{N}} \quad \forall \ell>0 .
$$

Thus, for any $\ell_{0}>0$,

$$
\begin{aligned}
& \int_{Q}|U|^{(\lambda+1)(p-1)} d x d t=(\lambda+1)(p-1) \int_{0}^{\infty} \ell^{(\lambda+1)(p-1)-1}|\{|U|>\ell\}| d \ell \\
& \quad=(\lambda+1)(p-1)\left(\int_{0}^{\ell_{0}} \ell^{(\lambda+1)(p-1)-1}|\{|U|>\ell\}| d \ell+\int_{\ell_{0}}^{\infty} \ell^{(\lambda+1)(p-1)-1}|\{|U|>\ell\}| d \ell\right) \\
& \quad \leq c_{3} D^{N+p} \ell_{0}^{(\lambda+1)(p-1)}+c_{4} \ell_{0}^{(\lambda+1)(p-1)-p+1-\frac{p}{N}}\left(|\mu|\left(\Omega_{T}\right)\right)^{\frac{p+N}{N}} .
\end{aligned}
$$

Choosing $\ell_{0}=\left(\frac{|\mu|\left(\Omega_{T}\right)}{D^{N}}\right)^{\frac{N+p}{(p-1) N+p}}$, we get

$$
\begin{equation*}
\int_{Q}|U|^{(\lambda+1)(p-1)} d x d t \leq c_{5} D^{N+p}\left(\frac{|\mu|\left(\Omega_{T}\right)}{D^{N}}\right)^{\frac{(N+p)(\lambda+1)(p-1)}{(p-1) N+p}} . \tag{5.3.11}
\end{equation*}
$$

Next we show that

$$
\begin{equation*}
\mathbf{P}_{p}^{D}[\mu](x, t) \leq(p-2) D+c_{6} \mathbb{I}_{2}^{2 D}[|\mu|](x, t) . \tag{5.3.12}
\end{equation*}
$$

Indeed, we have

$$
D_{p}\left(\rho_{i}\right)(x, t) \leq(p-2) \rho_{i}+\frac{1}{2(p-1)^{p-1}} \frac{|\mu|\left(\tilde{Q}_{\rho_{i}}(x, t)\right)}{\rho_{i}^{N}},
$$

where $\rho_{i}=2^{-i} D$. Thus,

$$
\begin{aligned}
\mathbf{P}_{p}^{D}[\mu](x, t) & \leq(p-2) D+\frac{1}{2(p-1)^{p-1}} \sum_{i=0}^{\infty} \frac{|\mu|\left(\tilde{Q}_{\rho_{i}}(x, t)\right)}{\rho_{i}^{N}} \\
& \leq(p-2) D+c_{7} \int_{0}^{2 D} \frac{|\mu|\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N}} \frac{d \rho}{\rho} .
\end{aligned}
$$

So from (5.3.11), (5.3.12) and (5.3.10) we get, for any $(x, t) \in \Omega_{T}$,

$$
|U(x, t)| \leq c_{8}\left(1+D+\left(\frac{|\mu|\left(\Omega_{T}\right)}{D^{N}}\right)^{m_{3}}+\mathbb{I}_{2}^{2 D}[|\mu|](x, t)\right) .
$$

By the comparison principle we get $|u| \leq U$ in $\Omega_{T}$, thus (5.3.8) follows.

Proposition 5.3.10 Let $p>2$, and $\mu \in \mathfrak{M}_{b}\left(\Omega_{T}\right), \sigma \in \mathfrak{M}_{b}(\Omega)$. There exists a distribution solution u of problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u=\mu \text { in } \Omega_{T},  \tag{5.3.13}\\
u=0 \text { on } \partial \Omega \times(0, T), \\
u(0)=\sigma .
\end{array}\right.
$$

which satisfies for any $(x, t) \in \Omega_{T}$

$$
\begin{equation*}
|u(x, t)| \leq C\left(1+D+\left(\frac{|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)}{D^{N}}\right)^{m_{3}}+\mathbb{I}_{2}^{2 D}\left[|\sigma| \otimes \delta_{\{t=0\}}+|\mu|\right](x, t)\right), \tag{5.3.14}
\end{equation*}
$$

where $C=C(N, p)$. Moreover, if $\sigma \in L^{1}(\Omega), u$ is a renormalized solution.
Proof. Let $\left\{\varphi_{1, n}\right\},\left\{\varphi_{2, n}\right\}$ be sequences of standard mollifiers in $\mathbb{R}^{N}$ and $\mathbb{R}$. Let $\mu=\mu_{0}+$ $\mu_{s} \in \mathfrak{M}_{b}\left(\Omega_{T}\right)$, with $\mu_{0} \in \mathfrak{M}_{0}\left(\Omega_{T}\right), \mu_{s} \in \mathfrak{M}_{s}\left(\Omega_{T}\right)$. By Lemma 5.3.6, there exist sequences of nonnegative measures $\mu_{n, 0, i}=\left(f_{n, i}, g_{n, i}, h_{n, i}\right)$ and $\mu_{n, s, i}$ such that $f_{n, i}, g_{n, i}, h_{n, i} \in C_{c}^{\infty}\left(\Omega_{T}\right)$ and strongly converge to some $f_{i}, g_{i}, h_{i}$ in $L^{1}\left(\Omega_{T}\right),\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}$ and $L^{p}\left((0, T) ; W_{0}^{1, p}(\Omega)\right)$ respectively, and $\mu_{n, 1}, \mu_{n, 2}, \mu_{n, s, 1}, \mu_{n, s, 2} \in C_{c}^{\infty}\left(\Omega_{T}\right)$ converge to $\mu^{+}, \mu^{-}, \mu_{s}^{+}, \mu_{s}^{-}$in the narrow topology, with $\mu_{n, i}=\mu_{n, 0, i}+\mu_{n, s, i}$, for $i=1,2$, and satisfying
$\mu_{0}^{+}=\left(f_{1}, g_{1}, h_{1}\right), \mu_{0}^{-}=\left(f_{2}, g_{2}, h_{2}\right)$ and $0 \leq \mu_{n, 1} \leq\left(\varphi_{1, n} \varphi_{2, n}\right) * \mu^{+}, 0 \leq \mu_{n, 2} \leq\left(\varphi_{1, n} \varphi_{2, n}\right) * \mu^{-}$.
Let $\sigma_{1, n}, \sigma_{2, n} \in C_{c}^{\infty}(\Omega)$ converge to $\sigma^{+}$and $\sigma^{-}$in the narrow topology, and in $L^{1}(\Omega)$ if $\sigma \in L^{1}(\Omega)$, such that

$$
0 \leq \sigma_{1, n} \leq \varphi_{1, n} * \sigma^{+}, 0 \leq \sigma_{2, n} \leq \varphi_{1, n} * \sigma^{-} .
$$

Set $\mu_{n}=\mu_{n, 1}-\mu_{n, 2}$ and $\sigma_{n}=\sigma_{1, n}-\sigma_{2, n}$.
Let $u_{n}$ be solution of the approximate problem

$$
\left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\Delta_{p} u_{n}=\mu_{n} \text { in } \Omega_{T},  \tag{5.3.15}\\
u_{n}=0 \text { on } \partial \Omega \times(0, T), \\
u_{n}(0)=\sigma_{n} \text { on } \Omega .
\end{array}\right.
$$

Let $g_{n, m}(x, t)=\sigma_{n}(x) \int_{-T}^{t} \varphi_{2, m}(s) d s$. As in proof of Theorem 2.1 in [35], by Theorem 5.3.5, there exists a sequence $\left\{u_{n, m}\right\}_{m}$ of solutions of the problem

$$
\left\{\begin{array}{l}
\left(u_{n, m}\right)_{t}-\Delta_{p} u_{n, m}=\left(g_{n, m}\right)_{t}+\chi_{\Omega_{T}} \mu_{n} \text { in } \Omega \times(-T, T),  \tag{5.3.16}\\
u_{n, m} 00 \text { on } \partial \Omega \times(-T, T), \\
u_{n, m}(-T)=0 \text { on } \Omega,
\end{array}\right.
$$

which converges to $u_{n}$ in $\Omega \times(0, T)$. By Proposition 5.3.9, there holds, for any $(x, t) \in \Omega_{T}$,

$$
\begin{aligned}
\left|u_{n, m}(x, t)\right| & \leq c_{1}\left(1+D+\left(\frac{\left|\mu_{n}\right|\left(\Omega_{T}\right)+\left(\left|\sigma_{n}\right| \otimes \varphi_{2, m}\right)(\Omega \times(-T, T))}{D^{N}}\right)^{m_{3}}\right) \\
& +c_{1} \mathbb{T}_{2}^{2 D}\left[\left|\mu_{n}\right|+\left|\sigma_{n}\right| \otimes \varphi_{2, m}\right](x, t) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\left|u_{n, m}(x, t)\right| \leq & c_{1}\left(1+D+\left(\frac{\left|\mu_{n}\right|\left(\Omega_{T}\right)+\left(\left|\sigma_{n}\right| \otimes \varphi_{2, m}\right)(\Omega \times(-T, T))}{D^{N}}\right)^{m_{3}}\right) \\
& +c_{1}\left(\varphi_{1, n} \varphi_{2, m}\right) * \mathbb{I}_{2}^{2 D}\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right](x, t) .
\end{aligned}
$$

Letting $m \rightarrow \infty$, we get
$\left|u_{n}(x, t)\right| \leq c_{1}\left(1+D+\left(\frac{\left|\mu_{n}\right|\left(\Omega_{T}\right)+\left|\sigma_{n}\right|(\Omega)}{D^{N}}\right)^{m_{3}}\right)+c_{1}\left(\varphi_{1, n}\right) *\left(\mathbb{I}_{2}^{2 D}\left[|\mu|+|\sigma| \otimes \delta_{\{t=0\}}\right](., t)\right)(x)$.
Therefore, by Proposition 5.3.4 and Theorem 5.3.5, up to a subsequence, $\left\{u_{n}\right\}$ converges to a distribution solution $u$ of (5.3.13) (a renormalized solution if $\sigma \in L^{1}(\Omega)$ ), and satisfying (5.3.14).

Proof of Theorem 5.1.5. Step 1. First, assume that $\sigma \in L^{1}(\Omega)$. Because $\mu$ is absolutely continuous with respect to the capacity $\mathrm{Cap}_{2,1, q^{\prime}}$, so are $\mu^{+}$and $\mu^{-}$. Applying Proposition 5.2.8 to $\mu^{+}, \mu^{-}$, there exist two nondecreasing sequences $\left\{\mu_{1, n}\right\}$ and $\left\{\mu_{2, n}\right\}$ of positive bounded measures with compact support in $\Omega_{T}$ which converge to $\mu^{+}$and $\mu^{-}$in $\mathfrak{M}_{b}\left(\Omega_{T}\right)$ respectively and such that $\mathbb{I}_{2}^{2 D}\left[\mu_{1, n}\right], \mathbb{I}_{2}^{2 D}\left[\mu_{2, n}\right] \in L^{q}\left(\Omega_{T}\right)$ for all $n \in \mathbb{N}$.
For $i=1,2$, set $\tilde{\mu}_{i, 1}=\mu_{i, 1}$ and $\tilde{\mu}_{i, j}=\mu_{i, j}-\mu_{i, j-1} \geq 0$, so $\mu_{i, n}=\sum_{j=1}^{n} \tilde{\mu}_{i, j}$. We write
$\mu_{i, n}=\mu_{i, n, 0}+\mu_{i, n, s}, \tilde{\mu}_{i, j}=\tilde{\mu}_{i, j, 0}+\tilde{\mu}_{i, j, s}$, with $\mu_{i, n, 0}, \tilde{\mu}_{i, n, 0} \in \mathfrak{M}_{0}\left(\Omega_{T}\right), \mu_{i, n, s}, \tilde{\mu}_{i, n, s} \in \mathfrak{M}_{s}\left(\Omega_{T}\right)$.
Let $\left\{\varphi_{m}\right\}$ be a sequence of mollifiers in $\mathbb{R}^{N+1}$. As in the proof of Proposition 5.3.10, for any $j \in \mathbb{N}$ and $i=1,2$, there exist sequences of nonnegative measures $\tilde{\mu}_{m, i, j, 0}=$ $\left(f_{m, i, j}, g_{m, i, j}, h_{m, i, j}\right)$ and $\tilde{\mu}_{m, i, j, s}$ such that $f_{m, i, j}, g_{m, i, j}, h_{m, i, j} \in C_{c}^{\infty}\left(\Omega_{T}\right)$ strongly converge to some $f_{i, j}, g_{i, j}, h_{i, j}$ in $L^{1}\left(\Omega_{T}\right),\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}$ and $L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)$ respectively ; and $\tilde{\mu}_{m, i, j}$, $\tilde{\mu}_{m, i, j, s} \in C_{c}^{\infty}\left(\Omega_{T}\right)$ converge to $\tilde{\mu}_{i, j}, \tilde{\mu}_{i, j, s}$ in the narrow topology with $\tilde{\mu}_{m, i, j}=\tilde{\mu}_{m, i, j, 0}+$ $\tilde{\mu}_{m, i, j, s}$, which satisfy $\tilde{\mu}_{i, j, 0}=\left(f_{i, j}, g_{i, j}, h_{i, j}\right)$, and

$$
\begin{gather*}
0 \leq \tilde{\mu}_{m, i, j} \leq \varphi_{m} * \tilde{\mu}_{i, j}, \tilde{\mu}_{m, i, j}\left(\Omega_{T}\right) \leq \tilde{\mu}_{i, j}\left(\Omega_{T}\right), \\
\left\|f_{m, i, j}\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|g_{m, i, j}\right\|_{\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}}+\left\|h_{m, i, j}\right\|_{L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)}+\mu_{m, i, j, s}\left(\Omega_{T}\right) \leq 2 \tilde{\mu}_{i, j}\left(\Omega_{T}\right) \tag{5.3.17}
\end{gather*}
$$

Note that, for any $n, m \in \mathbb{N}$,

$$
\sum_{j=1}^{n}\left(\tilde{\mu}_{m, 1, j}+\tilde{\mu}_{m, 2, j}\right) \leq \varphi_{m} *\left(\mu_{1, n}+\mu_{2, n}\right) \text { and } \sum_{j=1}^{n}\left(\tilde{\mu}_{m, 1, j}\left(\Omega_{T}\right)+\tilde{\mu}_{m, 2, j}\left(\Omega_{T}\right)\right) \leq|\mu|\left(\Omega_{T}\right)
$$

For any $n, k, m \in \mathbb{N}$, let $u_{n, k, m}, v_{n, k, m} \in W$ be solutions of problems

$$
\left\{\begin{array}{l}
\left(u_{n, k, m}\right)_{t}-\Delta_{p} u_{n, k, m}+T_{k}\left(\left.\left|u_{n, k, m}\right|\right|^{q-1} u_{n, k, m}\right)=\sum_{j=1}^{n}\left(\tilde{\mu}_{m, 1, j}-\tilde{\mu}_{m, 2, j}\right) \text { in } \Omega_{T},  \tag{5.3.18}\\
u_{n, k, m}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{n, k, m}(0)=T_{n}\left(\sigma^{+}\right)-T_{n}\left(\sigma^{-}\right) \text {on } \Omega,
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\left(v_{n, k, m}\right)_{t}-\Delta_{p} v_{n, k, m}+T_{k}\left(v_{n, k, m}^{q}\right)=\sum_{j=1}^{n}\left(\tilde{\mu}_{m, 1, j}+\tilde{\mu}_{m, 2, j}\right) \text { in } \Omega_{T},  \tag{5.3.19}\\
v_{n, k, m}=0 \quad \text { on } \partial \Omega \times(0, T), \\
v_{n, k, m}(0)=T_{n}(|\sigma|) \quad \text { on } \Omega .
\end{array}\right.
$$

By the comparison principle and Proposition 5.3 .10 we have for any $m, k$ the sequences $\left\{v_{n, k, m}\right\}_{n}$ is increasing and

$$
\begin{aligned}
\left|u_{n, k, m}\right| \leq v_{n, k, m} & \leq c_{1}\left(1+D+\left(\frac{|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)}{D^{N}}\right)^{m_{3}}+\mathbb{I}_{2}^{2 D}\left[T_{n}(|\sigma|) \otimes \delta_{\{t=0\}}\right]\right) \\
& +c_{1} \varphi_{m} * \mathbb{I}_{2}^{2 D}\left[\mu_{1, n}+\mu_{2, n}\right] .
\end{aligned}
$$

Moreover,

$$
\int_{\Omega_{T}} T_{k}\left(v_{n, k, m}^{q}\right) d x d t \leq|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega) .
$$

As in [8, Proof of Lemma 5.3], thanks to Proposition 5.3.4 and Theorem 5.3.5, up to subsequences, $\left\{u_{n, k, m}\right\}_{m}$ converges to a renormalized solutions $u_{n, k}$ of problem

$$
\left\{\begin{array}{l}
\left(u_{n, k}\right)_{t}-\Delta_{p} u_{n, k}+T_{k}\left(\left|u_{n, k}\right|^{q-1} u_{n, k}\right)=\mu_{1, n}-\mu_{2, n} \text { in } \Omega_{T}, \\
u_{n, k}=0 \quad \text { on } \partial \Omega \times(0, T), \\
u_{n, k}(0)=T_{n}\left(\sigma^{+}\right)-T_{n}\left(\sigma^{-}\right) \text {on } \Omega,
\end{array}\right.
$$

relative to the decomposition ( $\sum_{j=1}^{n} f_{1, j}-\sum_{j=1}^{n} f_{2, j}, \sum_{j=1}^{n} g_{1, j}-\sum_{j=1}^{n} g_{2, j}, \sum_{j=1}^{n} h_{1, j}-$ $\sum_{j=1}^{n} h_{2, j}$ ) of $\mu_{1, n, 0}-\mu_{2, n, 0}$; and $\left\{v_{n, k, m}\right\}_{m}$ converges to a solution $v_{n, k}$ of

$$
\left\{\begin{array}{l}
\left(v_{n, k}\right)_{t}-\Delta_{p} v_{n, k}+T_{k}\left(v_{n, k}^{q}\right)=\mu_{1, n}+\mu_{2, n} \text { in } \Omega_{T}, \\
v_{n, k}=0 \quad \text { on } \partial \Omega \times(0, T), \\
v_{n, k}(0)=T_{n}(|\sigma|) \quad \text { on } \Omega .
\end{array}\right.
$$

relative to the decomposition ( $\sum_{j=1}^{n} f_{1, j}+\sum_{j=1}^{n} f_{2, j}, \sum_{j=1}^{n} g_{1, j}+\sum_{j=1}^{n} g_{2, j}, \sum_{j=1}^{n} h_{1, j}+$ $\sum_{j=1}^{n} h_{2, j}$ ) of $\mu_{1, n, 0}+\mu_{2, n, 0}$. And there holds

$$
\begin{aligned}
\left|u_{n, k}\right| \leq v_{n, k} & \leq c_{1}\left(1+D+\left(\frac{|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)}{D^{N}}\right)^{m_{3}}+\mathbb{I}_{2}^{2 D}\left[T_{n}(|\sigma|) \otimes \delta_{\{t=0\}}\right]\right) \\
& +c_{1} \mathbb{T}_{2}^{2 D}\left[\mu_{1, n}+\mu_{2, n}\right] .
\end{aligned}
$$

Observe that $\mathbb{I}_{2}^{2 D}\left[\mu_{1, n}+\mu_{2, n}\right] \in L^{q}\left(\Omega_{T}\right)$ for any $n \in \mathbb{N}$. Then, as in $[8$, Proof of Lemma 5.4], thanks to Proposition 5.3.4 and Theorem 5.3.5, up to a subsequence, $\left\{u_{n, k}\right\}_{k}\left\{v_{n, k}\right\}_{k}$ converge to renormalized solutions $u_{n}, v_{n}$ of problems

$$
\begin{align*}
& \left\{\begin{array}{l}
\left(u_{n}\right)_{t}-\Delta_{p} u_{n}+\left|u_{n}\right|^{q-1} u_{n}=\mu_{1, n}-\mu_{2, n} \text { in } \Omega_{T}, \\
u_{n}=0 \\
u_{n}(0)=T_{n}\left(\sigma^{+}\right)-T_{n}\left(\sigma^{-}\right) \quad \text { in } \Omega, T,
\end{array}\right.  \tag{5.3.20}\\
& \left\{\begin{array}{l}
\left(v_{n}\right)_{t}-\Delta_{p} v_{n}+v_{n}^{q}=\mu_{1, n}+\mu_{2, n} \text { in } \Omega_{T}, \\
v_{n}=0 \quad \text { on } \partial \Omega \times(0, T), \\
v_{n}(0)=T_{n}(|\sigma|) \\
\text { in } \Omega,
\end{array}\right. \tag{5.3.21}
\end{align*}
$$

which still satisfy
$\left|u_{n}\right| \leq v_{n} \leq c_{1}\left(1+D+\left(\frac{|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)}{D^{N}}\right)^{m_{3}}+\mathbb{I}_{2}^{2 D}\left[T_{n}(|\sigma|) \otimes \delta_{\{t=0\}}\right]\right)+c_{1} \mathbb{I}_{2}^{2 D}\left[\mu_{1, n}+\mu_{2, n}\right]$.
and the sequence $\left\{v_{n}\right\}_{n}$ is increasing and

$$
\int_{\Omega_{T}} v_{n}^{q} d x d t \leq|\mu|\left(\Omega_{T}\right)+|\sigma|(\Omega) .
$$

Note that from (5.3.17) we have

$$
\left\|f_{i, j}\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|g_{i, j}\right\|_{\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}}+\left\|h_{i, j}\right\|_{L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)} \leq 2 \tilde{\mu}_{i, j}\left(\Omega_{T}\right),
$$

which implies

$$
\left\|\sum_{j=1}^{n} f_{i, j}\right\|_{L^{1}\left(\Omega_{T}\right)}+\left\|\sum_{j=1}^{n} g_{i, j}\right\|_{\left(L^{p^{\prime}}\left(\Omega_{T}\right)\right)^{N}}+\left\|\sum_{j=1}^{n} h_{i, j}\right\|_{L^{p}\left(0, T, W_{0}^{1, p}(\Omega)\right)} \leq 2 \mu_{i, n}\left(\Omega_{T}\right) \leq 2|\mu|\left(\Omega_{T}\right)
$$

Finally, as in [8, Proof of Theorem 5.2], from Proposition 5.3.4, Theorem 5.3.5 and the monotone convergence Theorem, up to subsequences $\left\{u_{n}\right\}_{n},\left\{v_{n}\right\}_{n}$ converge to a renormalized solutions $u, v$ of problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u+|u|^{q-1} u=\mu \text { in } \Omega_{T}, \\
u=0 \quad \text { on } \partial \Omega \times(0, T), \\
u(0)=\sigma \quad \text { in } \Omega,
\end{array}\right.
$$

relative to the decomposition $\left(\sum_{j=1}^{\infty} f_{1, j}-\sum_{j=1}^{\infty} f_{2, j}, \sum_{j=1}^{\infty} g_{1, j}-\sum_{j=1}^{\infty} g_{2, j}, \sum_{j=1}^{\infty} h_{1, j}-\right.$ $\left.\sum_{j=1}^{\infty} h_{2, j}\right)$ of $\mu_{0}$, and

$$
\left\{\begin{array}{l}
v_{t}-\Delta_{p} v+v^{q}=|\mu| \text { in } \Omega_{T}, \\
v=0 \quad \text { on } \partial \Omega \times(0, T), \\
v(0)=|\sigma| \quad \text { in } \Omega,
\end{array}\right.
$$

relative to the decomposition $\left(\sum_{j=1}^{\infty} f_{1, j}+\sum_{j=1}^{\infty} f_{2, j}, \sum_{j=1}^{\infty} g_{1, j}+\sum_{j=1}^{\infty} g_{2, j}, \sum_{j=1}^{\infty} h_{1, j}+\right.$ $\left.\sum_{j=1}^{\infty} h_{2, j}\right)$ of $\left|\mu_{0}\right|$ respectively ; and

$$
|u| \leq v \leq c_{1}\left(1+D+\left(\frac{|\sigma|(\Omega)+|\mu|\left(\Omega_{T}\right)}{D^{N}}\right)^{m_{3}}+\mathbb{I}_{2}^{2 D}\left[|\sigma| \otimes \delta_{\{t=0\}}+|\mu|\right]\right)
$$

Remark that, if $\sigma \equiv 0$ and $\operatorname{supp}(\mu) \subset \bar{\Omega} \times[a, T], a>0$, then $u=v=0$ in $\Omega \times(0, a)$, since $u_{n, k}=v_{n, k}=0$ in $\Omega \times(0, a)$.
Step 2. We consider any $\sigma \in \mathfrak{M}_{b}(\Omega)$ such that $\sigma$ is absolutely continuous with respect to the capacity $\operatorname{Cap}_{\mathbf{G}_{\frac{2}{q}}, q^{\prime}}$ in $\Omega$. So, $\mu+\sigma \otimes \delta_{\{t=0\}}$ is absolutely continuous with respect to the capacity $\operatorname{Cap}_{2,1, q^{\prime}}$ in $\Omega \times(-T, T)$. As above, we verify that there exists a renormalized solution $u$ of

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u+|u|^{q-1} u=\chi_{\Omega_{T}} \mu+\sigma \otimes \delta_{\{t=0\}} \text { in } \Omega \times(-T, T) \\
u=0 \quad \text { on } \partial \Omega \times(-T, T), \\
u(-T)=0 \quad \text { on } \Omega,
\end{array}\right.
$$

satisfying $u=0$ in $\Omega \times(-T, 0)$ and (5.1.7). Finally, from Remark 5.3.2 we get the result. This completes the proof of the Theorem.
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## Chapitre 6

## Wiener criteria for existence of large solutions of quasilinear elliptic equations with absorption


#### Abstract

We obtain sufficient conditions, expressed in terms of Wiener type tests involving Hausdorff or Bessel capacities, for the existence of large solutions to equations (1) $-\Delta_{p} u+e^{u}-1=0$ or (2) $-\Delta_{p} u+u^{q}=0$ in a bounded domain $\Omega$ when $q>p-1>0$. We apply our results to equations (3) $-\Delta_{p} u+a|\nabla u|^{q}+b u^{s}=0$, (4) $\Delta_{p} u+u^{-\gamma}=0$ with $1<p \leq 2,1 \leq q \leq p$, $a>0, b>0$ and $q>p-1, s \geq p-1, \gamma>0$.


### 6.1 Introduction

Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}(N \geq 2)$ and $1<p \leq N$. We denote $\Delta_{p} u=$ $\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right), \rho(x)=\operatorname{dist}(x, \partial \Omega)$. In this paper we study some questions relative to the existence of solutions to the problem

$$
\begin{align*}
-\Delta_{p} u+g(u) & =0 \text { in } \Omega \\
\lim _{\rho(x) \rightarrow 0} u(x) & =\infty \tag{6.1.1}
\end{align*}
$$

where $g$ is a continuous nondecreasing function vanishing at 0 , and most often $g(u)$ is either $\operatorname{sign}(u)\left(e^{|u|}-1\right)$ or $|u|^{q-1} u$ with $q>p-1$. A solution to problem (6.1.1) is called a large solution. When the domain is regular in the sense that the Dirichlet problem with continuous boundary data $\phi$

$$
\begin{align*}
-\Delta_{p} u+g(u) & =0 \quad \text { in } \Omega \\
u & =\phi \quad \text { on } \partial \Omega \tag{6.1.2}
\end{align*}
$$

admits a solution, it is clear that problem (6.1.1) admits a solution. It is known that a necessary and sufficient condition for the solvability of problem (6.1.2) is the the extended Wiener criterion, due to Wiener [21] when $p=2$ and Maz'ya [13], Kilpelainen and Maly [7] when $p \neq 2$ (see [14] for a nice exposition). This condition is

$$
\begin{equation*}
\int_{0}^{1}\left(\frac{\operatorname{Cap}_{1, p}\left(B_{t}(x) \cap \Omega^{c}\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}=\infty \quad \forall x \in \partial \Omega \tag{6.1.3}
\end{equation*}
$$

where $\mathrm{Cap}_{1, p}$ denotes the capacity associated to the space $W^{1, p}\left(\mathbb{R}^{N}\right)$. The existence of a large solution is guaranteed for a large class of nondecreasing nonlinearities $g$ satisfying the Vazquez condition[18]

$$
\begin{equation*}
\int_{a}^{\infty} \frac{d t}{\sqrt[p]{G(t)}}<\infty \quad \text { where } G(t)=\int_{0}^{t} g(s) d s \tag{6.1.4}
\end{equation*}
$$

for some $a>0$. This is an extension of the Keller-Osserman condition [8], [15], which is the above relation when $p=2$. If for $R>\operatorname{diam}(\Omega)$ there exists a function $v$ which satisfies

$$
\begin{align*}
-\Delta_{p} v+g(v) & =0 \quad \text { in } B_{R} \backslash\{0\} \\
v & =0  \tag{6.1.5}\\
\lim _{x \rightarrow 0} v(x) & =\infty
\end{align*}
$$

then it is easy to see that the maximal solution of

$$
\begin{equation*}
-\Delta_{p} u+g(u)=0 \text { in } \Omega \tag{6.1.6}
\end{equation*}
$$

is a large solution, without any assumption on the regularity of $\partial \Omega$. However the existence of a (radial) solution to problem (6.1.5) needs the fact that equation (6.1.6) admits solutions with isolated singularities, which is usually not true if the growth of $g$ is too strong since Vazquez and Véron prove in [19] that if

$$
\begin{equation*}
\liminf _{|r| \rightarrow \infty}|r|^{-\frac{N(p-1)}{N-p}} \operatorname{sign}(r) g(r)>0 \quad \text { with } \quad p<N \tag{6.1.7}
\end{equation*}
$$

### 6.1. INTRODUCTION

isolated singularities of solutions of (6.1.6) are removable. Conversely, if $p-1<q<\frac{N(p-1)}{N-p}$ with $p<N$, Friedman and Véron [5] characterize the behavior of positive singular solutions to

$$
\begin{equation*}
-\Delta_{p} u+u^{q}=0 \tag{6.1.8}
\end{equation*}
$$

with an isolated singularities. In 2003, Labutin [9] show that a necessary and sufficient condition in order the following problem be solvable

$$
\begin{align*}
-\Delta u+|u|^{q-1} u & =0 \text { in } \Omega \\
\lim _{\rho(x) \rightarrow 0} u(x) & =\infty \tag{6.1.9}
\end{align*}
$$

is that

$$
\begin{equation*}
\int_{0}^{1} \frac{\operatorname{Cap}_{2, q^{\prime}}\left(B_{t}(x) \cap \Omega^{c}\right)}{t^{N-2}} \frac{d t}{t}=\infty \quad \forall x \in \partial \Omega \tag{6.1.10}
\end{equation*}
$$

where $\operatorname{Cap}_{2, q^{\prime}}$ is the capacity associated to the Sobolev space $W^{2, q^{\prime}}\left(\mathbb{R}^{N}\right)$ and $q^{\prime}=q /(q-1)$, $N \geq 3$. Notice that this condition is always satisfied if $q$ is subcritical, i.e. $q<N /(N-2)$. We refer to [12] for other related results. Concerning the exponential case of problem (6.1.1) nothing is known, even in the case $p=2$, besides the simple cases already mentioned.

In this article we give sufficient conditions, expressed in terms of Wiener tests, in order problem (6.1.1) be solvable in the two cases $g(u)=\operatorname{sign}(u)\left(e^{|u|}-1\right)$ and $g(u)=|u|^{q-1} u$, $q>p-1$. For $1<p \leq N$, we denote by $\mathcal{H}_{1}^{N-p}(E)$ the Hausdorff capacity of a set $E$ defined by

$$
\begin{equation*}
\mathcal{H}_{1}^{N-p}(E)=\inf \left\{\sum_{j} h^{N-p}\left(B_{j}\right): E \subset \bigcup B_{j}, \operatorname{diam}\left(B_{j}\right) \leq 1\right\}, \tag{6.1.11}
\end{equation*}
$$

where the $B_{j}$ are balls and $h^{N-p}\left(B_{r}\right)=r^{N-p}$. Our main result concerning the exponential case is the following

Theorem 1. Let $N \geq 2$ and $1<p \leq N$. If

$$
\begin{equation*}
\int_{0}^{1}\left(\frac{\mathcal{H}_{1}^{N-p}\left(\Omega^{c} \cap B_{r}(x)\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r}=+\infty \quad \forall x \in \partial \Omega \tag{6.1.12}
\end{equation*}
$$

then there exists $u \in C^{1}(\Omega)$ satisfying

$$
\begin{gather*}
-\Delta_{p} u+e^{u}-1=0 \quad \text { in } \Omega \\
\lim _{\rho(x) \rightarrow 0} u(x)=\infty \tag{6.1.13}
\end{gather*}
$$

Clearly, when $p=N$, we have $\mathcal{H}_{1}^{N-p}\left(\left\{x_{0}\right\}\right)=1$ for all $x_{0} \in \mathbb{R}^{N}$ thus, (6.1.12) is true for any open domain $\Omega$.

We also obtain a sufficient condition for the existence of a large solution in the power case expressed in terms of some $\operatorname{Cap}_{\alpha, s}$ Bessel capacity in $\mathbb{R}^{N}$ associated to the Besov space $B^{\alpha, s}\left(\mathbb{R}^{N}\right)$.

Theorem 2. Let $N \geq 2,1<p<N$ and $q_{1}>\frac{N(p-1)}{N-p}$. If

$$
\begin{equation*}
\int_{0}^{1}\left(\frac{C a p_{p, \frac{q_{1}}{q_{1}-p+1}}\left(\Omega^{c} \cap B_{r}(x)\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r}=+\infty \quad \forall x \in \partial \Omega \tag{6.1.14}
\end{equation*}
$$

then, for any $p-1<q<\frac{p q_{1}}{N}$ there exists $u \in C^{1}(\Omega)$ satisfying

$$
\begin{align*}
-\Delta_{p} u+u^{q} & =0 \quad \text { in } \Omega \\
\lim _{\rho(x) \rightarrow 0} u(x) & =\infty \tag{6.1.15}
\end{align*}
$$

We can see that condition (6.1.12) implies (6.1.14). In view of Labutin's theorem this previous result is not optimal in the case $p=2$, since the involved capacity is $C_{2, q_{1}^{\prime}}$ with $q_{1}^{\prime}$ and thus there exists a solution to

$$
\begin{align*}
-\Delta_{p} u+u^{q_{1}} & =0 \text { in } \Omega \\
\lim _{\rho(x) \rightarrow 0} u(x) & =\infty \tag{6.1.16}
\end{align*}
$$

with $q_{1}>q$.
At end we apply the previous theorem to quasilinear viscous Hamilton-Jacobi equations :

$$
\begin{align*}
& -\Delta_{p} u+a|\nabla u|^{q}+b|u|^{s-1} u=0 \text { in } \Omega, \\
& \quad u \in C^{1}(\Omega), \lim _{\rho(x) \rightarrow 0} u(x)=\infty \tag{6.1.17}
\end{align*}
$$

For $q_{1}>p-1$ and $1<p \leq 2$, if equation (6.1.15) admits a solution with $q=q_{1}$, then for any $a>0, b>0$ and $q \in\left(p-1, \frac{p q_{1}}{q_{1}+1}\right), s \in\left[p-1, q_{1}\right)$ there exists a positive solution to (6.1.17). Conversely, if for some $a, b>0, s>p-1$ there exists a solution to equation (6.1.17) with $1<q=p \leq 2$, then for any $q_{1}>p-1,1 \leq q_{1} \leq p, s_{1} \geq p-1, a_{1}, b_{1}>0$ there exists a positive solution to equation (6.1.17) with parameters $q_{1}, s_{1}, a_{1}, b_{1}$ replacing $q, s, a, b$. Moreover, we also prove that the previous statement holds if for some $\gamma>0$ there exists $u \in C(\bar{\Omega}) \cap C^{1}(\Omega), u>0$ in $\Omega$ satisfying

$$
\begin{align*}
-\Delta_{p} u+u^{-\gamma} & =0 \text { in } \Omega  \tag{6.1.18}\\
u & =0 \text { on } \partial \Omega
\end{align*}
$$

We would like to remark that the case $p=2$ was studied in [10]. In particular, if the boundary of $\Omega$ is smooth then (6.1.17) has a solution with $s=1$ and $1<q \leq 2, a>0, b>0$.

### 6.2 Morrey classes and Wolff potential estimates

In this section we assume that $\Omega$ is a bounded open subset of $\mathbb{R}^{N}$ and $1<p<N$. We also denote by $B_{r}(x)$ the open ball of center $x$ and radius $r$ and $B_{r}=B_{r}(0)$. We also recall that a solution of (6.1.1) belongs to $C_{l o c}^{1, \alpha}(\Omega)$ for some $\alpha \in(0,1)$, and is more regular (depending on $g$ ) on the set $\{x \in \Omega:|\nabla u(x)| \neq 0\}$.

Definition 6.2.1 A function $f \in L^{1}(\Omega)$ belongs to the Morrey space $\mathcal{M}^{s}(\Omega), 1 \leq s \leq \infty$, if there is a constant $K$ such that

$$
\begin{equation*}
\int_{\Omega \cap B_{r}(x)}|f| d y \leq K r^{\frac{N}{s^{\prime}}} \quad \forall r>0, \forall x \in \mathbb{R}^{N} \tag{6.2.1}
\end{equation*}
$$

The norm is defined as the smallest constant $K$ that satisfies this inequality; it is denoted by $\|f\|_{\mathcal{M}^{s}(\Omega)}$. Clearly $L^{s}(\Omega) \subset \mathcal{M}^{s}(\Omega)$.

Definition 6.2.2 Let $R \in(0, \infty]$ and $\mu \in \mathfrak{M}_{+}^{b}(\Omega)$, the set of nonnegative and bounded Radon measures in $\Omega$. We define the (R-truncated) Wolff potential of $\mu$ by

$$
\begin{equation*}
\mathbf{W}_{1, p}^{R}[\mu](x)=\int_{0}^{R}\left(\frac{\mu\left(B_{t}(x)\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \quad \forall x \in \mathbb{R}^{N} \tag{6.2.2}
\end{equation*}
$$

and the ( $R$-truncated) fractional maximal potential of $\mu$ by

$$
\begin{equation*}
\mathbf{M}_{p, R}[\mu](x)=\sup _{0<t<R} \frac{\mu\left(B_{t}(x)\right)}{t^{N-p}} \quad \forall x \in \mathbb{R}^{N} \tag{6.2.3}
\end{equation*}
$$

where the measure is extended by 0 in $\Omega^{c}$.
We recall a result proved in [6] (see also [2, Theorem 2.4]).
Theorem 6.2.3 Let $\mu$ be a nonnegative Radon measure in $\mathbb{R}^{N}$. There exist positive constants $C_{1}, C_{2}$ depending on $N, p$ such that

$$
\int_{2 B} \exp \left(C_{1} \mathbf{W}_{1, p}^{R}\left[\chi_{B} \mu\right]\right) d x \leq C_{2} r^{N}
$$

for all $B=B_{r}\left(x_{0}\right) \subset \mathbb{R}^{N}, 2 B=B_{2 r}\left(x_{0}\right), R>0$ such that $\left\|\mathbf{M}_{p, R}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq 1$.

For $k \geq 0$, we set $T_{k}(u)=\operatorname{sign}(u) \min \{k,|u|\}$.
Definition 6.2.4 Assume $f \in L_{l o c}^{1}(\Omega)$. We say that a measurable function $u$ defined in $\Omega$ is a renormalized supersolution of

$$
\begin{equation*}
-\Delta_{p} u+f=0 \quad \text { in } \Omega \tag{6.2.4}
\end{equation*}
$$

if, for any $k>0, T_{k}(u) \in W_{l o c}^{1, p}(\Omega),|\nabla u|^{p-1} \in L_{l o c}^{1}(\Omega)$ and there holds

$$
\begin{equation*}
\int_{\Omega}\left(\left|\nabla T_{k}(u)\right|^{p-2} \nabla T_{k}(u) \nabla \varphi+f \varphi\right) d x \geq 0 \tag{6.2.5}
\end{equation*}
$$

for all $\varphi \in W^{1, p}(\Omega)$ with compact support in $\Omega$ and such that $0 \leq \varphi \leq k-T_{k}(u)$, and if $-\Delta_{p} u+f$ is a positive distribution in $\Omega$.

The following result is proved in [14, Theorem 4.35].

Theorem 6.2.5 If $f \in \mathcal{M}^{\frac{N}{p-\epsilon}}(\Omega)$ for some $\epsilon \in(0, p)$, $u$ is a nonnegative renormalized supersolution of (6.2.4) and set $\mu:=-\Delta_{p} u+f$. Then there holds

$$
\begin{equation*}
u(x)+\|\left. f\right|_{\mathcal{M}^{\frac{N}{p-\varepsilon}}(\Omega)} ^{\frac{1}{p-1}} \geq C \mathbf{W}_{1, p}^{\frac{r}{4}}[\mu](x) \quad \forall x \in \Omega \text { s.t. } B_{r}(x) \subset \Omega \tag{6.2.6}
\end{equation*}
$$

for some $C$ depending only on $N, p, \varepsilon, \operatorname{diam}(\Omega)$.
Concerning renormalized solutions (see [3] for the definition) of

$$
\begin{equation*}
-\Delta_{p} u+f=\mu \quad \text { in } \Omega \tag{6.2.7}
\end{equation*}
$$

where $f \in L^{1}(\Omega)$ and $\mu \in \mathfrak{M}_{+}^{b}(\Omega)$, we have
Corollary 6.2.6 Let $f \in \mathcal{M}^{\frac{N}{p-\epsilon}}(\Omega)$ and $\mu \in \mathfrak{M}_{b}^{+}(\Omega)$. If $u$ is a renormalized solution to (6.2.7) and $\inf _{\Omega} u>-\infty$ then there exists a positive constant $C$ depending only on $N, p, \varepsilon, \operatorname{diam}(\Omega)$ such that

$$
\begin{equation*}
u(x)+\|f\|_{\mathcal{M}^{\frac{N}{p-\varepsilon}}(\Omega)}^{\frac{1}{p-1}} \geq \inf _{\Omega} u+C \mathbf{W}_{1, p}^{\frac{d(x, \partial \Omega)}{4}}[\mu](x) \quad \forall x \in \Omega \tag{6.2.8}
\end{equation*}
$$

The next result, proved in [2, Theorem 1.1, 1.2], is an important tool for the proof of Theorems 1 and 2. Before presenting we introduce the notation.

Definition 6.2.7 Let $s>1$ and $\alpha>0$. We denote by $C_{\alpha, s}(E)$ the Bessel capacity of Borel set $E \subset \mathbb{R}^{N}$,

$$
\operatorname{Cap}_{\alpha, s}(E)=\inf \left\{\|\phi\|_{L^{s}\left(\mathbb{R}^{N}\right)}^{s}: \phi \in L_{+}^{s}\left(\mathbb{R}^{N}\right), \quad \mathbf{G}_{\alpha} * \phi \geq \chi_{E}\right\}
$$

where $\chi_{E}$ is the characteristic function of $E$ and $\mathbf{G}_{\alpha}$ the Bessel kernel of order $\alpha$.
We say that a measure $\mu$ in $\Omega$ is absolutely continuous with respect to the capacity Cap $p_{\alpha, s}$ in $\Omega$ if

$$
\text { for all } E \subset \Omega, E \text { Borel, } \operatorname{Cap}_{\alpha, s}(E)=0 \Rightarrow|\mu|(E)=0 .
$$

Theorem 6.2.8 Let $\mu \in \mathfrak{M}_{+}^{b}(\Omega)$ and $q>p-1$.
a. If $\mu$ is absolutely continuous with respect to the capacity $\operatorname{Cap}_{p, \frac{q}{q+1-p}}$ in $\Omega$, then there exists a nonnegative renormalized solution $u$ to equation

$$
\begin{align*}
&-\Delta_{p} u+u^{q}=\mu \\
& u=0 \text { in } \Omega  \tag{6.2.9}\\
& \text { on } \partial \Omega
\end{align*}
$$

which satisfies

$$
\begin{equation*}
u(x) \leq C \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\mu](x) \quad \forall x \in \Omega \tag{6.2.10}
\end{equation*}
$$

where $C$ is a positive constant depending on $p$ and $N$.
b. If $\exp \left(C \mathbf{W}_{1, p}^{2 \operatorname{diam}(\Omega)}[\mu]\right) \in L^{1}(\Omega)$ where $C$ is the previous constant, then there exists a nonnegative renormalized solution $u$ to equation

$$
\begin{align*}
&-\Delta_{p} u+e^{u}-1=\mu  \tag{6.2.11}\\
& u=0 \text { in } \Omega \\
& \text { on } \partial \Omega
\end{align*}
$$

which satisfies (6.2.10).

### 6.3 Estimates from below

If $G$ is any domain in $\mathbb{R}^{N}$ with a compact boundary and $g$ is nondecreasing, $g(0)=$ $g^{-1}(0)=0$ and satisfies (6.1.7)) there always exists a maximal solution to (6.1.6) in $G$. It is constructed as the limit, when $n \rightarrow \infty$, of the solutions of

$$
\begin{align*}
-\Delta_{p} u_{n}+g\left(u_{n}\right) & =0 & \text { in } G_{n} \\
\lim _{\rho_{n}(x) \rightarrow 0} u_{n}(x) & =\infty &  \tag{6.3.1}\\
\lim _{|x| \rightarrow \infty} u_{n}(x) & =0 & \text { if } G_{n} \text { is unbounded }
\end{align*}
$$

where $\left\{G_{n}\right\}_{n}$ is a sequence of smooth domains such that $G_{n} \subset \bar{G}_{n} \subset G_{n+1}$ for all $n$, $\left\{\partial G_{n}\right\}_{n}$ is a bounded and $\bigcup_{n=1}^{\infty} G_{n}=G$ and $\rho_{n}(x):=\operatorname{dist}\left(x, \partial G_{n}\right)$. Our main estimates are the following.

Theorem 6.3.1 Let $K \subset B_{1 / 4} \backslash\{0\}$ be a compact set and let $U_{j} \in C^{1}\left(K^{c}\right), j=1$, 2 , be the maximal solutions of

$$
\begin{equation*}
-\Delta_{p} u+e^{u}-1=0 \quad \text { in } K^{c} \tag{6.3.2}
\end{equation*}
$$

for $U_{1}$ and

$$
\begin{equation*}
-\Delta_{p} u+u^{q}=0 \quad \text { in } K^{c} \tag{6.3.3}
\end{equation*}
$$

for $U_{2}$, where $p-1<q<\frac{p q_{1}}{N}$. Then there exist constants $C_{k}, k=1,2,3,4$, depending on $N, p$ and $q$ such that

$$
\begin{equation*}
U_{1}(0) \geq-C_{1}+C_{2} \int_{0}^{1}\left(\frac{\mathcal{H}_{1}^{N-p}\left(K \cap B_{r}\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r} \tag{6.3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{2}(0) \geq-C_{3}+C_{4} \int_{0}^{1}\left(\frac{\operatorname{Cap}_{p, \frac{q_{1}}{q_{1}-p+1}}\left(K \cap B_{r}\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r} \tag{6.3.5}
\end{equation*}
$$

Proof. 1. For $j \in \mathbb{Z}$ define $r_{j}=2^{-j}$ and $S_{j}=\left\{x: r_{j} \leq|x| \leq r_{j-1}\right\}, B_{j}=B_{r_{j}}$. Fix a positive integer $J$ such that $K \subset\left\{x: r_{J} \leq|x|<1 / 8\right\}$. Consider the sets $K \cap S_{j}$ for $j=$ $3, \ldots, J$. By [17, Theorem 3.4.27], there exists $\mu_{j} \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ such that $\operatorname{supp}\left(\mu_{j}\right) \subset K \cap S_{j}$, $\left\|\mathbf{M}_{p, 1}\left[\mu_{j}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq 1$ and

$$
c_{1}^{-1} \mathcal{H}_{1}^{N-p}\left(K \cap S_{j}\right) \leq \mu_{j}\left(\mathbb{R}^{N}\right) \leq c_{1} \mathcal{H}_{1}^{N-p}\left(K \cap S_{j}\right) \quad \forall j,
$$

for some $c_{1}=c_{1}(N, p)$.
Now, we will show that for $\varepsilon=\varepsilon(N, p)>0$ small enough, there holds,

$$
\begin{equation*}
A:=\int_{B_{1}} \exp \left(\varepsilon \mathbf{W}_{1, p}^{1}\left[\sum_{k=3}^{J} \mu_{k}\right](x)\right) d x \leq c_{2} \tag{6.3.6}
\end{equation*}
$$

where $c_{2}$ does not depend on $J$.
Indeed, define $\mu_{j} \equiv 0$ for all $j \geq J+1$ and $j \leq 2$. We have

$$
A=\sum_{j=1}^{\infty} \int_{S_{j}} \exp \left(\varepsilon \mathbf{W}_{1, p}^{1}\left[\sum_{k=3}^{J} \mu_{k}\right](x)\right) d x .
$$

Since for any $j$
$\mathbf{W}_{1, p}^{1}\left[\sum_{k=3}^{J} \mu_{k}\right] \leq c(p) \mathbf{W}_{1, p}^{1}\left[\sum_{k \geq j+2} \mu_{k}\right]+c(p) \mathbf{W}_{1, p}^{1}\left[\sum_{k \leq j-2} \mu_{k}\right]+c(p) \sum_{k=\max \{j-1,3\}}^{j+1} \mathbf{W}_{1, p}^{1}\left[\mu_{k}\right]$
with $c(p)=\max \left\{1,5^{\frac{2-p}{p-1}}\right\}$ and $\exp \left(\sum_{i=1}^{5} a_{i}\right) \leq \sum_{i=1}^{5} \exp \left(5 a_{i}\right)$ for all $a_{i}$. Thus,

$$
\begin{aligned}
A & \leq \sum_{j=1}^{\infty} \int_{S_{j}} \exp \left(c_{3} \varepsilon \mathbf{W}_{1, p}^{1}\left[\sum_{k \geq j+2} \mu_{k}\right](x)\right) d x+\sum_{j=1}^{\infty} \int_{S_{j}} \exp \left(c_{3} \varepsilon \mathbf{W}_{1, p}^{1}\left[\sum_{k \leq j-2} \mu_{k}\right](x)\right) d x \\
& +\sum_{j=1}^{\infty} \sum_{k=\max (j-1,3)}^{j+1} \int_{S_{j}} \exp \left(c_{3} \varepsilon \mathbf{W}_{1, p}^{1}\left[\mu_{k}\right](x)\right) d x:=A_{1}+A_{2}+A_{3}, \text { with } c_{3}=5 c(p) .
\end{aligned}
$$

Estimate of $A_{3}$ : We apply Theorem 6.2.3 for $\mu=\mu_{k}$ and $B=B_{k-1}$,

$$
\int_{2 B_{k-1}} \exp \left(c_{3} \varepsilon \mathbf{W}_{1, p}^{1}\left[\mu_{k}\right](x)\right) d x \leq c_{4} r_{k-1}^{N}
$$

with $c_{3} \varepsilon \in\left(0, C_{1}\right]$, the constant $C_{1}$ is in Theorem 6.2.3. In particular,

$$
\int_{S_{j}} \exp \left(c_{3} \varepsilon \mathbf{W}_{1, p}^{1}\left[\mu_{k}\right](x)\right) d x \leq c_{4} r_{k-1}^{N} \text { for } k=j-1, j, j+1,
$$

which implies

$$
\begin{equation*}
A_{3} \leq c_{5} \sum_{j=1}^{+\infty} r_{j}^{N}=c_{5}<\infty . \tag{6.3.7}
\end{equation*}
$$

Estimate of $A_{1}$ : Since $\sum_{k \geq j+2} \mu_{k}\left(B_{t}(x)\right)=0$ for all $x \in S_{j}, t \in\left(0, r_{j+1}\right)$. Thus,

$$
\begin{aligned}
A_{1} & =\sum_{j=1}^{\infty} \int_{S_{j}} \exp \left(c_{3} \varepsilon \int_{r_{j+1}}^{1}\left(\frac{\sum_{k \geq j+2} \mu_{k}\left(B_{t}(x)\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}\right) d x \\
& \leq \sum_{j=1}^{\infty} \exp \left(c_{3} \varepsilon \frac{p-1}{N-p}\left(\sum_{k \geq j+2} \mu_{k}\left(S_{k}\right)\right)^{\frac{1}{p-1}} r_{j+1}^{-\frac{N-p}{p-1}}\right)\left|S_{j}\right| .
\end{aligned}
$$

Note that $\mu_{k}\left(S_{k}\right) \leq \mu_{k}\left(B_{r_{k-1}}(0)\right) \leq r_{k-1}^{N-p}$, which leads to

$$
\left(\sum_{k \geq j+2} \mu_{k}\left(S_{k}\right)\right)^{\frac{1}{p-1}} r_{j+1}^{-\frac{N-p}{p-1}} \leq\left(\sum_{k \geq j+2} r_{k-1}^{N-p}\right)^{\frac{1}{p-1}} r_{j+1}^{-\frac{N-p}{p-1}}=\left(1-2^{-(N-p)}\right)^{-\frac{1}{p-1}} .
$$

Therefore

$$
\begin{equation*}
A_{1} \leq \exp \left(c_{3} \varepsilon \frac{p-1}{N-p}\left(1-2^{-(N-p)}\right)^{-\frac{1}{p-1}}\right)\left|B_{1}\right|=c_{6} . \tag{6.3.8}
\end{equation*}
$$

Estimate of $A_{2}$ : for $x \in S_{j}$,
$\mathbf{W}_{1, p}^{1}\left[\sum_{k \leq j-2} \mu_{k}\right](x)=\int_{r_{j-1}}^{1}\left(\frac{\sum_{k \leq j-2} \mu_{k}\left(B_{t}(x)\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}=\sum_{i=1}^{j-1} \int_{r_{i}}^{r_{i-1}}\left(\frac{\sum_{k \leq j-2} \mu_{k}\left(B_{t}(x)\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t}$.
Since $r_{i}<t<r_{i-1}, \sum_{k \leq i-2} \mu_{k}\left(B_{t}(x)\right)=0, \forall i=1, \ldots, j-1$, thus

$$
\begin{aligned}
\mathbf{W}_{1, p}^{1}\left[\sum_{k \leq j-2} \mu_{k}\right](x) & =\sum_{i=1}^{j-1} \int_{r_{i}}^{r_{i}-1}\left(\frac{\sum_{k=i-1}^{j-2} \mu_{k}\left(B_{t}(x)\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \leq \sum_{i=1}^{j-1} \int_{r_{i}}^{r_{i-1}}\left(\frac{\sum_{k=i-1}^{j-2} \mu_{k}\left(S_{k}\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \\
& \leq \sum_{i=1}^{j-1}\left(\sum_{k=i-1}^{j-2} r_{k-1}^{N-p}\right)^{\frac{1}{p-1}} r_{i}^{-\frac{N-p}{p-1}} \leq c_{7} j, \text { with } c_{7}=\left(\frac{4^{N-p}}{1-2^{-(N-p)}}\right)^{\frac{1}{p-1}} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
A_{2} & \leq \sum_{j=1}^{\infty} \int_{S_{j}} \exp \left(c_{3} c_{7} \varepsilon j\right) d x=\sum_{j=1}^{\infty} r_{j}^{N} \exp \left(c_{3} c_{7} \varepsilon j\right)\left|S_{1}\right| \\
& =\sum_{j=1}^{\infty} \exp \left(\left(c_{3} c_{7} \varepsilon-N \log (2)\right) j\right)\left|S_{1}\right| \leq c_{8} \quad \text { for } \varepsilon \leq N \log (2) /\left(2 c_{3} c_{7}\right) \tag{6.3.9}
\end{align*}
$$

Consequently, from (6.3.8), (6.3.9) and (6.3.7), we obtain $A \leq c_{2}:=c_{6}+c_{8}+c_{5}$ for $\varepsilon=\varepsilon(N, p)$ small enough. This implies

$$
\begin{equation*}
\left\|\exp \left(\frac{p}{2 N} \varepsilon \mathbf{W}_{1, p}^{1}\left[\sum_{k=3}^{J} \mu_{k}\right]\right)\right\|_{\mathcal{M}^{\frac{2 N}{p}\left(B_{1}\right)}} \leq c_{9}\left(\int_{B_{1}} \exp \left(\varepsilon \mathbf{W}_{1, p}^{1}\left[\sum_{k=3}^{J} \mu_{k}\right](x)\right) d x\right)^{\frac{p}{2 N}} \leq c_{10} \tag{6.3.10}
\end{equation*}
$$

where the constant $c_{10}$ does not depend on $J$. Set $B=B_{\frac{1}{4}}$. For $\varepsilon_{0}=\left(\frac{p \varepsilon}{2 N C}\right)^{1 /(p-1)}$, where $C$ is the constant in 6.2 .10 , by Theorem 6.2 .8 and estimate (6.3.10), there exists a nonnegative renormalized solution $u$ to equation

$$
\begin{align*}
-\Delta_{p} u+e^{u}-1 & =\varepsilon_{0} \sum_{j=3}^{J} \mu_{j} & & \text { in } B  \tag{6.3.11}\\
u & =0 & & \text { in } \partial B,
\end{align*}
$$

satisfying (6.2.10) with $\mu=\varepsilon_{0} \sum_{j=3}^{J} \mu_{j}$. Thus, from Corollary 6.2 .6 and estimate (6.3.10), we have

$$
u(0) \geq-c_{11}+c_{12} \mathbf{W}_{1, p}^{\frac{1}{4}}\left[\sum_{j=3}^{J} \mu_{j}\right](0)
$$

Therefore

$$
\begin{aligned}
u(0) & \geq-c_{11}+c_{12} \sum_{i=2}^{\infty} \int_{r_{i+1}}^{r_{i}}\left(\frac{\sum_{j=3}^{J} \mu_{j}\left(B_{t}(0)\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \geq-c_{11}+c_{12} \sum_{i=2}^{J-2} \int_{r_{i+1}}^{r_{i}}\left(\frac{\mu_{i+2}\left(B_{t}(0)\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \\
& =-c_{11}+c_{12} \sum_{i=2}^{J-2} \int_{r_{i+1}}^{r_{i}}\left(\frac{\mu_{i+2}\left(S_{i+2}\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} \geq-c_{11}+c_{13} \sum_{i=2}^{J-2}\left(\mathcal{H}_{1}^{N-p}\left(K \cap S_{i+2}\right)\right)^{\frac{1}{p-1}} r_{i}^{-\frac{N-p}{p-1}} \\
& =-c_{11}+c_{13} \sum_{i=4}^{\infty}\left(\mathcal{H}_{1}^{N-p}\left(K \cap S_{i}\right)\right)^{\frac{1}{p-1}} r_{i}^{-\frac{N-p}{p-1}} .
\end{aligned}
$$

From the inequality

$$
\left(\mathcal{H}_{1}^{N-p}\left(K \cap S_{i}\right)\right)^{\frac{1}{p-1}} \geq \frac{1}{\max \left(1,2^{\frac{2-p}{p-1}}\right)}\left(\mathcal{H}_{1}^{N-p}\left(K \cap B_{i-1}\right)\right)^{\frac{1}{p-1}}-\left(\mathcal{H}_{1}^{N-p}\left(K \cap B_{i}\right)\right)^{\frac{1}{p-1}} \quad \forall i,
$$

we deduce that

$$
\begin{aligned}
u(0) & \geq-c_{11}+c_{13} \sum_{i=4}^{\infty}\left(\frac{1}{\max \left(1,2^{\frac{2-p}{p-1}}\right)}\left(\mathcal{H}_{1}^{N-p}\left(K \cap B_{i-1}\right)\right)^{\frac{1}{p-1}}-\left(\mathcal{H}_{1}^{N-p}\left(K \cap B_{i}\right)\right)^{\frac{1}{p-1}}\right) r_{i}^{-\frac{N-p}{p-1}} \\
& \geq-c_{11}+c_{13}\left(\frac{2^{\frac{N-p}{p-1}}}{\max \left(1,2^{\frac{2 p-p}{p-1}}\right)}-1\right) \sum_{i=4}^{\infty}\left(\mathcal{H}_{1}^{N-p}\left(K \cap B_{i}\right)\right)^{\frac{1}{p-1}} r_{i} r^{-\frac{N-p}{p-1}} \\
& \geq-c_{14}+c_{15} \int_{0}^{1}\left(\frac{\mathcal{H}_{1}^{N-p}\left(K \cap B_{t}\right)}{t^{N-p}}\right)^{\frac{1}{p-1}} \frac{d t}{t} .
\end{aligned}
$$

Since $U_{1}$ is the maximal solution in $K^{c}, u$ satisfies the same equation in $B \backslash K$ and $U_{1} \geq$ $u=0$ on $\partial B$, it follows that $U_{1}$ dominates $u$ in $B \backslash K$. Then $U_{1}(0) \geq u(0)$ and we obtain (6.3.4).
2. By [1, Theorem 2.5.3], there exists $\mu_{j} \in \mathfrak{M}^{+}\left(\mathbb{R}^{N}\right)$ such that $\operatorname{supp}\left(\mu_{j}\right) \subset K \cap S_{j}$ and

$$
\mu_{j}\left(K \cap S_{j}\right)=\int_{\mathbb{R}^{N}}\left(G_{p}\left[\mu_{j}\right](x)\right)^{\frac{q_{1}}{p-1}} d x=\operatorname{Cap}_{p, \frac{q_{1}}{q_{1}-p+1}}\left(K \cap S_{j}\right) .
$$

By Jensen's inequality, we have for any $a_{k} \geq 0$,

$$
\left(\sum_{k=0}^{\infty} a_{k}\right)^{s} \leq \sum_{k=0}^{\infty} \theta_{k, s} a_{k}^{s}
$$

where $\theta_{k, r}$ has the following expression with $\theta>0$,

$$
\theta_{k, s}= \begin{cases}1 & \text { if } s \in(0,1] \\ \left(\frac{\theta+1}{\theta}\right)^{s-1}(\theta+1)^{k(s-1)} & \text { if } s>1\end{cases}
$$

Thus,

$$
\begin{aligned}
\int_{B_{1}}\left(\mathbf{W}_{1, p}^{1}\left[\sum_{k=3}^{J} \mu_{k}\right](x)\right)^{q_{1}} d x & \leq \int_{B_{1}}\left(\sum_{k=3}^{J} \theta_{k, \frac{1}{p-1}} \mathbf{W}_{1, p}^{1}\left[\mu_{k}\right](x)\right)^{q_{1}} d x \\
& \leq \sum_{k=3}^{J} \theta_{k, \frac{1}{p-1}}^{q_{1}} \theta_{k, q_{1}} \int_{B_{1}}\left(\mathbf{W}_{1, p}^{1}\left[\mu_{k}\right](x)\right)^{q_{1}} d x \\
& \leq c_{16} \sum_{k=3}^{J} \theta_{k, \frac{1}{p-1}}^{q_{1}} \theta_{k, q_{1}} \int_{\mathbb{R}^{N}}\left(G_{p} * \mu_{k}(x)\right)^{\frac{q_{1}}{p-1}} d x \\
& =c_{16} \sum_{k=3}^{J} \theta_{k, \frac{1}{p-1}}^{q_{1}} \theta_{k, q_{1}} \operatorname{Cap}_{p, \frac{q_{1}}{q_{1}-p+1}}\left(K \cap S_{k}\right) \\
& \left.\leq c_{17} \sum_{k=3}^{J} \theta_{k, \frac{1}{p-1}}^{q_{1}} \theta_{k, q_{1}} 2^{-k\left(N-\frac{p q_{1}}{q_{1}-p+1}\right.}\right) \\
& \leq c_{18}
\end{aligned}
$$

for $\theta$ small enough. Here the third inequality follows from [2, Theorem 2.3] and the constant $c_{18}$ does not depend on $J$. Hence,

$$
\begin{equation*}
\left\|\left(\mathbf{W}_{1, p}^{1}\left[\sum_{k=3}^{J} \mu_{k}\right]\right)^{q}\right\|_{\mathcal{M}^{\frac{q_{1}}{q}}\left(B_{1}\right)} \leq c_{19}\left\|\mathbf{W}_{1, p}^{1}\left[\sum_{k=3}^{J} \mu_{k}\right]\right\|_{L^{q_{1}}\left(B_{1}\right)}^{q} \leq c_{20} \tag{6.3.12}
\end{equation*}
$$

where $c_{20}$ is independent of $J$. Take $B=B_{\frac{1}{4}}$. Since $\sum_{j=3}^{J} \mu_{j}$ is absolutely continuous with respect to the capacity $\operatorname{Cap}_{p, \frac{q}{q+1-p}}$ in $B$, thus by Theorem 6.2 .8 , there exists a nonnegative renormalized solution $u$ to equation

$$
\begin{align*}
-\Delta_{p} u+u^{q} & =\sum_{j=3}^{J} \mu_{j} & & \text { in } B  \tag{6.3.13}\\
u & =0 & & \text { on } \partial B .
\end{align*}
$$

satisfying (6.2.10) with $\mu=\sum_{j=3}^{J} \mu_{j}$. Thus, from Corollary 6.2.6 and estimate (6.3.12), we have

$$
u(0) \geq-c_{21}+c_{22} \mathbf{W}_{1, p}^{\frac{1}{4}}\left[\sum_{j=3}^{J} \mu_{j}\right](0)
$$

As above, we also get that

$$
u(0) \geq-c_{23}+c_{24} \int_{0}^{1}\left(\frac{\operatorname{Cap}_{p, \frac{q_{1}}{q_{1}-p+1}}\left(K \cap B_{r}\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r}
$$

After we also have $U_{2}(0) \geq u(0)$. Therefore, we obtain(6.3.5).

### 6.4. PROOF OF THE MAIN RESULTS

### 6.4 Proof of the main results

First, we prove theorem $\mathbf{1}$ in the case case $p=N$. To do this we consider the function

$$
x \mapsto U(x)=U(|x|)=\log \left(\frac{N-1}{2^{N+1}} \frac{1}{R^{N}}\left(\frac{R}{|x|}+1\right)\right) \quad \text { in } \quad B_{R}(0) \backslash\{0\}
$$

One has

$$
U^{\prime}(|x|)=\frac{1}{R+|x|}-\frac{1}{|x|} \quad \text { and } \quad U^{\prime \prime}(|x|)=-\frac{1}{(R+|x|)^{2}}+\frac{1}{|x|^{2}}
$$

thus, for any $0<|x|<R$,

$$
\begin{aligned}
-\Delta_{N} U+e^{U}-1 & =-(N-1)\left|U^{\prime}(|x|)\right|^{N-2}\left(U^{\prime \prime}(|x|)+\frac{1}{|x|} U^{\prime}(|x|)\right)+e^{U}-1 \\
& =-\frac{(N-1) R^{N-1}}{(R+|x|)^{N}|x|^{N-1}}+\frac{N-1}{2^{N+1}} \frac{1}{R^{N}}\left(\frac{R}{|x|}+1\right)-1 \\
& \leq-\frac{(N-1) R^{N-1}}{(2 R)^{N}|x|^{N-1}}+\frac{N-1}{2^{N+1}} \frac{1}{R^{N}} \frac{2 R}{|x|} \\
& \leq-1
\end{aligned}
$$

Hence, if $u \in C^{1}(\Omega)$ is the maximal solution of

$$
\begin{equation*}
-\Delta_{N} u+e^{u}-1=0 \text { in } \Omega \tag{6.4.1}
\end{equation*}
$$

and $R=2 \operatorname{diam}(\Omega)$, then $u(x) \geq U(|x-y|)$ for any $x \in \Omega$ and $y \in \partial \Omega$. Therefore, $u$ is a large solution and satisfies

$$
u(x) \geq \log \left(\frac{N-1}{2^{N+1}} \frac{1}{R^{N}}\left(\frac{R}{\rho(x)}+1\right)\right) \quad \forall x \in \Omega
$$

Now, we prove theorem 1 in the case $p<N$ and theorem 2. Let $u, v \in C^{1}(\Omega)$ be the maximal solutions of

$$
\begin{array}{lll}
(i) & -\Delta_{p} u+e^{u}-1=0 & \text { in } \Omega \\
(i i) & -\Delta_{p} v+v^{q}=0 & \text { in } \Omega
\end{array}
$$

Fix $x_{0} \in \partial \Omega$. We can assume that $x_{0}=0$. Let $\delta \in(0,1 / 12)$. For $z_{0} \in \bar{B}_{\delta} \cap \Omega$. Set $K=\Omega^{c} \cap \overline{B_{1 / 4}\left(z_{0}\right)}$. Let $U_{1}, U_{2} \in C^{1}\left(K^{c}\right)$ be the maximal solutions of (6.3.2) and (6.3.3) respectively. We have $u \geq U_{1}$ and $v \geq U_{2}$ in $\Omega$. By Theorem 6.3.1,

$$
\begin{aligned}
U_{1}\left(z_{0}\right) & \geq-c_{1}+c_{2} \int_{\delta}^{1}\left(\frac{\mathcal{H}_{1}^{N-p}\left(K \cap B_{r}\left(z_{0}\right)\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r} \\
& \left.\geq-c_{1}+c_{2} \int_{\delta}^{1}\left(\frac{\mathcal{H}_{1}^{N-p}\left(K \cap B_{r-\left|z_{0}\right|}\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r} \quad\left(\text { since } B_{r-\left|z_{0}\right|} \subset B_{r}\left(z_{0}\right)\right)\right) \\
& \geq-c_{1}+c_{2} \int_{2 \delta}^{1}\left(\frac{\mathcal{H}_{1}^{N-p}\left(K \cap B_{\frac{r}{2}}\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r} \\
& \geq-c_{1}+c_{3} \int_{\delta}^{1 / 2}\left(\frac{\mathcal{H}_{1}^{N-p}\left(K \cap B_{r}\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r}
\end{aligned}
$$

We deduce

$$
\inf _{B_{\delta} \cap \Omega} u \geq \inf _{B_{\delta} \cap \Omega} U_{1} \geq-c_{1}+c_{3} \int_{\delta}^{1 / 2}\left(\frac{\mathcal{H}_{1}^{N-p}\left(K \cap B_{r}\right)}{r^{N-p}}\right)^{\frac{1}{p-1}} \frac{d r}{r} \rightarrow \infty \quad \text { as } \delta \rightarrow 0
$$

Similarly, we also obtain

$$
\inf _{B_{\delta} \cap \Omega} v \geq-c_{4}+c_{5} \int_{\delta}^{1 / 2}\left(\frac{\operatorname{Cap}_{p, \frac{q_{1}}{q_{1}-p+1}}\left(K \cap B_{r}\right)}{r^{N-2}}\right)^{\frac{1}{p-1}} \frac{d r}{r} \rightarrow \infty \quad \text { as } \delta \rightarrow 0
$$

Therefore, $u$ and $v$ satisfy (6.1.13) and (6.1.15) respectively. This completes the proof.

### 6.5 Large solutions of quasilinear Hamilton-Jacobi equations

Let $\Omega$ be a bounded open subset of $\mathbb{R}^{N}$ with $N \geq 2$. In this section we use our previous results to give sufficient conditions for existence of solutions to the problem

$$
\begin{align*}
-\Delta_{p} u+a|\nabla u|^{q}+b u^{s} & =0 \quad \text { in } \Omega, \\
\lim _{\rho(x) \rightarrow 0} u(x) & =\infty \tag{6.5.1}
\end{align*}
$$

where $a>0, b>0$ and $1 \leq q<p \leq 2, q>p-1, s \geq p-1$.
First we have the result of existence solutions to equation (6.5.1).
Proposition 6.5.1 Let $a>0, b>0$ and $q>p-1, s \geq p-1,1 \leq q \leq p$ and $1<p \leq 2$. There exists a maximal nonnegative solution $u \in C^{1}(\Omega)$ to equation

$$
\begin{equation*}
-\Delta_{p} u+a|\nabla u|^{q}+b u^{s}=0 \quad \text { in } \Omega \tag{6.5.2}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
u(x) \leq c(N, p, s) b^{-\frac{1}{s-p+1}} \rho(x)^{-\frac{p}{s-p+1}} \quad \forall x \in \Omega \tag{6.5.3}
\end{equation*}
$$

if $s>p-1$,

$$
\begin{equation*}
u(x) \leq c(N, p, q)\left(a^{-\frac{1}{q-p+1}} \rho(x)^{-\frac{p-q}{q-p+1}}+a^{-\frac{1}{q-p+1}} b^{-\frac{1}{p-1}} \rho(x)^{-\frac{q}{(p-1)(q-p+1)}}\right) \quad \forall x \in \Omega \tag{6.5.4}
\end{equation*}
$$

if $p-1<q<p$ and $s=p-1$, and

$$
\begin{equation*}
u(x) \leq c(N, p) a^{-1} b^{-\frac{1}{p-1}} \rho(x)^{-\frac{p}{p-1}} \quad \forall x \in \Omega \tag{6.5.5}
\end{equation*}
$$

if $q=p$ and $s=p-1$.
Proof. Case $s=p-1$ and $p-1<q<p$. We consider

$$
U_{1}(x)=U_{1}(|x|)=c_{1}\left(\frac{R^{p^{\prime}}-|x|^{p^{\prime}}}{p^{\prime} R^{p^{\prime}-1}}\right)^{-\frac{p-q}{q-p+1}}+c_{2} \in C^{1}\left(B_{R}(0)\right)
$$

with $p^{\prime}=\frac{p}{p-1}$ and $c_{1}, c_{2}>0$. We have

$$
\begin{aligned}
U_{1}^{\prime}(|x|)= & \frac{c_{1}(p-q)}{q-p+1} \frac{\left.|x|\right|^{p^{\prime}-1}}{R^{p^{\prime}-1}}\left(\frac{R^{p^{\prime}}-|x|^{p^{\prime}}}{p^{\prime} R^{p^{\prime}-1}}\right)^{-\frac{1}{q-p+1}}, \\
U_{1}^{\prime \prime}(|x|)= & \frac{c_{1}(p-q)\left(p^{\prime}-1\right)}{q-p+1} \frac{|x|^{p^{\prime}-2}}{R^{p^{\prime}-1}}\left(\frac{R^{p^{\prime}}-|x|^{p^{\prime}}}{p^{\prime} R^{p^{\prime}-1}}\right)^{-\frac{1}{q-p+1}} \\
& \quad \frac{c_{1}(p-q)}{(q-p+1)^{2}}\left(\frac{|x|^{p^{\prime}-1}}{R^{p^{\prime}-1}}\right)^{2}\left(\frac{R^{p^{\prime}}-|x|^{p^{\prime}}}{p^{\prime} R^{p^{\prime}-1}}\right)^{-\frac{1}{q-p+1}-1},
\end{aligned}
$$

and

$$
A=-\Delta_{p} U_{1}+a\left|\nabla U_{1}\right|^{q}+b U_{1}^{p-1} \geq-\Delta_{p} U_{1}+a\left|\nabla U_{1}\right|^{q}+b c_{2}^{p-1} .
$$

Thus, for all $x \in B_{R}(0)$

$$
\begin{aligned}
A \geq & -(p-1)\left|U_{1}^{\prime}(|x|)\right|^{p-2} U_{1}^{\prime \prime}(|x|)-\frac{N-1}{|x|}\left|U_{1}^{\prime}(|x|)\right|^{p-2} U_{1}^{\prime}(|x|)+a\left|U_{1}^{\prime}(|x|)\right|^{q}+b c_{1}^{p-1} \\
= & \left(\frac{c_{1}(p-q)\left(p^{\prime}-1\right)}{q-p+1}\right)^{p-1}\left(\frac{R^{p^{\prime}}-|x|^{p^{\prime}}}{p^{\prime} R^{p^{\prime}-1}}\right)^{-\frac{q}{q-p+1}}\left\{-(p-1) \frac{p^{\prime}-1}{p^{\prime}}\left(1-\left(\frac{|x|}{R}\right)^{p^{\prime}}\right)\right. \\
& \quad-\frac{1}{q-p+1}\left(\frac{|x|}{R}\right)^{p^{\prime}}-\frac{N-1}{p^{\prime}}\left(\frac{|x|}{R}\right)^{p^{\prime}}\left(1-\left(\frac{|x|}{R}\right)^{p^{\prime}}\right) \\
& \left.\quad+a\left(\frac{c_{1}(p-q)}{q-p+1}\right)^{q-p+1}\left(\frac{|x|}{R}\right)^{\frac{q}{q-p+1}}\right\}+b c_{2}^{p-1} \\
\geq & \left(\frac{c_{1}(p-q)\left(p^{\prime}-1\right)}{q-p+1}\right)^{p-1}\left(\frac{R^{p^{\prime}}-\mid x p^{p^{\prime}}}{p^{\prime} R^{p^{\prime}-1}}\right)^{-\frac{q}{q-p+1}} \\
& \times\left\{-\frac{N(p-1)}{p}-\frac{1}{q-p+1}+a\left(\frac{c_{1}(p-q)}{q-p+1}\right)^{q-p+1}\left(\frac{|x|}{R}\right)^{\frac{q}{q-p+1}}\right\}+b c_{2}^{p-1} .
\end{aligned}
$$

Clearly, one can find $c_{1}=c_{2}(N, p, q) a^{-\frac{1}{q-p+1}}>0$ and $c_{3}=c_{3}(N, p, q)>0$ such that

$$
A \geq-c_{3} a^{-\frac{p-1}{q-p+1}} R^{-\frac{q}{q-p+1}}+b c_{2}^{p-1}
$$

Choosing $c_{2}=c_{3}^{\frac{1}{p-1}} a^{-\frac{1}{q-p+1}} b^{-\frac{1}{p-1}} R^{-\frac{q}{(p-1)(q-p+1)}}$, we get

$$
\begin{equation*}
-\Delta_{p} U_{1}+a\left|\nabla U_{1}\right|^{q}+b U_{1}^{p-1} \geq 0 \text { in } B_{R}(0) \tag{6.5.6}
\end{equation*}
$$

Likewise, we can verify that the function $U_{2}$ below

$$
U_{2}(x)=c_{4} a^{-1} \log \left(\frac{R^{p^{\prime}}}{R^{p^{\prime}}-|x|^{p^{\prime}}}\right)+c_{4} a^{-1} b^{-\frac{1}{p-1}} R^{-\frac{p}{p-1}}
$$

belongs to $C_{+}^{1}\left(B_{R}(0)\right)$ and satisfies

$$
\begin{equation*}
-\Delta_{p} U_{2}+a\left|\nabla U_{2}\right|^{p}+b U_{2}^{p-1} \geq 0 \text { in } B_{R}(0) \tag{6.5.7}
\end{equation*}
$$

While, if $s>p-1$,

$$
U_{3}(x)=c_{5} b^{-\frac{1}{s-p+1}}\left(\frac{R^{\beta}-|x|^{\beta}}{\beta R^{\beta-1}}\right)^{-\frac{p}{s-p+1}}
$$

belongs to $C^{1}\left(B_{R}(0)\right)$ and verifies

$$
\begin{equation*}
-\Delta_{p} U_{3}+b U_{3}^{s} \geq 0 \text { in } B_{R}(0) \tag{6.5.8}
\end{equation*}
$$

for some positive constants $c_{4}=c_{4}(N, p, q), c_{5}=c_{5}(N, p, s)$ and $\beta=\beta(N, p, q)>1$.
We emphasize the fact that with the condition $1<p \leq 2$ and $q \geq 1$, equation (6.5.2) satisfies a comparison principle, see [16, Theorem 3.5.1, corollary 3.5.2]. Take a sequence of smooth domains $\Omega_{n}$ satisfying $\Omega_{n} \subset \bar{\Omega}_{n} \subset \Omega_{n+1}$ for all $n$ and $\bigcup_{n=1}^{\infty} \Omega_{n}=\Omega$. For each $n, k \in \mathbb{N}^{*}$, there exist nonnegative solution $u_{n, k}=u \in W_{k}^{1, p}\left(\Omega_{n}\right):=W_{0}^{1, p}\left(\Omega_{n}\right)+k$ of equation (6.5.2) in $\Omega_{n}$.
Since $-\Delta_{p} u_{k, n} \leq 0$ in $\Omega_{n}$, so using the maximum principle we get $u_{n, k} \leq k$ in $\Omega_{n}$ for all $n$. Thus, by standard regularity (see [4] and [11]), $u_{n, k} \in C^{1, \alpha}\left(\overline{\Omega_{n}}\right)$ for some $\alpha \in(0,1)$. It follows from the comparison principle and (6.5.6)-(6.5.8), that

$$
u_{n, k} \leq u_{n, k+1} \quad \text { in } \Omega_{n}
$$

and (6.5.3)-(6.5.5) are satisfied with $u_{n, k}$ and $\Omega_{n}$ in place of $u$ and $\Omega$ respectively. From this, we derive uniform local bounds for $\left\{u_{n, k}\right\}_{k}$, and by standard interior regularity (see [4]) we obtain uniform local bounds for $\left\{u_{n, k}\right\}_{k}$ in $C_{l o c}^{1, \eta}\left(\Omega_{n}\right)$. It implies that the sequence $\left\{u_{n, k}\right\}_{k}$ is pre-compact in $C^{1}$. Therefore, up to a subsequence, $u_{n, k} \rightarrow u_{n}$ in $C^{1}\left(\Omega_{n}\right)$. Hence, we can verify that $u_{n}$ is a solution of (6.5.2) and satisfies (6.5.3)-(6.5.5) with $u_{n}$ and $\Omega_{n}$ replacing $u$ and $\Omega$ and $u_{n}(x) \rightarrow \infty$ as $d\left(x, \partial \Omega_{n}\right) \rightarrow 0$.
Next, since $u_{n, k} \geq u_{n+1, k}$ in $\Omega_{n}$ there holds $u_{n} \geq u_{n+1}$ in $\Omega_{n}$. In particular, $\left\{u_{n}\right\}$ is uniformly locally bounded in $\Omega$. Arguing as above, we obtain $u_{n} \rightarrow u$ in $C^{1}(\Omega)$, thus $u$ is a solution of (6.5.2) in $\Omega$ and satisfies (6.5.3)-(6.5.5). Clearly, $u$ is the maximal solution of (6.5.2).

Theorem 6.5.2 Let $q_{1}>p-1$ and $1<p \leq 2$. Assume that equation (6.1.15) admits a solution with $q=q_{1}$. Then for any $a>0, b>0$ and $q \in\left(p-1, \frac{p q_{1}}{q_{1}+1}\right)$, $s \in\left[p-1, q_{1}\right)$ equation (6.5.2) has a large solution satisfying (6.5.3) and (6.5.4).

Proof. Assume that equation (6.1.15) admits a solution $v$ with $q=q_{1}$ and set $v=\beta w^{\sigma}$ with $\beta>0, \sigma \in(0,1)$, then $w>0$ and

$$
\begin{equation*}
-\Delta_{p} w+(-\sigma+1)(p-1) \frac{|\nabla w|^{p}}{w}+\beta^{q_{1}-p+1} \sigma^{-p+1} w^{\sigma\left(q_{1}-p+1\right)+p-1}=0 \text { in } \Omega \tag{6.5.9}
\end{equation*}
$$

If we impose $\max \left\{\frac{s-p+1}{q_{1}-p+1},\left(\frac{q}{p-q}-p+1\right) \frac{1}{q_{1}-p+1}\right\}<\sigma<1$, we can see that $(-\sigma+1)(p-1) \frac{|\nabla w|^{p}}{w}+\beta^{q_{1}-p+1} \sigma^{-p+1} w^{\sigma\left(q_{1}-p+1\right)+p-1} \geq a|\nabla w|^{q}+b w^{s}$ in $\{x: w(x) \geq M\}$,
where a positive constant $M$ depends on $p, q_{1}, q, s, a, b$. Therefore

$$
-\Delta_{p} w+a|\nabla w|^{q}+b w^{s} \leq 0 \quad \text { in } \quad\{x: w(x) \geq M\}
$$

Now we take an open subset $\Omega^{\prime}$ of $\Omega$ with $\overline{\Omega^{\prime}} \subset \Omega$ such that the set $\{x: w(x) \geq M\}$ contains $\Omega \backslash \overline{\Omega^{\prime}}$. So $w$ is a subsolution of $-\Delta_{p} u+a|\nabla u|^{q}+b u^{s}=0$ in $\Omega \backslash \overline{\Omega^{\prime}}$ and the same property holds with $w_{\varepsilon}:=\varepsilon w$ for any $\varepsilon \in(0,1)$. Let $u$ be as in Proposition 6.5.1. Set $\min \left\{u(x): x \in \partial \Omega^{\prime}\right\}=\theta_{1}>0$ and $\max \left\{w(x): x \in \partial \Omega^{\prime}\right\}=\theta_{2} \geq M$. Thus $w_{\varepsilon}<u$ on $\partial \Omega^{\prime}$ with $\varepsilon<\min \left\{\frac{\theta_{1}}{\theta_{2}}, 1\right\}$. Hence, from the construction of $u$ in the proof of Proposition 6.5.1 and the comparison principle, we obtain $w_{\varepsilon} \leq u$ in $\Omega \backslash \overline{\Omega^{\prime}}$. This implies the result.

Remark 6.5.3 From the proof of above Theorem, we can show that under the assumption as in Proposition 6.5.1, equation (6.5.2) has a large solution in $\Omega$ if and only if equation (6.5.2) has a large solution in $\Omega \backslash K$ for some a compact set $K \subset \Omega$ with smooth boundary.

Now we deal with (6.5.1) in the case $q=p$.
Theorem 6.5.4 Assume that equation (6.5.2) has a large solution in $\Omega$ for some $a, b>0$, $s>p-1$ and $q=p>1$. Then for any $a_{1}, b_{1}>0$ and $q_{1}>p-1, s_{1} \geq p-1,1 \leq q_{1} \leq p \leq 2$, equation (6.5.2) also has a large solution $u$ in $\Omega$ with parameters $a_{1}, b_{1}, q_{1}, s_{1}$ in place of $a, b, q, s$ respectively, and it satisfies (6.5.3)-(6.5.5).

Proof. For $\sigma>0$ we set $u=v^{\sigma}$ thus

$$
-\Delta_{p} v-(\sigma-1)(p-1) \frac{|\nabla v|^{p}}{v}+a \sigma v^{\sigma-1}|\nabla v|^{p}+b \sigma^{-p+1} v^{(s-p+1) \sigma+p-1}=0
$$

Choose $\sigma=\frac{s_{1}-p+1}{s-p+1}+2$, it is easy to see that

$$
-\Delta_{p} v+a_{1}|\nabla v|^{q_{1}}+b_{2} v^{s_{1}} \leq 0 \text { in }\{x: v(x) \geq M\}
$$

for some a positive constant $M$ only depending on $p, s, a, b, a_{1}, b_{1}, q_{1}, s_{1}$. Similarly as in the proof of Theorem 6.5.2, we get the result as desired.

Remark 6.5.5 If we set $u=e^{v}$ then $v$ satisfies

$$
-\Delta_{p} v+b e^{(s-p+1) v}=|\nabla v|^{p}\left(p-1-a e^{v}\right) \quad \text { in } \Omega
$$

From this, we can construct a large solution of

$$
-\Delta_{p} u+b e^{(s-p+1) u}=0 \quad \text { in } \Omega \backslash K
$$

for any a compact set $K \subset \Omega$ with smooth boundary such that $v \geq \ln \left(\frac{p-1}{a}\right)$ in $\Omega \backslash K$. In case $p=2$, It would be interesting to see what Wiener type criterion is implied by the existence as such a large solution. We conjecture that this condition must be

$$
\int_{0}^{1} \frac{\mathcal{H}_{1}^{N-2}\left(B_{r}(x) \cap \Omega^{c}\right)}{r^{N-2}} \frac{d r}{r}=\infty \quad \forall x \in \partial \Omega
$$

We now consider the function

$$
\begin{equation*}
U_{4}(x)=c\left(\frac{R^{\beta}-|x|^{\beta}}{\beta R^{\beta-1}}\right)^{\frac{p}{\gamma+p-1}} \text { in } B_{R}(0), \gamma>0 \tag{6.5.10}
\end{equation*}
$$

As in the proof of proposition 6.5.1, it is easy to check that there exist positive constants $\beta$ large enough and $c$ small enough so that inequality $\Delta_{p} U_{4}+U_{4}^{-\gamma} \geq 0$ holds.
From this, we get the existence of minimal solution to equation

$$
\begin{equation*}
\Delta_{p} u+u^{-\gamma}=0 \text { in } \Omega \tag{6.5.11}
\end{equation*}
$$

Proposition 6.5.6 Assume $\gamma>0$. Then there exists a minimal solution $u \in C^{1}(\Omega)$ to equation (6.5.11) and it satisfies $u(x) \geq C \rho(x)^{\frac{p}{\gamma+p-1}}$ in $\Omega$.

We can verify that if the boundary of $\Omega$ is satisfied (6.1.3), then above minimal solution $u$ belongs to $C(\bar{\Omega})$, vanishes on $\partial \Omega$ and it is therefore a solution to the quenching problem

$$
\begin{align*}
& \Delta_{p} u+u^{-\gamma}=0 \\
& \text { in } \Omega  \tag{6.5.12}\\
& u=0
\end{align*} \text { on } \partial \Omega .
$$

Theorem 6.5.7 Let $\gamma>0$. Assume that there exists a solution $u \in C(\bar{\Omega})$ to problem (6.5.12). Then, for any $a, b>0$ and $q>p-1, s \geq p-1,1 \leq q \leq p \leq 2$, equation (6.5.2) admits a large solution in $\Omega$ and it satisfies (6.5.3)-(6.5.5).

Proof. We set $u=e^{-\frac{a}{p-1} v}$, then $v$ is a large solution of

$$
\begin{equation*}
-\Delta_{p} v+a|\nabla v|^{p}+\left(\frac{p-1}{a}\right)^{p-1} e^{\frac{a}{p-1}(\gamma+p-1) v}=0 \quad \text { in } \Omega \tag{6.5.13}
\end{equation*}
$$

So

$$
-\Delta_{p} v+a|\nabla v|^{q}+b v^{s} \leq 0 \quad \text { in }\{x: v(x) \geq M\}
$$

for some a positive constant $M$ only depending on $p, q, s, a, b, \gamma$. Similarly to the proof of Theorem 6.5.2, we get the result as desired.
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### 6.6 Appendix

In this section is to establish behavior of high order gradient of the solution to equation (6.1.15) near boundary of $\Omega$, where $\partial \Omega \in C^{2}$.

It is well known that if $\partial \Omega \in C^{2}$ then there exists $r>0$ such that $\overline{\left.B\left(y-r \vec{n}_{y}, r\right)\right)} \cap \partial \Omega=$ $\overline{\left.B\left(y+r \vec{n}_{y}, r\right)\right)} \cap \partial \Omega=\{y\} \forall y \in \partial \Omega$, where $\vec{n}_{y}$ is the unique outward normal unit vector at $y$. Therefore, for any $x \in \Omega_{r}:=\{x \in \Omega: \rho(x)<r\}$, there exist a unique $y \in \partial \Omega$ such that $x=y-\rho(x) \vec{n}_{y}$, for simplicity we write $y=\operatorname{Pr}_{\partial \Omega} x$. We prove

Theorem 6.6.1 Let $\partial \Omega \in C^{2}$ and $r>0$ be the same as above. Then, problem (6.1.15) has a unique solution $u$ which satisfies
a. for any $y \in \partial \Omega$ and $\beta \geq \beta_{0}$,

$$
\begin{equation*}
C_{0}\left(\frac{\left|x-y-r \vec{n}_{y}\right|^{\beta}-r^{\beta}}{\beta r^{\beta-1}}\right)^{-\frac{p}{q-p+1}} \leq u(x) \leq C_{0}\left(\frac{r^{\beta}-\left|x-y+r \vec{n}_{y}\right|^{\beta}}{\beta r^{\beta-1}}\right)^{-\frac{p}{q-p+1}} \tag{6.6.1}
\end{equation*}
$$

for any $x \in B\left(y-r \vec{n}_{y}, r\right)$, where $\vec{n}_{y}$ is the outward normal unit vector at $y$ and

$$
C_{0}=\left(\frac{p^{p-1}(p-1)(q+1)}{(q-p+1)^{p}}\right)^{\frac{1}{q-p+1}}, \quad \beta_{0}=\max \left\{\frac{p}{p-1}, \frac{(n-p)(q-p+1)}{p(p-1)}\right\} .
$$

b. There exists $r_{0} \in(0, r)$ depending on $p, q, N, \Omega$ such that $u \in C_{\text {loc }}^{\infty}\left(\Omega_{r_{0}}\right)$ where $\Omega_{r_{0}}$.
c. Let $\vec{n}_{x_{\partial \Omega}}=\left(n_{x_{\partial \Omega}, 1}, \ldots, n_{x_{\partial \Omega}, N}\right)$ be the outward normal unit vector at $x_{\partial \Omega}=\operatorname{Pr} r_{\partial \Omega}$ for all $x \in \Omega_{r}$. For any $m \in \mathbb{N}^{*}$, there exists a positive constant $C$ depending on $p, q, N, m$ such that $m=i_{1}+i_{2}+\ldots+i_{N}$

$$
\begin{equation*}
\left|(\rho(x))^{\frac{p}{q-p+1}+m} \frac{\partial^{m} u(x)}{\partial x_{1}^{i_{1}} \ldots \partial x_{N}^{i_{N}}}-C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right) \prod_{k=1}^{N} n_{x_{\partial \Omega, k}}^{i_{k}}\right| \leq C\left(\frac{\rho(x)}{r}\right)^{\frac{1}{m+1}} \tag{6.6.2}
\end{equation*}
$$

for all $x \in \Omega$ and $\rho(x)<\frac{r_{0}}{16}$.

Let u be a solution of problem (6.1.15). First we consider

$$
\begin{aligned}
& U(x)=C_{0}\left(\frac{R^{\beta}-|x|^{\beta}}{\beta R^{\beta-1}}\right)^{-\frac{p}{q-p+1}} \forall x \in B(0, R), \\
& V(x)=C_{0}\left(\frac{|x|^{\beta}-R^{\beta}}{\beta R^{\beta-1}}\right)^{-\frac{p}{q-p+1}} \forall x \in \mathbb{R}^{N} \backslash B(0, R),
\end{aligned}
$$

where $R>0$. By computing,

$$
-\Delta_{p} U+U^{q}=A_{1} B \text { and }-\Delta_{p} V+V^{q}=A_{2} B
$$

where

$$
\begin{aligned}
& A_{1}=\left(C_{0} \frac{p}{q-p+1}\right)^{p-1}\left(\frac{R^{\beta}-|x|^{\beta}}{\beta R^{\beta-1}}\right)^{-\frac{q p}{q-p+1}} \\
& A_{2}=\left(C_{0} \frac{p}{q-p+1}\right)^{p-1}\left(\frac{|x|^{\beta}-R^{\beta}}{\beta R^{\beta-1}}\right)^{-\frac{q p}{q-p+1}} \text { and } \\
& B=\left(\frac{n-p}{\beta}-\frac{p(p-1)}{q-p+1}\right)\left|\frac{x}{R}\right|^{p(\beta-1)}-\left(\frac{n-p}{\beta}+p-1\right)\left|\frac{x}{R}\right|^{\beta(p-1)-p}+\frac{(q+1)(p-1)}{q-p+1} .
\end{aligned}
$$

We see that $B$ is decreasing with respect to $\left|\frac{x}{R}\right|$. Which implies $B \geq 0 \forall x \in B(0, R)$ and $B \leq 0 \forall x \in \mathbb{R}^{N} \backslash B(0, R)$. Thus,

$$
-\Delta_{p} U+U^{q} \geq 0 \forall x \in B(0, R)
$$

and

$$
-\Delta_{p} V+V^{q} \leq 0 \forall x \in \mathbb{R}^{N} \backslash B(0, R)
$$

So, thanks to the comparison principle we obtain (6.6.1). Hence,

$$
\lim _{x \rightarrow \partial \Omega} \rho(x)^{\frac{p}{q-p+1}} u(x)=C_{0}
$$

and $u$ is a unique solution of problem (6.1.15).
To prove b. and $\mathbf{c}$., we introduce the higher order divided differences.
For $h \in \mathbb{R}^{N}$ and $k \in \mathbb{Z}$, we set

$$
\Delta_{h} f_{k}(x)=f(x+(k+1) h)-f(x+k h) \text { for all } x \in \mathbb{R}^{N}
$$

By induction, we can define

$$
\Delta_{h}^{n} f_{k}=\Delta_{h}\left(\Delta_{h}^{n-1} f_{k}\right),
$$

for any positive integer $n$ and

$$
\Delta_{h_{2}}^{n} \Delta_{h_{1}}^{m} f_{k}=\Delta_{h_{2}}^{n}\left(\Delta_{h_{1}}^{m} f_{k}\right),
$$

for any $h_{1}, h_{2} \in \mathbb{R}^{N}$ and positive integers $n, m$. By above definition, it is not difficult to show that for any positive integers $i_{1}, \ldots, i_{n}$ and $h_{1}, \ldots, h_{n} \in \mathbb{R}^{N}$

$$
\begin{aligned}
& \Delta_{h_{n}}^{i_{n}} \Delta_{h_{n-1}}^{i_{n-1}} \ldots \Delta_{h_{1}}^{i_{1}} f(x) \\
& \quad=\sum_{j_{n}=1}^{i_{n}} \ldots \sum_{j_{1}=1}^{i_{1}}(-1)^{i_{1}+\ldots+i_{n}+j_{1}+\ldots+j_{n}}\binom{i_{1}}{j_{1}} \ldots\binom{i_{n}}{j_{n}} f\left(x+j_{1} h_{1}+\ldots+j_{n} h_{n}\right),
\end{aligned}
$$

and if $f \in C^{\alpha}, \alpha=i_{1}+i_{2}+\ldots+i_{n}$ then

$$
\begin{aligned}
& \Delta_{h_{n}}^{i_{n}} \Delta_{h_{n-1}}^{i_{n-1}} \ldots \Delta_{h_{1}}^{i_{1}} f(x) \\
& \quad=\int_{[0,1]^{\alpha}} D^{\alpha} f\left(x+\sum_{k=1}^{n}\left(t_{1, k}+t_{2, k}+\ldots+t_{i_{k}, k}\right) h_{k}\right)\left(h_{1}^{i_{1}}, \ldots, h_{n}^{i_{n}}\right) d t_{1,1} \ldots d t_{i_{1}, 1} \ldots d t_{1, n} \ldots d t_{i_{n}, n}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \sum_{j_{n}=1}^{i_{n}} \ldots \sum_{j_{1}=1}^{i_{1}}(-1)^{i_{1}+\ldots+i_{n}+j_{1}+\ldots+j_{n}}\binom{i_{1}}{j_{1}} \ldots\binom{i_{n}}{j_{n}} f\left(x+j_{1} h_{1}+\ldots+j_{n} h_{n}\right) \\
& \quad=\int_{[0,1]^{\alpha}} D^{\alpha} f\left(x+\sum_{k=1}^{n}\left(t_{1, k}+t_{2, k}+\ldots+t_{i_{k}, k}\right) h_{k}\right)\left(h_{1}^{i_{1}}, \ldots, h_{n}^{i_{n}}\right) d t_{1,1} \ldots d t_{i_{1}, 1} \ldots d t_{1, n} \ldots d t_{i_{n}, n}
\end{aligned}
$$

In particular,

$$
\begin{align*}
& \Delta_{s_{N} e_{N}}^{i_{N}} \Delta_{s_{N-1}}^{i_{N-1}} e_{N-1} \ldots \Delta_{s_{1} e_{1}}^{i_{1}} f(x) \\
& \quad=\sum_{j_{N}=1}^{i_{N}} \ldots \sum_{j_{1}=1}^{i_{1}}(-1)^{i_{1}+\ldots+i_{N}+j_{1}+\ldots+j_{N}}\binom{i_{1}}{j_{1}} \ldots\binom{i_{N}}{j_{N}} f\left(x+j_{1} s_{1} e_{1}+\ldots+j_{N} s_{N} e_{N}\right) \\
& \quad=\int_{[0,1]^{\alpha}} \frac{\partial^{\alpha} f}{\partial x_{1}^{i_{1}} \ldots \partial x_{N}^{i_{N}}}\left(x+\sum_{k=1}^{N}\left(t_{1, k}+\ldots+t_{i_{k}, k}\right) s_{k} e_{k}\right) s_{1}^{i_{1}} \ldots s_{N}^{i_{N}} d t_{1,1} \ldots d t_{i_{1}, 1} \ldots d t_{1, n} \ldots d t_{i_{N}, N} \tag{6.6.3}
\end{align*}
$$

for $\alpha=i_{1}+\ldots+i_{N}$ and $s_{1}, s_{2}, \ldots, s_{N} \in \mathbb{R}$. Clearly, for any $t_{1}, \ldots, t_{N} \in \mathbb{R}$, there exists $\left(t_{1,0}, \ldots, t_{N, 0}\right) \in\left[-t_{1}, i_{1}-t_{1}\right] \times \ldots \times\left[-t_{N}, i_{N}-t_{N}\right]$ such that

$$
\begin{aligned}
& \int_{[0,1]^{\alpha}} \frac{\partial^{\alpha} f}{\partial x_{1}^{i_{1}} \ldots \partial x_{N}^{i_{N}}}\left(x+\sum_{k=1}^{N}\left(t_{1, k}+t_{2, k}+\ldots+t_{i_{k}, k}-t_{k}\right) s_{k} e_{k}\right) s_{1}^{i_{1}} \ldots s_{N}^{i_{N}} d t_{1,1} \ldots d t_{i_{1}, 1 \ldots d t_{1, n} \ldots d t_{i_{N}, N}} \\
& \quad=\frac{\partial^{\alpha} f}{\partial x_{1}^{i_{1}} \ldots \partial x_{N}^{i_{N}}}\left(x+\sum_{k=1}^{N} t_{k, 0} s_{k} e_{k}\right) s_{1}^{i_{1}} \ldots s_{N}^{i_{N}}
\end{aligned}
$$

For this reason, we can find $\left(t_{1}, \ldots, t_{N}\right) \in\left[0, i_{1}\right] \times \ldots \times\left[0, i_{N}\right]$ (depending on $\left.x, s_{1}, . . s_{N}, i_{1}, \ldots, i_{N}\right)$
such that $t_{1,0}=\ldots=t_{N, 0}=0$, this means

$$
\begin{align*}
& \frac{\partial^{\alpha} f(x)}{\partial x_{1}^{i_{1}} \ldots \partial x_{n}^{i_{n}}} s_{1}^{i_{1}} \ldots s_{n}^{i_{n}}=\Delta_{s_{n} e_{n}}^{i_{n}} \Delta_{s_{n-1} e_{n-1}}^{i_{n-1}} \ldots \Delta_{s_{1} e_{1}}^{i_{1}} f\left(x-\sum_{k=1}^{n} t_{k} s_{k} e_{k}\right) \\
& \quad=\int_{[0,1]^{\alpha}} \frac{\partial^{\alpha} f}{\partial x_{1}^{i_{1}} \ldots \partial x_{n}^{i_{n}}}\left(x+\sum_{k=1}^{n}\left(t_{1, k}+\ldots+t_{i_{k}, k}-t_{k}\right) s_{k} e_{k}\right) s_{1}^{i_{1}} \ldots s_{n}^{i_{n}} d t_{1,1} \ldots d t_{i_{1}, 1} \ldots d t_{1, n} \ldots d t_{i_{n}, n} \tag{6.6.4}
\end{align*}
$$

Now we assume that $u \in C_{l o c}^{m}\left(\Omega_{r_{1}}\right)$ where $\Omega_{r_{1}}=\left\{x \in \Omega: \rho(x)<r_{1}\right\}$ and $r_{1} \in(0, r]$.
Let $x \in \Omega$ with $\rho(x)<\frac{r_{1}}{16}$. Using (6.6.1) where $y=\operatorname{Pr}_{\partial \Omega} x=x_{\partial \Omega}$ and $\beta=\beta_{0}+2$

$$
u_{2}(z) \leq u(z) \leq u_{1}(z) \forall z \in B\left(x_{\partial \Omega}-r \vec{n}_{x_{\partial \Omega}}, r\right)
$$

where,

$$
u_{1}(z)=C_{0}\left(\frac{r^{\beta}-\left|z-x_{\partial \Omega}+r \vec{n}_{x_{\partial \Omega}}\right|^{\beta}}{\beta r^{\beta-1}}\right)^{-\frac{p}{q-p+1}}
$$

and

$$
u_{2}(z)=C_{0}\left(\frac{\left|z-x_{\partial \Omega}-r \vec{n}_{x_{\partial \Omega}}\right|^{\beta}-r^{\beta}}{\beta r^{\beta-1}}\right)^{-\frac{p}{q-p+1}}
$$

Let $\delta \in\left(0, \frac{1}{2 m}\right)$ and $m=i_{1}+i_{2}+\ldots+i_{N}$. Using (6.6.4), we have

$$
\delta^{m}(\rho(x))^{m} \frac{\partial^{m} u(x)}{\partial x_{1}^{i_{1}} \ldots \partial x_{N}^{i_{N}}}=\Delta_{\delta \rho(x) e_{N}}^{i_{N}} \Delta_{\delta \rho(x) e_{N-1}}^{i_{N-1}} \ldots \Delta_{\delta \rho(x) e_{1}}^{i_{1}} u\left(x-\sum_{k=1}^{N} t_{k} \delta \rho(x) e_{k}\right)
$$

for some $\left(t_{1}, \ldots, t_{N}\right) \in\left[0, i_{1}\right] \times \ldots \times\left[0, i_{N}\right]$ depending on $x, \rho(x), i_{1}, \ldots, i_{N}, p, q$. We can write

$$
\begin{aligned}
& \Delta_{\delta \rho(x) e_{N}}^{i_{N}} \Delta_{\delta \rho e_{N-1}}^{i_{N-1}} \ldots \Delta_{\delta \rho(x) e_{1}}^{i_{1}} u\left(x-\sum_{k=1}^{N} t_{k} \delta \rho(x) e_{k}\right) \\
& \quad=\Delta_{\delta \rho(x) e_{N}}^{i_{N}} \Delta_{\delta \rho(x) e_{N-1}}^{i_{N-1}} \ldots \Delta_{\delta \rho(x) e_{1}}^{i_{1}} u_{1}\left(x-\sum_{k=1}^{N} t_{k} \delta \rho(x) e_{k}\right) \\
& \quad+\Delta_{\delta \rho(x) e_{N}}^{i_{N}} \Delta_{\delta \rho(x) e_{N-1}}^{i_{N-1}} \ldots \Delta_{\delta \rho(x) e_{1}}^{i_{1}}\left(u-u_{1}\right)\left(x-\sum_{k=1}^{N} t_{k} \delta \rho(x) e_{k}\right)
\end{aligned}
$$

Thus

$$
\begin{equation*}
A-B \leq \delta^{m}(\rho(x))^{m} \frac{\partial^{m} u(x)}{\partial x_{1}^{i_{1}} \ldots \partial x_{N}^{i_{N}}} \leq A+B \tag{6.6.5}
\end{equation*}
$$

where,

$$
A=\Delta_{\delta \rho(x) e_{N}}^{i_{N}} \Delta_{\delta \rho(x) e_{N-1}}^{i_{N-1}} \ldots \Delta_{\delta \rho(x) e_{1}}^{i_{1}} u_{1}\left(x-\sum_{k=1}^{N} t_{k} \delta \rho(x) e_{k}\right)
$$

$B=\sum_{j_{N}=1}^{i_{N}} \ldots \sum_{j_{1}=1}^{i_{1}}\binom{i_{1}}{j_{1}} \ldots\binom{i_{N}}{j_{N}}\left|\left(u_{1}-u_{2}\right)\left(x+\left(j_{1}-t_{1}\right) \delta \rho(x) e_{1}+\ldots+\left(j_{N}-t_{N}\right) \delta \rho(x) e_{N}\right)\right|$
We need to estimate $A$ and $B$.
Estimate B. We have,

$$
\begin{aligned}
x+\left(j_{1}-t_{1}\right) \delta \rho(x) e_{1}+\ldots+\left(j_{N}-t_{N}\right) \delta \rho(x) e_{N}-x_{\partial \Omega} & =\left(-\vec{n}_{x_{\partial \Omega}}+\delta \sum_{k=1}^{N}\left(j_{k}-t_{k}\right) e_{k}\right) \rho(x) \\
& =\left(-\vec{n}_{x_{\partial \Omega}}+\vec{v}_{x}\right) \rho(x),
\end{aligned}
$$

where $\vec{v}_{x}=\delta \sum_{k=1}^{N}\left(j_{k}-t_{k}\right) e_{k}$ with $\left|\vec{v}_{x}\right| \leq \delta m\left(\leq \frac{1}{2}\right)$. We now set
$H(t)=C_{0}\left(\frac{\left|(-1+t) \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x \partial \Omega}\right|^{\beta}-\left|t \rho(x)\left(-\vec{n}_{x_{\partial \Omega}}+\vec{v}_{x}\right)+r \vec{n}_{x_{\partial \Omega}}\right|^{\beta}}{\beta r^{\beta-1}}\right)^{-\frac{p}{q-p+1}}$
for all $t \in[0,1]$ and we can write

$$
\left(u_{1}-u_{2}\right)\left(x+\left(j_{1}-t_{1}\right) \delta \rho(x) e_{1}+\ldots+\left(j_{N}-t_{N}\right) \delta \rho(x) e_{N}\right)=H(1)-H(0) .
$$

We will show that $\left|H^{\prime}(t)\right| \leq C_{1} \frac{1}{r}(\rho(x))^{-\frac{p}{q-p+1}+1}$ for any $t \in[0,1]$, for some a positive constant $C_{1}$. Then,

$$
\left|\left(u_{1}-u_{2}\right)\left(x+\left(j_{1}-t_{1}\right) \delta \rho(x) e_{1}+\ldots+\left(j_{N}-t_{N}\right) \delta \rho(x) e_{N}\right)\right| \leq C_{1} \frac{1}{r}(\rho(x))^{-\frac{p}{q-p+1}+1}
$$

We conclude that

$$
\begin{equation*}
B \leq 2^{m} C_{1} \frac{1}{r}(\rho(x))^{-\frac{p}{q-p+1}+1} \tag{6.6.6}
\end{equation*}
$$

In fact, for $t \in[0,1]$

$$
\begin{aligned}
& H^{\prime}(t)=-\frac{p}{q-p+1} C_{0}\left(\frac{\left|(-1+t) \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x \partial \Omega}\right|^{\beta}-\left|t \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x \Omega}\right|^{\beta}}{\beta r^{\beta-1}}\right)^{-\frac{q+1}{q-p+1}} \\
& \frac{1}{r^{\beta-1}}\left(\left|(-1+t) \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x_{\partial \Omega}}\right|^{\beta-2}\left((-1+t) \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x_{\partial \Omega}}\right)\right. \\
& \left.-\left|t \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x_{\partial \Omega}}\right|^{\beta-2}\left(t \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x \partial \Omega}\right)\right) \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)
\end{aligned}
$$

Since

$$
\left||x|^{\beta-2} x-|y|^{\beta-2} y\right| \leq(\beta-1)|x-y|(|x|+|y|)^{\beta-2} \quad x, y \in \mathbb{R}^{N},
$$

thus we have

$$
\begin{aligned}
& \left|H^{\prime}(t)\right| \leq \frac{p}{q-p+1} C_{0}\left(\frac{\left|(-1+t) \rho(x)\left(-\vec{n}_{x \partial \Omega}+v_{x}\right)+r \vec{n}_{x_{\partial \Omega}}\right|^{\beta}-\left|t \rho(x)\left(-\vec{n}_{x_{\partial \Omega}}+v_{x}\right)+r \vec{n}_{x_{\partial \Omega}}\right|^{\beta}}{\beta r^{\beta-1}}\right)^{-\frac{q+1}{q-p+1}}(\beta-1)(\rho(x))^{2} \\
& \frac{1}{r}\left|-\vec{n}_{x_{\partial \Omega}}+\vec{v}_{x}\right|^{2}\left(\left|(-1+t) \frac{\rho(x)}{r}\left(-\vec{n}_{x_{\partial \Omega}}+\vec{v}_{x}\right)+\vec{n}_{x_{\partial \Omega}}\right|+\left|t \frac{\rho(x)}{r}\left(-\vec{n}_{x_{\partial \Omega}}+\vec{v}_{x}\right)+\vec{n}_{x_{\partial \Omega}}\right|\right)^{\beta-2} \\
& \leq \frac{p(\beta-1)}{q-p+1} 5^{\beta-1} \frac{1}{r} C_{0}\left(\frac{\left|(-1+t) \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x \partial \Omega}\right|^{\beta}-\left|t \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x \partial \Omega}\right|^{\beta}}{\beta r^{\beta-1}}\right)^{-\frac{q+1}{q-p+1}}(\rho(x))^{2}
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \frac{\left|(-1+t) \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x \partial \Omega}\right|^{\beta}-\left|t \rho(x)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right)+r \vec{n}_{x \partial \Omega}\right|^{\beta}}{\beta r^{\beta-1}} \\
& =\rho(x) \int_{0}^{1}\left|(-s+t)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right) \frac{\rho(x)}{r}+\vec{n}_{x \partial \Omega}\right|^{\beta-2}\left((s-t)\left|-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right|^{2} \frac{\rho(x)}{r}+\left(1-\vec{n}_{x \partial \Omega} \vec{v}_{x}\right)\right) d s
\end{aligned}
$$

Since,

$$
\left|(-s+t)\left(-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right) \frac{\rho(x)}{r}+\vec{n}_{x \partial \Omega}\right| \geq 1-|-s+t|\left|-\vec{n}_{x_{\partial \Omega}}+\vec{v}_{x}\right| \frac{\rho(x)}{r} \geq 1-2 \frac{\rho(x)}{r} \geq \frac{1}{2}
$$

and

$$
(s-t)\left|-\vec{n}_{x \partial \Omega}+\vec{v}_{x}\right|^{2} \frac{\rho(x)}{r}+\left(1-\vec{n}_{x_{\partial \Omega}} \vec{v}_{x}\right) \geq-4 \frac{\rho(x)}{r}+\left(1-\left|\vec{v}_{x}\right|\right) \geq-4 \frac{\rho(x)}{r}+\frac{1}{2} \geq \frac{1}{4} .
$$

Thus,

$$
\begin{equation*}
\frac{\left|(-1+t) \rho(x)\left(-\vec{n}_{x_{\partial \Omega}}+\vec{v}_{x}\right)+r \vec{n}_{x \partial \Omega}\right|^{\beta}-\left|t \rho(x)\left(-\vec{n}_{x_{\partial \Omega}}+\vec{v}_{x}\right)+r \vec{n}_{x \partial \Omega}\right|^{\beta}}{\beta r^{\beta-1}} \geq 2^{-\beta} \rho(x) \tag{6.6.7}
\end{equation*}
$$

We deduce $\left|H^{\prime}(t)\right| \leq C_{1} \frac{1}{r}(\rho(x))^{-\frac{p}{q-p+1}+1}$ where $C_{1}=\frac{p(\beta-1)}{q-p+1} 5^{\beta-1} 2^{\frac{(q+1) \beta}{q-p+1}} C_{0}$

## Estimate A.

Using 6.6.4, we have

$$
A=\delta^{m}(\rho(x))^{m} \frac{\partial^{m} u_{1}}{\partial x_{1}^{i_{1}} \ldots \partial x_{N}^{i_{N}}}\left(x+\sum_{k=1}^{N}\left(\bar{t}_{k}-t_{k}\right) \delta \rho(x) e_{k}\right)
$$

for some $\left(\bar{t}_{1} \ldots, \bar{t}_{N}\right) \in\left[0, i_{1}\right] \times \ldots \times\left[0, i_{n}\right]$.
We have

$$
x+\sum_{k=1}^{N}\left(\bar{t}_{k}-t_{k}\right) \delta \rho(x) e_{k}-x_{\partial \Omega}=\left(-\vec{n}_{x \partial \Omega}+\delta \sum_{k=1}^{N}\left(\bar{t}_{k}-t_{k}\right) e_{k}\right) \rho(x)=\left(-\vec{n}_{x_{\partial \Omega}}+\vec{w}_{x}\right) \rho(x)
$$

where $\vec{w}_{x}=\delta \sum_{k=1}^{N}\left(\bar{t}_{k}-t_{k}\right) e_{k}$ with $\left|\vec{w}_{x}\right| \leq \delta m\left(\leq \frac{1}{2}\right)$.
It is easy to see that,

$$
\begin{aligned}
A= & \delta^{m}(\rho(x))^{m} C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right)\left(\frac{r^{\beta}-\left|\left(-\vec{n}_{x_{\partial \Omega}}+\vec{w}_{x}\right) \rho(x)+r \vec{n}_{x_{\partial \Omega}}\right|^{\beta}}{\beta r^{\beta-1}}\right)^{-\frac{p}{q-p+1}-m} \\
& \left|\left(-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right) \frac{\rho(x)}{r}+\vec{n}_{x_{\partial \Omega}}\right|^{m\left(\beta_{1}-2\right)} \prod_{k=1}^{N}\left(\left(-n_{x_{\partial \Omega}, k}+w_{x, k}\right) \frac{\rho(x)}{r}+n_{x_{\partial \Omega}, k}\right)^{i_{k}} \\
& +\frac{1}{r} \delta^{m}(\rho(x))^{m}\left(\frac{r^{\beta}-\left|\left(-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right) \rho(x)+r \vec{n}_{x \partial \Omega}\right|^{\beta}}{\beta r^{\beta-1}}\right)^{-\frac{p}{q-p+1}-m+1} Q(x)
\end{aligned}
$$

where $|Q(x)| \leq C$ for some a positive constant C depending on $p, q, N, m$. We have

$$
\begin{aligned}
& \frac{r^{\beta}-\left|\left(-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right) \rho(x)+r \vec{n}_{x_{\partial \Omega}}\right|^{\beta}}{\beta r^{\beta}} \\
& =\rho(x) \int_{0}^{1}\left|(1-t)\left(-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right) \frac{\rho(x)}{r}+\vec{n}_{x \partial \Omega}\right|^{\beta-2}\left((1-t)\left(-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right) \frac{\rho(x)}{r}+\vec{n}_{x \partial \Omega}\right) \\
& \times\left(\vec{n}_{x \partial \Omega}-\vec{w}_{x}\right) d t=\rho(x) P(x)
\end{aligned}
$$

where
$P(x)=\left|(1-\bar{t})\left(-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right) \frac{\rho(x)}{r}+\vec{n}_{x \partial \Omega}\right|^{\beta_{1}-2}\left(-(1-\bar{t})\left|-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right|^{2} \frac{\rho(x)}{r}+1-\vec{n}_{x \partial \Omega} \vec{w}_{x}\right)$ for some $\bar{t} \in[0,1]$ and $P(x) \geq 2^{-\beta}$.
Thus,

$$
\begin{aligned}
& A=\delta^{m}(\rho(x))^{-\frac{p}{q-p+1}} C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right) P(x)^{-\frac{p}{q-p+1}-m}\left|\left(-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right) \frac{\rho(x)}{r}+\vec{n}_{x \partial \Omega}\right|^{m(\beta-2)} \\
& \prod_{k=1}^{N}\left(\left(-n_{x \partial \Omega, k}+w_{x, k}\right) \frac{\rho(x)}{r}+n_{x \partial \Omega, k}\right)^{i_{k}}+\frac{1}{r} \delta^{m}(\rho(x))^{-\frac{p}{q-p+1}+1} P(x)^{-\frac{p}{q-p+1}-m+1} Q(x)
\end{aligned}
$$

From (6.6.5) and (6.6.6) we deduce

$$
\begin{aligned}
& -2^{m} C_{1} \delta^{-m \frac{\rho(x)}{r}}+P(x)^{-\frac{p}{q-p+1}-m+1} Q(x)^{\frac{\rho(x)}{r}}+T(x) \leq(\rho(x))^{\frac{p}{q-p+1}+m} \frac{\partial^{m} u(x)}{\partial x_{1}^{i_{1} \ldots \partial x_{N}^{i_{N}}} \leq T(x)} \leq \\
& \quad+P(x)^{-\frac{p}{q-p+1}-m+1} Q(x)^{\frac{\rho(x)}{r}}+2^{-m} C_{1} \delta^{-m \frac{\rho(x)}{r}}
\end{aligned}
$$

where

$$
\begin{aligned}
& T(x)=C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right) P(x)^{-\frac{p}{q-p+1}-m}\left|\left(-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right) \frac{\rho(x)}{r}+\vec{n}_{x \partial \Omega}\right|^{m\left(\beta_{1}-2\right)} \\
& \quad \prod_{k=1}^{N}\left(\left(-n_{x \partial \Omega, k}+w_{x, k}\right) \frac{\rho(x)}{r}+n_{x_{\partial \Omega}, k}\right)^{i_{k}}
\end{aligned}
$$

We can rewrite

$$
-C_{2} \delta^{-m} \frac{\rho(x)}{r}+T(x) \leq(\rho(x))^{\frac{p}{q-p+1}+m} \frac{\partial^{m} u(x)}{\partial x_{1}^{i_{1}} \ldots \partial x_{N}^{i_{N}}} \leq T(x)+C_{2} \delta^{-m} \frac{\rho(x)}{r}
$$

for some a positive constant $C_{2}$ only depending on $p, q, N$ and $m$.
The remaining task is to prove that

$$
\begin{equation*}
\left|T(x)-C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right) \prod_{k=1}^{N}\left(n_{x_{\partial \Omega}, k}\right)^{i_{k}}\right| \leq C_{3} \frac{\rho(x)}{r}+C_{3} \delta \tag{6.6.8}
\end{equation*}
$$

In fact, we see that $T$ is decomposed as the following

$$
T(x)=C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right) \prod_{k=1}^{N}\left(n_{x \partial \Omega, k}\right)^{i_{k}}+T_{1}(x)+T_{2}(x)+T_{3}(x)
$$

where

$$
\begin{aligned}
& T_{1}(x)=C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right)\left(\prod_{k=1}^{N}\left(\left(-n_{x \partial \Omega, k}+w_{x, k}\right) \frac{\rho(x)}{r}+n_{x \partial \Omega, k}\right)^{i_{k}}-\prod_{k=1}^{N} n_{x_{\partial \Omega,}}^{i_{k}}\right), \\
& \quad T_{2}(x)=C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right)\left(\left|\left(-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right) \frac{\rho(x)}{r}+\vec{n}_{x \partial \Omega}\right|^{m(\beta-2)}-1\right) \\
& \quad \times \prod_{k=1}^{N}\left(\left(-n_{x \partial \Omega, k}+w_{x, k}\right) \frac{\rho(x)}{r}+n_{x \partial \Omega, k}\right)^{i_{k}},
\end{aligned}
$$

and

$$
\begin{aligned}
& T_{3}(x)=C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right)\left(P(x)^{-\frac{p}{q-p+1}-m}-1\right) \\
& \quad \times\left|\left(-\vec{n}_{x_{\partial \Omega}}+\vec{w}_{x}\right) \frac{\rho(x)}{R}+\vec{n}_{x_{\partial \Omega}}\right|^{m(\beta-2)} \prod_{k=1}^{N}\left(\left(-n_{x_{\partial \Omega}, k}+w_{x, k}\right) \frac{\rho(x)}{r}+n_{x \partial \Omega, k}\right)^{i_{k}}
\end{aligned}
$$

It is obvious to see that

$$
\left|T_{1}(x)\right| \leq C_{4} \frac{\rho(x)}{r}, \left.\left|T_{2}(x)\right| \leq C_{5}| |\left(-\vec{n}_{x \partial \Omega}+\vec{w}_{x}\right) \frac{\rho(x)}{r}+\left.\vec{n}_{x \partial \Omega}\right|^{m(\beta-2)}-1 \right\rvert\, \leq C_{6} \frac{\rho(x)}{r}
$$

and

$$
\left|T_{3}(x)\right| \leq C_{7}\left|P(x)^{-\frac{p}{q-p+1}-m}-1\right| \leq C_{8}|P(x)-1| \quad \text { since } P(x) \geq 2^{-\beta}
$$

Furthermore,

Thus

$$
\left|T_{3}(x)\right| \leq C_{10} \frac{\rho(x)}{r}+C_{10} \delta
$$

Consequently, we get (6.6.8).
Then, we get that

$$
\left|(\rho(x))^{\frac{p}{q-p+1}+m} \frac{\partial^{m} u(x)}{\partial x_{1}^{i_{1}} \ldots \partial x_{N}^{i_{N}}}-C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right) \prod_{k=1}^{N}\left(n_{x_{\partial \Omega}, k}\right)^{i_{k}}\right| \leq C_{11}\left(\delta^{-m} \frac{\rho(x)}{r}+\delta\right)
$$

By choosing $\delta=\frac{1}{2 m}\left(\frac{\rho(x)}{r}\right)^{\frac{1}{m+1}}$, we obtain for any $x \in \Omega, \rho(x)<\frac{r_{1}}{16}$
$\left|(\rho(x))^{\frac{p}{q-p+1}+m} \frac{\partial^{m} u(x)}{\partial x_{1}^{i_{1}} \ldots \partial x_{N}^{i_{N}}}-C_{0} \prod_{j=1}^{m}\left(\frac{p}{q-p+1}+j-1\right) \prod_{k=1}^{N}\left(n_{x \partial \Omega, k}\right)^{i_{k}}\right| \leq C_{12}\left(\frac{\rho(x)}{r}\right)^{\frac{1}{m+1}}$.
where $C_{12}=C_{12}(p, q, m, N)$. From case $m=1$, since $u \in C_{l o c}^{1}(\Omega)$ thus for any $x \in \Omega, \rho(x)<$ $\frac{r}{16}$

$$
\left|(\rho(x))^{\frac{p}{q-p+1}+1} \frac{\partial u}{\partial x_{i}}-\frac{p}{q-p+1} C_{0} n_{x_{\partial \Omega,}, i}\right| \leq C_{12}\left(\frac{\rho(x)}{r}\right)^{\frac{1}{2}} .
$$

It leads to

$$
\left|(\rho(x))^{\frac{p}{q-p+1}+1}\right| \nabla u\left|-\frac{p}{q-p+1} C_{0}\right| \leq C_{13}\left(\frac{\rho(x)}{r}\right)^{\frac{1}{2}} \quad \forall x \in \Omega, \rho(x)<\frac{r}{16}
$$

for some a positive constant $C_{13}$ only depending on $p, q, N$.
Put $M=\max \left\{\left(\frac{2 C_{13}(q-p+1)}{p C_{0}}\right)^{2}, 16\right\}$, we have

$$
\frac{1}{2} \frac{p}{q-p+1} C_{0}(\rho(x))^{-\frac{q+1}{q-p+1}} \leq|\nabla u| \leq \frac{3}{2} \frac{p}{q-p+1} C_{0}(\rho(x))^{-\frac{q+1}{q-p+1}} \quad \forall x \in \Omega, \rho(x)<\frac{r}{M}
$$

Therefore, by standard regularity theory, we obtain $u \in C_{l o c}^{\infty}\left(\Omega_{r / M}\right)$. Finally, from (6.6.9) with $r_{1}=r / M$, we get (6.6.2).

## Chapitre 7

# Wiener criteria for existence of large solutions of nonlinear parabolic equations with absorption in a non-cylindrical domain 

## Abstract

We obtain a necessary and a sufficient condition expressed in terms of Wiener type tests involving the parabolic $W_{q^{\prime}}^{2,1}$ - capacity, where $q^{\prime}=\frac{q}{q-1}$, for the existence of large solutions to equation $\partial_{t} u-\Delta u+u^{q}=0$ in non-cylindrical domain, where $q>1$. Also, we provide a sufficient condition associated with equation $\partial_{t} u-\Delta u+e^{u}-1=0$. Besides, we apply our results to equation : $\partial_{t} u-\Delta u+a|\nabla u|^{p}+b u^{q}=0$ for $a, b>0,1<p<2$ and $q>1$.

### 7.1. INTRODUCTION

### 7.1 Introduction

The aim of this paper is to study the problem of existence of large solutions to nonlinear parabolic equations with superlinear absorption in an arbitrary bounded open set $O \subset$ $\mathbb{R}^{N+1}, N \geq 2$. These are solutions $u \in C^{2,1}(O)$ of equations

$$
\begin{align*}
\partial_{t} u-\Delta u+|u|^{q-1} u & =0 \quad \text { in } O, \\
\lim _{\delta \rightarrow 0} \inf _{Q_{\delta}(x, t)} u=\infty & \text { for all }(x, t) \in \partial_{p} O, \tag{7.1.1}
\end{align*}
$$

and

$$
\begin{align*}
\partial_{t} u-\Delta u+\operatorname{sign}(u)\left(e^{|u|}-1\right)=0 & \text { in } O, \\
\lim _{\delta \rightarrow 0} \inf _{Q_{\delta}(x, t)} u=\infty & \text { for all }(x, t) \in \partial_{p} O, \tag{7.1.2}
\end{align*}
$$

where $q>1$ and $\partial_{p} O$ is the parabolic boundary of $O$, i.e, the set all points $X=(x, t) \in \partial O$ such that the intersection of the cylinder $Q_{\delta}(x, t):=B_{\delta}(x) \times\left(t-\delta^{2}, t\right)$ with $O^{c}$ is not empty for any $\delta>0$. By the maximal principle for parabolic equations we can assume that all solutions of (7.1.1) and (7.1.2) are positive. Henceforth we consider only positive solutions of the preceding equations.
In [22], we studied the existence and the uniqueness of solution of general equations in a cylindrical domain,

$$
\begin{align*}
\partial_{t} u-\Delta u+f(u) & =0 \quad \text { in } \Omega \times(0, \infty), \\
u=\infty & \text { in } \partial_{p}(\Omega \times(0, \infty)), \tag{7.1.3}
\end{align*}
$$

where $\Omega$ is a bounded open set in $\mathbb{R}^{N}$ and $f$ is a continuous real-valued function, nondecreasing on $\mathbb{R}$ such that $f(0) \geq 0$ and $f(a)>0$ for some $a>0$. In order to obtain the existence of a maximal solution of $\partial_{t} u-\Delta u+f(u)=0$ in $\Omega \times(0, \infty)$ there is need to assume

$$
\begin{align*}
& \text { (i) } \quad \int_{a}^{\infty}\left(\int_{0}^{s} f(\tau) d \tau\right)^{-\frac{1}{2}} d s<\infty,  \tag{7.1.4}\\
& \text { (ii) } \quad \int_{a}^{\infty}(f(s))^{-1} d s<\infty .
\end{align*}
$$

Condition (i), due to Keller and Osserman, is a necessary and sufficient for the existence of a maximal solution to

$$
\begin{equation*}
-\Delta u+f(u)=0 \text { in } \Omega . \tag{7.1.5}
\end{equation*}
$$

Condition (ii) is a necessary and sufficient for the existence of a maximal solution of the differential equation

$$
\begin{equation*}
\varphi^{\prime}+f(\varphi)=0 \quad \text { in }(0, \infty), \tag{7.1.6}
\end{equation*}
$$

and this solution tends to $\infty$ at 0 . In [22], it is shown that if for any $m \in \mathbb{R}$ there exists $L=L(m)>0$ such that

$$
\text { for any } x, y \geq m \Rightarrow f(x+y) \geq f(x)+f(y)-L,
$$
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and if (7.1.5) has a large solution, then (7.1.3) admits a solution.
It is not alway true that the maximal solution to (7.1.5) is a large solution. However, if $f$ satisfies

$$
\int_{1}^{\infty} s^{-2(N-1) /(N-2)} f(s) d s<\infty \quad \text { if } N \geq 3
$$

or

$$
\inf \left\{a \geq 0: \int_{0}^{\infty} f(s) e^{-a s} d s<\infty\right\}<\infty \text { if } N=2
$$

then (7.1.5) has a large solution for any bounded domain $\Omega$, see [16].
When $f(u)=u^{q}, q>1$ and $N \geq 3$, the first above condition is satisfied if and only if $q<q_{c}:=\frac{N}{N-2}$, this is called the sub-critical case. When $q \geq q_{c}$, a necessary and sufficient condition for the existence of a large solution to

$$
\begin{equation*}
-\Delta u+u^{q}=0 \text { in } \Omega ; \tag{7.1.7}
\end{equation*}
$$

is expressed in term of a Wiener-type test,

$$
\begin{equation*}
\int_{0}^{1} \frac{\operatorname{Cap}_{2, q^{\prime}}\left(\Omega^{c} \cap B_{r}(x)\right)}{r^{N-2}} \frac{d r}{r}=\infty \quad \text { for all } x \in \partial \Omega . \tag{7.1.8}
\end{equation*}
$$

In the case $q=2$ it is obtained by probabilistic methods involving the Brownian snake by Dhersin and Le Gall [5], also see [13, 14] ; this method can be extended for $1<q \leq 2$ by using ideas from $[7,8]$. In the general case the result is proved by Labutin, by using purely analytic methods [12]. Here, $q^{\prime}=\frac{q}{q-1}$ and $\mathrm{Cap}_{2, q^{\prime}}$ is the capacity associated to the Sobolev space $W^{2, q^{\prime}}\left(\mathbb{R}^{N}\right)$.

In [19] we obtain sufficient conditions when $f(u)=e^{u}-1$, involving the Hausdorff $\mathcal{H}_{1}^{N-2}$-capacity in $\mathbb{R}^{N}$, namely,

$$
\begin{equation*}
\int_{0}^{1} \frac{\mathcal{H}_{1}^{N-2}\left(\Omega^{c} \cap B_{r}(x)\right)}{r^{N-2}} \frac{d r}{r}=\infty \quad \text { for all } x \in \partial \Omega . \tag{7.1.9}
\end{equation*}
$$

We refer to [17] for investigation of the initial trace theory of (7.1.3). In [9], Evans and Gariepy establish a Wiener criterion for the regularity of a boundary point (in the sense of potential theory) for the heat operator $L=\partial_{t}-\Delta$ in an arbitrary bounded set of $\mathbb{R}^{N+1}$. We denote by $\mathfrak{M}\left(\mathbb{R}^{N+1}\right)$ the set of Radon measures in $\mathbb{R}^{N+1}$ and, for any compact set $K \subset \mathbb{R}^{N+1}$, by $\mathfrak{M}_{K}\left(\mathbb{R}^{N+1}\right)$ the subset of $\mathfrak{M}\left(\mathbb{R}^{N+1}\right)$ of measures with support in $K$. Their positive cones are respectively denoted by $\mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ and $\mathfrak{M}_{K}^{+}\left(\mathbb{R}^{N+1}\right)$. The capacity used in this criterion is the thermal capacity defined by

$$
\operatorname{Cap}_{\mathbb{H}}(K)=\sup \left\{\mu(K): \mu \in \mathfrak{M}_{K}^{+}\left(\mathbb{R}^{N+1}\right), \mathbb{H} * \mu \leq 1\right\},
$$

for any $K \subset \mathbb{R}^{N+1}$ compact, where $\mathbb{H}$ is the heat kernel in $\mathbb{R}^{N+1}$. It coincides with the parabolic Bessel $\mathcal{G}_{1}$-capacity $\mathrm{Cap}_{\mathcal{G}_{1}, 2}$,

$$
\operatorname{Cap}_{\mathcal{G}_{1}, 2}(K)=\sup \left\{\int_{\mathbb{R}^{N+1}}|f|^{2} d x d t: f \in L_{+}^{2}\left(\mathbb{R}^{N+1}\right), \mathcal{G}_{1} * f \geq \chi_{K}\right\},
$$
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here $\mathcal{G}_{1}$ is the parabolic Bessel kernel of first order, see [20, Remark 4.12]. Garofalo and Lanconelli [10] extend this result to the parabolic operator $L=\partial_{t}-\operatorname{div}(A(x, t) \nabla)$, where $A(x, t)=\left(a_{i, j}(x, t)\right), i, j=1,2, \ldots, N$ is a real, symmetric, matrix-valued function on $\mathbb{R}^{N+1}$ with $C^{\infty}$ entries for which there holds

$$
C^{-1}|\xi|^{2} \leq \sum_{i, j=1}^{N} a_{i, j}(x, t) \xi_{i} \xi_{j} \leq C|\xi|^{2} \quad \forall(x, t) \in \mathbb{R}^{N+1}, \forall \xi \in \mathbb{R}^{N},
$$

for some constant $C>0$.
Less is known concerning the equation

$$
\begin{equation*}
\partial_{t} u-\Delta u+f(u)=0 \tag{7.1.10}
\end{equation*}
$$

in a bounded open set $O \subset$ of $\mathbb{R}^{N+1}$, where $f$ is a continuous function in $\mathbb{R}$, Gariepy and Ziemer [11, 23] prove that if there are $\left(x_{0}, t_{0}\right) \in \partial_{p} O, l \in \mathbb{R}$ and a weak solution $u \in W^{1,2}(O) \cap L^{\infty}(O)$ of (7.1.10) such that $\eta(-l-\varepsilon+u)^{+}, \eta(l-\varepsilon-u)^{+} \in W_{0}^{1,2}(O)$ for any $\varepsilon>0$ and $\eta \in C_{c}^{\infty}\left(B_{r}\left(x_{0}\right) \times\left(-r^{2}+t_{0}, r^{2}+t_{0}\right)\right)$ for some $r>0$ and if

$$
\int_{0}^{1} \frac{\operatorname{Cap}_{\mathbb{H}}\left(O^{c} \cap\left(B_{\rho}\left(x_{0}\right) \times\left(t_{0}-\frac{9}{4} \alpha \rho^{2}, t_{0}-\frac{5}{4} \alpha \rho^{2}\right)\right)\right)}{\rho^{N}} \frac{d \rho}{\rho}=\infty \text { for some } \alpha>0
$$

then $\lim _{(x, t) \rightarrow\left(x_{0}, t_{0}\right)} u(x, t)=l$. This result is not easy to use because it is not clear whether (7.1.10) has a weak solution $u \in W^{1,2}(O)$. In this article we show that (7.1.10) admits a maximal solution $u \in C^{2,1}(O)$ in an arbitrary bounded open set $O$, by approximation by dyadic parabolic cubes from inside $O$, provided that $f$ is as in (7.1.3) and satisfies (7.1.4).

Our main purpose of this article is to extend the result of Labutin [12] to nonlinear parabolic equation (7.1.1). Namely, we give a necessary and a sufficient condition for the existence of solutions to (7.1.1) in a bounded non-cylindrical domain $O \subset \mathbb{R}^{N+1}$, expressed in terms of a Wiener test based upon the parabolic $W_{q^{\prime}}^{2,1}$-capacity in $\mathbb{R}^{N+1}$. We also give a sufficient condition associated (7.1.2) where the parabolic $W_{q^{\prime}}^{2,1}$-capacity is replaced the parabolic Hausdorff $\mathcal{P} \mathcal{H}_{\rho}^{N}$-capacity. These capacities are defined as follows : if $K \subset \mathbb{R}^{N+1}$ is compact set, we set

$$
\operatorname{Cap}_{2,1, q^{\prime}}(K)=\inf \left\{\|\varphi\|_{W_{q^{\prime}}\left(\mathbb{R}^{N+1}\right)}^{q^{\prime}}: \varphi \in S\left(\mathbb{R}^{N+1}\right), \varphi \geq 1 \text { in a neighborhood of } K\right\},
$$

where

$$
\|\varphi\|_{W_{q^{\prime}}^{2,1}\left(\mathbb{R}^{N+1}\right)}=\|\varphi\|_{L^{q^{\prime}}\left(\mathbb{R}^{N+1}\right)}+\left\|\frac{\partial \varphi}{\partial t}\right\|_{L^{q^{\prime}}\left(\mathbb{R}^{N+1}\right)}+\|\nabla \varphi\|_{L^{q^{\prime}}\left(\mathbb{R}^{N+1}\right)}+\sum_{i, j}\left\|\frac{\partial^{2} \varphi}{\partial x_{i} \partial x_{j}}\right\|_{L^{q^{\prime}}\left(\mathbb{R}^{N+1}\right)} .
$$

and for Suslin set $E \subset \mathbb{R}^{N+1}$,

$$
\operatorname{Cap}_{2,1, q^{\prime}}(E)=\sup \left\{\operatorname{Cap}_{2,1, q^{\prime}}(D): D \subset E, D \text { compact }\right\} .
$$

This capacity has been used in order to obtain potential theory estimates that are most helpful for studying quasilinear parabolic equations (see e.g. $[3,4,20]$ ). Thanks to a result
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due to Richard and Bagby [2], the capacities $\mathrm{Cap}_{2,1, p}$ and $\mathrm{Cap}_{\mathcal{G}_{2}, p}$ are equivalent in the sense that, for any Suslin set $K \subset \mathbb{R}^{N+1}$, there holds

$$
C^{-1} \operatorname{Cap}_{2,1, q^{\prime}}(K) \leq \operatorname{Cap}_{\mathcal{G}_{2}, q^{\prime}}(K) \leq C \operatorname{Cap}_{2,1, p}(K),
$$

for some $C=C(N, q)$, where $\operatorname{Cap}_{\mathcal{G}_{2}, q^{\prime}}$ is the parabolic Bessel $\mathcal{G}_{2}$-capacity, see [20]. For $E \subset \mathbb{R}^{N+1}$, we define $\mathcal{P H}_{\rho}^{N}(E)$ by

$$
\mathcal{P} \mathcal{H}_{\rho}^{N}(E)=\inf \left\{\sum_{j} r_{j}^{N}: E \subset \bigcup B_{r_{j}}\left(x_{j}\right) \times\left(t_{j}-r_{j}^{2}, t_{j}+r_{j}^{2}\right), r_{j} \leq \rho\right\} .
$$

It is easy to see that, for $0<\sigma \leq \rho$ and $E \subset \mathbb{R}^{N+1}$, there holds

$$
\begin{equation*}
\mathcal{P H}_{\rho}^{N}(E) \leq \mathcal{P H}_{\sigma}^{N}(E) \leq C(N)\left(\frac{\rho}{\sigma}\right)^{2} \mathcal{P H}_{\rho}^{N}(E) . \tag{7.1.11}
\end{equation*}
$$

With these notations, we can state the two main results of this paper.
Theorem 7.1.1 Let $N \geq 2$ and $q \geq q_{*}:=\frac{N+2}{N}$. Then
(i) The equation

$$
\begin{equation*}
\partial_{t} u-\Delta u+u^{q}=0 \text { in } O \tag{7.1.12}
\end{equation*}
$$

admits a large solution if there holds

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(O^{c} \cap\left(B_{r_{k}}(x) \times\left(t-1168 r_{k}^{2}, t-1136 r_{k}^{2}\right)\right)\right)}{r_{k}^{N}}=\infty \tag{7.1.13}
\end{equation*}
$$

for any $(x, t) \in \partial_{p} O$, where $r_{k}=4^{-k}$, and $N \geq 3$ when $q=q_{*}$.
(ii) If equation (7.1.12) admits a large solution, then

$$
\begin{equation*}
\int_{0}^{1} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(O^{c} \cap Q_{\rho}(x, t)\right)}{\rho^{N}} \frac{d \rho}{\rho}=\infty, \tag{7.1.14}
\end{equation*}
$$

for any $(x, t) \in \partial_{p} O$, where $Q_{\rho}(x, t)=B_{\rho}(x) \times\left(t-\rho^{2}, t\right)$.
Theorem 7.1.2 Let $N \geq 2$. The equation

$$
\begin{equation*}
\partial_{t} u-\Delta u+e^{u}-1=0 \text { in } O \tag{7.1.15}
\end{equation*}
$$

admits a large solution if there holds

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{\mathcal{P} \mathcal{H}_{1}^{N}\left(O^{c} \cap\left(B_{r_{k}}(x) \times\left(t-1168 r_{k}^{2}, t-1136 r_{k}^{2}\right)\right)\right)}{r_{k}^{N}}=\infty \tag{7.1.16}
\end{equation*}
$$

for any $(x, t) \in \partial_{p} O$, with $r_{k}=4^{-k}$.

### 7.2. PRELIMINARIES

From properties of the $W_{q^{\prime}}^{2,1}$-capacity and the $\mathcal{P} \mathcal{H}_{1}^{N}$-capacity, relation (7.1.13) holds if

$$
\sum_{k=1}^{\infty} r_{k}^{-N}\left|O^{c} \cap\left(B_{r_{k}}(x) \times\left(t-1168 r_{k}^{2}, t-1136 r_{k}^{2}\right)\right)\right|^{1-\frac{2 q^{\prime}}{N+2}}=\infty \quad \text { when } q>q_{*}
$$

and

$$
\sum_{k=1}^{\infty} r_{k}^{-N} \log _{+}\left(\left|O^{c} \cap\left(B_{r_{k}}(x) \times\left(t-1168 r_{k}^{2}, t-1136 r_{k}^{2}\right)\right)\right|^{-1}\right)^{-\frac{N}{2}}=\infty \quad \text { when } q=q_{*}
$$

Similarly, identity (7.1.16) is verified if

$$
\sum_{k=1}^{\infty} r_{k}^{-N}\left|O^{c} \cap\left(B_{r_{k}}(x) \times\left(t-1168 r_{k}^{2}, t-1136 r_{k}^{2}\right)\right)\right|^{\frac{N}{N+2}}=\infty
$$

Therefore, when $O=\left\{(x, t) \in \mathbb{R}^{N+1}:|x|^{2}+\frac{|t|^{2}}{\lambda}<1\right\}$ for some $\lambda>0$, we see that $\partial O=\partial_{p} O,(7.1 .14)$ holds for any $(x, t) \in \partial_{p} O,(7.1 .13)$ and (7.1.16) hold for any $(x, t) \in$ $\partial_{p} O \backslash\{(0, \sqrt{\lambda})\}$. However, (7.1.13) and (7.1.16) are also true at $(x, t)=(0, \sqrt{\lambda})$ if $\lambda>2272^{2}$ and not true if $\lambda<2272^{2}$.

As a consequence of Theorem 7.1 .1 we derive a sufficient condition for the existence of large solution of some viscous Hamilton-Jacobi parabolic equations.

Theorem 7.1.3 Let $q_{1}>1$. If there exists a large solution $v \in C^{2,1}(O)$ of

$$
\partial_{t} v-\Delta v+v^{q_{1}}=0 \quad \text { in } O
$$

then, for any $a, b>0,1<q<q_{1}$ and $1<p<\frac{2 q_{1}}{q_{1}+1}$, problem

$$
\begin{align*}
& \partial_{t} u-\Delta u+a|\nabla u|^{p}+b u^{q}=0 \quad  \tag{7.1.17}\\
& u=\infty \quad \text { in } O, \\
& \text { on } \partial_{p} O
\end{align*}
$$

admits a solution $u \in C^{2,1}(O)$ which satisfies

$$
u(x, t) \geq C \min \left\{a^{-\frac{1}{p-1}} R^{-\frac{2-p}{p-1}+\frac{2}{\alpha\left(q_{1}-1\right)}}, b^{-\frac{1}{q-1}} R^{-\frac{2}{q-1}+\frac{2}{\alpha\left(q_{1}-1\right)}}\right\}(v(x, t))^{\frac{1}{\alpha}}
$$

for all $(x, t) \in O$ where $R>0$ is such that $O \subset \tilde{Q}_{R}\left(x_{0}, t_{0}\right), C=C\left(N, p, q, q_{1}\right)>0$ and $\alpha=\max \left\{\frac{2(p-1)}{\left(q_{1}-1\right)(2-p)}, \frac{q-1}{q_{1}-1}\right\} \in(0,1)$.

### 7.2 Preliminaries

Throughout the paper, we denote $Q_{\rho}(x, t)=B_{\rho}(x) \times\left(t-\rho^{2}, t\right]$ and $\tilde{Q}_{\rho}(x, t)=B_{\rho}(x) \times$ $\left(t-\rho^{2}, t+\rho^{2}\right)$ for $(x, t) \in \mathbb{R}^{N+1}, \rho>0$ and $r_{k}=4^{-k}$ for all $k \in \mathbb{Z}$. We also denote $A \lesssim(\gtrsim) B$ if $A \leq(\geq) C B$ for some $C$ depending on some structural constants, $A \asymp B$ if $A \lesssim B \lesssim A$.

### 7.2. PRELIMINARIES

Definition 7.2.1 Let $R \in(0, \infty]$ and $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$. We define $R$-truncated Riesz parabolic potential $\mathbb{I}_{2}$ of $\mu$ by

$$
\mathbb{I}_{2}^{R}[\mu](x, t)=\int_{0}^{R} \frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N}} \frac{d \rho}{\rho} \quad \text { for all } \quad(x, t) \in \mathbb{R}^{N+1}
$$

and the $R$-truncated fractional maximal parabolic potential $\mathbb{M}_{2}$ of $\mu$ by

$$
\mathbb{M}_{2}^{R}[\mu](x, t)=\sup _{0<\rho<R} \frac{\mu\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N}} \quad \text { for all }(x, t) \in \mathbb{R}^{N+1}
$$

We recall two results in [20].
Theorem 7.2.2 Let $q>1, R>0$ and $K$ be a compact set in $\mathbb{R}^{N+1}$. There exists $\mu:=$ $\mu_{K} \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ with compact support in $K$ such that

$$
\mu(K) \asymp \operatorname{Cap}_{2,1, q^{\prime}}(K) \asymp \int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{2}^{2 R}[\mu]\right)^{q} d x d t
$$

where the constants of equivalence depend on $N, q$ and $R$. The measure $\mu_{K}$ is called the capacitary measure of $K$.

Theorem 7.2.3 For any $R>0$, there exist positive constants $C_{1}, C_{2}$ such that for any $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right)$ such that $\left\|\mathbb{M}_{2}^{R}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1$, there holds

$$
f_{Q} \exp \left(C_{1} \mathbb{I}_{2}^{R}\left[\chi_{Q} \mu\right]\right) d x d t \leq C_{2}
$$

for all $Q=\tilde{Q}_{r}(y, s) \subset \mathbb{R}^{N+1}, r>0$, where $\chi_{Q}$ is the indicator function of $Q$.

Frostman's Lemma in [21, Th. 3.4.27] is at the basis of the dual definition of Hausdorff capacities with doubling weight. It is easy to see that it is valid for the parabolic Hausdorff $\mathcal{P} \mathcal{H}_{\rho}^{N}$-capacity version. As a consequence we have

Theorem 7.2.4 There holds

$$
\sup \left\{\mu(K): \mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right), \operatorname{supp}(\mu) \subset K,\left\|\mathbb{M}_{2}^{\rho}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1\right\} \asymp \mathcal{P} \mathcal{H}_{\rho}^{N}(K)
$$

for any compact set $K \subset \mathbb{R}^{N+1}$ and $\rho>0$, where equivalent constant depends on $N$
For our purpose, we need the some results about the behavior of the capacity with respect to dilations.

Proposition 7.2.5 Let $K \subset \overline{\tilde{Q}_{100}(0,0)}$ be a compact set and $1<p<\frac{N+2}{2}$. Then

$$
\begin{equation*}
\operatorname{Cap}_{2,1, p}(K) \gtrsim|K|^{1-\frac{2 p}{N+2}}, \operatorname{Cap}_{2,1, \frac{N+2}{2}}(K) \gtrsim\left(\log \left(\frac{\left|\tilde{Q}_{200}(0,0)\right|}{|K|}\right)\right)^{-\frac{N}{2}}, \tag{7.2.1}
\end{equation*}
$$

and

$$
\begin{align*}
& \operatorname{Cap}_{2,1, p}\left(K_{\rho}\right) \asymp \rho^{N+2-2 p} \operatorname{Cap}_{2,1, p}(K),  \tag{7.2.2}\\
& \frac{1}{C a p_{2,1, \frac{N+2}{2}}\left(K_{\rho}\right)} \asymp \frac{1}{\operatorname{Cap}_{2,1, \frac{N+2}{2}}(K)}+(\log (2 / \rho))^{N / 2} \tag{7.2.3}
\end{align*}
$$

for any $0<\rho<1$, where $K_{\rho}=\left\{\left(\rho x, \rho^{2} t\right):(x, t) \in K\right\}$.
Proposition 7.2.6 Let $K \subset \overline{\tilde{Q}_{1}(0,0)}$ be a compact set and $1<p \leq \frac{N+2}{2}$. Then, there exists a function $\varphi \in C_{c}^{\infty}\left(\tilde{Q}_{3 / 2}(0,0)\right), 0 \leq \varphi \leq 1$ and $\left.\varphi\right|_{D}=1$ for some open set $D \supset K$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N+1}}\left(\left|D^{2} \varphi\right|^{p}+|\nabla \varphi|^{p}+|\varphi|^{p}+\left|\partial_{t} \varphi\right|^{p}\right) d x d t \lesssim \operatorname{Cap}_{2,1, p}(K) \tag{7.2.4}
\end{equation*}
$$

We will give proofs of the above two propositions in the Appendix.
It is well know that there exists a semigroup $e^{t \Delta}$ corresponding to equation

$$
\begin{align*}
\partial_{t} u-\Delta u=\mu & \text { in } \quad \tilde{Q}_{R}(0,0), \\
u=0 & \text { on } \quad \partial_{p} \tilde{Q}_{R}(0,0), \tag{7.2.5}
\end{align*}
$$

with $\mu \in C^{\infty}\left(\tilde{Q}_{R}(0,0)\right)$, i.e, we can write a solution $u$ of (7.2.5) as follows

$$
u(x, t)=\int_{0}^{t}\left(e^{(t-s) \Delta} \mu\right)(x, s) d s \quad \text { for all } \quad(x, t) \in \tilde{Q}_{R}(0,0)
$$

We denote by $\mathbb{H}$ the heat kernel :

$$
\mathbb{H}(x, t)=\frac{1}{(4 \pi t)^{\frac{N}{2}}} e^{-\frac{|x|^{2}}{4 t}} \chi_{t>0}
$$

We have

$$
|u(x, t)| \leq(\mathbb{H} * \mu)(x, t) \quad \text { for all } \quad(x, t) \in \tilde{Q}_{R}(0,0)
$$

In [20, Proof of Proposition 4.8] we show that

$$
|(\mathbb{H} * \mu)|(x, t) \leq C_{1}(N) \mathbb{I}_{2}^{2 R}[|\mu|](x, t) \quad \text { for all } \quad(x, t) \in \tilde{Q}_{R}(0,0)
$$

Here $\mu$ is extended by 0 in $\left(\tilde{Q}_{R}(0,0)\right)^{c}$. Thus,

$$
\begin{equation*}
\left|\int_{0}^{t}\left(e^{(t-s) \Delta} \mu\right)(x, s) d s\right| \leq C_{1}(N) \mathbb{I}_{2}^{2 R}[|\mu|](x, t) \quad \text { for all } \quad(x, t) \in \tilde{Q}_{R}(0,0) \tag{7.2.6}
\end{equation*}
$$

Moreover, we also prove in [20], that if $\mu \geq 0$ then for $(x, t) \in \tilde{Q}_{R}(0,0)$ and $B_{\rho}(x) \subset B_{R}(0)$,

$$
\begin{equation*}
\int_{0}^{t}\left(e^{(t-s) \Delta} \mu\right)(x, s) d s \geq C_{2}(N) \sum_{k=0}^{\infty} \frac{\mu\left(Q_{\frac{\rho_{k}}{8}}\left(x, t-\frac{35}{128} \rho_{k}^{2}\right)\right)}{\rho_{k}^{N}} \tag{7.2.7}
\end{equation*}
$$

with $\rho_{k}=4^{-k} \rho$.
It is easy to see that estimates (7.2.6) and (7.2.7) also holds for any bounded Radon measure $\mu$ in $\tilde{Q}_{R}(0,0)$. The following result is proved in [3] and [18], and also in [20] in a more general framework.

Theorem 7.2.7 Let $q>1, R>0$ and $\mu$ be bounded Radon measure in $\tilde{Q}_{R}(0,0)$.
(i) If $\mu$ is absolutely continuous with respect to Cap ${ }_{2,1, q^{\prime}}$ in $\tilde{Q}_{R}(0,0)$, then there exists a unique weak solution $u$ to equation

$$
\begin{array}{cl}
\partial_{t} u-\Delta u+|u|^{q-1} u=\mu & \text { in } \tilde{Q}_{R}(0,0), \\
u=0 & \text { on } \partial_{p} \tilde{Q}_{R}(0,0) .
\end{array}
$$

(ii) If $\left.\exp \left(C_{1}(N) \mathbb{I}_{2}^{2 R}[\mid \mu]\right]\right) \in L^{1}\left(\tilde{Q}_{R}(0,0)\right)$ then there exists a unique weak solution $v$ to equation

$$
\begin{array}{cl}
\partial_{t} v-\Delta v+\operatorname{sign}(v)\left(e^{|v|}-1\right)=\mu & \text { in } \tilde{Q}_{R}(0,0), \\
v=0 & \text { on } \partial_{p} \tilde{Q}_{R}(0,0),
\end{array}
$$

where the constant $C_{1}(N)$ is the one of inequality (7.2.6).
From estimates (7.2.6) and (7.2.7) and using comparison principle we get the estimates from below of the solutions $u$ and $v$ obtained in Theorem 7.2.7.

Proposition 7.2.8 If $\mu \geq 0$ then the functions $u$ and $v$ of the previous theorem are nonnegative and satisfy

$$
\begin{equation*}
u(x, t) \geq C_{2}(N) \sum_{k=0}^{\infty} \frac{\mu\left(Q_{\frac{\rho_{k}}{8}}\left(x, t-\frac{35}{128} \rho_{k}^{2}\right)\right)}{\rho_{k}^{N}}-C_{1}(N)^{q+1} \mathbb{I}_{2}^{2 R}\left[\left(\mathbb{I}_{2}^{2 R}[\mu]\right)^{q}\right](x, t) \tag{7.2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
v(x, t) \geq C_{2}(N) \sum_{k=0}^{\infty} \frac{\mu\left(Q_{\frac{\rho_{k}}{8}}\left(x, t-\frac{35}{128} \rho_{k}^{2}\right)\right)}{\rho_{k}^{N}}-C_{1}(N) \mathbb{I}_{2}^{2 R}\left[\exp \left(C_{1}(N) \mathbb{I}_{2}^{2 R}[\mu]\right)-1\right](x, t) \tag{7.2.9}
\end{equation*}
$$

for any $(x, t) \in \tilde{Q}_{R}(0,0)$ and $B_{\rho}(x) \subset B_{R}(0)$ and $\rho_{k}=4^{-k} \rho$.

### 7.3 Maximal solutions

In this section we assume that $O$ is an arbitrary non-cylindrical and bounded open set in $\mathbb{R}^{N+1}$ and $q>1$. We will prove the existence of a maximal solution of

$$
\begin{equation*}
\partial_{t} u-\Delta u+u^{q}=0 \tag{7.3.1}
\end{equation*}
$$

in $O$. We also get analogous result where $u^{q}$ is replaced by $e^{u}-1$.
It is easy to see that if $u$ satisfies (7.3.1) in $\tilde{Q}_{r}(0,0)\left(Q_{r}(0,0)\right)$ then $u_{a}(x, t)=a^{-2 /(q-1)} u\left(a x, a^{2} t\right)$ satisfies (7.3.1) in $\tilde{Q}_{r / a}(0,0)\left(Q_{r / a}(0,0)\right)$ for any $a>0$.
If $X=(x, t) \in O$, the parabolic distance from $X$ to the parabolic boundary $\partial_{p} O$ of $O$ is defined by

$$
d\left(X, \partial_{p} O\right)=\inf _{\substack{(y, s) \in \partial_{p} O \\ s \leq t}} \max \left\{|x-y|,(t-s)^{\frac{1}{2}}\right\}
$$

It is easy to see that there exists $C=C(N, q)>0$ such that the function $V$ defined by

$$
V(x, t)=C\left(\left(\rho^{2}+t\right)^{-\frac{1}{q-1}}+\left(\frac{\rho^{2}-|x|^{2}}{\rho}\right)^{-\frac{2}{q-1}}\right) \quad \text { in } B_{\rho}(0) \times\left(-\rho^{2}, 0\right)
$$

satisfies

$$
\begin{equation*}
\partial_{t} V-\Delta V+V^{q} \geq 0 \quad \text { in } \quad B_{\rho}(0) \times\left(-\rho^{2}, 0\right) \tag{7.3.2}
\end{equation*}
$$

Proposition 7.3.1 There exists a maximal solution $u \in C^{2,1}(O)$ of (7.3.1) and it satisfies

$$
\begin{equation*}
u(x, t) \leq C\left(d\left((x, t), \partial_{p} O\right)\right)^{-\frac{2}{q-1}} \quad \text { for all }(x, t) \in O \tag{7.3.3}
\end{equation*}
$$

for some $C=C(N, q)$.
Proof. Let $\mathcal{D}_{k}, k \in \mathbb{Z}$ be the collection of all the dyadic parabolic cubes (abridged $p$-cubes) of the form
$\left\{\left(x_{1}, \ldots, x_{N}, t\right): m_{j} 2^{-k} \leq x_{j} \leq\left(m_{j}+1\right) 2^{-k}, j=1, \ldots, N, m_{N+1} 4^{-k} \leq t \leq\left(m_{N+1}+1\right) 4^{-k}\right\}$ where $m_{j} \in \mathbb{Z}$. The following properties hold,
a. for each integer $k, \mathcal{D}_{k}$ is a partition of $\mathbb{R}^{N+1}$ and all $p$-cubes in $\mathcal{D}_{k}$ have the same sidelengths.
b. if the interiors of two $p$-cubes $Q$ in $\mathcal{D}_{k_{1}}$ and $P$ in $\mathcal{D}_{k_{2}}$, denoted $\stackrel{\circ}{Q}, \stackrel{\circ}{P}$, have nonempty intersection then either $Q$ is contained in $R$ or $Q$ contains $R$.
c. Each $Q$ in $\mathcal{D}_{k}$ is union of $2^{N+2} p$-cubes in $\mathcal{D}_{k+1}$ with disjoint interiors.

Let $k_{0} \in \mathbb{N}$ be such that $Q \subset O$ for some $Q \in \mathcal{D}_{k_{0}}$. Set $O_{k}=\underset{\substack{Q \in \mathcal{D}_{k} \\ Q \subset O}}{ } Q \quad \forall k \geq k_{0}$, we have $O_{k} \subset O_{k+1}$ and $O=\bigcup_{k \geq k_{0}} O_{k}=\bigcup_{k \geq k_{0}} \stackrel{\circ}{O}_{k}$. More precisely, there exist real numbers $a_{1}, a_{2}, \ldots ., a_{n(k)}$ and open sets $\Omega_{1}, \Omega_{2}, . ., \Omega_{n(k)}$ in $\mathbb{R}^{N}$ such that

$$
a_{i}<a_{i}+4^{-k} \leq a_{i+1}<a_{i+1}+4^{k} \text { for } i=1, \ldots, n(k)-1
$$

and

$$
\stackrel{\circ}{O}_{k}=\bigcup_{i=1}^{n(k)-1}\left(\Omega_{i} \times\left(a_{i}, a_{i}+4^{-k}\right]\right) \bigcup\left(\Omega_{n(k)} \times\left(a_{n(k)}, a_{n(k)}+4^{-k}\right)\right) .
$$

For $k \geq k_{0}$, we claim that there exists a solution $u_{k} \in C^{2,1}\left(\circ^{\circ}\right)$ to problem

$$
\begin{align*}
\partial_{t} u_{k}-\Delta u_{k}+u_{k}^{q}=0 & \text { in } \stackrel{\circ}{O}_{k},  \tag{7.3.4}\\
u_{k}(x, t) \rightarrow \infty & \text { as } d\left((x, t), \partial_{p} \stackrel{\circ}{O}_{k}\right) \rightarrow 0 .
\end{align*}
$$

Indeed, by $[6,15]$ for $m>0$, one can find nonnegative solutions $v_{i} \in C^{2,1}\left(\Omega_{i} \times\left(a_{i}, a_{i}+\right.\right.$ $\left.\left.4^{-k}\right]\right) \cap C\left(\bar{\Omega}_{i} \times\left[a_{i}, a_{i}+4^{-k}\right]\right)$ for $i=1, . ., n(k)$ to equations

$$
\begin{aligned}
\partial_{t} v_{1}-\Delta v_{1}+v_{1}^{q} & =0
\end{aligned} \quad \begin{array}{ll}
\text { in } \Omega_{1} \times\left(a_{1}, a_{1}+4^{-k}\right), \\
v_{1}(x, t) & =m
\end{array} \quad \text { on } \partial \Omega_{1} \times\left(a_{1}, a_{1}+4^{-k}\right),
$$

and

$$
\begin{array}{rc}
\partial_{t} v_{i}-\Delta v_{i}+v_{i}^{q}=0 & \text { in } \Omega_{i} \times\left(a_{i}, a_{i}+4^{-k}\right), \\
v_{i}(x, t)=m & \text { on } \partial \Omega_{i} \times\left(a_{i}, a_{i}+4^{-k}\right),
\end{array}
$$

$$
v_{i}\left(x, a_{i}\right)= \begin{cases}m \text { in } \Omega_{i} & \text { if } a_{i}>a_{i-1}+4^{-k}, \\ m \chi_{\Omega_{i} \backslash \Omega_{i-1}}(x)+v_{i-1}\left(x, a_{i-1}+4^{-k}\right) \chi_{\Omega_{i-1}}(x) & \text { otherwise }\end{cases}
$$

Clearly,

$$
u_{k, m}=v_{i} \text { in } \Omega_{i} \times\left(a_{i}, a_{i}+4^{-k}\right] \text { for } i=1, \ldots, n(k)
$$

is a solution in $C^{2,1}\left(\stackrel{\circ}{O}_{k}\right) \cap C\left(O_{k}\right)$ to equation

$$
\left\{\begin{array}{l}
\partial_{t} u_{k, m}-\Delta u_{k, m}+u_{k, m}^{q}=0 \text { in } \stackrel{\circ}{O}, \\
u_{k, m}=m \text { on } \partial_{p} \stackrel{\circ}{O},
\end{array}\right.
$$

Moreover, for $(x, t) \in \stackrel{\circ}{O}_{k}$, we see that $B_{\frac{d}{2}}(x) \times\left(t-\frac{d^{2}}{4}, t\right) \subset \stackrel{\circ}{O}_{k}$ where $d=d\left((x, t), \partial_{p} \stackrel{\circ}{O}_{k}\right)$. From (7.3.2), we verify that

$$
U(y, s):=V(y-x, s-t)=C\left(\left(\rho^{2}+s-t\right)^{-\frac{1}{q-1}}+\left(\frac{\rho^{2}-|x-y|^{2}}{\rho}\right)^{-\frac{2}{q-1}}\right)
$$

with $\rho=d / 2$, satisfies

$$
\begin{equation*}
\partial_{t} U-\Delta U+U^{q} \geq 0 \quad \text { in } \quad B_{\frac{d}{2}}(x) \times\left(t-\frac{d^{2}}{4}, t\right) . \tag{7.3.5}
\end{equation*}
$$

Applying the comparison principle we get

$$
u_{k, m}(y, s) \leq U(y, s) \text { in } B_{\frac{d}{2}}(x) \times\left(t-\frac{d^{2}}{4}, t\right],
$$

which implies

$$
\begin{equation*}
u_{k, m}(x, t) \leq C\left(d\left((x, t), \partial_{p} \stackrel{\circ}{O}_{k}\right)\right)^{-\frac{2}{q-1}} \text { for all }(x, t) \in \stackrel{\circ}{O}_{k} . \tag{7.3.6}
\end{equation*}
$$

From this, we also obtain uniform local bounds for $\left\{u_{k, m}\right\}_{m}$. By standard regularity theory see $[6,15],\left\{u_{k, m}\right\}_{m}$ is uniformly locally bounded in $C^{2,1}$. Hence, up to a subsequence, $u_{k, m} \rightarrow u_{k} C_{\text {loc }}^{1,0}\left(\circ_{k}\right)$. Passing the limit, we derive that $u_{k}$ is a weak solution of (7.3.4) in $\stackrel{\circ}{\circ}_{k}$, which satisfies $u_{k}(x, t) \rightarrow \infty$ as $d\left((x, t), \partial_{p} \stackrel{\circ}{O}_{k}\right) \rightarrow 0$ and

$$
u_{k}(x, t) \leq C\left(d\left((x, t), \partial_{p} \stackrel{\circ}{O}_{k}\right)\right)^{-\frac{2}{q-1}} \text { for all }(x, t) \in \stackrel{\circ}{O}_{k} .
$$

Let $m>0$ and $k \geq k_{0}$. Since $u_{k+1, m} \leq m$ in $O_{k}$ and $O_{k} \subset O_{k+1}$, it follows by the comparison principle applied to $u_{k+1, m}$ and $u_{k, m}$ in the sub-domains $\Omega_{1} \times\left(a_{1}, a_{1}+4^{-k}\right)$, $\Omega_{2} \times\left(a_{2}, a_{2}+4^{-k}\right), \ldots, \Omega_{n(k)} \times\left(a_{n(k)}, a_{n(k)}+4^{-k}\right)$ of $\stackrel{\circ}{O}_{k}$ to obtain at end that $u_{k+1, m} \leq$ $u_{k, m}$ in $\stackrel{\circ}{O}_{k}$, and thus $u_{k+1} \leq u_{k}$ in $\stackrel{\circ}{O}_{k}$. In particular, $\left\{u_{k}\right\}_{k}$ is uniformly locally bounded in $L_{\text {loc }}^{\infty}$. We use the same compactness property as above to obtain that $u_{k} \rightarrow u$ where $u$ is a solution of (7.3.1) and satisfies (7.3.3). By construction $u$ is the maximal solution.

Remark 7.3.2 Let $R \geq 2 r \geq 2, K$ be a compact subset in $\overline{\tilde{Q}_{r}(0,0)}$. Arguing as one can easily it is clear that there exists a maximal solution of

$$
\begin{align*}
\partial_{t} u-\Delta u+u^{q} & =0 \\
u=0 & \text { in } \quad \tilde{Q}_{R}(0,0) \backslash K,  \tag{7.3.7}\\
u n & \partial_{p} \tilde{Q}_{R}(0,0),
\end{align*}
$$

which satisfies

$$
\begin{equation*}
u(x, t) \leq C\left(d\left((x, t), \partial_{p}\left(\tilde{Q}_{R}(0,0) \backslash K\right)\right)^{-\frac{2}{q-1}} \quad \forall(x, t) \in \tilde{Q}_{R}(0,0) \backslash K\right. \tag{7.3.8}
\end{equation*}
$$

for some $C=C(N, q)$. Furthermore, assume $K_{1}, K_{2},,,, K_{m}$ are compact subsets in $\overline{\tilde{Q}_{r}(0,0)}$ and $K=K_{1} \cup \ldots \cup K_{m}$. Let $u, u_{1}, \ldots, u_{m}$ be the maximal solutions of (7.3.7) in $\tilde{Q}_{R}(0,0) \backslash K$, $\tilde{Q}_{R}(0,0) \backslash K_{1}, \tilde{Q}_{R}(0,0) \backslash K_{2},,,, \tilde{Q}_{R}(0,0) \backslash K_{m}$, respectively, then

$$
\begin{equation*}
u \leq \sum_{j=1}^{m} u_{j} \quad \text { in } \quad \tilde{Q}_{R}(0,0) \backslash K . \tag{7.3.9}
\end{equation*}
$$

Remark 7.3.3 If the equation (7.3.1) admits a large solution for some $q>1$ then for any $1<q_{1}<q$, equation

$$
\begin{equation*}
\partial_{t} u-\Delta u+u^{q_{1}}=0 \text { in } O \tag{7.3.10}
\end{equation*}
$$

admits also a large solution.
Indeed, assume that $u$ is a large solution of (7.3.1) and $v$ is the maximal solution of (7.3.10). Take $R>0$ such that $O \subset B_{R}(0) \times\left(-R^{2}, R^{2}\right)$, then the function $V$ defined by

$$
V(x, t)=(q-1)^{-\frac{1}{q-1}}\left(2 R^{2}+t\right)^{-\frac{1}{q-1}}
$$

satisfies (7.3.1). It follows for all $(x, t) \in O$

$$
u(x, t) \geq \inf _{(y, s) \in O} V(x, t) \geq(q-1)^{-\frac{1}{q-1}} R^{-\frac{2}{q-1}}=: a_{0} .
$$

Thus, $\tilde{u}=a_{0}^{\frac{q-q_{1}}{q_{1}-1}} u$ is a subsolution of (7.3.10). Therefore $v \geq a_{0}^{\frac{q-q_{1}}{q_{1-1}}} u$ in $O$, thus $v$ is a large solution.

Remark 7.3.4 (Sub-critical case) Assume that $1<q<q_{*}$. One easily see that the function

$$
\begin{equation*}
U(x, t)=\frac{C}{t^{\frac{1}{q-1}}} e^{-\frac{|x|^{2}}{4 t}} \chi_{t>0} \tag{7.3.11}
\end{equation*}
$$

is a subsolution of (7.3.1) in $\mathbb{R}^{N+1} \backslash\{(0,0)\}$, where $C=\left(\frac{2}{q-1}-\frac{N}{2}\right)^{\frac{1}{q-1}}$.
Therefore, the maximal solutions $u$ of (7.3.1) in $O$ verify

$$
\begin{equation*}
u(x, t) \geq C \frac{1}{(t-s)^{\frac{1}{q-1}}} e^{-\frac{|x-y|^{2}}{4(t-s)}} \chi_{t>s}, \tag{7.3.12}
\end{equation*}
$$

for all $(x, t) \in O$ and $(y, s) \in O^{c}$.
If for any $(x, t) \in \partial_{p} O$ there exist $\varepsilon \in(0,1)$ and a decreasing sequence $\left\{\delta_{n}\right\} \subset(0,1)$ converging to 0 as $n \rightarrow \infty$ such that $\left(B_{\delta_{n}}(x) \times\left(-\delta_{n}^{2}+t,-\varepsilon \delta_{n}^{2}+t\right)\right) \cap O^{c} \neq \emptyset$ for any $n \in \mathbb{N}$, then $u$ is a large solution. For proving this, we need to show that $\lim _{\rho \rightarrow 0} \inf _{O \cap\left(B_{\rho}(x) \times\left(-\rho^{2}+t, \rho^{2}+t\right)\right)} u=$ $\infty$. Let $0<\rho<\sqrt{\frac{\varepsilon}{2}} \delta_{1}$, and $n \in \mathbb{N}$ such that $\sqrt{\frac{\varepsilon}{2}} \delta_{n+1} \leq \rho<\sqrt{\frac{\varepsilon}{2}} \delta_{n}$.
Since $\left(B_{\delta_{n}}(x) \times\left(-\delta_{n}^{2}+t,-\varepsilon \delta_{n}^{2}+t\right)\right) \cap O^{c} \neq \emptyset$, there is $\left(x_{n}, t_{n}\right) \in O^{c}$ such that $\left|x_{n}-x\right|<\delta_{n}$ and $-\delta_{n}^{2}+t<t_{n}<-\varepsilon \delta_{n}^{2}+t$. So if $(y, s) \in O \cap\left(B_{\rho}(x) \times\left(-\rho^{2}+t, \rho^{2}+t\right)\right)$ then $\left|y-x_{n}\right|<(\sqrt{\varepsilon}+1) \delta_{n}$ and $\frac{\varepsilon}{2} \delta_{n}^{2}<s-t_{n}<(\varepsilon+1) \delta_{n}^{2}$. Hence, thanks to (7.3.12) we have for any $(y, s) \in O \cap\left(B_{\rho}(x) \times\left(-\rho^{2}+t, \rho^{2}+t\right)\right)$

$$
u(y, s) \geq C \frac{1}{\left(s-t_{n}\right)^{\frac{1}{q-1}}} e^{-\frac{\left|y-x_{n}\right|^{2}}{4\left(s-t_{n}\right)}} \geq C(\varepsilon+1)^{-\frac{1}{q-1}} e^{-\frac{(\sqrt{\varepsilon}+1)^{2}}{2 \varepsilon}} \delta_{n}^{-\frac{2}{q-1}},
$$

which implies

$$
\inf _{O \cap\left(B_{\rho}(x) \times\left(-\rho^{2}+t, \rho^{2}+t\right)\right)} u \geq C(\varepsilon+1)^{-\frac{1}{q-1}} e^{-\frac{(\sqrt{\varepsilon}+1)^{2}}{2 \varepsilon}} \delta_{n}^{-\frac{2}{q-1}} \rightarrow \infty \text { as } \rho \rightarrow 0 .
$$

Remark 7.3.5 Note that if $u \in C^{2,1}(O)$ is a solution of (7.3.1) for some $q>1$ then, for $a, b>0$ and $1<p \leq 2, v=b^{-\frac{1}{q-1}} u$ is a super-solution of

$$
\begin{equation*}
\partial_{t} v-\Delta v+a|\nabla v|^{p}+b v^{q}=0 \quad \text { in } O . \tag{7.3.13}
\end{equation*}
$$

Thus, we can apply the argument of the previous proof, with equation (7.3.1) replaced by (7.3.13), and deduce that there exists a maximal solution $v \in C^{2,1}(O)$ of (7.3.13) satisfying

$$
v(x, t) \leq C b^{-\frac{1}{q-1}}\left(d\left((x, t), \partial_{p} O\right)\right)^{-\frac{2}{q-1}} \quad \text { for all }(x, t) \in O
$$

Furthermore, if $1<q<q_{*}, q=\frac{2 p}{p+1}, a, b>0$ then the function $U$ in Remark 7.3.4 is a subsolution of (7.3.13) in $\mathbb{R}^{N+1} \backslash\{(0,0)\}$, for some $C=C(N, p, q, a, b)$. Therefore, we conclude that every maximal solution of $v \in C^{2,1}(O)$ of (7.3.13) satisfy

$$
\begin{equation*}
v(x, t) \geq C \frac{1}{(t-s)^{\frac{1}{q-1}}} e^{-\frac{|x-y|^{2}}{4(t-s)}} \chi_{t>s} \tag{7.3.14}
\end{equation*}
$$

for all $(x, t) \in O$ and $(y, s) \in \partial_{p} O$.
As in Remark 7.3.4, if for any $(x, t) \in \partial_{p} O$ there exist $\varepsilon \in(0,1)$ and a decreasing sequence $\left\{\delta_{n}\right\} \subset(0,1)$ converging to 0 as $n \rightarrow \infty$ such that $\left(B_{\delta_{n}}(x) \times\left(-\delta_{n}^{2}+t,-\varepsilon \delta_{n}^{2}+t\right)\right) \cap O^{c} \neq \emptyset$ for any $n \in \mathbb{N}$, then $v$ is a large solution.

Next, we consider the following equation

$$
\begin{equation*}
\partial_{t} u-\Delta u+e^{u}-1=0 . \tag{7.3.15}
\end{equation*}
$$

It is easy to see that the two functions

$$
V_{1}(t)=-\log \left(\frac{t+\rho^{2}}{1+\rho^{2}}\right) \text { and } V_{2}(x)=C-2 \log \left(\frac{\rho^{2}-|x|^{2}}{\rho}\right)
$$

satisfy

$$
V_{1}^{\prime}+e^{V_{1}}-1 \geq 0 \quad \text { in }\left(-\rho^{2}, 0\right]
$$

and

$$
-\Delta V_{2}+e^{V_{2}}-1 \geq 0 \quad \text { in } \quad B_{\rho}(0)
$$

for some $C=C(N)$. Using $e^{a}+e^{b} \leq e^{a+b}-1$ for $a, b \geq 0$, we obtain that $V_{1}+V_{2}$ is a supersolution of equation (7.3.15) in $B_{\rho}(0) \times\left(-\rho^{2}, 0\right]$. By the same argument as in Proposition 7.3.1 and the estimate of the above supersolution, we obtain

Proposition 7.3.6 There exists a maximal solution $u \in C^{2,1}(O)$ of

$$
\begin{equation*}
\partial_{t} u-\Delta u+e^{u}-1=0 \text { in } O \tag{7.3.16}
\end{equation*}
$$

and it satisfies

$$
\begin{equation*}
u(x, t) \leq C-\log \left(\frac{\left(d\left((x, t), \partial_{p} O\right)\right)^{3}}{4+\left(d\left((x, t), \partial_{p} O\right)\right)^{2}}\right) \quad \text { for all }(x, t) \in O \tag{7.3.17}
\end{equation*}
$$

for some $C=C(N)$.
The next three propositions will be useful to prove Theorem 7.1.1-(ii).
Proposition 7.3.7 Let $K \subset \overline{\tilde{Q}_{1}(0,0)}$ be a compact set and $q>1, R \geq 100$. Let $u$ be a solution of (7.3.7) in $\tilde{Q}_{R}(0,0) \backslash K$ and $\varphi$ as in Proposition 7.2.6 with $p=q^{\prime}$. Set $\xi=$ $(1-\varphi)^{2 q^{\prime}}$. Then,

$$
\begin{equation*}
\int_{\tilde{Q}_{R}(0,0)} u\left(|\Delta \xi|+|\nabla \xi|+\left|\partial_{t} \xi\right|\right) d x d t \lesssim \operatorname{Cap}_{2,1, q^{\prime}}(K), \tag{7.3.18}
\end{equation*}
$$

$$
\begin{equation*}
u(x, t) \lesssim C a p_{2,1, q^{\prime}}(K)+R^{-\frac{2}{q-1}} \quad \text { for any } \quad(x, t) \in \tilde{Q}_{R / 5}(0,0) \backslash \tilde{Q}_{2}(0,0) \tag{7.3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\tilde{Q}_{2}(0,0)} u \xi d x d t \lesssim C a p_{2,1, q^{\prime}}(K)+R^{-\frac{2}{q-1}} \tag{7.3.20}
\end{equation*}
$$

where the constants in above inequalities depend only on $N, q$.
Proof. Step 1. We claim that

$$
\begin{equation*}
\int_{\tilde{Q}_{R}(0,0)} u^{q} \xi d x d t \lesssim \operatorname{Cap}_{2,1, q^{\prime}}(K) \tag{7.3.21}
\end{equation*}
$$

Actually, using by parts integration and the Green formula, one has

$$
\begin{aligned}
& \int_{\tilde{Q}_{R}(0,0)} u^{q} \xi d x d t=-\int_{\tilde{Q}_{R}(0,0)} \partial_{t} u \xi d x d t+\int_{\tilde{Q}_{R}(0,0)}(\Delta u) \xi d x d t \\
& \quad=\int_{\tilde{Q}_{R}(0,0)} u \partial_{t} \xi d x d t+\int_{\tilde{Q}_{R}(0,0)} u \Delta \xi d x d t+\int_{-R^{2}}^{R^{2}} \int_{\partial B_{R}(0)}\left(\xi \frac{\partial u}{\partial \nu}-u \frac{\partial \xi}{\partial \nu}\right) d S d t
\end{aligned}
$$

where $\nu$ is the outer normal unit vector on $\partial B_{R}(0)$. Clearly,

$$
\frac{\partial u}{\partial \nu} \leq 0 \quad \text { and } \quad \frac{\partial \xi}{\partial \nu}=0 \quad \text { on } \quad \partial B_{R}(0) .
$$

Thus,

$$
\begin{align*}
& \int_{\tilde{Q}_{R}(0,0)} u^{q} \xi d x d t \leq \int_{\tilde{Q}_{R}(0,0)} u\left|\partial_{t} \xi\right| d x d t+\int_{\tilde{Q}_{R}(0,0)} u|\Delta \xi| d x d t \\
& \leq 2 q^{\prime} \int_{\tilde{Q}_{R}(0,0)} u(1-\varphi)^{2 q^{\prime}-1}\left|\partial_{t} \varphi\right| d x d t+2 q^{\prime}\left(2 q^{\prime}-1\right) \int_{\tilde{Q}_{R}(0,0)} u(1-\varphi)^{2 q^{\prime}-2}|\nabla \varphi|^{2} d x d t \\
& \quad \quad+2 q^{\prime} \int_{\tilde{Q}_{R}(0,0)} u(1-\varphi)^{2 q^{\prime}-1}|\Delta \varphi| d x d t \\
& \leq 2 q^{\prime} \int_{\tilde{Q}_{R}(0,0)} u \xi^{1 / q}\left|\partial_{t} \varphi\right| d x d t+2 q^{\prime}\left(2 q^{\prime}-1\right) \int_{\tilde{Q}_{R}(0,0)} u \xi^{1 / q}|\nabla \varphi|^{2} d x d t \\
& \quad \quad+2 q^{\prime} \int_{\tilde{Q}_{R}(0,0)} u \xi^{1 / q}|\Delta \varphi| d x d t . \tag{7.3.22}
\end{align*}
$$

In the last inequality, we have used the fact that $(1-\phi)^{2 q^{\prime}-1} \leq(1-\phi)^{2 q^{\prime}-2}=\xi^{1 / q}$. Hence, by Hölder's inequality,

$$
\begin{aligned}
\int_{\tilde{Q}_{R}(0,0)} u^{q} \xi d x d t & \lesssim \int_{\tilde{Q}_{R}(0,0)}\left|\partial_{t} \varphi\right|^{q^{\prime}} d x d t+\int_{\tilde{Q}_{R}(0,0)}|\nabla \varphi|^{2 q^{\prime}} d x d t \\
& +\int_{\tilde{Q}_{R}(0,0)}|\Delta \varphi|^{q^{\prime}} d x d t .
\end{aligned}
$$

By the Gagliardo-Nirenberg inequality,

$$
\begin{aligned}
\int_{\tilde{Q}_{R}(0,0)}|\nabla \varphi|^{2 q^{\prime}} d x d t & \lesssim \|\left.\varphi\right|_{L^{\infty}\left(\tilde{Q}_{R}(0,0)\right)} ^{q^{\prime}} \int_{\tilde{Q}_{R}(0,0)}\left|D^{2} \varphi\right|^{q^{\prime}} d x d t \\
& \lesssim \int_{\tilde{Q}_{R}(0,0)}\left|D^{2} \varphi\right|^{q^{\prime}} d x d t .
\end{aligned}
$$

Hence, we find

$$
\int_{\tilde{Q}_{R}(0,0)} u^{q} \xi d x d t \lesssim \int_{\tilde{Q}_{R}(0,0)}\left(\left|\partial_{t} \varphi\right|^{q^{\prime}}+\left|D^{2} \varphi\right|^{q^{\prime}}\right) d x d t
$$

and derive (7.3.21) from (7.2.4). In view of (7.3.22), we also obtain

$$
\int_{\tilde{Q}_{R}(0,0)} u\left(|\Delta \xi|+\left|\partial_{t} \xi\right|\right) d x d t \lesssim \operatorname{Cap}_{2,1, q^{\prime}}(K)
$$

and

$$
\int_{\tilde{Q}_{R}(0,0)} u|\nabla \xi| d x d t \lesssim \operatorname{Cap}_{2,1, q^{\prime}}(K),
$$

since

$$
\begin{aligned}
\int_{\tilde{Q}_{R}(0,0)} u|\nabla \xi| d x d t & =2 q^{\prime} \int_{\tilde{Q}_{R}(0,0)} u \xi^{\left(2 q^{\prime}-1\right) / 2 q^{\prime}}|\nabla \varphi| d x d t \\
& \leq 2 q^{\prime} \int_{\tilde{Q}_{R}(0,0)} u \xi^{1 / q}|\nabla \varphi| d x d t \\
& \lesssim \int_{\tilde{Q}_{R}(0,0)} u^{q} \xi d x d t+\int_{\tilde{Q}_{R}(0,0)}|\nabla \varphi|^{q^{\prime}} d x d t .
\end{aligned}
$$

It yields (7.3.18).
Step 2. Relation (7.3.19) holds. Let $\eta$ be a cut off function on $\tilde{Q}_{R / 4}(0,0)$ with respect to $\tilde{Q}_{R / 3}(0,0)$ such that $\left|\partial_{t} \eta\right|+\left|D^{2} \eta\right| \lesssim R^{-2}$ and $|\nabla \eta| \lesssim R^{-1}$. We have

$$
\partial_{t}(\eta \xi u)-\Delta(\eta \xi u)=F \in C_{c}\left(\tilde{Q}_{R / 3}(0,0)\right) .
$$

Hence, we can write

$$
(\eta \xi u)(x, t)=\int_{\mathbb{R}^{N}} \int_{-\infty}^{t} \frac{1}{(4 \pi(t-s))^{\frac{N}{2}}} e^{-\frac{|x-y|^{2}}{4(t-s)}} F(y, s) d s d y \quad \forall(x, t) \in \mathbb{R}^{N+1}
$$

Now, we fix $(x, t) \in \tilde{Q}_{R / 5}(0,0) \backslash \tilde{Q}_{2}(0,0)$. Since $\operatorname{supp}\{|\nabla \eta|\} \cap \operatorname{supp}\{|\nabla \xi|\}=\emptyset$ and

$$
\begin{aligned}
F & =\eta \xi\left(\partial_{t} u-\Delta u\right)-2(\eta \nabla \xi+\xi \nabla \eta) \nabla u+\left(\xi \partial_{t} \eta+\eta \partial_{t} \xi-2 \nabla \eta \nabla \xi-\Delta \eta \xi-\eta \Delta \xi\right) u \\
& \leq-2(\eta \nabla \xi+\xi \nabla \eta) \nabla u+\left(\xi \partial_{t} \eta+\eta \partial_{t} \xi-\xi \Delta \eta-\eta \Delta \xi\right) u,
\end{aligned}
$$

there holds

$$
\begin{aligned}
u(x, t)=(\eta \xi u)(x, t) & \leq-2 \int_{\mathbb{R}^{N}} \int_{-\infty}^{t} \frac{1}{(4 \pi(t-s))^{\frac{N}{2}}} e^{-\frac{|x-y|^{2}}{4(t-s)}}(\eta \nabla \xi+\xi \nabla \eta) \nabla u d s d y \\
& +\int_{\mathbb{R}^{N}} \int_{-\infty}^{t} \frac{1}{(4 \pi(t-s))^{\frac{N}{2}}} e^{-\frac{|x-y|^{2}}{4(t-s)}}\left(\eta \partial_{t} \xi-\eta \Delta \xi\right) u d s d y \\
& +\int_{\mathbb{R}^{N}} \int_{-\infty}^{t} \frac{1}{(4 \pi(t-s))^{\frac{N}{2}}} e^{-\frac{|x-y|^{2}}{4(t-s)}}\left(\partial_{t} \eta \xi-\xi \Delta \eta\right) u d s d y . \\
& =I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

By parts integration

$$
\begin{aligned}
I_{1} & =2(4 \pi)^{-N / 2} \int_{-\infty}^{t} \int_{\mathbb{R}^{N}} \frac{(x-y)}{2(t-s)^{(N+2) / 2}} e^{-\frac{|x-y|^{2}}{4(t-s)}}(\eta \nabla \xi+\xi \nabla \eta) u d y d s \\
& +2(4 \pi)^{-N / 2} \int_{-\infty}^{t} \int_{\mathbb{R}^{N}} \frac{1}{(t-s)^{N / 2}} e^{-\frac{|x-y|^{2}}{4(t-s)}}(\xi \Delta \eta+\eta \Delta \xi) u d y d s .
\end{aligned}
$$

Note that

$$
\frac{1}{(t-s)^{N / 2}} e^{-\frac{|x-y|^{2}}{4(t-s)}} \lesssim\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N},
$$

$$
\left|\frac{(x-y)}{2(t-s)^{(N+2) / 2}} e^{-\frac{|x-y|^{2}}{4(t-s)}}\right| \lesssim\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N-1},
$$

and

$$
\begin{array}{ll}
\max \left\{|x-y|,|t-s|^{1 / 2}\right\} \gtrsim 1 & \forall(y, s) \in \operatorname{supp}\left\{\left|D^{\alpha} \xi\right|\right\} \cup \operatorname{supp}\left\{\left|\partial_{t} \xi\right|\right\}, \\
\max \left\{|x-y|,|t-s|^{1 / 2}\right\} \gtrsim R & \forall(y, s) \in \operatorname{supp}\left\{\left|D^{\alpha} \eta\right|\right\} \cup \operatorname{supp}\left\{\left|\partial_{t} \eta\right|\right\} \quad \forall|\alpha| \geq 1 .
\end{array}
$$

We deduce

$$
\begin{aligned}
I_{1} & \lesssim \int_{\mathbb{R}^{N+1}}\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N-1}(\eta|\nabla \xi|+\xi|\nabla \eta|) u d y d s \\
& +\int_{\mathbb{R}^{N+1}}\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N}(\xi|\Delta \eta|+\eta|\Delta \xi|) u d y d s \\
& \lesssim \int_{\mathbb{R}^{N+1}}(|\nabla \xi|+|\Delta \xi|) u d y d s+\int_{\tilde{Q}_{R / 3}(0,0) \backslash \tilde{Q}_{R / 4}(0,0)}\left(R^{-N-1}|\nabla \eta|+R^{-N}|\Delta \eta|\right) u d y d s \\
& \lesssim \int_{\mathbb{R}^{N+1}}(|\nabla \xi|+|\Delta \xi|) u d y d s+\sup _{\tilde{Q}_{R / 3}(0,0) \backslash \tilde{Q}_{R / 4}(0,0)} u, \\
& I_{2} \\
& \lesssim \int_{\mathbb{R}^{N+1}}\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N}\left(\left|\partial_{t} \xi\right|+|\Delta \xi|\right) u d y d s \\
& \lesssim \int_{\mathbb{R}^{N+1}}\left(\left|\partial_{t} \xi\right|+|\Delta \xi|\right) u d y d s,
\end{aligned}
$$

and

$$
\begin{aligned}
I_{3} & \lesssim \int_{\mathbb{R}^{N+1}}\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N}\left(\left|\partial_{t} \eta\right|+|\Delta \eta|\right) u d y d s \\
& \lesssim \int_{\tilde{Q}_{R / 3}(0,0) \backslash \tilde{Q}_{R / 4}(0,0)} R^{-N}\left(\left|\partial_{t} \eta\right|+|\Delta \eta|\right) u d y d s \\
& \lesssim \sup _{\tilde{Q}_{R / 3}(0,0) \backslash \tilde{Q}_{R / 4}(0,0)} u .
\end{aligned}
$$

Hence,

$$
u(x, t) \leq I_{1}+I_{2}+I_{3} \lesssim \int_{\mathbb{R}^{N+1}}\left(\left|\partial_{t} \xi\right|+|\nabla \xi|+|\Delta \xi|\right) u d y d s+\sup _{\tilde{Q}_{R / 3}(0,0) \backslash \tilde{Q}_{R / 4}(0,0)} u .
$$

Combining this with (7.3.18) and (7.3.8), we obtain (7.3.19).
Step 3. End of the proof. Let $\theta$ be a cut off function on $\tilde{Q}_{3}(0,0)$ with respect to $\tilde{Q}_{4}(0,0)$.
As above, we have for any $(x, t) \in \mathbb{R}^{N+1}$

$$
\begin{aligned}
(\theta \xi u)(x, t) & \lesssim \int_{\mathbb{R}^{N+1}}\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N-1}(\theta|\nabla \xi|+\xi|\nabla \theta|) u d y d s \\
& +\int_{\mathbb{R}^{N+1}}\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N}(\theta|\Delta \xi|+\xi|\Delta \theta|) u d y d s \\
& +\int_{\mathbb{R}^{N+1}}\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N}\left(\theta\left|\partial_{t} \xi\right|+\theta|\Delta \xi|\right) u d y d s \\
& +\int_{\mathbb{R}^{N+1}}\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N}\left(\xi\left|\partial_{t} \theta\right|+\xi|\Delta \theta|\right) u d y d s .
\end{aligned}
$$

Hence, by Fubini theorem,

$$
\begin{aligned}
\int_{\tilde{Q}_{2}(0,0)} \eta u d x d t & =\int_{\tilde{Q}_{2}(0,0)} \theta \eta u d x d t \\
& \lesssim A \int_{\mathbb{R}^{N+1}}\left(\theta|\nabla \xi|+\xi|\nabla \theta|+\theta|\Delta \xi|+\xi|\Delta \theta|+\theta\left|\partial_{t} \xi\right|+\xi\left|\partial_{t} \theta\right|\right) u d y d s \\
& \lesssim \int_{\mathbb{R}^{N+1}}\left(\left|\partial_{t} \xi\right|+|\nabla \xi|+|\Delta \xi|\right) u d y d s+\sup _{\tilde{Q}_{4}(0,0) \backslash \tilde{Q}_{3}(0,0)} u
\end{aligned}
$$

where
$A=\sup _{(y, s) \in \tilde{Q}_{4}(0,0)} \int_{\tilde{Q}_{2}(0,0)}\left(\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N}+\left(\max \left\{|x-y|,|t-s|^{1 / 2}\right\}\right)^{-N-1}\right) d x d t$.
Therefore we obtain (7.3.20) from (7.3.18) and (7.3.19).
Proposition 7.3.8 Let $K \subset\left\{(x, t): \varepsilon<\max \left\{|x|,|t|^{1 / 2}\right\}<1\right\}$ be a compact set, $0<\varepsilon<1$ and $u$ be the maximal solution of (7.3.7) in $\tilde{Q}_{R}(0,0) \backslash K$ with $R \geq 100$. Then

$$
\begin{equation*}
\sup _{\tilde{Q}_{\varepsilon / 4}(0,0)} u \lesssim \sum_{j=-2}^{j_{\varepsilon}-2} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap \tilde{Q}_{\rho_{j}}(0,0)\right)}{\rho_{j}^{N}}+j_{\varepsilon} R^{-\frac{2}{q-1}} \quad \text { if } \quad q>q_{*}, \tag{7.3.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{\tilde{Q}_{\varepsilon / 4}(0,0)} u \lesssim \sum_{j=0}^{j_{\varepsilon}} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j}\right)}{\rho_{j}^{N}}+j_{\varepsilon} R^{-\frac{2}{q-1}} \quad \text { if } \quad q=q_{*}, \tag{7.3.24}
\end{equation*}
$$

where $\rho_{j}=2^{-j}, K_{j}=\left\{\left(x / \rho_{j+3}, t / \rho_{j+3}^{2}\right):(x, t) \in K \cap \tilde{Q}_{\rho_{j-2}}(0,0)\right\}$ and $j_{\varepsilon} \in \mathbb{N}$ is such that $\rho_{j_{\varepsilon}} \leq \varepsilon<\rho_{j_{\varepsilon}-1}$.

Proof. For $j \in N$, we define $S_{j}=\left\{x: \rho_{j} \leq \max \left\{|x|,|t|^{1 / 2}\right\} \leq \rho_{j-1}\right\}$.
Fix any $1 \leq j \leq j_{\varepsilon}$. We cover $S_{j}$ by $L=L(N) \in \mathbb{N}^{*}$ closed cylinders

$$
\overline{\tilde{Q}_{\rho_{j+3}}\left(x_{k, j}, t_{k, j}\right)}, \quad k=1, \ldots, L(N)
$$

where $\left(x_{k, j}, t_{k, j}\right) \in S_{j}$.
For $k=1, \ldots, L(N)$, let $u_{j}, u_{k, j}$ be the maximal solutions of (7.3.7) where $K$ is replaced by $K \cap S_{j}$ and $K \cap \tilde{Q}_{\rho_{j+3}}\left(x_{k, j}, t_{k, j}\right)$, respectively. Clearly the function $\tilde{u}_{k, j}$ defined by

$$
\tilde{u}_{k, j}(x, t)=\rho_{j+3}^{\frac{2}{q-1}} u_{k, j}\left(\rho_{j+3} x+x_{k, j}, \rho_{j+3}^{2} t+t_{k, j}\right)
$$

is the maximal solution of (7.3.7) when $\left(K_{k, j}, \tilde{Q}_{R / \rho_{j+3}}\left(-x_{k, j} / \rho_{j+3},-t_{k, j} / \rho_{j+3}^{2}\right)\right)$ is replacing $\left(K, \tilde{Q}_{R}(0,0)\right)$, with

$$
K_{k, j}=\left\{\left(y / \rho_{j+3}, s / \rho_{j+3}^{2}\right):(y, s) \in-\left(x_{k, j}, t_{k, j}\right)+K \cap \overline{\tilde{Q}_{\rho_{j+3}}\left(x_{k, j}, t_{k, j}\right)}\right\} \subset \overline{\tilde{Q}_{1}(0,0)} .
$$

Let $\bar{u}_{k, j}$ be the maximal solution of (7.3.7) with $\left(K, \tilde{Q}_{R}(0,0)\right)$ replaced by $\left(K_{k, j}, \tilde{Q}_{2 R / \rho_{j+3}}(0,0)\right)$. Since $\tilde{Q}_{R / \rho_{j+3}}\left(-x_{k, j} / \rho_{j+3},-t_{k, j} / \rho_{j+3}^{2}\right) \subset \tilde{Q}_{2 R / \rho_{j+3}}(0,0)$, then, by the comparison principle as in the proof of Proposition 7.3.1 we get $\tilde{u}_{k, j} \leq \bar{u}_{k, j}$ in $\tilde{Q}_{R / \rho_{j+3}}\left(-x_{k, j} / \rho_{j+3},-t_{k, j} / \rho_{j+3}^{2}\right) \backslash K_{k, j}$ and thus

$$
\tilde{u}_{k, j}(x, t) \lesssim \operatorname{Cap}_{2,1, q^{\prime}}\left(K_{k, j}\right)+\left(R / \rho_{j+3}\right)^{-\frac{2}{q-1}},
$$

for any $(x, t) \in\left(\tilde{Q}_{2 R /\left(5 \rho_{j+3}\right)}(0,0) \cap \tilde{Q}_{R / \rho_{j+3}}\left(-x_{k, j} / \rho_{j+3},-t_{k, j} / \rho_{j+3}^{2}\right)\right) \backslash \tilde{Q}_{2}(0,0)=D$. Fix $\left(x_{0}, t_{0}\right) \in \tilde{Q}_{\varepsilon / 4}(0,0)$. Clearly, $\left(\left(x_{0}-x_{k, j}\right) / \rho_{j+3},\left(t_{0}-t_{k, j}\right) / \rho_{j+3}\right) \in D$, hence

$$
\begin{aligned}
u_{k, j}\left(x_{0}, t_{0}\right) & =\rho_{j+3}^{-\frac{2}{q-1}} \tilde{u}_{k, j}\left(\left(x_{0}-x_{k, j}\right) / \rho_{j+3},\left(t_{0}-t_{k, j}\right) / \rho_{j+3}^{2}\right) \\
& \lesssim \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{k, j}\right)}{\rho_{j}^{q-1}}+R^{-\frac{2}{q-1}}
\end{aligned}
$$

Therefore, using (7.3.9) in Remark 7.3.2 and the fact that

$$
\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{k, j}\right)=\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{k, j}+\left(x_{k, j} / \rho_{j+3}, t_{k, j} / \rho_{j+3}^{2}\right)\right) \leq \operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j}\right),
$$

we derive

$$
\begin{aligned}
u\left(x_{0}, t_{0}\right) \leq \sum_{j=1}^{j_{\varepsilon}} u_{j}\left(x_{0}, t_{0}\right) & \leq \sum_{j=1}^{j_{\varepsilon}} \sum_{k=1}^{L(N)} u_{k, j}\left(x_{0}, t_{0}\right) \\
& \lesssim \sum_{j=0}^{j_{\varepsilon}} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j}\right)}{\rho_{j}^{\frac{2}{q-1}}}+j_{\varepsilon} R^{-\frac{2}{q-1}},
\end{aligned}
$$

which yields (7.3.24). If $q>q_{*}$, then by (7.2.2) in Proposition 7.2.5, we have

$$
\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j}\right) \lesssim \rho_{j+3}^{-N-2+2 q^{\prime}} \operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap \tilde{Q}_{\rho_{j-2}}(0,0)\right)
$$

which implies (7.3.23).
Proposition 7.3.9 Let $K, u, \xi$ be as in Proposition 7.3.7. For any compact set $K_{0}$ in $\tilde{Q}_{1}(0,0)$ with positive measure $\left|K_{0}\right|$, there exists $\varepsilon=\varepsilon\left(N, q,\left|K_{0}\right|\right)>0$ such that

$$
\operatorname{Cap}_{2,1, q^{\prime}}(K) \leq \varepsilon \Rightarrow \inf _{K_{0}} u \lesssim \int_{\tilde{Q}_{2(0,0)}} u \xi d x d t,
$$

where the constant in the inequality $\lesssim d e p e n d s$ on $K_{0}$. In particular,

$$
\begin{equation*}
\operatorname{Cap}_{2,1, q^{\prime}}(K) \leq \varepsilon \Rightarrow \inf _{K_{0}} u \lesssim \operatorname{Cap}_{2,1, q^{\prime}}(K)+R^{-\frac{2}{q-1}} . \tag{7.3.25}
\end{equation*}
$$

Proof. It is enough to prove that there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\operatorname{Cap}_{2,1, q^{\prime}}(K) \leq \varepsilon \Rightarrow\left|K_{1}\right| \geq 1 / 2\left|K_{0}\right| \tag{7.3.26}
\end{equation*}
$$

where $K_{1}=\left\{(x, t) \in K_{0}: \xi(x, t) \geq 1 / 2\right\}$. By (7.2.1) in Proposition 7.2.5, we have the following estimates

$$
\left|K_{0} \backslash K_{1}\right|^{1-\frac{2 q^{\prime}}{N+2}} \lesssim \mathrm{Cap}_{2,1, q^{\prime}}\left(K_{0} \backslash K_{1}\right)
$$

if $q>q_{*}$, and

$$
\left(\log \left(\frac{\left|\tilde{Q}_{200}(0,0)\right|}{\left|K_{0} \backslash K_{1}\right|}\right)\right)^{-\frac{N}{2}} \lesssim \operatorname{Cap}_{2,1, q^{\prime}}\left(K_{0} \backslash K_{1}\right)
$$

if $q=q_{*}$. On the other hand,

$$
\begin{aligned}
\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{0} \backslash K_{1}\right) & =\operatorname{Cap}_{2,1, q^{\prime}}\left(\left\{K_{0}: \varphi>1-(1 / 2)^{1 /\left(2 q^{\prime}\right)}\right\}\right) \\
& \leq\left(1-(1 / 2)^{1 /\left(2 q^{\prime}\right)}\right)^{-q^{\prime}} \int_{\mathbb{R}^{N+1}}\left(\left|D^{2} \varphi\right|^{q^{\prime}}+|\nabla \varphi|^{q^{\prime}}+|\varphi|^{q^{\prime}}+\left|\partial_{t} \varphi\right|^{q^{\prime}}\right) d x d t \\
& \lesssim \operatorname{Cap}_{2,1, q^{\prime}}(K)
\end{aligned}
$$

where $\varphi$ is in Proposition 7.3.7. Henceforth, one can find $\varepsilon=\varepsilon\left(N, q,\left|K_{0}\right|\right)>0$ such that

$$
\operatorname{Cap}_{2,1, q^{\prime}}(K) \leq \varepsilon \Rightarrow\left|K_{0} \backslash K_{1}\right| \leq 1 / 2\left|K_{0}\right| .
$$

This implies (7.3.26).

### 7.4 Large solutions

In the first part of this section, we prove theorem 7.1.1-(ii), then we prove theorems 7.1.1-(i) and 7.1.2, at end we consider a parabolic viscous Hamilton-Jacobi equation.

### 7.4.1 Proof of Theorem 7.1.1-(ii)

Let $R_{0} \geq 4$ such that $O \subset \subset \tilde{Q}_{R_{0}}(0,0)$. Assume that the equation (7.1.12) has a large solution $u$. Take any $(x, t) \in \partial_{p} O$. We will to prove that (7.1.14) holds. We can assume $(x, t)=(0,0)$. Set $K=\tilde{Q}_{2 R_{0}}(0,0) \backslash O$ and define

$$
\begin{aligned}
& T_{j}=\left\{x: \rho_{j+1} \leq \max \left\{|x|,|t|^{1 / 2}\right\} \leq \rho_{j}, t \leq 0\right\} \\
& \tilde{T}_{j}=\left\{x: \rho_{j+3} \leq \max \left\{|x|,|t|^{1 / 2}\right\} \leq \rho_{j-2}, t \leq 0\right\}
\end{aligned}
$$

Here $\rho_{j}=2^{-j}$. For $j \geq 3$, let $u_{1}, u_{2}, u_{3}, u_{4}$ be the maximal solutions of (7.3.7) when $K$ is replaced by $K \cap \overline{Q_{\rho_{j+3}}(0,0)}, K \cap \tilde{T}_{j},\left(K \cap \overline{Q_{1}(0,0)}\right) \backslash Q_{\rho_{j-2}}(0,0)$ and $K \backslash Q_{1}(0,0)$ respectively and $R \geq 100 R_{0}$. From (7.3.9) in Remark 7.3.2, we can assert that

$$
u \leq u_{1}+u_{2}+u_{3}+u_{4} \quad \text { in } O \cap\left\{(x, t) \in \mathbb{R}^{N+1}: t \leq 0\right\}
$$

Thus,

$$
\begin{equation*}
\inf _{T_{j}} u \leq\left\|u_{1}\right\|_{L^{\infty}\left(T_{j}\right)}+\left\|u_{3}\right\|_{L^{\infty}\left(T_{j}\right)}+\left\|u_{4}\right\|_{L^{\infty}\left(T_{j}\right)}+\inf _{T_{j}} u_{2} . \tag{7.4.1}
\end{equation*}
$$

Case 1: $q>q_{*}$. By (7.3.8) in Remark 7.3.2,

$$
\begin{equation*}
\left\|u_{4}\right\|_{L^{\infty}\left(T_{j}\right)} \lesssim 1 \tag{7.4.2}
\end{equation*}
$$

By (7.3.23) in Proposition 7.3.8,

$$
\begin{equation*}
\left\|u_{3}\right\|_{L^{\infty}\left(T_{j}\right)} \lesssim \sum_{i=-2}^{j-4} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{i}}(0,0)\right)}{\rho_{i}^{N}}+j R^{-\frac{2}{q-1}} \tag{7.4.3}
\end{equation*}
$$

Since $(x, t) \mapsto \bar{u}_{1}(x, t)=\rho_{j+3}^{2 /(q-1)} u_{1}\left(\rho_{j+3} x, \rho_{j+3}^{2} t\right)$ is the maximal solution of (7.3.7) when $\left(K, \tilde{Q}_{R}(0,0)\right)$ is replaced by $\left(\left\{\left(y / \rho_{j+3}, s / \rho_{j+3}^{2}\right):(y, s) \in K \cap \overline{Q_{\rho_{j+3}}(0,0)}\right\}, \tilde{Q}_{R / \rho_{j+3}}(0,0)\right)$, we derive, thanks to (7.3.19) in Proposition 7.3.7 and (7.2.2) in Proposition 7.2.5,

$$
\left\|\bar{u}_{1}\right\|_{L^{\infty}\left(T_{-3}\right)} \lesssim \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j+2}}(0,0)\right)}{\rho_{j}^{N+2-2 q^{\prime}}}+\left(R / \rho_{j+3}\right)^{-\frac{2}{q-1}}
$$

from which follows

$$
\begin{equation*}
\left\|u_{1}\right\|_{L^{\infty}\left(T_{j}\right)} \lesssim \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j+2}}(0,0)\right)}{\rho_{j}^{N}}+R^{-\frac{2}{q-1}} \tag{7.4.4}
\end{equation*}
$$

Since, $(x, t) \mapsto \bar{u}_{2}(x, t)=\rho_{j-2}^{2 /(q-1)} u_{2}\left(\rho_{j-2} x, \rho_{j-2}^{2} t\right)$ is the maximal solution of (7.3.7) when the couple $\left(K, \tilde{Q}_{R}(0,0)\right)$ is replaced by $\left(\left\{\left(y / \rho_{j-2}, s / \rho_{j-2}^{2}\right):(y, s) \in K \cap \tilde{T}_{j}\right\}, \tilde{Q}_{R / \rho_{j-2}}(0,0)\right)$, Proposition 7.3.9 and relation (7.2.2) in Proposition 7.2 .5 yield

$$
\frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap \tilde{T}_{j}\right)}{\rho_{j-2}^{N+2-2 q^{\prime}}} \leq \varepsilon \Rightarrow \inf _{T_{2}} \bar{u}_{2} \lesssim \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap \tilde{T}_{j}\right)}{\rho_{j-2}^{N+2-2 q^{\prime}}}+\left(R / \rho_{j-2}\right)^{-\frac{2}{q-1}}
$$

which implies

$$
\begin{equation*}
\frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right)}{\rho_{j-2}^{N+2-2 q^{\prime}}} \leq \varepsilon \Rightarrow \inf _{T_{j}} u_{2} \lesssim \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right)}{\rho_{j-2}^{N}}+R^{-\frac{2}{q-1}} \tag{7.4.5}
\end{equation*}
$$

for some $\varepsilon=\varepsilon(N, q)>0$.
First, we assume that there exists $J \in \mathbb{N}, J \geq 10$ such that

$$
\frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right)}{\rho_{j-2}^{N+2-2 q^{\prime}}} \leq \varepsilon \quad \forall j \geq J
$$

Then, from (7.4.1) and (7.4.2), (7.4.3), (7.4.4), (7.4.5), we have

$$
\inf _{T_{j}} u \lesssim \sum_{i=-2}^{j+2} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{i}}(0,0)\right)}{\rho_{i}^{N}}+j R^{-\frac{2}{q-1}}+1
$$

for any $j \geq J$. Letting $R \rightarrow \infty$,

$$
\inf _{T_{j}} u \lesssim \sum_{i=-2}^{j+2} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{i}}(0,0)\right)}{\rho_{i}^{N}}+1
$$

### 7.4. LARGE SOLUTIONS

Since $\inf _{T_{j}} u \rightarrow \infty$ as $j \rightarrow \infty$, we get

$$
\sum_{i=0}^{\infty} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{i}}(0,0)\right)}{\rho_{i}^{N}}=\infty
$$

which implies that (7.1.14) holds with $(x, t)=(0,0)$.
Alternatively, assume that for infinitely many $j$

$$
\frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right)}{\rho_{j-2}^{N+2-2 q^{\prime}}}>\varepsilon
$$

Then,

$$
\frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right)}{\rho_{j-2}^{N}}>\rho_{j-2}^{2-2 q^{\prime}} \varepsilon \rightarrow \infty \quad \text { when } \quad j \rightarrow \infty
$$

We also derive that (7.1.14) holds with $(x, t)=(0,0)$. This proves the case $q>q_{*}$.
Case 2: $q=q_{*}$. Similarly to Case 1 , we have : for $j \geq 6$

$$
\begin{align*}
& \left\|u_{4}\right\|_{L^{\infty}\left(T_{j}\right)} \lesssim 1  \tag{7.4.6}\\
& \left\|u_{3}\right\|_{L^{\infty}\left(T_{j}\right)} \lesssim \sum_{i=0}^{j-2} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j}\right)}{\rho_{i}^{N}}+j R^{-\frac{2}{q-1}},  \tag{7.4.7}\\
& \left\|u_{1}\right\|_{L^{\infty}\left(T_{j}\right)} \lesssim \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j}\right)}{\rho_{j}^{N}}+R^{-\frac{2}{q-1}},  \tag{7.4.8}\\
& \operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j-5}\right) \leq \varepsilon \Rightarrow \inf _{T_{j}} u_{2} \lesssim \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j-5}\right)}{\rho_{j}^{N}}+R^{-\frac{2}{q-1}}, \tag{7.4.9}
\end{align*}
$$

where $K_{j}=\left\{\left(x / \rho_{j+3}, t / \rho_{j+3}^{2}\right):(x, t) \in K \cap Q_{\rho_{j-3}}(0,0)\right\}$ and $\varepsilon=\varepsilon(N)>0$.
From (7.2.2) in Proposition 7.2.5, we have

$$
\frac{1}{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right)} \leq \frac{c}{\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j}\right)}+c j^{N / 2}
$$

for any $j \geq 4$ where $c=c(N)$. If there are infinitely many $j \geq 4$ such that

$$
\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right)>\frac{1}{2 c j^{N / 2}}
$$

then (7.1.14) holds with $(x, t)=(0,0)$ since

$$
\frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right)}{\rho_{j-3}^{N}}>\frac{2^{j-3}}{2 c j^{N / 2}} \rightarrow \infty \quad \text { when } j \rightarrow \infty
$$

Now, we assume that there exists $J \geq 6$ such that

$$
\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right) \leq \frac{1}{2 c j^{N / 2}}
$$

### 7.4. LARGE SOLUTIONS

Then,

$$
\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j}\right) \leq 2 c \operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right) \quad \forall j \geq J .
$$

This leads to

$$
\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j}\right) \leq 2 c \operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right) \leq \varepsilon \quad \forall j \geq J^{\prime}+J,
$$

for some $J^{\prime}=J^{\prime}(N)$. Hence, from (7.4.6)-(7.4.9) we have, for any $j \geq J^{\prime}+J+3$,

$$
\begin{aligned}
\left\|u_{4}\right\|_{L^{\infty}\left(T_{j}\right)} & \lesssim 1, \\
\left\|u_{3}\right\|_{L^{\infty}\left(T_{j}\right)} & \lesssim \sum_{i=J^{\prime}+J+1}^{j-2} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{i-3}}(0,0)\right)}{\rho_{i}^{N}}+C\left(J^{\prime}+J\right)+j R^{-\frac{2}{q-1}}, \\
\left\|u_{1}\right\|_{L^{\infty}\left(T_{j}\right)} & \lesssim \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-3}}(0,0)\right)}{\rho_{j}^{N}}+R^{-\frac{2}{q-1}}, \\
\inf _{T_{j}} u_{2} & \lesssim \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{j-8}}(0,0)\right)}{\rho_{j}^{N}}+R^{-\frac{2}{q-1}},
\end{aligned}
$$

where $C\left(J^{\prime}+J\right)=\sum_{i=0}^{J^{\prime}+J} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K_{j}\right)}{\rho_{i}^{\Omega}}$.
Consequently we derive

$$
\inf _{T_{j}} u \lesssim \sum_{i=0}^{j} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{i}}(0,0)\right)}{\rho_{i}^{N}}+C\left(J^{\prime}+J\right)+1+j R^{-\frac{2}{q-1}} \quad \forall j \geq J^{\prime}+J+3
$$

from (7.4.1). Letting $R \rightarrow \infty$ and $j \rightarrow \infty$ we obtain

$$
\sum_{i=0}^{\infty} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(K \cap Q_{\rho_{i}}(0,0)\right)}{\rho_{i}^{N}}=\infty
$$

i.e (7.1.14) holds with $(x, t)=(0,0)$. This completes the proof of Theorem 7.1.1-(ii).

### 7.4.2 Proof of Theorem 7.1.1-(i) and Theorem 7.1.2

Fix $\left(x_{0}, t_{0}\right) \in \partial_{p} O$. We can assume that $\left(x_{0}, t_{0}\right)=0$. Let $\delta \in(0,1 / 100)$. For $\left(y_{0}, s_{0}\right) \in$ $\left(B_{\delta}(0) \times\left(-\delta^{2}, \delta^{2}\right)\right) \cap O$, we set

$$
M_{k}=O^{c} \cap\left(\overline{B_{r_{k+2}}\left(y_{0}\right)} \times\left[s_{0}-\left(73+\frac{1}{2}\right) r_{k+2}^{2}, s_{0}-\left(70+\frac{1}{2}\right) r_{k+2}^{2}\right]\right)
$$

and

$$
S_{k}=\left\{(x, t): r_{k+1} \leq \max \left\{\left|x-y_{0}\right|,\left|t-s_{0}\right|^{\frac{1}{2}}\right\}<r_{k}\right\} \text { for } k=1,2, \ldots,
$$

where $r_{k}=4^{-k}$. Note that $M_{k}=\emptyset$ for $k$ large enough and $M_{k} \subset S_{k}$ for all $k$. Let $R_{0} \geq 4$ such that $O \subset \subset \tilde{Q}_{R_{0}}(0,0)$. By Theorem 7.2.2 and 7.2.4 and estimate (7.1.11) there exist two sequences $\left\{\mu_{k}\right\}_{k}$ and $\left\{\nu_{k}\right\}_{k}$ of nonnegative Radon measures such that

$$
\begin{equation*}
\operatorname{supp}\left(\mu_{k}\right) \subset M_{k}, \operatorname{supp}\left(\nu_{k}\right) \subset M_{k}, \tag{7.4.10}
\end{equation*}
$$

### 7.4. LARGE SOLUTIONS

$$
\begin{equation*}
\mu_{k}\left(M_{k}\right) \asymp \operatorname{Cap}_{2,1, q^{\prime}}\left(M_{k}\right) \asymp \int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{2}^{2 R_{0}}\left[\mu_{k}\right]\right)^{q} d x d t \tag{7.4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu_{k}\left(M_{k}\right) \asymp \mathcal{P} \mathcal{H}_{1}^{N}\left(M_{k}\right), \quad\left\|\mathbb{M}_{1}^{2 R_{0}}\left[\nu_{k}\right]\right\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1 \quad \text { for } k=1,2, \ldots, \tag{7.4.12}
\end{equation*}
$$

where the constants of equivalence depend on $N, q, R_{0}$.
Take $\varepsilon>0$ such that $\exp \left(C_{1} \varepsilon \mathbb{I}_{2}^{2 R_{0}}\left[\sum_{k=1}^{\infty} \nu_{k}\right]\right) \in L^{1}\left(\tilde{Q}_{R_{0}}(0,0)\right)$ where the constant $C_{1}=$ $C_{1}(N)$ is the one of inequality (7.2.6). By Theorem 7.2.7 and Proposition 7.2.8, there exist two nonnegative solutions $U_{1}, U_{2}$ of problems

$$
\begin{aligned}
\partial_{t} U_{1}-\Delta U_{1}+U_{1}^{q} & =\varepsilon \sum_{k=1}^{\infty} \mu_{k} & & \text { in } \tilde{Q}_{R_{0}}(0,0), \\
U_{1} & =0 & & \text { on } \partial_{p} \tilde{Q}_{R_{0}}(0,0) .
\end{aligned}
$$

and

$$
\begin{aligned}
\partial_{t} U_{2}-\Delta U_{2}+e^{U_{2}}-1 & =\varepsilon \sum_{k=1}^{\infty} \nu_{k} & & \text { in } \tilde{Q}_{R_{0}}(0,0), \\
U_{2} & =0 & & \text { on } \partial_{p} \tilde{Q}_{R_{0}}(0,0),
\end{aligned}
$$

respectively which satisfy

$$
\begin{align*}
U_{1}\left(y_{0}, z_{0}\right) \gtrsim & \sum_{i=0}^{\infty} \sum_{k=1}^{\infty} \varepsilon \frac{\mu_{k}\left(B_{\frac{r_{i}}{8}}\left(y_{0}\right) \times\left(s_{0}-\frac{37}{128} r_{i}^{2}, s_{0}-\frac{35}{128} r_{i}^{2}\right)\right)}{r_{i}^{N}} \\
& -\mathbb{I}_{2}^{2 R_{0}}\left[\left(\mathbb{I}_{2}^{2 R_{0}}\left[\varepsilon \sum_{k=1}^{\infty} \mu_{k}\right]\right)^{q}\right]\left(y_{0}, s_{0}\right)=: A \tag{7.4.13}
\end{align*}
$$

and

$$
\begin{align*}
U_{2}\left(y_{0}, z_{0}\right) \gtrsim & \sum_{i=0}^{\infty} \sum_{k=1}^{\infty} \varepsilon \frac{\nu_{k}\left(B_{\frac{r_{i}}{8}}\left(y_{0}\right) \times\left(s_{0}-\frac{37}{128} r_{i}^{2}, s_{0}-\frac{35}{128} r_{i}^{2}\right)\right)}{r_{i}^{N}} \\
& -\mathbb{I}_{2}^{2 R_{0}}\left[\exp \left(C_{1} \mathbb{I}_{2}^{2 R_{0}}\left[\varepsilon \sum_{k=1}^{\infty} \nu_{k}\right]\right)-1\right]\left(y_{0}, s_{0}\right)=: B \tag{7.4.14}
\end{align*}
$$

and $U_{1}, U_{2} \in C^{2,1}(O)$.
Let $u_{1}, u_{2}$ be the maximal solutions of equations (7.3.1) and (7.3.16) respectively.
We have $u_{1}\left(y_{0}, s_{0}\right) \geq U_{1}\left(y_{0}, s_{0}\right)$ and $u_{2}\left(y_{0}, s_{0}\right) \geq U_{2}\left(y_{0}, s_{0}\right)$. Now, we claim that

$$
\begin{equation*}
A \gtrsim \sum_{k=1}^{\infty} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(M_{k}\right)}{r_{k}^{N}} \tag{7.4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
B \gtrsim-c_{1}\left(R_{0}\right)+\sum_{k=1}^{\infty} \frac{\mathcal{P} \mathcal{H}_{1}^{N}\left(M_{k}\right)}{r_{k}^{N}} . \tag{7.4.16}
\end{equation*}
$$

Proof of assertion (7.4.15). From (7.4.11) we have

$$
\begin{equation*}
A \gtrsim \varepsilon \sum_{k=1}^{\infty} \frac{\operatorname{Cap}_{2,1 q^{\prime}}\left(M_{k}\right)}{r_{k}^{N}}-\varepsilon^{q} A_{0} \tag{7.4.17}
\end{equation*}
$$

with

$$
A_{0}=\mathbb{I}_{2}^{2 R_{0}}\left[\left(\mathbb{I}_{2}^{2 R_{0}}\left[\sum_{k=1}^{\infty} \mu_{k}\right]\right)^{q}\right]\left(y_{0}, s_{0}\right)
$$

Take $i_{0} \in \mathbb{Z}$ such that $r_{i_{0}+1}<\max \left\{2 R_{0}, 1\right\} \leq r_{i_{0}}$. Then

$$
\begin{aligned}
A_{0} & \lesssim \sum_{i=i_{0}}^{\infty} r_{i}^{-N} \int_{\tilde{Q}_{r_{i}}\left(y_{0}, s_{0}\right)}\left(\mathbb{I}_{2}^{2 R_{0}}\left[\sum_{k=1}^{\infty} \mu_{k}\right]\right)^{q} d x d t \\
& =\sum_{i=i_{0}}^{\infty} \sum_{j=i}^{\infty} r_{i}^{-N} \int_{S_{j}}\left(\mathbb{I}_{2}^{2 R_{0}}\left[\sum_{k=1}^{\infty} \mu_{k}\right]\right)^{q} d x d t \\
& =\sum_{j=k_{0}}^{\infty} \sum_{i=i_{0}}^{j} r_{i}^{-N} \int_{S_{j}}\left(\mathbb{I}_{2}^{2 R_{0}}\left[\sum_{k=1}^{\infty} \mu_{k}\right]\right)^{q} d x d t \\
& \lesssim \sum_{j=i_{0}}^{\infty} r_{j}^{-N} \int_{S_{j}}\left(\mathbb{I}_{2}^{2 R_{0}}\left[\sum_{k=1}^{\infty} \mu_{k}\right]\right)^{q} d x d t .
\end{aligned}
$$

Here we have used the fact that $\sum_{i=i_{0}}^{j} r_{i}^{-N} \leq \frac{4}{3} r_{j}^{-N}$ for all $j$.
Setting $\mu_{k} \equiv 0$ for all $i_{0}-1 \leq k \leq 0$, the previous inequality becomes

$$
\begin{align*}
A_{0} & \lesssim \sum_{j=i_{0}}^{\infty} r_{j}^{-N} \int_{S_{j}}\left(\mathbb{I}_{2}^{2 R_{0}}\left[\mu_{j}+\sum_{k=i_{0}-1}^{j-1} \mu_{k}+\sum_{k=j+1}^{\infty} \mu_{k}\right]\right)^{q} d x d t \\
& \lesssim \sum_{j=i_{0}}^{\infty} r_{j}^{-N} \int_{S_{j}}\left(\mathbb{I}_{2}^{2 R_{0}}\left[\mu_{j}\right]\right)^{q} d x d t \\
& +\sum_{j=i_{0}}^{\infty} r_{j}^{2}\left(\sum_{k=i_{0}-1}^{j-1}\left\|\mathbb{I}_{2}^{2 R_{0}}\left[\mu_{k}\right]\right\|_{L^{\infty}\left(S_{j}\right)}\right)^{q} \\
& +\sum_{j=i_{0}}^{\infty} r_{j}^{2}\left(\sum_{k=j+1}^{\infty}\left\|\mathbb{I}_{2}^{2 R_{0}}\left[\mu_{k}\right]\right\|_{L^{\infty}\left(S_{j}\right)}\right)^{q} \\
& =A_{1}+A_{2}+A_{3} . \tag{7.4.18}
\end{align*}
$$

Using (7.4.11) we obtain

$$
\begin{equation*}
A_{1} \leq \sum_{k=1}^{\infty} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(M_{k}\right)}{r_{k}^{N}} \tag{7.4.19}
\end{equation*}
$$

Next, using (7.4.10) we have for any $(x, t) \in S_{j}$ if $k \geq j+1$,

$$
\begin{equation*}
\mathbb{I}_{2}^{2 R_{0}}\left[\mu_{k}\right](x, t)=\int_{r_{j+1}}^{2 R_{0}} \frac{\mu_{k}\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N}} \frac{d \rho}{\rho} \lesssim \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{j}^{N}} \tag{7.4.20}
\end{equation*}
$$

and if $k \leq j-1$

$$
\begin{equation*}
\mathbb{I}_{2}^{2 R_{0}}\left[\mu_{k}\right](x, t)=\int_{r_{k+1}}^{2 R_{0}} \frac{\mu_{k}\left(\tilde{Q}_{\rho}(x, t)\right)}{\rho^{N}} \frac{d \rho}{\rho} \lesssim \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{k}^{N}} . \tag{7.4.21}
\end{equation*}
$$

Thus,

$$
A_{2} \lesssim \sum_{j=i_{0}}^{\infty} r_{j}^{2}\left(\sum_{k=i_{0}-1}^{j-1} \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{k}^{N}}\right)^{q}
$$

and

$$
A_{3} \lesssim \sum_{j=i_{0}}^{\infty} r_{j}^{2-N q}\left(\sum_{k=j+1}^{\infty} \mu_{k}\left(\mathbb{R}^{N+1}\right)\right)^{q}
$$

Noticing that $(a+b)^{q}-a^{q} \leq q(a+b)^{q-1} b$ for any $a, b \geq 0$, we get

$$
\begin{aligned}
\left(1-4^{-2}\right) & \sum_{j=i_{0}}^{\infty} r_{j}^{2}\left(\sum_{k=i_{0}-1}^{j-1} \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{k}^{N}}\right)^{q} \\
& =\sum_{j=i_{0}}^{\infty} r_{j}^{2}\left(\sum_{k=i_{0}-1}^{j-1} \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{k}^{N}}\right)^{q}-\sum_{j=i_{0}+1}^{\infty} r_{j}^{2}\left(\sum_{k=i_{0}-1}^{j-2} \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{k}^{N}}\right)^{q} \\
& \leq \sum_{j=i_{0}}^{\infty} q r_{j}^{2}\left(\sum_{k=i_{0}-1}^{j-1} \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{k}^{N}}\right)^{q-1} \frac{\mu_{j-1}\left(\mathbb{R}^{N+1}\right)}{r_{j-1}^{N}}
\end{aligned}
$$

Similarly, we also have

$$
\begin{aligned}
\left(1-4^{2-N q}\right) \sum_{j=i_{0}}^{\infty} r_{j}^{2-N q} & \left(\sum_{k=j+1}^{\infty} \mu_{k}\left(\mathbb{R}^{N+1}\right)\right)^{q} \\
\leq & \sum_{j=i_{0}}^{\infty} q r_{j}^{2-N q}\left(\sum_{k=j+1}^{\infty} \mu_{k}\left(\mathbb{R}^{N+1}\right)\right)^{q-1} \mu_{j+1}\left(\mathbb{R}^{N+1}\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
A_{2}+A_{3} \lesssim & \sum_{j=i_{0}}^{\infty} r_{j}^{2}\left(\sum_{k=i_{0}-1}^{j-1} \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{k}^{N}}\right)^{q-1} \frac{\mu_{j-1}\left(\mathbb{R}^{N+1}\right)}{r_{j-1}^{N}} \\
& +\sum_{j=i_{0}}^{\infty} r_{j}^{2-N q}\left(\sum_{k=j+1}^{\infty} \mu_{k}\left(\mathbb{R}^{N+1}\right)\right)^{q-1} \mu_{j+1}\left(\mathbb{R}^{N+1}\right)
\end{aligned}
$$

Since $\mu_{k}\left(\mathbb{R}^{N+1}\right) \lesssim r_{k}^{N+2-2 q^{\prime}}$ if $q>q_{*}$ and $\mu_{k}\left(\mathbb{R}^{N+1}\right) \lesssim \min \left\{k^{-\frac{1}{q-1}}, 1\right\}$ if $q=q_{*}$ for any $k$, we infer that

$$
r_{j}^{2}\left(\sum_{k=i_{0}-1}^{j-1} \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{k}^{N}}\right)^{q-1} \lesssim 1
$$

and

$$
r_{j}^{2-N q}\left(\sum_{k=j+1}^{\infty} \mu_{k}\left(\mathbb{R}^{N+1}\right)\right)^{q-1} \lesssim r_{j+1}^{-N} \quad \text { for any } j
$$

In the case $q=q_{*}$ we assume $N \geq 3$ in order to ensure that

$$
\sum_{j=1}^{\infty} \mu_{k}\left(\mathbb{R}^{N+1}\right) \lesssim \sum_{k=1}^{\infty} k^{-\frac{1}{q-1}}<\infty
$$

This leads to

$$
A_{2}+A_{3} \lesssim \sum_{k=1}^{\infty} \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{k}^{N}}
$$

Combining this with (7.4.19) and (7.4.18), we deduce

$$
A_{0} \lesssim \sum_{k=1}^{\infty} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(M_{k}\right)}{r_{k}^{N}}
$$

Consequently, we obtain (7.4.15) from (7.4.17), for $\varepsilon$ small enough.
Proof of assertion (7.4.16). From (7.4.12) we get

$$
B \gtrsim \varepsilon \sum_{k=1}^{\infty} \frac{\mathcal{P} \mathcal{H}_{1}^{N}\left(M_{k}\right)}{r_{k}^{N}}-B_{0}
$$

where

$$
B_{0}=\mathbb{I}_{2}^{2 R_{0}}\left[\exp \left(C_{1} \mathbb{I}_{2}^{2 R_{0}}\left[\varepsilon \sum_{k=1}^{\infty} \nu_{k}\right]\right)-1\right]\left(y_{0}, s_{0}\right)
$$

We show that

$$
\begin{equation*}
B_{0} \leq c\left(N, q, R_{0}\right) \quad \text { for } \varepsilon \text { small enough. } \tag{7.4.22}
\end{equation*}
$$

In fact, as above we have

$$
B_{0} \lesssim \sum_{j=i_{0}}^{\infty} r_{j}^{-N} \int_{S_{j}} \exp \left(C_{1} \varepsilon \mathbb{I}_{2}^{2 R_{0}}\left[\sum_{k=1}^{\infty} \nu_{k}\right]\right) d x d t
$$

### 7.4. LARGE SOLUTIONS

Consequently,

$$
\begin{align*}
B_{0} & \lesssim \sum_{j=i_{0}}^{\infty} r_{j}^{-N} \int_{S_{j}} \exp \left(3 C_{1} \varepsilon \mathbb{I}_{2}^{2 R_{0}}\left[\nu_{j}\right]\right) d x d t \\
& +\sum_{j=i_{0}}^{\infty} r_{j}^{2} \exp \left(3 C_{1} \varepsilon \sum_{k=i_{0}-1}^{j-1}\left\|\mathbb{I}_{2}^{2 R_{0}}\left[\nu_{k}\right]\right\|_{L^{\infty}\left(S_{j}\right)}\right) \\
& +\sum_{j=i_{0}}^{\infty} r_{j}^{2} \exp \left(3 C_{1} \varepsilon \sum_{k=j+1}^{\infty}\left\|\mathbb{I}_{2}^{2 R_{0}}\left[\nu_{k}\right]\right\|_{L^{\infty}\left(S_{j}\right)}\right) \\
& =B_{1}+B_{2}+B_{3} . \tag{7.4.23}
\end{align*}
$$

Here we have used the inequality $\exp (a+b+c) \leq \exp (3 a)+\exp (3 b)+\exp (3 c)$ for all $a, b, c$. By Theorem 7.2.3, we have

$$
\int_{S_{j}} \exp \left(3 C_{1} \varepsilon \mathbb{I}_{2}^{2 R_{0}}\left[\nu_{j}\right]\right) d x d t \lesssim r_{j}^{N+2} \text { for all } j,
$$

for $\varepsilon>0$ small enough. Hence,

$$
\begin{equation*}
B_{1} \lesssim \sum_{j=i_{0}}^{\infty} r_{j}^{2} \lesssim\left(\max \left\{2 R_{0}, 1\right\}\right)^{2} . \tag{7.4.24}
\end{equation*}
$$

Note that estimates (7.4.20) and (7.4.21) are also true with $\nu_{k}$; we deduce

$$
\begin{aligned}
B_{2}+B_{3} \lesssim & \sum_{j=i_{0}}^{\infty} r_{j}^{2} \exp \left(c_{2} \varepsilon \sum_{k=i_{0}-1}^{j-1} \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{k}^{N}}\right) \\
& +\sum_{j=i_{0}}^{\infty} r_{j}^{2} \exp \left(c_{2} \varepsilon \sum_{k=j+1}^{\infty} \frac{\mu_{k}\left(\mathbb{R}^{N+1}\right)}{r_{j}^{N}}\right) .
\end{aligned}
$$

From (7.4.12) we have $\mu_{k}\left(\mathbb{R}^{N+1}\right) \lesssim r_{k}^{N}$ for all $k$, therefore

$$
\begin{aligned}
B_{2}+B_{3} & \lesssim \sum_{j=i_{0}}^{\infty} r_{j}^{2} \exp \left(c_{3} \varepsilon\left(j-i_{0}\right)\right)+\sum_{j=i_{0}}^{\infty} r_{j}^{2} \exp \left(c_{3} \varepsilon\right) \\
& \lesssim \sum_{j=i_{0}}^{\infty} \exp \left(c_{3} \varepsilon\left(j-i_{0}\right)-4 \log (2) j\right)+r_{i_{0}}^{2} \\
& \leq c_{4}\left(N, q, R_{0}\right) \text { for } \varepsilon \text { small enough. }
\end{aligned}
$$

Combining this with (7.4.24) and (7.4.23) we obtain (7.4.22).
This implies straightforwardly $\exp \left(C_{1} \varepsilon \mathbb{I}_{2}^{2 R_{0}}\left[\sum_{k=1}^{\infty} \nu_{k}\right]\right) \in L^{1}\left(\tilde{Q}_{R_{0}}(0,0)\right)$.
We conclude that for any $\left(y_{0}, s_{0}\right) \in\left(B_{\delta}(0) \times\left(-\delta^{2}, \delta^{2}\right)\right) \cap O$,

$$
u_{1}\left(y_{0}, s_{0}\right) \gtrsim \sum_{k=1}^{\infty} \frac{\operatorname{Cap}_{2,1 q^{\prime}}\left(M_{k}\left(y_{0}, s_{0}\right)\right)}{r_{k}^{N}}
$$

### 7.4. LARGE SOLUTIONS

and

$$
u_{2}\left(y_{0}, s_{0}\right) \gtrsim-c_{1}\left(R_{0}\right)+\sum_{k=1}^{\infty} \frac{\mathcal{P} \mathcal{H}_{1}^{N}\left(M_{k}\left(y_{0}, s_{0}\right)\right)}{r_{k}^{N}},
$$

where $r_{k}=4^{-k}$ and

$$
M_{k}\left(y_{0}, s_{0}\right)=O^{c} \cap\left(\overline{B_{r_{k+2}}\left(y_{0}\right)} \times\left[s_{0}-\left(73+\frac{1}{2}\right) r_{k+2}^{2}, s_{0}-\left(70+\frac{1}{2}\right) r_{k+2}^{2}\right]\right) .
$$

Take $r_{k_{\delta}+4} \leq \delta<r_{k_{\delta}+3}$, we have for $1 \leq k \leq k_{\delta}$

$$
\begin{aligned}
M_{k}\left(y_{0}, s_{0}\right) & \supset O^{c} \cap\left(B_{r_{k+2}-\delta}(0) \times\left(\delta^{2}-\left(73+\frac{1}{2}\right) r_{k+2}^{2},-\delta^{2}-\left(70+\frac{1}{2}\right) r_{k+2}^{2}\right)\right) \\
& \supset O^{c} \cap\left(B_{r_{k+3}}(0) \times\left(-73 r_{k+2}^{2},-71 r_{k+2}^{2}\right)\right) \\
& =O^{c} \cap\left(B_{r_{k+3}}(0) \times\left(-1168 r_{k+3}^{2},-1136 r_{k+3}^{2}\right)\right) .
\end{aligned}
$$

Finally

$$
\begin{aligned}
& \inf _{\left(y_{0}, s_{0}\right) \in\left(B_{\delta}(0) \times\left(-\delta^{2}, \delta^{2}\right)\right) \cap O}^{u_{1}\left(y_{0}, s_{0}\right)} \\
& \quad \gtrsim \sum_{k=4}^{k_{\delta}+3} \frac{\operatorname{Cap}_{2,1, q^{\prime}}\left(O^{c} \cap\left(B_{r_{k}}(0) \times\left(-1168 r_{k}^{2},-1136 r_{k}^{2}\right)\right)\right)}{r_{k}^{N}} \rightarrow \infty \text { as } \delta \rightarrow 0,
\end{aligned}
$$

and

$$
\begin{aligned}
& \inf _{\left(y_{0}, s_{0}\right) \in\left(B_{\delta}(0) \times\left(-\delta^{2}, \delta^{2}\right)\right) \cap O} u_{2}\left(y_{0}, s_{0}\right) \gtrsim-c_{1}\left(R_{0}\right) \\
& \quad+\sum_{k=4}^{k_{\delta}+3} \frac{\mathcal{P} \mathcal{H}_{1}^{N}\left(O^{c} \cap\left(B_{r_{k}}(0) \times\left(-1168 r_{k}^{2},-1136 r_{k}^{2}\right)\right)\right)}{r_{k}^{N}} \rightarrow \infty \text { as } \delta \rightarrow 0 .
\end{aligned}
$$

This completes the proof of Theorem 7.1.1-(i) and Theorem 7.1.2.

### 7.4.3 The viscous Hamilton-Jacobi parabolic equations

In this section we apply our previous result to the question of existence of a large solution of the following type of parabolic viscous Hamilton-Jacobi equation

$$
\begin{align*}
\partial_{t} u-\Delta u+a|\nabla u|^{p}+b u^{q} & =0 & & \text { in } O, \\
u & =\infty & & \text { on } \partial_{p} O, \tag{7.4.25}
\end{align*}
$$

where $a>0, b>0$ and $1<p \leq 2, q \geq 1$. First, we show that such a large solution to (7.4.25) does not exist when $q=1$. Equivalently namely, for $a>0, b>0$ and $p>1$ there exists no function $u \in C^{2,1}(O)$ satisfying

$$
\begin{align*}
\partial_{t} u-\Delta u+a|\nabla u|^{p} & \geq-b u & & \text { in } O,  \tag{7.4.26}\\
u & =\infty & & \text { on } \partial_{p} O .
\end{align*}
$$

### 7.4. LARGE SOLUTIONS

Indeed, assuming that such a function $u \in C^{2,1}(O)$, exists, we define

$$
U(x, t)=u(x, t) e^{b t}-\frac{\varepsilon}{2}|x|^{2},
$$

for $\varepsilon>0$ and denote by $\left(x_{0}, t_{0}\right) \in O \backslash \partial_{p} O$ the point where $U$ achieves it minimum in $O$, i.e. $U\left(x_{0}, t_{0}\right)=\inf \{U(x, t):(x, t) \in O\}$. Clearly, we have

$$
\partial_{t} U\left(x_{0}, t_{0}\right) \leq 0, \quad \Delta U\left(x_{0}, t_{0}\right) \geq 0 \quad \text { and } \quad \nabla U\left(x_{0}, t_{0}\right)=0 .
$$

Thus,
$\partial_{t} u\left(x_{0}, t_{0}\right) \leq-b u\left(x_{0}, t_{0}\right),-\Delta u\left(x_{0}, t_{0}\right) \leq-\varepsilon N e^{-b t_{0}}$ and $a\left|\nabla u\left(x_{0}, t_{0}\right)\right|^{p}=a \varepsilon^{p}\left|x_{0}\right|^{p} e^{-p b t_{0}}$, from which follows

$$
\begin{aligned}
\partial_{t} u\left(x_{0}, t_{0}\right)-\Delta u\left(x_{0}, t_{0}\right)+a\left|\nabla u\left(x_{0}, t_{0}\right)\right|^{p} & \leq-b u\left(x_{0}, t_{0}\right)+\varepsilon e^{-b t_{0}}\left(-N+a \varepsilon^{p-1}\left|x_{0}\right|^{p} e^{-(p-1) b t_{0}}\right) \\
& <-b u\left(x_{0}, t_{0}\right)
\end{aligned}
$$

for $\varepsilon$ small enough, which is a contradiction.
Proof of Theorem 7.1.3. By Remark 7.3.3, we have

$$
\inf \{v(x, t) ;(x, t) \in O\} \geq\left(q_{1}-1\right)^{-\frac{1}{q_{1}-1}} R^{-\frac{2}{q_{1}-1}} .
$$

Take $V=\lambda v^{\frac{1}{\alpha}} \in C^{2,1}(O)$ for $\lambda>0$. Thus $v=\lambda^{-\alpha} V^{\alpha}$,

$$
\inf \{V(x, t) ;(x, t) \in O\}>0\} \geq \lambda\left(q_{1}-1\right)^{-\frac{1}{\alpha\left(q_{1}-1\right)}} R^{-\frac{2}{\alpha\left(q_{1}-1\right)}},
$$

and
$\partial_{t} v-\Delta v+v^{q_{1}}=\alpha \lambda^{-\alpha} V^{\alpha-1} \partial_{t} V-\alpha \lambda^{-\alpha} V^{\alpha-1} \Delta V+\alpha(1-\alpha) \lambda^{-\alpha} V^{\alpha-1} \frac{|\nabla V|^{2}}{V}+\lambda^{-\alpha q_{1}} V^{\alpha q_{1}}$.
This leads to

$$
\partial_{t} V-\Delta V+(1-\alpha) \frac{|\nabla V|^{2}}{V}+\alpha^{-1} \lambda^{-\alpha\left(q_{1}-1\right)} V^{\alpha q_{1}-\alpha+1}=0 \quad \text { in } O .
$$

Using Hölder's inequality,

$$
\begin{aligned}
(1-\alpha) \frac{|\nabla V|^{2}}{V}+(2 \alpha)^{-1} \lambda^{-\alpha\left(q_{1}-1\right)} V^{\alpha q_{1}-\alpha+1} & \geq c_{1}|\nabla V|^{p} \lambda^{-\frac{\alpha\left(q_{1}-1\right)(2-p)}{2}} V^{\frac{\alpha\left(q_{1}-1\right)(2-p)}{2}-(p-1)} \\
& \geq c_{2}|\nabla V|^{p} \lambda^{-(p-1)} R^{-2+p+\frac{2(p-1)}{\alpha\left(q_{1}-1\right)}}
\end{aligned}
$$

and

$$
(2 \alpha)^{-1} \lambda^{-\alpha\left(q_{1}-1\right)} V^{\alpha q_{1}-\alpha+1} \geq c_{3} \lambda^{-(q-1)} R^{-2+\frac{2(q-1)}{\alpha\left(q_{1}-1\right)}} V^{q} .
$$

If we choose

$$
\lambda=\min \left\{c_{2}^{\frac{1}{p-1}}, c_{3}^{\frac{1}{q-1}}\right\} \min \left\{a^{-\frac{1}{p-1}} R^{-\frac{2-p}{p-1}+\frac{2}{\alpha\left(q_{1}-1\right)}}, b^{-\frac{1}{q-1}} R^{-\frac{2}{q-1}+\frac{2}{\alpha\left(q_{1}-1\right)}}\right\}
$$

### 7.5. APPENDIX

then

$$
\begin{aligned}
& c_{2} \lambda^{-(p-1)} R^{-2+p+\frac{2(p-1)}{\alpha\left(q_{1}-1\right)}} \geq a, \\
& c_{3} \lambda^{-(q-1)} R^{-2+\frac{2(q-1)}{\alpha\left(q_{1}-1\right)}} \geq b,
\end{aligned}
$$

from what follows

$$
\partial_{t} V-\Delta V+a|\nabla V|^{p}+b V^{q} \leq 0 \quad \text { in } O .
$$

By Remark 7.3.5, there exists a maximal solution $u \in C^{2,1}(O)$ of

$$
\partial_{t} u-\Delta u+a|\nabla u|^{p}+b u^{q}=0 \quad \text { in } O .
$$

Therefore, $u \geq V=\lambda v^{\frac{1}{\alpha}}$ and $u$ is a large solution of (7.4.25). This completes the proof of Theorem 7.1.3.

### 7.5 Appendix

## Proof of Proposition 7.2.5.

Step 1. We claim that the following relation holds :

$$
\begin{equation*}
\int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{2}^{1}[\mu](x, t)\right)^{(N+2) / N} d x d t \asymp \int_{\mathbb{R}^{N+1}} \int_{0}^{1}\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{2 / N} \frac{d r}{r} d \mu(x, t) . \tag{7.5.1}
\end{equation*}
$$

In fact, we have for $\rho_{j}=2^{-j}, j \in \mathbb{Z}$,

$$
\begin{aligned}
\sum_{j=1}^{\infty} \int_{\mathbb{R}^{N+1}}\left(\mu\left(\tilde{Q}_{\rho_{j}}(x, t)\right)\right)^{2 / N} d \mu(x, t) & \lesssim \int_{\mathbb{R}^{N+1}} \int_{0}^{1}\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{2 / N} \frac{d r}{r} d \mu(x, t) \\
& \lesssim \sum_{j=0}^{\infty} \int_{\mathbb{R}^{N+1}}\left(\mu\left(\tilde{Q}_{\rho_{j}}(x, t)\right)\right)^{2 / N} d \mu(x, t) .
\end{aligned}
$$

Note that for any $j \in \mathbb{Z}$

$$
\begin{aligned}
\rho_{j}^{-N-2} \int_{\mathbb{R}^{N+1}}\left(\mu\left(\tilde{Q}_{\rho_{j+1}}(x, t)\right)\right)^{(N+2) / N} d x d t & \lesssim \int_{\mathbb{R}^{N+1}}\left(\mu\left(\tilde{Q}_{\rho_{j}}(x, t)\right)\right)^{2 / N} d \mu(x, t) \\
& \lesssim \rho_{j}^{-N-2} \int_{\mathbb{R}^{N+1}}\left(\mu\left(\tilde{Q}_{\rho_{j-1}}(x, t)\right)\right)^{(N+2) / N} d x d t .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\sum_{j=2}^{\infty} \rho_{j}^{-N} \int_{\mathbb{R}^{N+1}}\left(\mu\left(\tilde{Q}_{\rho_{j}}(x, t)\right)\right)^{(N+2) / N} d x d t & \lesssim \int_{\mathbb{R}^{N+1}} \int_{0}^{1}\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{2 / N} \frac{d r}{r} d \mu(x, t) \\
& \lesssim \sum_{j=-1}^{\infty} \rho_{j}^{-N} \int_{\mathbb{R}^{N+1}}\left(\mu\left(\tilde{Q}_{\rho_{j}}(x, t)\right)\right)^{(N+2) / N} d x d t .
\end{aligned}
$$

### 7.5. APPENDIX

This yields

$$
\begin{aligned}
\int_{\mathbb{R}^{N+1}}\left(\mathbb{M}_{2}^{1 / 4}[\mu](x, t)\right)^{(N+2) / N} d x d t & \lesssim \int_{\mathbb{R}^{N+1}} \int_{0}^{1}\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{2 / N} \frac{d r}{r} d \mu(x, t) \\
& \lesssim \int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{2}^{4}[\mu](x, t)\right)^{(N+2) / N} d x d t .
\end{aligned}
$$

By [20, Theorem 4.2],

$$
\int_{\mathbb{R}^{N+1}}\left(\mathbb{M}_{2}^{1 / 4}[\mu](x, t)\right)^{(N+2) / N} d x d t \asymp \int_{\mathbb{R}^{N+1}}\left(\mathbb{I}_{2}^{4}[\mu](x, t)\right)^{(N+2) / N} d x d t,
$$

thus we obtain (7.5.1).
Step 2. End of the proof. The first inequality in (7.2.1) is proved in [20]. We now prove the second inequality. By Theorem 7.2 .4 there is $\mu \in \mathfrak{M}^{+}\left(\mathbb{R}^{N+1}\right), \operatorname{supp}(\mu) \subset K$ such that

$$
\begin{equation*}
\left\|\mathbb{M}_{2}^{2}[\mu]\right\|_{L^{\infty}\left(\mathbb{R}^{N+1}\right)} \leq 1 \text { and } \mu(K) \asymp \mathcal{P} \mathcal{H}_{2}^{N}(K) \gtrsim|K|^{N /(N+2)} . \tag{7.5.2}
\end{equation*}
$$

Thanks to (7.5.1), we have for $\delta=\min \left\{1,(\mu(K))^{1 / N}\right\}$

$$
\begin{aligned}
\left\|\mathbb{I}_{2}^{1}[\mu]\right\|_{L^{(N+2) / N\left(\mathbb{R}^{N+1}\right)}}^{(N+2) / N} & \asymp \int_{\mathbb{R}^{N+1}} \int_{0}^{1}\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{2 / N} \frac{d r}{r} d \mu(x, t) \\
& \asymp \int_{\mathbb{R}^{N+1}}\left(\int_{0}^{\delta}+\int_{\delta}^{1}\right)\left(\mu\left(\tilde{Q}_{r}(x, t)\right)\right)^{2 / N} \frac{d r}{r} d \mu(x, t) \\
& \lesssim \int_{0}^{\delta} r^{2} \frac{d r}{r} \int_{\mathbb{R}^{N+1}} d \mu(x, t)+\int_{\delta}^{1} \frac{d r}{r}\left(\int_{\mathbb{R}^{N+1}} d \mu(x, t)\right)^{(N+2) / N} \\
& \lesssim(\mu(K))^{(N+2) / N}\left(1+\log _{+}\left((\mu(K))^{-1}\right)\right) \\
& \lesssim(\mu(K))^{(N+2) / N} \log \left(\frac{\left|\tilde{Q}_{200}(0,0)\right|}{|K|}\right)
\end{aligned}
$$

Set $\tilde{\mu}=\left(\log \left(\frac{\left|\tilde{Q}_{200}(0,0)\right|}{|K|}\right)\right)^{-N /(N+2)} \mu / \mu(K)$, then $\left\|\mathbb{I}_{2}^{1}[\tilde{\mu}]\right\|_{L^{(N+2) / N\left(\mathbb{R}^{N+1}\right)}} \lesssim 1$.
It is well known that

$$
\begin{equation*}
\operatorname{Cap}_{2,1, \frac{N+2}{2}}(K) \asymp \sup \left\{(\omega(K))^{(N+2) / 2}: \omega \in \mathfrak{M}^{+}(K),\left\|\mathbb{I}_{2}^{1}[\omega]\right\|_{L^{(N+2) / N}\left(\mathbb{R}^{N+1}\right)} \lesssim 1\right\} \tag{7.5.3}
\end{equation*}
$$

see [20, Section 4]. This gives the second inequality in (7.2.1).
It is easy to prove (7.2.2) from its definition. Moreover, (7.5.3) implies that

$$
\frac{1}{\operatorname{Cap}_{2,1, \frac{N+2}{2}}(K)^{2 / N}} \asymp \inf \left\{\left\|\mathbb{I}_{2}^{1}[\omega]\right\|_{L^{(N+2) / N( }\left(\mathbb{R}^{N+1}\right)}^{(N+2) / N}: \omega \in \mathfrak{M}^{+}(K), \omega(K)=1\right\} .
$$

We deduce from (7.5.1) that

$$
\begin{equation*}
\frac{1}{\operatorname{Cap}_{2,1, \frac{N+2}{2}}(K)^{2 / N}} \asymp \inf \left\{\int_{\mathbb{R}^{N+1}} \int_{0}^{1}\left(\omega\left(\tilde{Q}_{r}(x, t)\right)\right)^{2 / N} \frac{d r}{r} d \mu(x, t): \omega \in \mathfrak{M}^{+}(K), \omega(K)=1\right\} . \tag{7.5.4}
\end{equation*}
$$

As in [12, proof of Lemma 2.2], it is easy to derive (7.2.3) from (7.5.4).
Proof of Proposition 7.2.6. Thanks to the Poincare inequality, it is enough to show that there exists $\varphi \in C_{c}^{\infty}\left(\tilde{Q}_{3 / 2}(0,0)\right)$ such that $0 \leq \varphi \leq 1$, with $\varphi=1$ in an open neighborhood of $K$ and

$$
\begin{equation*}
\int_{\mathbb{R}^{N+1}}\left(\left|D^{2} \varphi\right|^{p}+\left|\partial_{t} \varphi\right|^{p}\right) d x d t \lesssim \operatorname{Cap}_{2,1, p}(K) \tag{7.5.5}
\end{equation*}
$$

By definition, one can find $0 \leq \phi \in S\left(\mathbb{R}^{N+1}\right), \phi \geq 1$ in a neighborhood of $K$ such that

$$
\int_{\mathbb{R}^{N+1}}\left(\left|D^{2} \phi\right|^{p}+|\nabla \phi|^{p}+|\phi|^{p}+\left|\partial_{t} \phi\right|^{p}\right) d x d t \leq 2 \operatorname{Cap}_{2,1, p}(K)
$$

Let $\eta$ be a cut off function on $\tilde{Q}_{1}(0,0)$ with respect to $\tilde{Q}_{3 / 2}(0,0)$ and $H \in C^{\infty}(\mathbb{R})$ such that
$0 \leq H(t) \leq t^{+},|t|\left|H^{\prime \prime}(t)\right| \lesssim 1$ for all $t \in \mathbb{R}, H(t)=0$ for $t \leq 1 / 4$ and $H(t)=1$ for $t \geq 3 / 4$.
We claim that

$$
\begin{equation*}
\int_{\mathbb{R}^{N+1}}\left(\left|D^{2} \varphi\right|^{p}+\left|\partial_{t} \varphi\right|^{p}\right) d x d t \lesssim \int_{\mathbb{R}^{N+1}}\left(\left|D^{2} \phi\right|^{p}+|\nabla \phi|^{p}+|\phi|^{p}+\left|\partial_{t} \phi\right|^{p}\right) d x d t \tag{7.5.6}
\end{equation*}
$$

where $\varphi=\eta H(\phi)$. Indeed, we have

$$
\left|D^{2} \varphi\right| \lesssim\left|D^{2} \eta\right| H(\phi)+|\nabla \eta|\left|H^{\prime}(\phi)\right||\nabla \phi|+\eta\left|H^{\prime \prime}(\phi)\right||\nabla \phi|^{2}+\eta\left|H^{\prime}(\phi)\right|\left|D^{2} \phi\right|
$$

and

$$
\left|\partial_{t} \varphi\right| \lesssim\left|\partial_{t} \eta\right| H(\phi)+\eta\left|H^{\prime}(\phi)\right|\left|\phi_{t}\right|, \quad H(\phi) \leq \phi, \quad \phi\left|H^{\prime \prime}(\phi)\right| \lesssim 1 .
$$

Thus,

$$
\begin{aligned}
\int_{\mathbb{R}^{N+1}}\left(\left|D^{2} \varphi\right|^{p}+\left|\partial_{t} \varphi\right|^{p}\right) d x d t \lesssim & \int_{\mathbb{R}^{N+1}}\left(\left|D^{2} \phi\right|^{p}+|\nabla \phi|^{p}+|\phi|^{p}+\left|\partial_{t} \phi\right|^{p}\right) d x d t \\
& +\int_{\mathbb{R}^{N+1}} \frac{|\nabla \phi|^{2 p}}{\phi^{p}} d x d t .
\end{aligned}
$$

This implies (7.5.6) since, according to [1], one has

$$
\int_{\mathbb{R}^{N}} \frac{|\nabla \phi(t)|^{2 p}}{\phi(t)^{p}} d x \lesssim \int_{\mathbb{R}^{N}}\left|D^{2} \phi(t)\right|^{p} d x \quad \forall t \in \mathbb{R}
$$
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