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ABSTRACT

High-order Harmonic Generation (HHG) is an extreme nonlinear process that can be
intuitively understood as the sequence of 3 steps: i) tunnel ionization of the target
atom/molecule, creating an electronic wave packet (EWP) in the continuum, ii) accelera-
tion of the EWP by the strong laser field and iii) recombination to the core with emission
of an attosecond burst of XUV coherent light. HHG thus provides a tunable ultrashort
tabletop source of XUV/Soft X-ray radiation on attosecond time scale for applications
(direct scheme). At the same time, it encodes coherently in the XUV radiation the structure
and dynamical charge rearrangement of the radiating atoms/molecules (self-probing
scheme or High Harmonic Spectroscopy). This thesis is dedicated to both application
schemes in attophysics based on advanced characterization and control of the attosecond
emission.

In the so-called self-probing scheme, the last step of HHG, the electron-ion re-collision can
be considered as a probe process and the emission may encode fruitful information on the
recombining system, including molecular structure and dynamics. In the first part, we
performed high harmonic spectroscopy of N2O and CO2 molecules that are (laser-)aligned
with respect to the polarization of the driving laser. We implemented two methods based
on optical and quantum interferometry respectively in order to characterize the amplitude
and phase of the attosecond emission as a function of both photon energy and alignment
angle. We discovered new effects in the high harmonic generation which could not be
explained by the structure of the highest occupied molecular orbital (HOMO). Instead, we
found that during the interaction with the laser field, two electronic states are coherently
excited in the molecular ion and form a hole wave packet moving on an attosecond
timescale in the molecule after tunnel ionization. We focused on exploring this coherent
electronic motion inside the molecule, and compared the measurements in N2O and CO2.
The striking difference in the harmonic phase behavior led us to the development of a
multi-channel model allowing the extraction of the relative weight and phase of the two
channels involved in the emission. Moreover, we studied the attosecond profile of the
pulses emitted by these two molecules, and we proposed a simple but flexible way for
performing attosecond pulse shaping. In the second part, high harmonic spectroscopy
was extended to other molecular systems, including some relatively complex molecules,
e.g., SF6 and small hydrocarbons (methane, ethane, ethylene, acetylene). It revealed many
interesting results such as phase distortions not previously reported.

For the direct scheme, we photoionized rare gas atoms using well characterized at-
tosecond pulses of XUV coherent radiation combined with an infrared (IR) laser dressing
field with controlled time delay, stabilized down to about ±60 as. We evidenced marked
differences in the measured angular distributions of the photoelectrons, depending on the
number of IR photons exchanged. Joined to a theoretical interpretation, these observations
bring new insights into the dynamics of this class of multi-color photoionization processes
that are a key step towards studying photoionization in the time domain, with attosecond
time resolution.
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SYNTHÈSE

La génération d’harmoniques d’ordre élevé (HHG) est un processus non linéaire extrême
qui peut être compris intuitivement par la séquence de trois étapes: i) ionisation tunnel
de la cible atome/ molécule et création d’un paquet d’ondes électronique (EWP) dans le
continuum, ii) accélération de l’EWP par le champ laser intense et iii) recombinaison avec le
cœur ionique et émission d’une impulsion attoseconde de lumière cohérente dans l’extrême
UV (XUV). La HHG fournit ainsi une source ultracourte accordable dans l’XUV/ rayons X
mous à l’échelle de temps attoseconde pour les applications (schéma direct). Dans le même
temps, elle encode de manière cohérente dans le rayonnement XUV émis la structure et
la dynamique de réarrangement de charge des atomes/molécules qui rayonnent (schéma
auto-sonde ou Spectroscopie d’harmoniques d’ordre élevé). Cette thèse est consacrée à ces
deux schémas d’application en attophysique, basés sur une caractérisation et un contrôle
avancés de l’émission attoseconde.

Dans ce qu’on appelle le schème ”auto-sonde”, la dernière étape de la HHG, la re-
combinaison électron-ion peut être considérée comme un procédé de sonde et l’émission
peut coder des informations fructueuses sur le système se recombinant, telles que la struc-
ture moléculaire et la dynamique. Dans la première partie, nous avons effectué la spec-
troscopie harmonique de molécules N2O et CO2 qui sont alignées par rapport à la po-
larisation du laser générateur. Nous avons implémenté deux méthodes basées respec-
tivement sur l’interférométrie optique et quantique afin de caractériser l’amplitude et la
phase de l’émission attoseconde en fonction à la fois de l’énergie des photons et de l’angle
d’alignement. Nous avons découvert de nouveaux effets dans la génération d’harmoniques
qui ne peuvent pas être expliqués par la structure de l’orbitale moléculaire la plus haute
occupée (HOMO). Au lieu de cela, nous avons trouvé que pendant l’interaction avec
le champ laser, deux états électroniques sont excitées de manière cohérente dans l’ion
moléculaire, formant un paquet d’ondes de� trou� se déplaçant à une échelle de temps
attoseconde dans la molécule après lionisation tunnel. Nous nous sommes concentrés sur
l’exploration de ce mouvement électronique cohérent à l’intérieur de la molécule, et com-
paré les mesures de N2O et CO2. La différence frappante dans la phase harmonique nous
a conduits à l’élaboration d’un modèle multi-canal permettant l’extraction de lamplitude
et de la phase relative des deux canaux impliqués dans l’émission. En outre, nous avons
étudié le profil des impulsions attosecondes émises par ces deux molécules, et nous avons
proposé un moyen simple mais flexible pour la réalisation de la mise en forme dimpul-
sions attosecondes. Dans la deuxième partie, la spectroscopie harmonique a été étendue
à d’autres systèmes moléculaires, y compris certaines molécules relativement complexes,
par exemple, SF6 et petits hydrocarbures (méthane, éthane, éthylène, acétylène). Elle a
révélé de nombreux résultats intéressants tels que des distorsions de phase observées pour
la première fois.

Dans le schéma direct, nous avons photoionisé des atomes de gaz rares en utilisant
des impulsions attosecondes bien caractérisées combinées avec un laser infrarouge dhabil-
lage avec un délai contrlé, stabilisé à environ ± 60 as. Nous avons mesuré des différences
marquées dans les distributions angulaires des photoélectrons, en fonction du nombre de
photons IR échangés. Jointes à notre interprétation théorique, ces observations apportent de
nouvelles connaissances sur la dynamique de cette classe de processus de photo-ionisation
multi-couleurs qui sont une étape clé vers l’étude de la photo-ionisation dans le domaine
temporel avec une résolution attoseconde.
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ABBREVIATIONS

APT Attosecond Pulse Train

BO Born-Oppenheimer

DME Dipole Matrix Element

EWP Electron Wave Packet

FFT Fast Fourier Transform

FWHM Full With at Half Maximum

HF Hartree-Fock

IR Infra Red

LCAO Linear Combination of Atomic Orbitals

MO Molecular Orbital

RABITT Reconstruction of Attosecond harmonic Beating by Interference of Two-
photon Transitions

TSI Two Source Interferometry

SFA Strong Field Approximation

TDSE Time Dependent Schrödinger Equation

XUV eXtreme Ultra Violet

PG Polarization Gating

DOG Double Optical Gating

GDOG Generalized Double Optical Gating

SPIDER Spectral Phase Interferometry for Direct Electric-field Reconstruction
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INTRODUCTION

Over the last centuries, humankind has developed a passion for the exploration of fast phe-

nomena beyond the observation capability of the human eye, i.e. faster than the blink of an

eye (∼ 0.1s). In 1878, Eadweard Muybridge photographed a galloping horse, thus giving an

end to the long debate whether or not there is a moment when all four hooves are off the

ground. Etienne-Jules Marey recorded images of a falling cat in 1894 that helped us under-

stand the special ability of the cat to orient itself as it falls in order to land on its feet. These

two pioneers pushed human observation towards the time scale of millisecond(10−3s).
Later on, using flash lamps, Harold Edgerton successfully took the picture of a shooting

bullet (1962) into a playing card which is on microsecond(10−6s) timescale [1].

Since the invention of laser by Maiman in 1960, it quickly became an ideal tool to study

ultrafast processes. Indeed, the laser pulse can serve as a flash or a fast shutter in pho-

tography. Thanks to the fast evolution of laser techniques during the last half century, the

definition of ’ultrafast’ has been always refreshed [2]. Just one year after the first laser, Hell-

warth and McClung [3] reduced the pulse duration to 10nanosecond(10−9s) by inventing

the Q-switch. Then mode-locking (DeMaria et al. [4]) accompanied by broad-gain dye laser

media (Shank and Ippen [5]) further reduced the duration to less than 1picosecond(10−12s).
With the invention of the ring cavity with dispersion management, the pulse duration was

further decreased to reach the f emtosecond(10−15s) timescale (Fork et al. [6]). By the end of

the 1990s, the innovations introduced by Kerr-lens mode-locking, self-phase modulation,

spectral broadening, the availability of chirped, ultra-broad band mirrors and pulse com-

pression together pushed the pulse duration towards the ultimate limit of the optical cycle,

with the generation of pulses as short as two optical cycles (Steinmeyer et al. [7]). However,

it became clear that with the currently used Ti:sapphire laser, the pulse duration could not

be reduced below the optical period in the IR (2.7 f s).

The time-resolved investigations with extreme temporal resolution provide important

information for the understanding of many basic processes. The 1999 Nobel Prize in Chem-

istry was awarded to Ahmed Zewail for his pioneering work on the transition states of

chemical reactions using femtosecond spectroscopy [1]. The rotation of molecules is typ-

ically on a few picosecond timescale, while molecular vibration is on a few femtosecond

timescale. But the intra-atomic/molecular electronic dynamics, which are the basic phe-
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Introduction

nomena at play in biology, chemistry and physics [8], can occur on a timescale as fast as

attosecond, i.e. 10−18s. The observation and understanding of electron dynamics can teach

us how to control matter at this most fundamental level.

High-order Harmonic Generation

With the natural limitation of the pulse duration for Ti:sapphire laser on one hand, the de-

mand of creating attosecond pulses on the other hand, people had to find a new scheme

for this purpose. The evolution in laser technology has not only shortened the pulse length

in the time domain, but also increased the pulse energy significantly [9], leading to inten-

sities in the focal spot higher than 1015W�cm2. Such intensity is already comparable with

the static Coulomb field experienced by an outer-shell electron in an atom, therefore the

light matter interaction can not be seen as a perturbative process anymore. Ferry et al in

Saclay [10] and Mcpherson in Chicago [11] performed experiments in this non-perturbative

regime by focusing strong laser light into atomic gas jets and both of them found striking

results. When detecting the radiation emitted on the laser axis, they measured spectra made

of discrete lines at the multiple frequencies of the laser frequency, so-called harmonic fre-

quencies. As well known in perturbative optics, the intensity of the first harmonic orders

decreased quickly. However, they were followed by a plateau region with almost constant

intensity and a sudden cut-off with exponential decrease. This unique high order nonlin-

ear process is called High-order Harmonic Generation (HHG). Extremely high orders have

been generated since the plateau has been shown to extend until the keV range [12].

The underlying physics can be understood with a model in three separate steps

[13][14][15]. (i) an electron is able to tunnel out because of the strong electric field of the

laser that distorts the potential barrier. (ii) The freed electron is then accelerated by the

strong laser field and driven back to its parent ion. (iii) Finally, it recollides with its parent-

atom/molecule, converting the kinetic energy into XUV emission. The whole process is

directly laser driven and thus fully coherent.

The unique properties of HHG have found applications in very diverse fields. To name

just a few: the harmonics can be used as a seed for the Free Electron Lasers in order to

improve their temporal coherence (Lambert et al. [16][17]). They also can be applied to

coherent lensless diffraction imaging of nanostructures with a spatial resolution of few tens

of nm (Gauthier et al. [18], Morlens et al. [19], Ravasio et al. [20], Sandberg et al. [21]).

Moreover, their broadband spectrum should result in attosecond pulses if the different har-

monics were perfectly phase locked. This was theoretically studied by Farkas and Toth [22].

And this characteristic was confirmed in 2001 for Attosecond Pulse Trains (APT) by (Paul

et al. [23]) and for single attosecond pulses (SAP) by (Hentschel et al. [24]). Therefore, a

whole new world was opened to research while entering the attosecond timescale.
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Attosecond research

Nowadays attosecond research has two major directions [25]. The first one is the di-

rect scheme of transferring the femtosecond spectroscopy to attosecond resolution. The

HHG process provides a source of ultra-short XUV pulses, used to pump or probe

atoms/molecules by exciting or photoionizing them. One then detects the ejected photo-

electrons which carry information about the intra-atomic/ molecular dynamics. A number

of field-driven[26][27][28][29] and intrinsic [30][31][32][33] processes with attosecond dy-

namics have already been studied in atoms, molecules and solids using direct schemes.

The study of multi-photon ionization with an attosecond precision control that will be de-

veloped in Chapter 6 is a good example of the application of attosecond pulses. The sec-

ond one is known as “High Harmonic Spectroscopy (HHS)”, where the recolliding electron

wave packet takes the role of an ultra-short probe pulse, while the emitted XUV light carries

information about the generating atom or molecule. In such a “self-probing” scheme, the

harmonic signal is analyzed to retrieve temporal and structural insight into the generating

system itself. The major parts of the thesis, chapter 4 and 5 are dedicated to this research.

The theoretical and experimental development of high degree optical molecular align-

ment in field free conditions (Rosca-Pruna and Vrakking [34], Seideman [35], Stapelfeldt

and Seideman [36]) quickly attracted the interest for investigating the molecular structures

from the HHG. The group at Imperial College London [37][38] was the first to implement

the molecular alignment technique in HHG, where they obtained clear angular dependent

harmonic signal. This dependence gives a hint on the structure of molecular orbitals (Lein

et al. [39][40]). Later, Itatani et al. [41] proposed a scheme for the reconstruction of the High-

est Occupied Molecular Orbital (HOMO)based on the tomographic characterization of the

recombination dipole moment. The following experiments in CEA-Saclay and Milano suc-

cessfully demonstrated the reconstruction of molecular orbitals for N2 [42] and CO2 [43],

respectively. The tomographic reconstruction relies on the fact that the orbital structure

is encoded in the recombination dipole in the form of a so-called structural interference.

Manfred Lein evidenced it theoretically in the simple case of the ’two-center’ like orbital

of H+2 [39], where he found that a destructive interference could happen between the rec-

olliding electron wave and the bound-state wavefunction during the recombination step

of HHG. And this ’structural interference’ leaves a clear signature in the XUV emission.

Many groups indeed observed a destructive interference in the harmonic emission from

CO2 molecules that are aligned parallel to the laser polarization(Kanai et al. [44], Vozzi et

al. [45], Boutu et al. [46]). However, they were found at different positions in energy by the

different groups. The reason for this contradiction is due to the complicated electron dy-

namics occurring in the molecules during the high harmonic generation process. Smirnova

et al. ([47][48]) and McFarland et al. ([49]) proposed that multiple orbitals could contribute

to HHG: not only the HOMO as previously thought, but also lower lying orbitals. Therefore
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the HHG from different orbitals may interfere, inducing laser intensity dependent electron

dynamics [47], which well explained the different positions of destructive interference in

CO2. This kind of interference is called dynamical interference. The study of multi-orbital

contributions to HHG gives access to the time resolved behavior of the multi-electron rear-

rangement upon the ionization process as well as to the hole dynamics in the cation during

the electron excursion in the continuum [42][47][50]. In addition, the motion of nuclei on

the attosecond time scale can be encoded in HHG. This is because the tunnel ionization of

an electron may lead to bond weakening, especially in molecules containing light atoms

such as protons. Baker et al. [51][52] investigated the harmonic spectrum by comparing

H2/D2 and CH4/CD4 and found clear signatures of nuclear dynamics in the harmonic am-

plitudes. Kanai et al. [53], Haessler et al. [54] measured the spectral phase for H2/D2, but

the predicted phase variation seemed to be too small to be observed.

Overview of this Thesis

This thesis is concerned with how molecules and their dynamics can be studied using the

process of HHG. The work started in 2010 at a time where only simple molecules such

as N2 and CO2 had been investigated. It was long considered a theoretical challenge to

extend the HHG study to complex molecules due to the complicated underlying physics.

This exciting question thus determined the main direction of this thesis: to perform mea-

surements that would help to assess and improve the existing models and to obtain truly

experimental evidence of the molecular structure and dynamics based on a much reduced

set of assumptions.

Chapter 1 concentrates on stating the theoretical background of HHG. The fundamental

principles of attosecond physics needed for the later theoretical and experimental inves-

tigations are introduced. The technical developments towards isolated attosecond pulse

production are also detailed.

Chapter 2 covers the description of the experimental tools used in attosecond physics.

The required techniques for the thesis are discussed, i.e. molecular alignment and attosec-

ond pulse characterization techniques.

Chapter 3 is dedicated to the fundamental elements of High Harmonic Spectroscopy. It

discusses the advantages of this method and what kind of information we can get access to.

Chapter 4 is the main part of the thesis. The measurements performed by two different

methods for advanced characterization of the attosecond emission from aligned molecules

(N2O and CO2) are presented. The significant differences in the measurements for N2O

and CO2 are discussed. And a model is developed to understand the underlying physics;

it provides an excellent agreement with the experimental results as well as explains the

differences between the two molecules. We can extract the contribution ratio between the

two generation channels. Interestingly, we are able to demonstrate that harmonic emission
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from a lower lying orbital can be larger than that from the highest occupied molecular

orbital. In the second part of this chapter, the attosecond pulse shaping technique by using

aligned molecules is presented.

Chapter 5 is dedicated to the extension of High Harmonic Spectroscopy to various

molecules, including some ”complex” molecules such as hydrocarbons or SF6. Plenty of

unreported results will be shown. In particular, we measure phase deviations related to

both nuclear and electronic dynamics.

Chapter 6 presents a direct application of attosecond pulses to the study of two-color

multi-photon ionization. We will measure the distortion of the angular distribution of the

ejected electrons as a function of the delay between the two color fields with attosecond

precision.

Finally, the manuscript ends with general conclusions drawn from the work done dur-

ing the three years of this thesis, together with an outlook on future developments.
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CHAPTER 1

THEORETICAL ELEMENTS OF HIGH-ORDER

HARMONIC GENERATION

In this chapter, we will describe a number of essential theoretical elements in Attophysics

that are necessary for this thesis. First of all, we present in Section 1.1 the time-dependent

Schrödinger equation (TDSE) that has to be solved for accessing the atomic/molecular dy-

namics in strong fields. We point out the difficulty of solving it for multi-electron systems

due to the high dimensionality of the problem and the simplification introduced by the

single-active electron approximation. Very detailed physical insight into high-harmonic

generation (HHG) can be obtained with a simple semi-classical three-step model that will

be introduced in Section 1.2. We will also discuss the specific case of HHG in the presence

of the 800nm driving light and its orthogonally polarized second harmonic field, the basic

idea in Paper II. Next, a quantum approach by solving TDSE with Strong Field Approxima-

tion will be described in Section 1.3, which recovers the assumptions of the semi-classical

model. Later on, we will present how the macroscopic XUV emission is built up from the

single atom/molecule response in Section 1.4.

We then turn to the study of the time profile of the XUV emission in Section 1.5 and to

the generation of isolated attosecond pulses in Section 1.6. The current techniques for the

latter purpose are given. For the post pulse compression, we will introduce the mechanism

of the spectral broadening, the setup and the first results obtained during my thesis. For the

optical gating methods, we will compare the different schemes in terms of their limitations

and propose the Generalized Double Optical Gating for our laser system.

Finally, we will discuss in Section 1.7 the specificity of HHG from molecules. We explain

the difficulties of the calculation of both the ionization and the recombination steps. The

consequences on HHG of the structure of the highest occupied molecular orbital and of the

existence of close lying ionization channels will be discussed.
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1.1 The time-dependent Schrödinger equation

RÉSUMÉ DU CHAPITRE

Dans ce chapitre, nous allons décrire un certain nombre d’éléments théoriques essentiels

dans la physique attoseconde qui sont nécessaires pour cette thèse. Tout d’abord, nous

présentons dans la Section 1.1 l’équation de Schrödinger dépendant du temps (TDSE) qui

doit être résolue pour accéder à la dynamique atomique/moléculaire dans des champs

forts. Nous faisons remarquer la difficulté de la résoudre pour les systèmes multi-électrons

en raison de la grande dimensionalité du problème et présentons la simplification apportée

par l’approximation de l’électron mono-actif. La compréhension de la physique du pro-

cessus de la génération d’harmoniques d’ordres élevés (HHG) peut être obtenue avec un

modèle simple en trois étapes semi-classique qui sera présenté dans la section 1.2. Nous

discuterons également le cas spécifique de la HHG en présence du champ électrique du

laser à 800 nm et de son deuxième harmonique polarisé orthogonalement, l’idée de base

discutée dans l’article II. Ensuite, une approche quantique de la résolution de la TDSE

dans l’approximation du champ fort sera décrite dans la section 1.3, qui retrouve les hy-

pothèses du modèle semi-classique. Plus tard, nous allons présenter comment l’émission

XUV macroscopique est construite à partir de la réponse atome/molécule unique à la sec-

tion 1.4.

Nous passons ensuite à l’étude du profil temporel de l’émission XUV dans la section

1.5 et à la génération d’impulsions attosecondes isolées dans la section 1.6. Les techniques

actuelles utilisées à cette fin sont données. Pour la post-compression d’impulsions, nous

allons introduire le mécanisme de l’élargissement spectral, la configuration et les premiers

résultats obtenus au cours de ma thèse. Pour les méthodes de filtrage temporel (�gating�),

nous allons comparer les différents régimes en fonction de leurs limites et proposer un

’Generalized Double Optical Gating’ pour notre système laser.

Enfin, nous allons discuter à la section 1.7 la spécificité de la HHG dans les molécules.

Nous expliquons les difficultés du calcul à la fois des étapes de l’ionisation et de la recom-

binaison. Les conséquences sur la HHG de la structure de l’orbitale moléculaire occupée la

plus élevée et de l’existence de plusieurs canaux d’ionisation seront discutés.

1.1 The time-dependent Schrödinger equation

The most important theoretical tool for describing quantum mechanical behavior in gen-

eral is the time-dependent Schrödingier equation(TDSE). In single active electron approx-

imation, the three dimensional time-dependent wave function y(r, t) that exposed to time

dependent potential in strong laser field with length gauge by using atomic units (m = e =
h̄ = 1) can be written as:

i
∂

∂t
y(r, t) = �−1

2
∇

2 +V0(r) + rE(t)�y(r, t) (1.1)
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with V(r, t) = V0(r) + rE(t) being the time-dependent potential. V0(r) is the static intra-

atomic/molecular potential. In strong field (intensity of 1014
− 1016W�cm2), electronic wave

function is extremely distorted by the laser field since its strength is comparable to the intra-

atomic/molecular electric field. Its influence cannot be treated as a perturbation in this case.

Thus the interaction with the laser rE(t) is also considered[55][56], where E(t) is the electric

field of the laser.

The exact solution of the electronic wave function can be obtained by the integration

of the equation. By splitting the time step small enough, the numerical solution of the

TDSE for single electron can be very precise. However, the full numerical solution for

multi-electron systems would be extremely complicated due to the high dimensionality of

the problem (We have to look for a seven dimensional function (x1, y1, z1, x2, y2, z2, t) to

describe the two-electron system), which makes the TDSE is intractable for multielectron

atoms/molecules. Thus, single active electron approximation (usually from the highest

occupied orbital) under a pseudo-potential is often applied[57]. There are attempts to solve

the problem in many electron systems [58][59][60].

1.2 Semi-classical three-step model

On one hand, the solution of TDSE for multi-electron systems is difficult to get. On the

other hand, people also would like to understand the physics insight of HHG which

cannot be obtained from TDSE. Therefore, a simple semi-classical three-step model was

developed[13][14]. When a strong laser field interacts with atom or molecule, its poten-

tial barrier is suppressed. Therefore the electron can tunnel ionize out from its parent

atom/molecule with initially zero velocity(i). Then the free electron is accelerated away

from the ion by the laser field, and its acceleration reverses when the laser field changes the

direction of the oscillation (ii). Eventually, the electron gets chance to recollide with its par-

ent ion, at which moment converts the kinetic energy into an extreme ultraviolet photon.

In this model, the electron is treated by quantum mechanics at the instant of ionization, but

its dynamics after is considered classically: the electron is considered as a classical point

charge, and during the second step one considers the driving laser field to completely gov-

ern its evolution. The HHG process can be repeated each half cycle of the laser oscillation

producing a train of pulses. The process is triggered by the laser’s electric field, hence all the

emitted harmonics are coherent. From now on we will concentrate on each step to explore

HHG.

1.2.1 Tunnel ionization

The tunnel ionization process is very important in HHG, because it is not only the basis for

all subsequent physical processes but also the source of the extreme non-linearity required

to push the pulse duration to attosecond regime. To understand the mechanism of tun-
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1.2.1 Tunnel ionization

nel ionization, we start with the comparison of different ionization schemes, in the case of

hydrogen like atoms interacting with an infra-red laser field.

−1.5 −1 −0.5 0 0.5 1 1.5
−10

−5

0

1

x(a.u.)

E
n
e
rg

y
(a

.u
.)

Above barrier ionization

Tunnel ionization

Multi−photon ionization

Figure 1.1: Different ionization schemes. The horizontal black line indicates the atomic

ground state. Multi-photon ionization dominates when the external electric field is neg-

ligible as presented by the black dashed line. With the increase of the laser intensity, the

Coulomb potential barrier is lowered so that the tunnel ionization happens as shown by

the red solid line. A sufficiently intense electric field completely suppresses the potential

barrier, in which case the Above Barrier Ionization takes place, see the blue dash-dotted

line.

In strong field physics, the barrier formed by the coulomb potential V0(x) is modified

by the electric field linear polarized along x̂ direction:

E(t) = E0cos(w0t)x̂ (1.2)

E0 is the amplitude and w0 is the angular frequency of the laser. The total potential V(x, t)
felt by the electron (in length gauge) is:

V(x, t) = V0(x) + xE(t) (1.3)

where V0(x) = −Ze f f �x and Ze f f is the effective nuclear charge. Figure 1.1 shows different

schemes of ionization due to the influence of the laser. The electron can be ionized from the

simultaneous absorption of several photons corresponding to an energy greater than the

ionization potential, which is referred as Multi-photon ionization. If the absorbed number

of photons is larger than the minimum number required to reach the ionization threshold,

Above Threshold Ionization takes place. When the electric field is comparable to the bind-

ing electric field between the nucleus and the electron, it distorts the potential (see the red

solid line). Therefore, the electron gets a given probability to tunnel through a barrier that

it classically could not surmount. This tunnel ionization effect is a quantum phenomenon

(the wave function tunnels into the continuum) that depends on the height and the width of

10
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the barrier and on the time during which the barrier is lowered. By continuously increasing

the driving intensity, the potential barrier can be suppressed completely so that the electron

gets free (see the blue dash-dotted line). This kind of ionization is called Above Barrier Ion-

ization. The maximum laser intensity (referred to as saturation intensity IBS = E2
BS�(8p)),

that can be applied before reaching the barrier suppression ionization can be found by de-

termining the position (x0) of the inflection point on the potential barrier. By deriving the

equation 1.3 with respect to the position, one finds that x0 =
�

Ze f f

EBS
. The saturation intensity

is found by substituting the x0 back to eq. 1.3:

EBS = I2
p

4Ze f f
, IBS = I4

p

128pZ2
e f f

, IBS[W�cm2] = 4× 109
I4
p[eV]
Z2

e f f

. (1.4)

For the rare gases krypton and argon, where Zeff = 1, this implies IKr
BS = 1.5× 1014 W�cm2 and

IAr
BS = 2.5× 1014 W�cm2. These results already foresee the magnitude of the laser intensities

that should be applied when generating harmonics.

The image above for a quasi-static field should be complemented in the case of an os-

cillating laser field due to the fact that tunnel ionization also depends on the time during

which the barrier is lowered, proportional to the laser field.

To distinguish various ionization regimes of the light matter interaction, we then intro-

duce the Keldysh parameter [61]:

g =
���� Ip

2Up
= w0

�
2Ip

I
= Ttunnel

T0
(1.5)

where Ip is the ionization potential, I = E2 is the intensity of the laser field, Up = E2�4w2
0 is

the ponderomotive potential, i.e. the mean quiver energy of a free electron in the laser field.

Ttunnel = 2p
�

2me Ip

eE is the ionization time the electron takes to tunnel through the barrier. g

measures the ratio between the time needed for an electron to cross the Coulomb barrier,

and the period of the oscillation, T0 = 2p�w0. As would be expected, a value of g � 1

indicates multi-photon ionization, and, g� 1 implies tunnel ionization.

1.2.2 Acceleration

Upon the instant of tunnel ionization (ti), the electron being born in the continuum with

initially zero velocity. From this moment on, the electron is considered as a classical point

charge, and during the second step one considers the driving laser field, E(t) = E0cos(w0t)x̂,

to completely govern its evolution by assuming no influence of the atomic potential. For

the sake of simplicity we assume that the position of the electron at ti corresponds to the

position of the atom, x0 = 0. It is considered to be an acceptable approximation, since as we

will see below, the length of the trajectory on which the electron is steered until it comes

back to the vicinity of the atom, is much larger than the exit point of the tunnel ionization.
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Figure 1.2: Electron oscillation after ionization driven by the laser field (see the black dash

line). The center wavelength used for the calculation is 800nm and the intensity is 2.5 ×

1014W�cm2

Therefore, the velocity and displacement of the electron can be calculated from Equation

1.2,

vx(t) = v0 +� t

ti

E(t)dt (1.6)

x(t) = x0 +� t

ti

vx(t)dt (1.7)

With the initially conditions v0 = 0 and x0 = 0. Thus

vx(t) = E0

w0
[sin(w0t)− sin(w0ti)] (1.8)

x(t) = E0

w2
0

[cos(w0ti)− cos(w0t)]− E0

w0
sin(w0ti)(t − ti) (1.9)

From Equation 1.9, the electron trajectories that correspond to different tunnel ionization

moments (ti) can be obtained, as shown in Figure 1.2. The electron reverses its acceleratetion

direction when the electric field changes its sign, but not all the electrons are driven back

to the ion at x = 0. For ti within the first and third quarter of the laser oscillation period,

the electrons do return to the core ([0, T0�4]&[T0�2, 3T0�4]). The electrons just drift away if

the ionization occurs at any other time of the cycle. Moreover, some trajectories indicate

several recollisions. However electron wave packet spreading increases with time so that

it reduces the importance of the later collisions. Phase matching effects also decrease the

contribution of longer trajectories to the macroscopic signal. Therefore, we only consider

the first recollisions.

1.2.3 Recombination

In the last step, the electron recollides with its parent ion with which it can recombine

and convert its kinetic energy into high energy photon emission. The time of this event is
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Theoretical elements of High-order Harmonic Generation

defined as recombination time tr. By solving x(t) = 0 from Equation 1.9, we find ti and tr

in pairs. The kinetic energy of the recolliding electron can be calculated from v2
x(tr)�2. The

relation between electron kinetic energy, ionization time and recombination time is showed

in Figure 1.3. from which we find that the maximum energy that an electron can get is

3.17Up. Therefore, the highest harmonic energy is

Ecuto f f = Ip + Ek = Ip + 3.17Up (1.10)

This cut-off law, which is the intensity and medium dependent, provides us fruitful infor-

mation of High-order Harmonic Generation [56]. The maximum order of HHG depends

on the ionization potential of the generating medium. Moreover, the cut-off position varies

with the laser intensity and wavelength due to Up ∝ Il2. Hence, one can achieve higher

harmonic order emission either by increasing the intensity of the laser, I, but Ip determines

an upper applicable limit (see section 1.2.1), or by increasing the lasers wavelength, l, to-

wards the MIR domain. The latter parameter gives more flexibility. Popmintchev et al.

showed that the cutoff position is extended to more than 1.6keV region (up to orders greater

than 5000) by using a wavelength of 3.9µm laser [12]. But the price to pay is the drop of the

HHG efficiency. By increasing l the excursion time t = tr − ti of the electron wave packet

increases, leading to enhanced spreading that causes low XUV emission signal during the

recombination. The exact scaling of the efficiency is not clear yet, but depending on the

theory (experiment) it may be∝ l−(5−9) [62][63][64][65]. With good phase matching condi-

tions one may shift this rate back towards ∝ l−2 dependence [66].

For energies below the cutoff, we find that there are two trajectories corresponding the

same energy from Figure 1.3. The one which ionizes later and recombines earlier, therefore

corresponding to smaller propagation time in the electric field, is defined as short trajectory.

The other one spends more time in the electric field upon ionization, so it is called long

trajectory. With increasing energy, the recombination time of short trajectories increases but

that of long trajectories decreases. Eventually, they overlap at the maximum energy.

1.2.4 3-Dimensional steering of the electron motion

The electron trajectory after ionization is driven by the laser field, which is in 2-Dimension

in the discussion above. If the field is elliptically polarized, we can 3-Dimensionally deter-

mine the direction of electron traveling. This kind of control can be done by using either

elliptically polarized light or a perpendicularly polarized two-color field. Compared to the

former, the latter one provides more freedom since the relative amplitude and phase can

be manipulated separately. The electric field of orthogonally polarized 800nm and 400nm

laser pulses is:

E(t) = Excos(w0t)x̂ + Eycos(2w0t +∆f)ŷ (1.11)

where x̂ and ŷ are the direction of the polarization of the fundamental field and of its second

harmonic, respectively. Ex and Ey are their amplitudes. ∆f is the phase difference between
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Figure 1.3: Classical calculation of ionization and recombination times as a function of the

electron recollision energy, for an 800nm laser and an intensity of I = 2.5× 1014W�cm2. One

example of long and short trajectories is showed by the blue and the red line, respectively.

The cut-off position is marked by the black dashed line.
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Figure 1.4: The 3-Dimensional electron trajectories after ionization in orthogonal two color

fields (800+ 400nm) with ∆f = 0.

the two color fields. As discussed in section 1.2.2, we can get the equations of the electron

motion:

x(t) = Ex

w2
0

[cos(w0ti)− cos(w0t)]− Ex

w0
sin(w0ti)(t − ti) (1.12)

y(t) = Ey

4w2
0

[cos(2w0ti +∆f)− cos(2w0t +∆f)]− Ey

2w0
sin(2w0ti +∆f)(t − ti) (1.13)

The electron motion calculated from Equations 1.12 and 1.13 is showed in Figure 1.4. By

adding a 400nm field, the electrons are driven laterally therefore their trajectories are more

complex and the efficiency of electron-ion recollision drops dramatically so that only the

electrons ionized within a short time interval can eventually recombine to the core. In this
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Figure 1.5: Oscillatory motion of the continuum electrons driven by an orthogonal two color

fields when their relative phase difference ∆f = 0(left) or ∆f = p(right).

case, this two color fields can be treated as a time gate of the ionization and recombination

instants because only the pairs of ionizations times, ti and recollision times tr, which have

closed trajectories contribute to HHG. Figure 1.5 shows the different trajectories for differ-

ent relative phase differences between 800nm laser field and its second harmonic. When

∆f = 0, showed in the left picture, the electrons that ionized early within one optical cycle

come back to the parent ion at a time close to T (one optical cycle). Thus, only long trajecto-

ries are selected. As for ∆f = p in the right figure, the electrons that travel less time get the

chance to recombine. The short trajectories are then chosen.

1.3 Quantum model based on the strong field approximation

Although the three-step model gives a very intuitive explanation for the experimental ob-

servation, it doesn’t explain all the short comings for a complete picture, one needs to solve

the TDSE. However, numerical solving TDSE is time consuming and it is not easy to under-

stand the physics behind it. Thus based on the semi-classical model, Lewenstein et al. [15]

developed a quantum approach by solving TDSE within the Strong Field Approximation.

This model is built on the basis of the following assumptions:

(i) Among the bound states, only the ground state contributes to high-order harmonic

radiation. The other bound states are neglected.

(ii) The depletion of the ground state is considered negligible in a first step.

(iii) The electrons in the continuum states are seen as free electrons that are only affected

by the laser field, and ignore the Coulomb potential of the ionic core.

According to the assumptions, the time-dependent wave function can be written as a su-

perposition of ground state � 0� and continuum states � v�.
� Ψ(t)� = eiIpt �a(t) � 0�+� d3vb(v, t) � v�� (1.14)
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1.3 Quantum model based on the strong field approximation

where a(t) � 1 is the complex amplitude of the ground state and b(v, t) is the time depen-

dent amplitude and phase of the corresponding continuum state that has a velocity of v.

The TDSE for the single active electron writes (in length gauge) as Equation 1.1. So b(v, t)
is obtained by solving

b(v, t) = i� t

0
dt′E(t′)dx(v +A(t)−A(t′)) exp�−i� t

t′
dt′′ �(v +A(t)−A(t′′))2�2+ Ip��

(1.15)

where A(t) = �− E
w sin(wt), 0, 0� is the vector potential of the electric field. Therefore, the

nonlinear dipole moment d(t) = �Ψ(t) � x � Ψ(t)� can be calculated by neglecting the

continuum-continuum transitions:

d(t) = i� t

−∞
dti � d3pE(ti)dx [p +A(ti)] exp [−iS(p, t, ti)] d∗x [p +A(t)] + c.c. (1.16)

where p = v +A(t) is the canonical momentum, S(p, t, ti) is the quasi classical action

S(p, t, ti) = −� t

ti

dt′′
�� [p +A(t′′)]2

2
+ Ip
�� (1.17)

and dx is the dipole matrix element for bound-free transitions, that writes for hydrogen like

atoms:

dx(p) = i
27�2(2Ip)5�4

p

p

(p2 + 2Ip)3 (1.18)

As we can see from the dipole expression in Equation 1.16, it has a clear physical expla-

nation. First, E(ti)dx [p +A(ti)] represents the probability amplitude for the laser-induced

transition to the continuum state with momentum p at time ti. Next, the electron wave

packet gains kinetic energy during the laser oscillation and obtains an extra phase S(p, t, ti).
Finally, d∗x [p +A(t)] indicates that the electronic wave function eventually recombines to

the ground state at time t and releases the energy in the form of photon emission, producing

HHG.

The harmonic dipole d(w) can be obtained by the Fourier transform of the time depen-

dent dipole:

d(w) = Ft→w [d(t)] (1.19)

= i� dt� t

−∞
d(ti)� d3pE(ti)dx [p +A(ti)] exp [−ifxuv(p, t, ti)] d∗x [p +A(t)] + c.c.

(1.20)

with

fxuv(p, t, ti) = S(p, t, ti) +wt (1.21)

is the Legendre transformed action. Equation 1.20 is an integration over an infinite number

of triplets (p, t, ti), which correspond to quantum orbits. Therefore the calculation is still

time consuming.
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Figure 1.6: Ionization and recombination times as a function of photon energy. Thick and

thin lines correspond to quantum and classical calculations respectively. Full and dashed

lines mark the short and long trajectories. The calculation was performed in argon, Ip =
15.7eV, with an 800nm laser and an intensity of I = 1.2× 1014W�cm2.

Saddle point approximation

Even though there is an infinite number of quantum paths, the weights of their contribution

are different. As discussed in Lewenstein et al. [15], Salières et al. [67], Priori et al. [68] and

Sansone et al. [69], the main contribution to the integration in Equation 1.16 is from the sta-

tionary points of the quasi-classical action. Therefore, it can be further simplified by using

saddle point approximation. In the first step, saddle point method is only performed on the

integral of the momentum (p), which corresponds to the most troublesome integration.

d(t) = i� t

−∞
dti � p

e + i(t − ti)�2�
3�2

E(ti)dx [pst +A(ti)] exp [−iSst(p, t, ti)] d∗x [pst +A(t)]+ c.c.

(1.22)

where e is an extremely small positive regularization constant and pst and Sst are the sta-

tionary value of the momentum and the action, respectively.

pst(t, ti) = 1

t − ti
� t

ti

A(t′)dt′ (1.23)

Sst(t, ti) = (t − ti)Ip −
1

2
p2

st(t − ti) + 1

2 �
t

ti

A2(t′)dt′ (1.24)

Now we apply the same method to evaluate the remaining integrals over p, t and ti. There-

fore we get three saddle-point equations, obtained by equating to zero the derivatives of the

Legendre transformed action, with respect to the canonical momentum p, ionization time
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1.3 Quantum model based on the strong field approximation

ti and the recombination time t:

▽pst jxuv(pst, t, ti) = x(tr)− x(ti) = � t

ti

�pst +A(t′)�dt′ = 0 (1.25)

∂jxuv(pst, t, ti)
ti

= [pst +A(ti)]2
2

+ Ip = 0 (1.26)

∂jxuv(pst, t, ti)
t

= w −
[pst +A(t)]2

2
− Ip = 0 (1.27)

These three conditions correspond elegantly to the assumptions made in the classical de-

scription of HHG: Equation 1.25 states that the dominating quantum paths correspond to

closed trajectories. Equation 1.26 means the kinetic energy of the tunneling electron is neg-

ative at the ionization time ti so that the real part of the initial velocity is 0, as it is foreseen

by the classical description. This imaginary-valued velocity can be obtained if ti is com-

plex, which can be seen as a trace of the tunnel ionization process [70]. This has important

consequences since all quantities will then be complex. In particular, the imaginary part

of the action will give the well known Keldysh exponential factor characteristics of tun-

nel ionization. Finally, Equation 1.27 implies that the energy of the emitted photon is the

sum of the electron kinetic energy and the binding energy, which corresponds to the energy

conservation law. We get triplets (p, t, ti) by solving these three equations, from which we

find the relation between ti, t and the photon energy, see Figure 1.6(calculated by Thierry

Auguste). The simple semi-classical model turns out to be in reasonable agreement in the

plateau region but, obviously, the more rigorous quantum-mechanical calculation yields

a more precise description, i.e. the quantum calculation leads to the generation of higher

harmonic orders than the classical simulation by taking the effects of quantum tunneling

and quantum diffusion into account [15]. The cutoff energy that given from the quantum

calculation Emax � 3.17Up + 1.32Ip for Ip � Up.

In the spirit of Feynman’s path integrals (Salières et al. [67]), d(w) can be written as a

sum over all the quantum paths:

d(w, I) =�
n
� xn(w, I) � exp[ifn

xuv(w, I)] (1.28)

=�
n

i2p�
det(S′′) �

p

e + i(t − ti)�2�
3�2

E(ti)dx[pst +A(ti)] exp[−iSst(p, t, ti)− iwt]d∗x[pst +A(t)] + c.c.

(1.29)

where I is the driving laser intensity. � xn(w, I) � is the amplitude and fn
xuv(w, I) is the

phase, which is given by the action along the path (see Equation 1.21); det(S′′) is the de-

terminant of the 2× 2 matrix of the second derivatives of fxuv(p, t, ti)with respect to t and

ti. In Equation 1.29, the sum extends over all quantum orbits satisfying the saddle point

equations 1.25 - 1.27. However, the main contributions are given by n = 1, 2, i.e. the short

and long trajectories. This is because for bigger excursion times t = t − ti, the electron wave

packet spreads more(t−3�2) as indicated in Equation 1.29.
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Theoretical elements of High-order Harmonic Generation

For a given laser intensity I, different harmonic orders correspond to different return ki-

netic energies and thus to different electron trajectories (and emission times) within a laser

cycle (see Figure 1.6). The first derivative
∂fxuv(w)

∂w , which is the group delay, is equal to

the real part of the recombination time t of the trajectory corresponding to the emission of

the considered harmonic, also called emission time te see section 1.5. Around the center

of the leading and the falling edges, te is a linear function of the harmonic energy. This

corresponds to a constant Group Delay Dispersion (GDD), or chirp in the temporal do-

main. This GDD is called the attochirp (∆te). Short trajectories have positive, while long

trajectories have negative chirp. Therefore, the attosecond pulse constructed by the emitted

harmonics is intrinsically not Fourier limited [71].

It worth to note that the phase fn
xuv(w, I) depends on the intensity I as well, which varies

almost linearly with intensity with a slope in the plateau region [72]

− an(w) = ∂fn
xuv(w)
∂I

(1.30)

where an(w) is the trajectory dependent coefficient.

The harmonic generation by a driving laser that has an envelop of many cycle pulses

induces a change in time (from a cycle to the next) of the relevant electron trajectories in or-

der to maintain the same return kinetic energy (and thus the emitted XUV photon energy).

The phase within the harmonic order (harmonic phase), given by the action along these

different electron trajectories, is thus temporally modulated. This consequently produces

another chirp - harmonic chirp. At constant laser intensity, there is no harmonic chirp [72].

Both chirps always present together during the process of High order Harmonic Gen-

eration. However, the harmonic chirp is in the time scale of the laser envelop, while the

attochirp is with half optical period (half laser cycle).

Ammosov-Delone-Krainov (ADK) model
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1.3 Quantum model based on the strong field approximation
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Figure 1.8: Single atom harmonic emission rate calculated by Lewenstein model. Pa-

rameters used in the calculations: laser wavelength 744nm; pulse duration 6 f s; intensity

6.2× 1014W�cm2; neon gas.

In the experiments, the ionization cannot be ignored and ionization rate is usually high

especially in the strong field regime. Therefore the second assumption ii) of section 1.3 has

to be corrected in order to correctly describe HHG. The single atom response (eq. 1.22) can

be written by taking the ionization rate into account. Here we take the Lewenstein integral

as an example:

d(t) =i� t

−∞
dti � p

e + i(t − ti)�2�
3�2

E(ti)dx [pst +A(ti)] exp [−iSst(p, t, ti)] d∗x [pst +A(t)]
× exp �−� t

−∞
w(ti)dti�+ c.c.

(1.31)

The ionization rate w(t) in Equation 1.31 can be calculated using the Ammosov-Delone-

Krainov (ADK) model [13][73] .

w(t) = ws � Cn∗l∗ �2 Glm(4ws�wt)2n∗−�m�−1 exp(4ws�3wt) (1.32)

where ws = Ip�h̄, wt = e � E(t) � ��2me Ip, � Cn∗l∗ �2= 22n∗� [n∗Γ(n∗ + l∗ + 1)Γ(n∗ − l∗)], Glm =
(2l + 1)(l+ � m �)!� �2�m� � m �!(l− � m �)!�, n∗ = Z��Ip0�Ip is the effective principle quantum

number, Ip0 is the ionization potential of hydrogen atom, Z is the nuclear charge, l and

m indicate the azimuthal quantum number and magnetic quantum number, respectively.

l∗ is the effective azimuthal quantum number, which is equal to 0 when l � n, otherwise

l∗ = n∗ − 1.

Once the rate is known, the ionization probability is calculated as:

P(t) = 1− exp(� t

−∞
−w(t′)dt′) (1.33)

Figure 1.7 shows the calculation of the ionization probability by using ADK model. With

increasing driving intensity, the depletion effect of the ground state becomes increasingly

obvious. Therefore, the ionization cannot be ignored at high intensity. Now we can cal-

culate the time dependent dipole d(t) by Equation 1.31 and the harmonic dipole d(w) by
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Theoretical elements of High-order Harmonic Generation

Equation 1.19. The harmonic spectrum can be obtained from the Fourier transform of the

dipole acceleration, which will be discuss later in next section. Here, we would like to in-

troduce the harmonic emission rate that is obtained by Milos̆ević et al. [74] in order to check

our SFA calculation to Sansone et al. [69]

Γxuv(w) ∝ w3 � d(w) �2 (1.34)

Figure 1.8 shows the harmonic emission rate of single atom response in neon gas for

a 6 f s, 744nm laser pulse and an intensity of I = 6.2 × 1014W�cm2 both for including and

excluding ADK rate. Two calculations give similar results, meaning that the ionization is

negligible in this experimental conditions. Especially, our simulation is comparable to that

of Sansone et al. [69] using the same parameters. As we can see, there is a broad plateau

ending at harmonic order 85 in the spectrum. In the cutoff, the emission rate decreases

exponentially.

Calculating the XUV spectrum - different dipole operator

The harmonic emission can be calculated from the Fourier transform of the dipole acceler-

ation:

exuv(w) = Ft→w [�y(r, t) � â � y(r, t)�] (1.35)

Via Ehrenfest theorem, the dipole acceleration operator can be replaced by different forms

of operators, i.e. velocity form p̂ and length form r̂. Depending on the selection, the har-

monic spectrum can be written as:

exuv(w) = Ft→w � d

dt
�y(r, t) � p̂ � y(r, t)�� = iwFt→w [�y(r, t) � p̂ � y(r, t)�] (1.36)

exuv(w) = Ft→w � d2

dt2
�y(r, t) � r̂ � y(r, t)�� = −w2Ft→w [�y(r, t) � r̂ � y(r, t)�] (1.37)

The resulting harmonic yield should be identical if y(t) is the exact wave function. How-

ever, due to the different approximations that we made during the calculation, Equation

1.36 and 1.37 are not equivalent any more, and the results vary with the dipole form. There

is a long debate of which form is the best choice. Many studies have investigated which

combination of gauge and dipole form is more efficient and precise. (Han et al. [75], Ban-

drauk et al. [76]) The discussion in above sections is in length form, including Lewenstein’s

original paper [15]. Gordon et al. [77] claims that the length form should be preferred

whereas Chirilă et al. [78] are supporting the velocity form. Concerning the comparison

with the macroscopic harmonic field Baggesen et al. [79] claims that the velocity form

should be the reference.

1.4 Propagation effects

So far we have discussed the single atom/molecule response, however the HHG results

from the emission of a macroscopic sample so one should consider the propagation of the
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1.4 Propagation effects

laser pulse and high harmonic in the gas medium (Antoine et al.[80] and Ruchon et al. [81]).

The traveling equation for light in the medium can be obtained from the Maxwell’s equa-

tions. In cylindrical coordinates, based on the usual symmetry of the system, the population

equation reads:

∇
2E(r, z, t)− 1

c2

∂2E(r, z, t)
∂t2

= µ0
∂2P(r, z, t)

∂t2
(1.38)

where E(r, z, t) is the electric field, P(r, z, t) is the electronic polarization and µ0 is the per-

meability of free space. The fundamental driving laser field and the generated high hamon-

ics have quite different response to the medium. Their propagation effects can be calculated

by the decoupled equations [68][82][83]:

∇
2EL(r, z, t)− 1

c2

∂2EL(r, z, t)
∂t2

= Ωp

c2
EL(r, z, t) (1.39)

∇
2EH(r, z, t)− 1

c2

∂2EH(r, z, t)
∂t2

= µ0
∂2PNL(r, z, t)

∂t2
(1.40)

where EL(r, z, t) and EH(r, z, t) represent the electric field of the laser and of the high

order harmonics, respectively. Ωp = e

�
ne(r,z,t)

m#0
is the plasma frequency. The free elec-

tron density ne(r, z, t) = n0 �1− exp (− ∫ t
−∞w(t′)t′)�, with n0 is the neutral atom density.

PNL = [n0 − ne(r, z, t)] d(r, z, t) is the nonlinear polarization generated by the gas, where

d(r, z, t) can be obtained by Equation 1.31.

Equation 1.39 takes into account both temporal plasma-induced phase modulation and

spatial plasma lensing effect on the driving laser, while it does not consider the linear gas

dispersion and the depletion of the fundamental beam during the HHG process, which is

valid at low gas pressure and low generating laser intensity. Equation 1.40 neglects the free

electron dispersion because the plasma frequency is much lower than that of high harmon-

ics. For the sake of simplicity, we move the coordinate (z′ = z and t′ = t− z�c) and assume the

field is emitted close to the propagation axis (paraxial approximation). Numerically solving

these equations is generally carried out in the frequency domain by Fourier transforming

the two sides of the equations:

∇
2
�ẼL(r, z′, w)− 2iw

c

∂ẼL(r, z′, w)
∂z′

= G̃(r, z′, w) (1.41)

∇
2
�ẼH(r, z′, w)− 2iw

c

∂ẼH(r, z′, w)
∂z′

= −w2µ0P̃NL(r, z′, w) (1.42)

with ẼL,ẼH,G̃ and P̃NL being the Fourier transform of EL,EH,
Ωp

c2 EL, PNL. L’Huillier et al.

[84] gave the solution of Equation 1.42 with a nonlinear polarization source PNL:

EH(r′, w)∝�
n
� eik(w)�r′−r�

� r′ − r � n(r) � xn(w, I(r)) � exp [ifn
xuv(w, I(r))]d3r (1.43)

The most important barrier for attosecond science as an emerging field is the low flux that

can be generated particularly at shorter wavelengths. To enhance the high harmonic con-

version efficiency from the driving laser, it is important to make sure that constructive in-

terference can be obtained in the forward direction, which means that the phase difference
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Theoretical elements of High-order Harmonic Generation

between newly generated field exuv(w, I(r)) and the propagated field Exuv(w, r) is as small

as possible. This requires good phase matching conditions, different from the case of low

order harmonic generation because of an additional factor (Balcou et al. [85] and Salières et

al. [86]):

kq = qkL +�→∇fn
xuv(q, I(r)) (1.44)

where q is the harmonic order, kq and kL are the wavenumber vectors of the harmonic and

laser field, respectively. And the last factor is the spatial phase mismatch of the harmonic

dipole response
�→
∇fn

xuv(q, I(r)) = −an(q)�→∇ I(r). an(q) is the trajectory dependent coefficient

that was introduced in Equation 1.30. Minimization of the phase mismatch in HHG has

been studied extensively [87][88][89][90][91]. For increasing n, it gets bigger and bigger so

that phase matching condition is difficult to reach. That is why we only consider short and

long trajectories in the macroscopic signal.

Besides the dipole phase, there are three other essential contributions to the phase mis-

match along the laser propagation that affect the wave vectors [92]: i) the geometrical phase

mismatch (Gouy phase shift which produces p phase difference through the laser focus

[93]), ii) the neutral gas dispersion phase mismatch and iii) the plasma dispersion phase

mismatch. The phase matching of HHG can be achieved by balancing the various terms

for a zero phase mismatch. The relative importance of these terms depends on the geom-

etry of HHG. Salières et al. [94] find that when the laser is focused sufficiently before the

generating medium, the harmonic phase variation is minimal on axis, which is due to the

dipole phase compensating the phase mismatch caused by the other terms. This is true for

the short trajectories that therefore give the dominant contribution to HHG. On the other

hand, when the laser is focused after the medium, efficient phase matching for the long

trajectories can be obtained off-axis. Once we reach good phase matching conditions, the

macroscopic signal can be treated as a replica of the single atom/molecule response, which

is supported by theoretical investigations (Ruchon et al. [95]) and numerous experimental

results [72][96][97][98][99].

1.5 Time profile of the XUV emission

As discussed above, in specific conditions phase matching can retain one of the classes of

quantum paths that contribute to HHG. In this thesis, all the studies are done in the ex-

perimental conditions that optimize only the short trajectories, leading to the simplification

of eq. 1.28 for the harmonic dipole to d(w, I) = �x(w, I)� exp[ifxuv(w, I)]. For atoms, the

phase of the recombination dipole moment varies slowly, so the main variation comes from

fxuv(w, I). By using Equations 1.21 and 1.25 - 1.27, we obtain (Mairesse et al. [96]):

dfXUV

dw
= ∂fXUV

∂w��������������
=tr

+ ∂fXUV

∂ti��������������
=0

∂ti

∂w
+∇pfXUV����������������������

=0

∂p

∂w
+ ∂fXUV

∂tr��������������
=0

∂tr

∂w
= tr . (1.45)
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1.5 Time profile of the XUV emission

As a result, the group delay of the emitted XUV wave packet is equivalent to the recombi-

nation time tr. Fourier limited pulse duration can be achieved if the group delay dispersion

is 0, meaning that all harmonics should be emitted at the same time. Figure 1.6 shows that

this is the case only for harmonics in the cutoff region where the generation efficiency drops

exponentially, preventing the generation of really short attosecond pulses. In the plateau,

the recombination time depends almost linearly on the harmonic order so that the emitted

XUV wave packet is chirped. The positive group delay dispersion (chirp> 0) results in a red

shifted instantaneous frequency on the leading edge and blue shifted on the falling edge.

The effect of negative GDD (chirp< 0) is inverse. Short trajectories have positive, while long

trajectories have negative chirp.

Figure 1.9: Short trajectory emission times (or group delays) a) and harmonic intensity b)

as a function of photon energy for different laser intensities. The calculations were done for

argon, with an Ip = 15.58. The center wavelength of the generating laser is at 800nm [71].

The recombination time depends on the driving laser intensity, which leads to a direct

influence on the attosecond generation. An example for this is shown in Figure 1.9: The

GDD of the XUV emission, i.e. the slope of the group delay in the region before the cut-

off, is inversely proportional to the laser intensity. At the same time, the cut-off position

increases.

In the above considerations, a temporally constant laser intensity has always been as-

sumed. In the experiments, the intensity variation in the envelope results in amplitude

and phase changes in the XUV bursts at each half cycle of the laser, leading to features of

the XUV emission on the femtosecond scale as well. Roughly, the attosecond XUV bursts,

produced in each laser half-cycle, will vary according to the varying intensity envelope as

already discussed in section 1.3. This thesis, however, will be concerned with the sub-laser-

cycle structure of the XUV emission. The measurements are an average over the optical

cycles with varying amplitude.
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Theoretical elements of High-order Harmonic Generation

1.6 Isolated attosecond pulse generation: towards to attosecond

pump/probe scheme
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Figure 1.10: Time versus Frequency Domain. a) Schematic HHG spectrum, b) correspond-

ing attosecond pulse train in the case of a Fourier-limited emission.

All the discussion above is based on the use of long driving pulses, i.e. many cycles of

laser oscillation, in which case HHG is a periodical process that happens coherently within

each half cycle of oscillation (T0�2), leading to the emission of an attosecond pulse train. A

typical harmonic spectrum generated by a multi-cycle driving pulse is presented in Figure

1.10 a), only discrete harmonics spaced by two fundamental photon energies are generated

(2p�T0�2 = 2w0). The frequency spacing combined with inversion symmetry considera-

tions imply that only odd harmonics of the fundamental laser frequency w0 are observed.

At the photon energies corresponding to even harmonics destructive interference occurs

between the emission from subsequent half cycles. Such a spectrum corresponds to a train

of attosecond pulses that emitted at each half cycle of the driving laser field in the case of

Fourier-transform-limited emission (see Figure 1.10). Antoine et al. [100] found that the

duration of the generated pulses (txuv) is proportional to the fundamental laser period (T0)

and inversely proportional to the number of phase locked harmonics (N): txuv � T0
2N . How-

ever, due to the intrinsic chirp of HHG, the phase between harmonics may not be locked,

the attosecond pulses may be broadened.

Attosecond pulse trains are useful in attosecond spectroscopy for probing ultrafast pro-

cesses occurring with the same periodicity (T0�2), such as those induced by the strong laser

field (Schafer et al. [101] and Johnsson et al. [102]). However, for the general case of at-

tosecond pump/probe spectroscopy, the generation of intense isolated attosecond pulses

is required [9][103][8]. In order to generate a single attosecond pulse in the time domain,

we have to obtain a continuum spectrum instead of discrete peaks in the spectrum domain.

The width of the harmonic is defined by the envelop of the driving pulse, so reducing the

number of optical cycles in the driving field will increase the width of each peak, meaning
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1.6.1 Post pulse compression

pulse compression technique has to be performed [104]. But it is very difficult to make the

driving pulse duration close to half of an optical cycle even by using post compression,

which is the requirement to generate super continuum spectrum. Thanks to the intensity

dependent process of HHG, the highest orders in the cutoff region are generated only by the

center cycles of the driving laser, while the lower orders in the plateau are generated by the

pre and post cycles. Thus, if we can select only a single cycle to contribute to the generation

of the cutoff region, the super continuum is obtained by filtering out the harmonics in the

plateau region. This pulse selection can be done by using optical gating methods. Finally,

controlling the carrier envelop phase (CEP) is also crucial for the isolated attosecond pulse

generation since it influences how many peaks within the optical gate [105]. This section

will detail the developments performed together with the laser team on the laser systems

in CEA-Saclay towards intense single attosecond pulse generation.

1.6.1 Post pulse compression

In order to achieve shorter pulse in time, the spectrum has to be broader. Thus the principle

of pulse compression is to induce spectral bandwidth broadening first by a nonlinear laser-

matter interaction effect called self phase modulation (SPM) [106]. However, SPM produces

positive chirp so that subsequent dispersive compression has to be done by using optical

devices with negative Group Delay Dispersion.

There are many successful techniques proposed to broaden the spectrum, e.g. by using

self-guided filament [107], hollow core fiber [108][109][110] or fast gas ionization in a cap-

illary [111]. The spectral broadening by using a gas-filled hollow core fiber has proved

its stability over almost two decades. It has been well developed and used to gener-

ate few-optical-cycle pulses at a submillijoule [112][113] or even multimillijoule energy

[114][115][116][117] combining with chirped-mirror pairs as the dispersive compression

devices. The choice of the rare gas filling provides us some freedom for the nonlinearity.

Moreover, the control of the gas pressure offers the possibility to linear tune the nonlinear-

ity. Therefore, we are going to concentrate on this method for the post-compression of the

driving laser pulse duration.

Mode coupling

The propagation of light in the hollow core fiber can be thought of as grazing incidence

reflections at the inner surface of the core. The transmission of higher order mode is greatly

suppressed due to their big losses. As a result, only the lowest loss mode can propagate

through a sufficiently long fiber, which is the fundamental hybrid mode EH11 [110]:

I(r) = I0 ⋅ J2
0(2.405

r

a
) (1.46)

where r is the radial coordinate, I0 the peak intensity, J0(r) is the zero order Bessel function

and a the inner core radius. Nisoli et al. [110] calculated that the most efficient coupling
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between a Gaussian beam and the EH11 mode can be achieved when the ratio of the 1�e2

radius in the focal plane (Gaussian beam waist) and the radius of the inner core of the fiber

are related by w0�a = 0.65.

Nonlinear propagation and spectral broadening

The electric field of the mode propagating in the hollow fiber can be written as [118]:

E(r, w) = F(x, y)A(z, w)exp [ib(w)z] (1.47)

with z being the laser propagation direction, F(x, y) accounts for the transverse mode dis-

tribution, A(z, w) is the amplitude of the mode and b(w) is the propagation constant. In

the first-order perturbation theory, the modal distribution is not affected by the nonlinear

perturbation of the refractive index (∆n = n2 � E �2) [110] with n2 being the nonlinear index

coefficient. Thus, the Equation 1.47 can be simplified to a one spatial dimension quantity

problem after integration over the transverse coordinates. If A(z, w) is known, the time

propagation of the mode amplitude through the fiber A(z, t) can be obtained from its in-

verse Fourier transform. By using the retarded frame T = t − z�vg, where vg is the group

velocity of the pulse, and normalized amplitude U(z, T) = A(z, T)�√P0, where P0 is the

pulse peak power, the Maxwell equation for describing the propagation of optical pulses

through the fiber can be written as [119]:

∂U

∂z
+ a

2
U + i

2
b2

∂2U

∂T2
−

1

6
b3

∂3U

∂T3
= igP0 �� U �2 U + i

w0

∂

∂T
(� U �2 U)� (1.48)

with a�2 being the field attenuation factor [120]:

a

2
= �2.405

2p
�2 l2

0

2a3

n2 + 1√
n2 − 1

(1.49)

l0 = 2pc�w0 is the laser wavelength in the gas and n is the ratio between the refractive

indices of the fiber (fused silica) and propagation (gas) media. Moreover, the group velocity

dispersion (GVD) and the third order dispersion correspond to

bn = � dnb

dwn
�

w=w0

, (n = 2, 3) (1.50)

Eventually, the nonlinear coefficient g in Equation 1.48 is given by

g = n2w0

cAe f f
(1.51)

where Ae f f � 0.48pa2 is the effective mode area. The first term in the squared bracket of

Equation 1.48 is related to the SPM process, the second one describes self-steepening, which

leads to an asymmetry in the SPM-broadened spectra.

Vozzi et al. [119] performed the integration of the propagation equation 1.48 with the

split-step Fourier method in which time derivatives are evaluated in the frequency domain
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accessed with a fast-Fourier-transform algorithm. By assuming an input normalized field

amplitude of the form:

U(0, T) = exp�− T2

2T2
0

� (1.52)

The output field amplitude for a gas-filled fiber with length L is given by

A(L, T) = exp�−a

2
−

T2

2T2
0

+ ijme−T2�T2
0 � (1.53)

where jm = gP0Le f f is the maximum phase shift and Le f f = [1 − exp(−aL)]�a. A simple

version of the broadening factor can be written as the ratio of the broadened spectral width

∆w with the initial width ∆w0 [119]:

Fb = ∆w

∆w0
= �1+ 4

3
√

3
j2

m�1�2
(1.54)

In principle, increasing one or many factors (g, P0, Le f f ) of the maximal phase shift jm pro-

duces a bigger broadening factor. However, there is always a compromise between an

efficient spectral broadening and a good transmission efficiency. The nonlinear coefficient

g can be increased by using a fiber with a smaller core diameter, but the attenuation factor

is increased in the same time which reduces the transmission of the coupling field. P0 can

be increased by enhancing the intensity at the entrance of the fiber, but it induces ionization

of the medium which reduces the laser coupling in the fiber. And the effective length Le f f

can be increased by by using a longer fiber, but the transmission of the laser field is also re-

duced. Therefore, to design a proper scheme of post-compression for specific laser system

that has a sufficient broadening factor as well as a transmission rate is desired.

Setup design

Although spectral broadening by self-phase modulation in a gas filled hollow core fiber is

widely used, a broad spectrum with a high output flux (> 1mJ) is still difficult to obtain. We

are highly interested in coupling high input energy (4− 5mJ) combined with high energy

transmission. In order to avoid the ionization at the entrance of the fiber, we use neon gas

as the filling in the hollow core because its relative high ionization potential (21.6eV), and

the diameter of the fiber core is selected to be big. In addition, we also design a pressure

gradient scheme [115][116][121], which has a small pressure in the fiber entrance and the

pressure goes up gradually to the end of the fiber. In this way, the ionization in the entrance

is highly reduced while still keeping efficient spectral broadening.

The setup is presented in Figure 1.11. A part of the energy from PLFA system (Laser

facility used for the experiments, which will be presented in details in Chapter 2) is focused

by a 3m focal lens to the fiber entrance with a beam waist (1�e2) of ∼ 160µm in order to

achieve good coupling efficiency for the EH11 mode. The vacuum tube for holding the hol-

low core fiber is ∼ 5m long, and the entrance window is set close to the lens for preventing

material damage. The fiber is ∼ 1.2m long with a 500µm inner core diameter. The vacuum
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tube is divided into two sections. The gas, which is provided from the optical-output side,

flows through the fiber and is pumped away at the optical-input side of the hollow fiber.

The neon pressure at the optical-end side is adjustable, while the optical input side is main-

tained under low pressure. The transmitted beam is divergent, which is collimated by a

concave mirror. The positive chirp is then compensated by reflection on chirped mirror

pairs.

Figure 1.11: Schematic diagram of the pulse compression setup using the pressure gradient

method. The gas is injected through the exit end of the optical fiber, and is pumped away

at the entry end.

Experimental results

Figure 1.12: a) Broadened pulse spectrum obtained with 4mJ, 45fs input pulse in Neon at

2.2bar (black solid line) and spectral phase retrieved by SPIDER (black dash line). The gray

line is a linear fit of the phase. b) Pulse temporal profile (solid line) and its Gaussian fit with

FWHM=13.3fs (black dots).

Figure 1.12 shows the experimental results. The input laser pulse has an energy of 4mJ

and a pulse duration of 45 fs. The pressure at the fiber entrance is ∼ 103mbar and gradually

increases to 2.2bar until the end of the fiber. The output laser pulse is characterized by
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SPIDER after the compensation of chirp mirror pairs. We routinely generate 1.6mJ pulses

after 24 bounces of chirp mirrors with a total GDD of ∼ 480 f s2. The spectrum and the phase

are presented in a). The reconstructed laser pulse is showed by solid line in b) and the pulse

duration is 13.3 f s from the gaussian fit.

Although the results are good, it is not ready to use it for generating harmonics because

of the instability of the beam pointing. The new design of the fiber mounting as well as the

development of the beam pointing stabilization system is under developing by the laser

team. Also, the quality of the fiber was not realistic. The fiber with a flat core is still difficult

to be produced. The maximum coupling efficiency is only about 80%. Recently, I have

tested the new fibers, which provides ∼ 95% transmission efficiency for HeNe laser seed.

Therefore, a reliable post-compression scheme will be achieved soon.

1.6.2 Optical gating technique

The pulse duration of our PLFA laser system is around 45 f s and ∼ 13 f s after pulse com-

pression, which is still too long to generate isolated attosecond pulses. Thus, additional

gating method is required. Two Color Gating (TCG), a method based on breaking the

medium symmetry by using a mixing of a fundamental 800nm laser field and a second

laser field of different wavelength, indeed broadens the harmonics but do not guarantee an

isolated attosecond pulse generation for “long” driving pulses. Many theoretical proposals

in this scheme such as using of a very strong detuned second harmonic [122] or adding

mid-infrared beam as the second color [123], are relatively difficult to implement in the ex-

periments. Another gating technique is called Polarization Gating (PG), which is based on

the confinement of the harmonic generation within a temporal gate. This is done by two

counter-circularly polarized laser pulses that are delayed in time [26]. Harmonic generation

is efficient only close to the linear polarization: when the ellipticity of the generating laser

increases, the harmonic efficiency drops quickly [124]. This is because the perpendicular

component of the field would drive the electrons sideways, so that they miss the core at re-

turn. Thus only the linearly polarized part in the middle of the combined field contributes

to HHG. However, the driving pulse duration for PG has to be as short as ∼ 5 f s due to the

depletion of the ground state. This is because the long leading edge of the relative long

pulse fully ionizes the medium, which cause no atoms or molecules left for the center pulse

to generate harmonics. Thus it is impractical for our setup. Therefore, Chang et al. pro-

posed a method combining both TCG and PG in order to overcome their limitations, which

is called Double Optical Gating (DOG) [125]. Thanks to the second harmonic that breaks

the symmetry of the medium, the effective gating width can be increased by a factor of

2 as compared to the original PG, which looses the requirement on the driving pulse du-

ration by a factor of ∼ 2 [125]. Later, Feng from Chang’s group pushed this idea further

by controlling the ellipticity of the polarized field and experimentally generated single at-
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tosecond pulses by using driving pulse durations as long as 20− 28 f s [126], a method called

Generalized Double Optical Gating (GDOG). Another technique called Interferometric Po-

larization Gating (IPG) shares the same idea but has more freedom of loosing the limitation

of the pulse duration by flexibly controlling the ellipticity since the usage of the interferom-

eter [127]. However, it has two shortcomings: i) it is delicate to stabilize the interferometer

and ii) half of the energy is lost in the setup so that very energetic pulses are needed to

generate intense attosecond pulses. Therefore, it turns out that Generalized Double Optical

Gating is the most realistic way for us in the current setup since it is successfully working

for “long” pulses. Furthermore, it uses a collinear alignment that has many advantages, i.e.

easy to implement, less expensive and more energy efficient.

Figure 1.13: The GDOG setup (taken from [126]).

The setup is given in Figure 1.13, and only consists in 4 optics. The first quartz plate must

be a full order multi-order waveplate (QP1) to ensure the driving field of DOG is parallel

to the input polarization. Its optical axis oriented at 45 degrees with respect to the input

polarization, which introduces a delay between the pulses propagating along the ordinary

and extra-ordinary axis of the crystal. Then a Brewster Window (BW) reflects part of the

polarization component parallel to the input laser polarization away in order to decrease

the ellipticity (#). A second quartz plate (QP2) combined with a BBO crystal together act

as a zero-order quarter wave plate in order to form the circular-linear-circular polarization

gate. Moreover, the BBO crystal generates the second harmonic field.

The total field after the four optics can be decomposed into orthogonal components

as showed in Figure 1.14, the one parallel to the initial polarization direction (the driving

field c)) and the one perpendicular to the polarization (the gating field d)). The symmetry

of the total driving field is destroyed by adding a weak second harmonic (SH) field (a))

to the fundamental driving field (b)). To make a strong linear electric field in the gate, a

big amplitude in the middle of the driving field is necessary, meanwhile keeping the field

almost to zero in the middle of the gating field, which can be seen in c) and d). The total

field is shown in e).

The physical origin of GDOG working with long pulses is because it shortens the delay

between the two pulses, so that the ionization in the leading and trailing edge of the electric
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Figure 1.14: Simulation of GDOG field with ellipiticity # = 0.5. a)Second Harmonic field, b)

Fundamental driving field, c) Driving field with second color, and d) Gating field. e) Total

electric field of GDOG.

field is decreased. The gate width dtG
for GDOG is given by the equation:

dtG
≈ #

xth ⋅ t2
p

ln2 ⋅ Td
(1.55)

where xth is the threshold ellipticity for harmonic generation, # is the intensity ratio be-

tween the driving field (component parallel to the input laser polarization) and gating field

(component perpendicular to the input laser polarization), tp is the pulse duration and Td

is the time delay between the two pulses. It is obvious that a long pulse duration needs a

big time delay between the left and right circularly polarized pulses in order to get a small

gate width. That means that the leading and trailing edges are large whereas they do not

contribute to the attosecond emission but just deplete the ground state due to ionization.

Thus, the idea for generating isolated attosecond pulses by using long pulses is to shorten

the time delay between the two pulses. In GDOG, a second color field is used for breaking

the symmetry of the laser field. As a result, the gate width for single attosecond pulses can

be increased to one optical cycle instead of a half cycle in PG. Moreover, it is possible to

decrease the ratio between driving and gating field (#). All these result in a decreased time

delay (Td).

Figure 1.15 shows the ionization probability as a function of the input laser pulse du-

ration for different gating techniques. The calculation uses the Ammosov, Delone, and

Krainov (ADK) theory for the ionization of argon atoms [73]. The calculation was done as-

suming the peak intensity at the center of the gate width was 2.2× 1014W�cm2. From the fig-

ure, the depletion when using GDOG pulses is greatly reduced even for pulses nearly 25 f s

in duration as compared to polarization gating and DOG techniques. Therefore, GDOG can

be used even with long pulses. Once the reliable post-compression scheme is achieved, this

technique can be used for generating isolated attosecond pulse in PLFA laser system.
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Figure 1.15: Ionization probability as a function of input pulse duration for different gating

methods (ADK calculation). The peak intensity at the center of the gate was held constant

at 2.2× 1014W�cm2 for all cases. The gate width was half an optical cycle for PG and one full

cycle for both DOG and GDOG.

1.7 High-order Harmonic Generation from molecules

Molecules have a more complicated electronic structure and the additional degrees of free-

dom of rotation and vibration as compared to atoms. A basic molecular orbital theory

mathematically describes the electronic wave function of a molecule by a linear combina-

tion of atomic orbitals (LCAO). Let us first recall how atomic orbitals can be constructed.

A simple technique is the Hartree-Fock method, sometimes also called self-consistent-field

method. The main assumption behind Hartree-Fock is that each electron moves in an aver-

age potential created by the other electrons and the nucleus and that can be expressed as a

single charge centered on the nucleus. Then, the n-electron wavefunction, f(r1, ..., rn), of the

atom can be approximated by an antisymmetrized product of one-electron wavefunctions,

f(ri), referred to as atomic orbitals. Starting from a basis of one-electron wavefunctions,

linear combinations of the basis elements for each one-electron wavefunction are varied

and at each step the orbital energy, i.e. expectation value of the single-electron Hamilto-

nian, is determined. The variation is then continued until the energy is minimal [71]. For

molecules, if we take the Born-Oppenheimer approximation [128], the total wavefunction

of the molecule can then be factorized into a nuclear and an electronic part. Having split

off the nuclear degrees of freedom, one is still concerned with a multi-electronic wavefunc-

tion. The next level of approximation is thus again the Hartree-Fock approximation, which

allows factorization of the multi-electron wavefunction into single-electronic orbitals. The

Hartree-Fock method can then be applied to find molecular orbitals. Computing first the

atomic orbitals and then combining these, each centered on their respective nucleus, the

energy is minimized for various combinations of atomic orbitals [129]. This is the method

we applied Chapter 4 and 5 for the molecular orbitals. The lowest energy level state oc-

cupied by electrons, is called highest occupied molecular orbital (HOMO). Counting down
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towards occupied orbitals with higher energies, one speaks of (HOMO-1), (HOMO-2), and

so forth. The energetically lowest unoccupied molecular orbital is abbreviated (LUMO).

In linear molecules, molecular alignment (controlling the angle between the molecular

axis and the laser polarization, which will be detailed in Chapter 2) can alter both the ioniza-

tion and recombination steps. Experiments have shown the ionization probability of N2 is

∼ 4 times greater for molecules aligned parallel rather than perpendicular to the laser polar-

ization [130]. Additionally, molecules have anisotropic recombination cross-sections, which

alters recombination probabilities [131]. Therefore, by using the Strong Field Approxima-

tion, the harmonic emission for single molecules can be written as a quantum version of the

three-step model [132]:

exuv(w, q, I) = hg(w, q, I)a(k, I)�y0(r)�d̂�yc(r)� (1.56)

where h is the pre-factor coming from the choice of the dipole operator. g(w, q, I) is the

square root of the tunnel ionization rate for molecules and q is the angle between the

molecule and the polarization of the driving laser field. a(k, I) is a complex number includ-

ing the gathered phase and the spreading during the excursion of the electron wave packet.

�y0(r)�d̂�yc(r)� is the recombination dipole matrix element between the initial bound state

y0 and the continuum state yc. k = p +A(tr) is the asymptotic wavenumber vector of the

continuum electron and k = (0, 0, k) is parallel to the driving laser polarization. The energy

conservation at the recombination instant is given as:

qw0 = k2

2
+ Ip (1.57)

where q is the harmonic order, w0 is the fundamental laser frequency.

The molecular tunnel ionization rate g consists of two parts.

g = wmT(q) (1.58)

The first term (wm) can be considered as the part that is not angle dependent, which can be

calculated by Equation 1.32. The second term T(q) encodes the geometry of the molecular

structure. The group of C.D.Lin extended the tunneling ionization model of Ammosov-

Delone-Krainov (ADK) for atoms to molecules by considering the symmetry properties

and the asymptotic behavior of the molecular electronic wave function [133][134]. This

MO-ADK model aims to generalize the principles introduced in the atomic ADK model.

MO-ADK has the same atomic tunneling rates wm as the Equation 1.32. To include molec-

ular characteristics, the molecular electronic wavefunctions in the asymptotic region are

expressed in terms of summations of spherical harmonics expanded in one-center. The

coefficients of the expansion are dependent on the angular momentum and magnetic quan-

tum numbers implying alignment dependency T(q), with respect to the laser field. There-

fore, the orbital symmetry and geometry are inherently involved in T(q). The limitation of

this approach comes from the single-center expansion of the wavefunctions, that would be
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problematic for complex, multi-center large molecules. There is another method, developed

by R. Murray et al. ([135][136][137]), so called PYMOLION. In this method, the electronic

wavefunction is described as the sum of basis functions expanded on multi-centers includ-

ing the coulombic and higher order potential terms as well. Then the electron is propagated

with the Wentzel-Kramers-Brillouin (WKB) method through the potential barrier. These

considerations lead to a tunneling rate form as Equation 1.58, with wm being the tunneling

rate for an s atomic orbital obtained with ADK and T(q) containing both characteristics

of molecular orbital symmetry and interference of the tunneling currents coming from the

different lobes of the orbital. This model predicts a laser intensity dependent angular posi-

tion of the tunnel ionization peak in CO2 that was confirmed by experiments [138]. Hence,

PYMOLION is used throughout this thesis to describe the tunneling rates.

For the last step - recombination, we can rewrite the recombination dipole matrix

in length form in order to generalize it to multi-electron systems and in particular to

molecules:

drec(w, q) = d∗(p+A(tr)) = �yi(r, Ri) �r�y f (r, R f )� , (1.59)

where yi(r, Ri) = ci(R)f(r1, ..., rj, ...rN) and y f (r, R) = c f (R)f+(r1, ..., rj−1, rj+1, ...rN)yc(rj)
are the multi-electron wavefunctions for the neutral and the ionized system. The initial

state is the product of the nuclear wavefunction ci(R) and of the N electron orbital wave-

function f(r1, ..., rj, ...rN). The final state is also decomposed into a nuclear part c f (R), a

one electron continuum part yc(rj) and the wavefunction of the N − 1 electron ionic core

f+(r1, ..., rj−1, rj+1, ...rN). In the case of atoms the above description is valid without the nu-

clear parts and the angular dependence. The dipole operator does not affect the nuclear

wave function, hence their product can be factorized out �ci(R)�c f (R)�, which is called the

nuclear autocorrelation function. c f (R) is the result of the projection of the initial ci(R) nu-

clear wavefunction on the ionic state using the Franck-Condon principle, that is then propa-

gated during the electron excursion in the continuum. Patchkovskii performed simulations

to investigate the influence of the autocorrelation function on HHG in various molecules

[139]. Surprisingly, he found a significant influence in many molecules such as O2, NO,

NO2 even using an 800nm laser. But in N2 and CO2, the molecules that will be studied in

this thesis, the effect is found to be negligible. Thus for the moment we assume that the

initial and final nuclear wavefunctions are the same, �ci(R)�c f (R)� = 1.

For a correct treatment of the recombination dipole multi-electron effects should be

taken into account (Patchkovskii et al. [58][140], Santra and Gordon[60]), but a single active

electron is assumed in the SFA upon which all our data analysis is based, hence we assume

that from the N electrons, only the jth one is affected by the laser:

drec(w, q) = �f(r1, . . . rj, . . . rN) �rj�f+(r1, . . . rj−1, rj+1, . . . rN)yc(rj)� . (1.60)

The rj dipole operator acts only on the continuum electron, hence the ionic core can

be projected on the neutral molecule, resulting in the so called Dyson-orbital: yD(rj) ∝
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�f(r1, . . . rj, . . . rN)�f+(r1, . . . rj−1, rj+1, . . . rN)�. Calculating the Dyson orbital can be inter-

preted as projecting out the difference between the neutral and the ionic core, which could

be seen as a hole in the molecular cloud [48].

More visual picture can be retrieved by further assuming that (i) the multi-electronic

states are constructed from Hartree-Fock orbitals, meaning that f(r1, . . . rj, . . . rN) and

f+(r1, . . . rj−1, rj+1, . . . rN) are anti-symmetrized products of single-electron orbitals; (ii) there

is no electronic relaxation in the ion after the tunnel ionization, so the remaining occupied

electronic states in the ion are identical to the corresponding neutral electronic states, this is

the Koopmans approximation. These assumptions result in the fact that the Dyson-orbital

simplifies into the orbital from which the electron was removed. That is usually the HOMO

orbital. Now, the recombination dipole takes the following simple form:

drec(w, q) = �yD(rj) �rj�yc(rj)� = �f0(r) �r�yc(r)� , (1.61)

where we exchanged rj into r and denote the active orbital as f0(r).
In this thesis, the atomic/molecular orbitals will be calculated with the Hartree-Fock

method, giving real orbital functions, while for the continuum states of the electron we

will use two approaches: plane wave approximation and scattering states. Plane wave ap-

proximation neglects the effect of the atomic/molecular potential on the continuum states

exploiting the strong field approximation. The scattering continuum states calculations pro-

vide more precise dipole since they include the influence of the atomic/molecular potential

on the continuum states. The scattering wave dipoles in the thesis are provided by Robert

Lucchese (Department of Chemistry Texas A&M University) [141]. In fact, the calculations

provide the photoionization transition dipoles. But the detailed balance principle states that

radiative photorecombination is just the inverse process of single-photon ionization (note

that the three-step model as well as the SFA and QRS theories assume a field-free recom-

bination dipole moment). A comparison of the results from these two approaches will be

given in Chapter 4.

Another thing has to be realized is that strong-field ionization is exponentially sensitive

to the ionization potential Ip [142]. Unlike atoms, the bonding energy of lower lying orbitals

in molecules are often only a few electron volts from HOMO, which means that ionization

from them cannot be neglected even for exponential scaling of ionization rates. Moverover,

the differential ionization cross sections for different orbitals in molecule have different an-

gle dependences because of their geometries. Thanks to the molecular alignment technique,

it is possible to reach the angle at which the ionization for HOMO is suppressed while that

for the lower lying orbitals are enhanced. Therefore one can further increase relative pop-

ulations of the excited electronic states of the ion, the ionization from different molecular

orbitals creating different ionization channels. In this case, the HHG is thus a coherent su-

perposition of all the contributing channels, which is called multi-orbital contributions to

HHG [49]. A more detailed discussion of this effect will be found in Chapter 4.

36



CHAPTER 2

EXPERIMENTAL TOOLS FOR ATTOSECOND

PHYSICS

Attosecond physics is based on a nonlinear process called High-order Harmonic Generation

(HHG). HHG is produced by the interaction between an ultra-short laser field at high inten-

sity (I ∼ 1014W�cm2) and the nonlinear medium which may be either atoms and molecules

in the gas phase, nanoparticles, or free electrons in solid and plasma. This thesis concen-

trates on the applications of HHG produced in the gas phase. There are two main types of

applications:

On the one hand, high-order harmonics have a great potential as a source of intense

attosecond pulses in the extreme ultraviolet region, i.e., the spectral range 1 − 100nm

(12 − 1200eV) referred to as the XUV range. With already characterized and controllable

XUV pulses, we can perform time-resolved studies of the pump-probe type, e.g., studies of

coherent photoionization in atoms/molecules combining XUV and laser pulses.

On the other hand, HHG is a very sensitive probe of the structural properties of the

generating system, as well as of its dynamical properties, in particular in the presence of a

strong field. The inelastic scattering of the recolliding electronic wave packet acts as an in-

stantaneous ”in situ” probe, combining attosecond temporal resolution and Ångström spa-

tial resolution. This constitutes the new domain of ”High Harmonic Spectroscopy” (named

after an initial proposal of the CELIA–Bordeaux group and now worldwide adopted). Both

schemes of experiments are investigated in the thesis. In this chapter, we introduce the

different setups and the principal components.

All the experiments in Chapter 4, 5 and 6 have been performed at the Plateforme Laser

Femtoseconde Accordable (PLFA) system at Saclay Laser-matter Interaction Center (SLIC),

which is a partner lab of the LASERLAB-EUROPE network for transnational access to large

scale Laser Infrastructures, in the 7th Framework Programme of the European Union. The

PLFA system is entirely operated by high quality experts in the SLIC group. It delivers laser

pulses centered at ∼ 800nm with pulse duration of ∼ 45 f s and pulse energy of ∼ 9mJ at 1kHz
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repetition rate.

The generation stage corresponding to the attosecond pulse source will be detailed in

section 2.1. The molecular alignment technique used in Chapter 4 and 5 will be presented

in the next section 2.2. Then we will introduce two different schemes for the advanced char-

acterization of the attosecond pulses, in both amplitude and phase. Finally, the experimental

setups which are utilized in Chapter 4, 5 and 6 will be briefly described.

RÉSUMÉ DU CHAPITRE

La physique attoseconde est basée sur le processus non linéaire de Génération

d’harmoniques d’ordre élevé (HHG pour High Harmonic generation). La HHG est pro-

duite par l’interaction entre un champ laser ultra-courte à haute intensité (I ∼ 1014W�cm2)

et le milieu non linéaire, qui peut être soit composé d’atomes ou de molécules en phase

gazeuse, de nanoparticules, ou d’électrons libres dans les solides et les plasmas. Cette thèse

se concentre sur les applications de la HHG produite en phase gazeuse. Il existe deux prin-

cipaux types d’applications:

D’une part, les harmoniques d’ordre élevé ont un grand potentiel en tant que source

d’impulsions attosecondes intenses dans la région de l’ultraviolet extrême (ou XUV), i.e., la

gamme spectrale 1 - 100 nm ( 12 - 1200eV ). Avec des impulsions XUV déjà caractérisées et

contrôlables, nous pouvons réaliser des études résolues en temps de type pompe - sonde,

par exemple, des études de photo-ionisation cohérente dans des atomes/molécules combi-

nant source XUV et impulsions laser.

D’autre part, la HHG est une sonde très sensible des propriétés structurales du système

de production, ainsi que de ses propriétés dynamiques, en particulier en présence d’un

champ fort. La diffusion inélastique du paquet d’onde électronique de recollision agit

comme une sonde ”in situ” instantané , combinant résolution temporelle attoseconde et

résolution spatiale à l’échelle de l’Ångström. Ceci constitue le nouveau domaine de �la

spectroscopie harmonique d’ordre élevé� (nommée d’après une proposition initiale du

groupe CELIA - Bordeaux).

Les deux types d’expériences sont étudiés dans la thèse. Dans ce chapitre, nous

présentons les différentes configurations et les composantes principales.

Toutes les expériences dans les chapitres 4, 5 et 6 ont été effectuées sur la Plateforme

Laser Femtoseconde Accordable (PLFA) au centre d’interaction laser-matière de Saclay

(SLIC), qui est un laboratoire partenaire du réseau LASERLAB-EUROPE pour l’accès

transnational aux infrastructures lasers à grande échelle, dans le 7e programme-cadre de

l’Union européenne. Le système PLFA est entièrement géré par des experts de grande

qualité appartenant au groupe SLIC. Il délivre des impulsions laser centrées à ∼800 nm

avec une durée d’impulsion de 45 fs ∼ et à une énergie pouvant aller jusqu’à 13 mJ avec un

taux de répétition de 1 kHz.
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L’étape de génération correspondant à la source d’impulsions attosecondes sera

détaillée à la Section 2.1. La technique d’alignement moléculaire utilisé dans les Chapitres

4 et 5 sera présentée dans la Section 2.2. Ensuite, nous allons introduire dans la Section

2.3 deux schémas différents pour la caractérisation avancée des impulsions attosecondes, à

la fois en amplitude et en phase. Enfin, les configurations expérimentales qui sont utilisés

dans les Chapitres 4, 5 et 6 seront brièvement décrites dans la section 2.4.

2.1 Attosecond pulse generation

In High-order Harmonic Generation in the gas phase, the interaction of atoms/molecules

with the strong field of central frequency w0 leads to the generation of high odd harmonics

qw0. The harmonic field is radiated by a nonlinear dipole at the microscopic level; it then

builds up coherently in the ”forward” direction, i.e., along the propagation axis under the

condition of phase–matching. Here we will discuss the experimental conditions necessary

to generate high-order harmonics.

Laser pulses

As already discussed in Chapter 1.1.1, HHG starts with tunnel ionization. Therefore, the

laser intensity should be in the range 1014
− 1015W�cm2, depending on the ionization po-

tential of the medium. In this intensity range, the Coulomb potential barrier ”viewed” by

the ground state electron becomes finite so that the electron wave packet can tunnel out. At

higher intensity, the medium is rapidly ionized through possible multiple ionization and

HHG is canceled.

In this thesis, the major works are done by using the pulses delivered directly from PLFA

system without post compression, which duration is around 45 f s. Although the shorter

pulses the better, in particular to extend the cutoff in HHG, one advantage of the relatively

long pulses is that they provide ”adiabatic” conditions for exploring strong field dynamics,

such as multi-orbital effects in ionization at the optical cycle scale. Multi-orbital effects are

highly dependent on the intensity. In the case of long pulses, the effects are coherently

summed over many half optical cycles where the intensity keeps constant. In contrast in

the case of ultra-short few-cycle driving pulses, the multi-orbital effects may be washed out

due to the rapidly varying intensity.

The PLFA system has 1kHz repetition rate. Compared to the systems operating at a few

tens Hz, the data acquisition is much faster. This is very convenient for experiments that

need long averaging time such as those using the Magnetic Bottle Electron Spectrometer

(MBES) and the COLd Target Recoil Ion Momentum Spectroscopy (COLTRIMS) apparatus

in Chapter 4, 5 and 6. For the latter applications, the repetition rate might ideally be even

higher (10 to 100kHz !).
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2.1 Attosecond pulse generation

Gas medium

The gas medium for HHG can be prepared in a gas cell, a continuous or a pulse jet. In this

thesis, we used a pulse jet for all the experiments, which has the advantage of keeping a

relative high density (pressure ∼ 1− 10mbar) in the gas medium for a low amount of injected

gas. The supersonic ”Attotech” pulsed valve (designed by Thierry Ruchon) is driven by a

piezo-electric actuator. The actuator is mounted on the top of a mushroom-shaped valve

with a flat end piece that is lifted in and out of an opening by an axial rod. It periodically

opens and closes a 1 mm diameter pipe where the gas flows. The piezo controller syn-

chronized with the driving laser operates at 1kHz and has the shortest opening time of 100

microseconds.

In Chapter 4 and 5, High Harmonic Spectroscopy in aligned molecules requires high

quality of molecular alignment, so that the rotational temperature of the molecular gas has

to be low. By strongly pushing the gas with high backing pressure to a small nozzle this

condition can be reached, as a result the molecules have a propagation velocity even larger

than the speed of sound. The major source of heat in the molecular degrees of freedom

– translation, rotation and vibration – in the gas medium comes from the collisions. The

molecules are accelerated to become faster than the local speed of sound, which in turn

decreases rapidly as the gas density drops during the expansion. In this adiabatic process,

the heat energy of the gas (i.e. random translation, vibration, rotation) is converted into

directed translational energy through numerous collisions. Very rapidly, the gas plume has

expanded so far that the individual particles do no longer collide. Thus, low rotational

temperature can be achieved. To further optimize the degree of molecular alignment by

reducing the rotational temperature, we can increase the backing pressure of the gas, reduce

the nozzle diameter or/and increase the relative distance between the laser focus and the

nozzle. The experimental parameters used are 200µm nozzle diameter, 1.5− 5 bars backing

pressure and ∼ 300µm distance between the nozzle and the laser beam. This corresponds to

a trade-off between the harmonic signal and the rotational temperature.

Phase matching

To achieve good phase matching is crucial to optimize HHG. Good phase matching also as-

sures that, to a first approximation, the microscopic single-atom/molecule response to the

strong field predicts the shape of the harmonic spectrum as discussed in section 1.3. We use

relatively long focusing lens of 75cm to make a long Rayleigh length, i.e., a slowly varying

intensity along the short generating medium. This slows down the geometrical mismatch

(e.g. Gouy phase) and minimizes the intensity-dependent dipole phase mismatch. More-

over, we can compensate the Gouy phase shift after the focus by the intensity-dependent

dipole phase. Finally, high ionization causes plasma dispersion that may immediately de-

stroy the good phase matching condition. Therefore, we keep ionization at a low level in
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the experiments.

By placing the laser focus a few mm before the gas jet, we optimize the contribution of

the short trajectories to HHG, rather than of the long trajectories. Also, the dipole phase

associated to the long trajectories varies much faster with intensity than that of the short

ones, which leads to different divergences for the two trajectories. This results in their sep-

aration in space: long trajectories radiate off-axis whereas short trajectories radiate on-axis.

We only select the on-axis emission. In this case, to a good approximation, the macroscopic

HHG signal reflects the single atom or molecule response.

2.2 Molecular alignment

Thanks to the development of the molecular alignment techniques, the researchers investi-

gating HHG have recently shifted their focus from rare gases to either unaligned or espe-

cially aligned linear molecules. Indeed, the alignment of the molecules not only provides a

novel way of controlling the harmonic emission but also a novel important parameter for

studying the molecular structure and alignment-dependent multi-orbital dynamics.

The alignment of small linear molecules is achieved by using an optical field. There are

two schemes for aligning molecules: adiabatic alignment and non-adiabatic or field-free

alignment. In adiabatic alignment, the pulse duration is much longer than the rotational

period of the molecule. The molecule aligns along the field polarization, this minimizing

the potential energy of the system. The alignment then vanishes after the laser pulse. In

the adiabatic alignment, the atom-aligning field interaction adds to and significantly affects

the HHG process [37]. In non-adiabatic alignment [35][34], the relatively strong laser pulse

excite a wave-packet of rotational states through Raman scattering, which evolves freely

after the pulse has passed. It regularly rephases and leads to an effectively aligned angu-

lar distribution of the molecular axis in field-free conditions. When the molecular axis is

parallel to the laser polarization we call it alignment of the molecule, when the axis is per-

pendicular to the laser polarization we call it anti-alignment. This field-free scheme is very

well adapted to the studies of HHG in aligned molecules.

In the two cases, in a linear molecule with no permanent dipole, the field induces a

dipole, i.e., a polarization of the electronic cloud which in turn forces the nuclear rotation.

It is worth to briefly recall the theoretical description of laser-induced alignment.

The molecules in the supersonic jet enter the interaction region in the HHG vacuum

chamber with random alignment, i.e., with the molecular axes pointing in all the directions.

In order to align all the molecules along one direction, a torque has to be applied to the

system. If we shoot an intense short laser pulse on the molecules, the laser field E(t) induces

a dipole moment d = a ⋅ E(t), where a ≡ (a�, a�) is the polarizability tensor, with a� and a�

being the polarizabilities parallel and perpendicular to the molecular axis, respectively. The

torque exerted on the dipole expresses as M = d × E. The potential energy of the induced
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2.2 Molecular alignment

dipole in field writes as U = −d ⋅ E(t) = −(a ⋅ E(t)) ⋅ E(t). The potential switches on and off

rapidly during each laser field cycle so that the heavy nuclei cannot follow. As a result, the

molecules feel a time-average potential over one laser cycle, which can be written as [143]:

U(q, t) = −(∆a cos2(q) + a�)E2
0 f (t) = −U0(t) cos2(q)− a�E2

0 f (t) (2.1)

where f (t) is the temporal envelope of the laser field of E0 amplitude, q is the angle between

the laser field and the molecular axis. The last term is a constant energy which is not angle-

dependent, hence it does not affect the angular distribution. As we can see, the molecules

can be rotated, i.e., the field acts on the q angle, only when the polarizability is anisotropic,

that is the polarizability difference ∆a = a� − a� > 0. This is always true in diatomic molecule

which have the maximal polarizability a� along the internuclear axis. We neglect vibrational

excitation because the spectral bandwidth of a 120 f s aligning pulse (∆E ≈ 14meV) is much

smaller than the energy to excite the vibrational states (∆E ≈ 100meV). Thus, the molecule

aligns parallel to the laser field (q = 0 in Eq.2.1), where the potential energy U(q, t) of the

system is minimum.

In quantum mechanical terms, the ”kick” creates a coherent rotational wavepacket in the

molecules which are initially in a (incoherent) small set of rotational or angular momentum

eigenstates. The angular part, y(q, f, t), of the nuclear wavefunction of molecules is conve-

niently expressed as a sum of spherical harmonics y(q, f, t) = ∑J,M cJ(t) � J, M�e−iEJ t, where

J = 0, 1, 2, ... is the angular momentum quantum number and M = −J,−(J − 1), ..., J − 1, J is

the projection of J onto the direction of the laser polarization, EJ = B0 J(J + 1) is the rotational

energy, B0 has the dimension of a frequency and is referred to as the rotation constant, the

coefficients cJ are determined by the interaction potential. The field-free Hamiltonian is

B0J2, thus the total Hamiltonian can be written as H(t) = H0 + HL = B0J2
−U0(t) cos2(q).

The TDSE for the rotational states in the presence of the laser pulse is written as:

i
d

dt
y(q, f, t) = �B0J2

−U0(t) cos2(q)�y(q, f, t) (2.2)

The Eq.2.2 is transformed into a series of differential equations, each equation correspond-

ing to a specific � J, M� state:

iċJ = −U0(t) �
J′,M′

cJ′(t)�J, M� cos2(q)�J′, M′�e−i�EJ′−EJ�t (2.3)

In Eq. 2.3, the transition matrix elements between two rotational states are mostly zero

according to the selection rules, except for ∆J = ±2 and ∆M = 0. Hence, Eq.2.3 can be

greatly simplified including only two terms in the right hand side. Since molecules are not

rigid rotors, their chemical bonds slightly stretch during the rotation. Thus, a correction

of the rotation energy has to be applied: EJ = B0 J(J + 1) −D0[J(J + 1)]2 [144]. Because D0

has a small value typically about 10−6B0, it plays a role only for high J state. The initial

conditions for Eqs 2.2 and 2.3 are associated by the molecules injected in the chamber from

the gas jet. Because the energy interval between rotational states is as small as few meV, the

42



Experimental tools for attosecond physics

thermal ensemble is just an incoherent superposition of the rotational states � J, M� even at

low temperature in the supersonic jet.

The evolution of the rotational state is therefore better described using the density op-

erator D̂(t), which satisfies to the evolution equation i dD̂
dt = �H, D̂�, and which is defined at

zero time as a statistical sum over the � J, M� states, D̂(t = 0) = ∑J,M pJ �J, M��J, M�. If we

note Trot the rotational temperature in the interaction region, we can calculate the weight pJ

of each rotational states by the Boltzmann distribution:

PJ = 1

Z
gJ(2J + 1)e−EJ�kBTrot (2.4)

with kB the Boltzmann constant, and gJ the factor controlling the relative weight between

even and odd J states, due to nuclear spin effects. The Figure 2.1 shows a comparison

of Boltzmann distributions of rotational levels J for N2O and CO2 at different rotational

temperatures Trot, which are typical in the experiments. As expected in 2.1, the number of

J states involved increases with temperature. An interesting point is that the involved J

states are very similar for both N2O and CO2 at the same temperature Trot, which means

that similar molecular alignment can be reached if we keep the same alignment intensity

and backing pressure for both measurements in N2O and CO2.

Table 2.1: Properties of some common molecules.

Molecule B0(cm−1) D0(cm−1) ∆a(Å3) geven godd T(ps)
H2 59.322 0.0471 0.2 1 3 0.28

D2 29.90 0.01141 0.2 2 1 0.56

O2 1.4376766 4.84× 10−06 1.14 0 1 11.59

N2 1.9896 5.67× 10−06 1.0 2 1 8.38

CO2 0.3902 1.35× 10−7 2.0 1 0 42.71

N2O 0.4190 0.176× 10−7 3.22 2 1 39.78

Then the Equation 2.2 can be solved for the rotational states with large weights. We use

a program developed by Sébastien Weber (Master2 report, 2008), which numerically solves

the equation 2.2 over the duration of the laser pulse tp, with a fourth-order Runge-Kutta-

method. The parameters of some common molecules needed in the calculation are given in

Table 2.1.

Right after the laser alignment pulse, the molecule ensemble is aligned along the polar-

ization. Subsequently, the rotational wave packet evolves in time and re-phases periodi-

cally. The time T = 1
2cB0

is called the full revival time, equivalent to the rotational period.

There are fractional revivals at fractions of the revival time T (i.e. 1/2, 1/4, . . .), during

which only a portion of the states are in phase.
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Figure 2.1: The comparison of Boltzmann distributions of rotational levels J for N2O and

CO2 at different rotational temperatures Trot.

Angular distribution

The angular distribution of the molecules in a given state y(q, f, t) at a given instant can be

calculated as an incoherent sum over the rotational states with the relative weights obtained

from the Boltzmann distribution, or equivalently using the density operator:

P(q, f, t) = �
J,M

pJcJ(t)c∗J (t) ��q, f�J, M��2 = �q, f�D̂(t)�q, f�. (2.5)

The integration of the angular distribution should be equal to 1.

�
p

0
dq�

2p

0
P(q, f, t) sin qdf = 1 (2.6)

It worth noting that the angular distribution is not depending on the azimuth angle f be-

cause the initial molecular angular distribution is isotropic and the Hamiltonian in Eq.

2.2 is also f-independent. Therefore, P(q, t) = P(q, f, t). Figure 2.2 shows the calcu-

lated angular distribution of N2O at alignment and anti-alignment during the half re-

vival, respectively. By integrating over the azimuthal angle f, the probability s(q, t)dq =
2p sin q ∫ p

0 dq ∫ 2p
0 P(q, f, t)df of finding the molecule between angle q and q + dq can be

obtained. Figure 2.2 b) then presents the angular distribution s(q, t) of N2O when the

molecules are aligned and anti-aligned, for a rotational temperature Trot = 100K, tp = 120 f s

and alignment intensity Ialign = 3× 1013W�cm2.

Optimizing the alignment quality

The molecular alignment quality can be estimated from the statistical average of cos2 q,

given by �cos2 q� = �y(q, f, t) � cos2 q � y(q, f, t)� This quantity has a maximum value of

1 when the molecules are perfectly aligned, that are all parallel to the laser polarization.
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Figure 2.2: Angular distribution P(q) a) and Intergrated angular distribution s(q) b) of

N2O at alignment and anti-alignment during the half revival. These calculations are done

at Trot = 100K, tp = 120 f s and Ialign = 3× 1013W�cm2.

Conversely, �cos2 q� = 0 at perfect anti-alignment, when all the molecules are perpendicular

to the laser polarization. For an isotropic distribution, �cos2 q� = 1
3 . A typical �cos2 q� evo-

lution as a function of time – over one rotational period – is showed in Figure 2.3 for the

N2O molecules. The molecules are immediately aligned after the laser pulse passes away,

which is called prompt alignment. During the half revival around 20 ps, there is a peak

at �cos2 q� = 0.7. Most of the molecules are then aligned parallel to the laser polarization.

Right after that we can see an anti-alignment, where �cos2 q� = 0.2. The full revival is at

t = 39.78ps.

Sébastien Weber’s code allows us to investigate the optimal theoretical conditions for

molecular alignment. Figure 2.4 shows the evolution of �cos2 q� as a function of different

pulse durations and rotational temperatures, respectively. As we can see in a), the best

alignment is achieved with t ≈ 120 f s. Therefore, we adjust the pulse duration to be close

to this value by stretching the pulse from PLFA system, adding a glass block. For the de-

pendence of the alignment quality on the rotational temperature in b), it gets better and

better, as expected, as the temperature decreases. As mentioned in the last section, the cool-

ing of the molecules is efficient by using a supersonic gas jet with high backing pressure

and small nozzle diameter. The laser intensity affects the molecular alignment too: high

intensity field excites a broader rotational wavepacket which produces a sharper revival.

Previous experiments in Saclay rely on a collinear scheme of molecular alignment, i.e., the

alignment beam is collinear to the generating laser beam. The alignment pulse should not

drive high harmonic generation and, therefore, its intensity is limited to ≈ 1013W�cm2. We

developed a nonlinear setup in PLFA to overcome this limitation. Using a small angle be-

tween alignment and HHG beam allows higher intensities to be used. In our experiments,

we use the alignment pulse at intensity of 3− 7× 1013W�cm2.
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Figure 2.3: The evolution of the cos2q over more than one rotational period of N2O. The first

recurrence of alignment at the so-called half-revival at t = 19.9ps as well as the immediately

following anti-alignment at t = 20.3 ps. The full revival is at t = 39.78ps. The parameters

used for the calculation is the same as Figure 2.2.
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Figure 2.4: Dependence of the degree of alignment of N2O on the pulse duration when the

temperature is 50K a) and the rotational temperature when the pulse duration is 120fs b).

Molecular frame and laboratory frame

Molecular alignment is performed in the molecular frame, which coordinates can be de-

fined as the following: x axis is along the molecular axis, y axis is the direction perpendic-

ular to the molecular axis and z axis is the same as the laser propagation direction. Note

that the experimental results are usually measured in the laboratory frame. Therefore, it

is required to convert the coordinates from the molecular frame to the laboratory frame in

order to simulate the experimental results. For the laboratory frame, the � axis is parallel to

the generating laser polarization and the � is the axis perpendicular to both the � axis and

the laser propagation direction. The coordinates transformation can be done by:

�= x sin q + y cos q (2.7)
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Figure 2.5: A schematic diagram of the laboratory frame (black) and the molecular scheme

(gray).

� = x cos q − y sin q (2.8)

2.3 Characterization of High-order Harmonic Generation

In the high harmonic spectroscopy, high harmonic or attosecond emission has to be com-

pletely characterized, i.e., by measuring amplitude and the phase of the field. This is also

true for the applications of ultrashort harmonic/attosecond pulses in time–resolved stud-

ies. Due to the extremely short duration, measurement in the temporal domain is difficult.

As already the case in the IR–visible–UV range, the idea is to characterize the attosecond

pulse in the spectral domain, which allows reconstruction of the pulse profile in the time

domain by Fourier transform. However, none of the optical techniques used in the IR–

visible–UV range, such as SPIDER or optical FROG, can directly apply in the XUV, where

manipulation of the pulse with XUV optics is limited, delicate and expensive. If the am-

plitude measurements are relatively simple, the phases are very difficult to obtain. In this

section, we will describe the advanced experimental methods used for characterizing both

amplitude and phase of the harmonic emission. To be definite, let us express the total har-

monic field EXUV(t):
EXUV(t, q, I) =�

q
Aq(q, I)e−iqw0t+ijq(q,I) (2.9)

Fully characterizing the EXUV(t, q, I) field means that both the spectral amplitude Aq and

phase jq are measured over a broad spectral qw0 range, centered on q̄w0. In addition, it is

crucial to study the variation of the amplitude Aq and phase jq as a function of structural

parameters of the molecule, such as the alignment angle q, and dynamical parameters de-

termining the interaction with the strong field, such as the alignment angle (again) and the

laser intensity I. Note that, in Eq.2.9, the amplitude and phase may slowly depend on time

t, e.g., through their dependence on the time–dependent intensity I(t). As we will see, the

”full mapping” of amplitude and phase as a function of photon energy, alignment, inten-

sity,... requires to combine several techniques. To that purpose, we will introduce the two

techniques that we have used, successively the RABBIT quantum interference technique
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and the 2–source optical interference technique. For further discussion, it is convenient to

split the variation of the phase into two terms:

j (q, q, I) = j0 (q0, q0, I0) +∆jq0,I0
(q) +∆jq (q, I) , (2.10)

where j (q, q, I) ≡ jq (q, I), ∆jq0,I0
(q) is the phase variation over the [q0, q] range, at

fixed alignment angle and intensity, ∆jq (q, I) is the phase variation over the [q0 − q, I0 − I]
ranges, at fixed photon energy, and j0 (q0, q0, I0) is an arbitrary reference phase.

From Eq.2.9, the delay between the IR driving field and the XUV attosecond train is

defined as the group delay t̄e = ∂j
∂qw �q̄w0(instant of the maximum of the attosecond pulse

envelope with respect to the maximum of the field amplitude).

2.3.1 Reconstruction of Attosecond Burst By Interference of Two-photon

transition (RABBIT)

A successful way to characterize attosecond pulse train in Eq. 2.9 is the quantum inter-

ferometry RABBIT technique [145][23]. The RABBIT technique is particularly adapted to

investigating the variation of the amplitude and phase as a function of the photon energy,

or q– harmonic order.

RABBIT principle

The RABBIT technique is based on the two–photon, multi–color (XUV+IR) ionization of a tar-

get gas, usually an atomic rare gas. The broadband XUV beam – including all the harmonic

components, i.e., forming a train of attosecond pulses, is generated on the one side, using a

IR multi–cycle driving pulse. The (XUV+IR) photoionization (PI) is subsequently produced

in the target gas, in the source volume of an electron spectrometer, on the other side. In

RABBIT, we measure the (XUV+IR) photoelectron spectrum as a function of the delay be-

tween the XUV – the attosecond pulse train – and IR field. If there is only the XUV pulses

that produce PI, the photoelectron spectrum is directly related to the XUV spectrum. We

measure main lines in the photoelectron spectrum corresponding to odd–order harmonics,

as showed by the violet peaks in Figure 2.6. When the XUV pulses are superimposed to the

IR beam, new transitions become possible: the target atom can simultaneously, either ab-

sorb an XUV photon and an infrared photon, or absorb an XUV photon and emit an infrared

photon, as presented by the violet solid lines and the red dash lines in the Figure. The inten-

sity of the infrared beam has to be adjusted in order to produce sidebands but to prevent the

absorption or emission of more than one photon, a condition which is typically achieved at

1011W�cm2 (the case where higher order transition take place will be considered in Chapter

6). The two-photon PI therefore produces satellite lines or sidebands – see the blue peaks

in Fig 2.6 – between the adjacent main lines, by two photoionization channels which interfere.

As a result, the sideband amplitude oscillates with the XUV/IR delay which controls the
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relative quantum phase between the interfering channels. Note that, experimentally, the IR

”dressing” beam is usually derived from and therefore perfectly synchronized with the IR

driving field.

Figure 2.6: Principle of RABBIT.

The initial theoretical proposal of RABBIT [146] has shown that the sideband oscillation

takes the form:

Sq+1(t) ∝ S0 + S1 cos(2w0t + jq+2 − jq +∆fatom
q+1 ), (2.11)

where t is the time delay between the XUV attosecond train (maximum of the attosecond

pulse envelope) and the dressing IR field (maximum of the field amplitude) in the target

gas, varying at the optical cycle scale. Note that the two–photon excited population at en-

ergy qw0 +w0 ≡ (q + 2)w0 −w0 in the continuum is produced out of the two one–photon

excited populations at energy qw0 and (q + 2)w0, respectively. As a result, the sideband

oscillation is concomitant with an out–of–phase oscillation of the main lines, the total pop-

ulation in the continuum being in principle constant for a constant harmonic yield.

The experimental setup that we have developed for RABBIT spectroscopy is described

in the next section. The sidebands oscillation is already illustrated in Fig.2.7, where the

XUV beam is generated in nitrogen, and the two–color PI produced in argon. The RABBIT

technique is a variant of the general Frequency Resolved Optical Gating (FROG) [147]; the

(time, energy) RABBIT spectrum is also called a spectrogram.

In Eq.2.11, the ∆fatom
q is the atomic phase of the target/detection gas, i.e., the phase of the

two–photon transition dipole which depends on the initial and continuum final states of the

target atom. The atomic phase can be obtained by either calculation [148] or measurement

[149]. Theoretical calculations by Richard Taı̈eb at LCPMR show that, for atoms like argon

and neon, the atomic phase is small, therefore we usually neglect it in our RABBIT analysis.

If the atomic phase is known (or negligible), the spectral phase difference jq+2 − jq of the

consecutive harmonics can be extracted from the sideband oscillation in Eq.2.11.
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The spectral phase difference is related to the group delay in the attosecond emission,

also referred to as the emission time. The group delay is given by:

te(qw0) = ∂j

∂w
�qw0 ≈

jq+2 − jq

2w0
(2.12)

Note that in Eq.2.12, the te(qw0) group delay is referred to the IR dressing field. To

determine the absolute timing of the attosecond emission with respect to the IR driving

field, we should correct te(qw0) by the delay between the dressing and driving IR fields,

writing:

t = tdress−drive − t̄e, (2.13)

where tdress−drive is the delay between the dressing and driving fields. We should subse-

quently analyze the sidebands oscillation as a function of tdress−drive, which directly pro-

vides the phase ∆jq+1 ≡ −2w0 t̄e + �jq+2 − jq +∆fatom
q+1 �, i.e., the group delay te(qw0) with

respect to the driving field (same notation), also called the absolute timing of the attosec-

ond emission. In High Harmonic Spectroscopy, it is important that the absolute timing or

phase of the attosecond emission is determined, in particular for determining the influence

of molecular alignment for each harmonic order. In a following section, we will describe

how the absolute timing is measured in our experimental setup.
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Figure 2.7: RABBIT scan taken with an HHG intensity of I = 1.4 × 1014W�cm2 in nitrogen

aligned at 0 degree and detecting in argon. The piezo step step is 30 nm and 1000 laser

shots are averaged per spectrum with the active stabilization system running. The total

scan range is about 4µm. The acquisition of this scan took about 5 minutes. The scan is

calibrated to the energy domain.

RABBIT spectroscopy : the Magnetic Bottle Electron Spectrometer

The RABBIT technique requires that photoelectron spectroscopy is performed with, i) a

high enough two–color PI signal, i.e., collection efficiency of the electron spectrometer, and

ii) a high enough energy resolution, typically better than 100meV between 0 and 30eV. To

that purpose we have used a time-of-flight (TOF) of the Magnetic Bottle type, referred to as
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Magnetic Bottle Electron Spectrometer (MBES), which principle has been originally devel-

oped by Kruit and Read [150]. In the MBES, the target gas is injected into the interaction

volume by a needle with a diameter of 500µm. A strong static magnetic field B ≈ 1T is pro-

duced in the interaction region between the two polar pieces, by mean of a solenoid coil.

The B field confines the photoelectrons ejected over 2p steradian into a much collimated

beam of half angle 2○ which can enter the 0.5m time–of–flight tube. The magnetic field is

parallel to the flight tube and gradually reduces to ∼ 10−3T, a value which is kept constant.

In this way, the electrons are traveling spirally around the magnetic field lines and the trans-

verse component of their velocity is transferred to the longitudinal component. However,

the kinetic energy of the electrons stay constant. Therefore, all the electrons that have the

same kinetic energy eventually get the same speed and reach the detector at the same time.

A stack of 3 micro–channel plates (MCP) is used for collecting the electrons. The choice of

the detection gas depends on the spectral range we are interested in. As we can see from

Figure 2.8, argon has a large cross section for low harmonic orders; neon has a flat cross sec-

tion and is more sensitive for the high photon energies. The pressure in the source region is

∼ 0.6− 1× 10−3mbar and 1× 10−5 at the end of the tube, which is safe for the MCP.
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Figure 2.8: Total photoionization cross-section of argon (full curve) and neon (dashed curve)

expressed in Mb as a function of the harmonic order of an 800 nm laser.

Time-Energy calibration

The photoelectron signal is measured in the MBES as a function of the time–of–flight. In

order to transform time-of-flight into kinetic energy, we use the dynamical law:

Ekin = h̄w − Ip = me

2
� L

tTOF − t0
�

2

+ Ea (2.14)

where Ekin is the electron kinetic energy, me the electron mass; L = 0.5 accounts for the length

of the tube, t0 the delay for the electronics and light propagation since the trigger is from
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2.3.1 Reconstruction of Attosecond Burst By Interference of Two-photon transition (RABBIT)

the laser instead of the photoionization instant, and Ea takes into account the acceleration

or deceleration due to the charge accumulation of the TOF during the electron traveling.

Here, SI units are used.

The differential spectral intensity I(E)dE in the energy domain is equal to the I(t)dt dif-

ferential element in the time domain (E ≡ Ekin, t ≡ tTOF). According to Eq.2.14, the jacobian

of the transformation writes as : dt = − L
√

me ⋅dE

[2(E−Ea)]3�2
, and I(E) = − L

√
me ⋅I(t(E))

[2(E−Ea)]3�2
.

The energy resolution ∆E is related to the time resolution ∆t by ∆E� (E − Ea) =
2∆t� (t − t0) = − 2

�
2(E−Ea)∆t

L
√

me
. For constant resolution ∆t in the time domain given by the

MBS characteristics and the acquisition electronics, the energy resolution is degraded as

the energy increases. In this thesis, for a length of the time–of–flight tube of 0.5m, the time

resolution is ∆t ≈ 1ns, so that the ∆E energy resolution is ≈ 150meV at electron energy of

10eV. As already mentioned, the typical RABBIT spectrogram in Fig.2.7 has been measured

in argon target gas, with the XUV field generated in aligned nitrogen (0 degree), for a dress-

ing intensity of I = 3× 1011W�cm2. The attochirp, that is the variation of the jq+2 − jq phase

difference or te((q + 1)w) group delay in Eq.2.11, is visible on the spectrogram where it is

marked by the white dash line.

Determination of the absolute timing in RABBIT

In Eq. 2.11, the delay between the dressing and XUV fields is varied by means of a high

precision delay line using a piezo-crystal, which introduces a variable delay between the

dressing and driving fields. Moreover, we designed both passive and active stabilization

schemes to control the piezo position. As a result, the delay between the dressing and

driving (XUV) fields is controlled with a ∼ 100 as accuracy.

As above mentioned, to determine the absolute timing of the attosecond emission, i.e.,

with respect to the IR driving field, it is necessary to measure the tdress−drive delay. This is

conveniently performed by having the two beams collinear. In the collinear geometry, the

dressing beam crosses the generating medium. Its intensity is too weak to directly generate

harmonics. However, it can modulate the intensity of the driving beam, inducing an overall

modulation of the harmonic yield at frequency w0. This results into the overall modulation

at frequency w0 of the RABBIT spectrum, i.e., of the main and the sideband lines, in addi-

tion to the 2w0 RABBIT oscillation. After integrating the spectrogram over electron energy

at fixed delay and canceling the 2w0 oscillation, one clearly monitor the w0 oscillation and

determine tdress−drive = tdelay−line + t0, where tdelay−line is the delay controlled by the piezo-

crystal delay line, and t0 is the offset delay which is required for absolute timing calibra-

tion. Experimentally, we measure the sideband oscillations in Eq.2.11 as a function of the

tdelay−lineparameter, in the form cos(2w0tdelay−line + 2w0t0 + �2w0 t̄e + jq+2 − jq� + ∆fatom
q+1 ),

and extract the phase. We directly obtain the 2w0 t̄e + jq+2 − jq absolute phase, or the abso-

lute group delay, by subtracting the 2w0t0 and the ∆fatom
q+1 atomic phase.
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Data analysis procedure

From the previous Sections, we summarize the successive steps in the analysis of the RAB-

BIT spectrograms in Fig.2.7. Firstly, we integrate the signal spectrally to display the w0 os-

cillations due to the superposition of the driving and dressing fields, as shown in Figure a).

From this weak modulation of the signal, we extract the w0t0 phase through a Fourier trans-

form (see Figure b)), by averaging the phase over the full width at half maximum (FWHM)

of the w0 peak. In order to get rid of the w0 oscillation in the sidebands, we normalize each

sideband by the total signal modulation in a). Figure b) is an example of the normalized

signal for the sideband 18, where we see clear 2w0 oscillation with a very good contrast.

The Fourier transform of c) is presented in d). There is a big peak at 2w0 and the phase

is averaged over the FWHM of the peak again, which gives the value of the experimental

2w0t0 + 2w0 t̄e + j19 − j17 +∆fatom
18 phase. Then the relative phase between the neighboring

harmonic can be extracted by subtracting the 2w0t0 and the atomic phase ∆fatom
18 .
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Figure 2.9: The data analysis of Figure 2.7. a) The evolution of the total signal in a function

of the piezo position. b)The intensity and phase from the FFT of a). c) The oscillation of

sideband 18 normalized by the total signal in a). d) The intensity and phase from the FFT

of c)

The error bar is defined as the standard deviation of the sideband FFT phase within

the FWHM of the 2w0 peak plus twice the standard deviation of the FFT phase of the total

signal, within the FWHM of the w0 peak.

In conclusion of this section, we have shown that the RABBIT technique was well
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2.3.2 Two Source Interferometry (TSI)

adapted to measuring the variation of the amplitude Aq(q, I) and phase jq (q, I) – or the

variation we have noted ∆jq,I (q) in Eq.2.15 – as a function of the photon energy or q−order,

for the other parameters q and I fixed. However, the variation of the phase as a function of

q and I for fixed photon energy, – or the variation we have noted ∆jq (q, I) in Eq.2.15 – is

not measured and should be set arbitrarily. To complete the phase determination, we now

use an optical interferometry technique.

2.3.2 Two Source Interferometry (TSI)

As just mentioned, the RABBIT technique is very successful on measuring the phase dif-

ference between adjacent harmonic orders, but there is no relation between RABBIT spec-

trograms for different molecular alignment angles, or different laser intensities. This con-

tinuous variation of the phase, however, may give fruitful information in High Harmonic

Spectroscopy. In order to access this quantity, i.e., the variation we have noted ∆jq (q, I)
in Eq.2.15, researchers developed another technique based on optical interferometry, that is

effective only at fixed XUV wavelength or q harmonic order. The 2–source technique repro-

duces the basic scheme of the Young’s double slits. If, by manipulating the driving field,

one creates two foci and therefore two mutually harmonic sources, in the dimension (verti-

cal) perpendicular to the propagation axis, the two harmonic beams respectively originated

from the two sources might interfere in the far field [151], [152]. By dispersing spectrally ,

using a grating, the different harmonic orders in the dimension (horizontal) perpendicular

to the two previous ones, one obtains a fringe pattern in the far–field for each harmonic

order. The fringe pattern contains the information on the relative phase between the two

sources. Now, one of the two source may be viewed as a reference. When changing the

generation conditions in the other source, for example the molecular alignment or the driv-

ing intensity, one can measure the relative variation of the phase in the perturbed source by

monitoring the phase shift of the fringes in the interference pattern. In the thesis work, we

have used the 2–source technique to study the variation of the harmonic phase as a func-

tion of the molecular alignment. We induce variable non–adiabatic alignment in the second

source whereas the molecules remain unaligned in the first reference source.

Compare to the photoelectron measurement in the RABBIT technique, the 2–source tech-

nique is more straightforward since it is direct optical interferometry. It was used to char-

acterize the intrinsic and the mutual spatial coherence of the harmonic emission, as well as

the atomic dipole phase [153][154]. It has also served in application to plasmas diagnostic

[155], or Fourier Transform Spectroscopy [152]. Later this idea has been adapted by the

JILA group at Colorado University for investigating molecules in a relative simple regime

[156][157], where two foci are made using two thin glass plates. The plates introduce a

phase difference between the two parts (halves) of the beam when it is tilted in different

angles. If the two parts of the beam have a p phase difference, the destructive interference
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in the middle makes a dark fringe while the constructive interference produces two lateral

focal spots.

Because the beam diameter of our beamline is ∼ 35mm, it is very difficult to keep the

wavefront homogeneous after propagation through the tilted plates. Antoine Camper, an

other PhD student in the Attophysics group, has recently developed a new scheme to pro-

duce two focal spots. The idea is to produce the p phase difference in the beam by using

a phase mask, which has different thickness for the two parts as showed in Figure 2.10.

After focusing the transmitted beam, two spots are created. The transverse cut of the focal

region simulated with Zemax ray–tracing code is presented in the color plot, while the real

focal region imaged by a CCD camera in the experiment is showed in gray picture (two

pictures are not in the same scale). Both of them have very regular profiles. To spectrally

analyze the harmonics, we use an XUV spectrometer which consists of a flat field grating

and a multi-channel plate detector backed with a phosphor screen. The images are taken

by a CCD camera. A typical image in displayed in Figure 2.10 as well, where we see clearly

contrasted fringes for several harmonic orders. The 2–source technique requires high rel-

ative stability of the beams over time, in order not to blur the fringes pattern. Since the p

phase-shift introduced by the phase mask is fixed, the two halves of the beam are automat-

ically phase–locked. If we only align the molecules at one source, the fringes will shift up

and down when changing the alignment angle or the relative delay between alignment and

generation beam. From this variation, the ∆jq (q, I) phase variation in Eq.2.15 is directly

obtained as a function of the alignment angle, for each harmonic order and at a given laser

intensity.

The two–source interferometry in aligned molecules gives access to the ∆jq (q, I) phase

variation with the alignment angle. However, it does not connect the different spectral com-

ponents : the ∆jq,I (q) phase variation with the photon energy is undefined and should be

set arbitrarily. Conversely, as we have seen above, the RABBIT gives access to the ∆jq,I (q)
variation with photon energy but it lets the other term undefined. The RABBIT and TSI

techniques are measuring the phase in two different dimensions. To perform the two types

of measurement in the same molecular system under the same experimental condition can

test their validity. More importantly, by combining the two techniques, it is possible to

completely determine the phase variation in Eq.2.15, that is to provide a full mapping of

the harmonic phase:

j (q, q, I) = j0 (q0, unalign, I) +∆junalign (q, I) +∆jq (q, I) (2.15)

The NRC group at Ottawa in Canada has performed a similar approach of the ”‘full

mapping”’ issue, by combining the gas mixing technique [158][159][160] and TSI. However,

they have to assume the phase for the reference atom [161]. From our experience, even the

phase for atom gas can be complicated under some conditions. Thus the present combina-

tion of RABBIT and TSI may be more straightforward and reliable. In Chapter 4, we present
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Figure 2.10: Sketch of the principle of Two Source Interferometry. The two focus are pro-

duced by using a phase mask with different thickness for the two parts. The simulated and

experimental focus are showed on the left and right in the small graph, respectively. The

harmonic signal is dispersed by a flat field grating. Then the signal is collected by a multi-

channel plate and projected to the phosphor screen. The images are taken by a CCD camera

at the end.

the TSI and RABBIT measurements in different molecules, as well as their combination for

a full mapping of the phase.

2.4 The experimental setups : optical lines

2.4.1 The RABBIT and Two–color photoionization optical line

The experimental setup of RABBIT and Two–color photoionization experiments is showed

in Figure 2.11. The PLFA system provides intense femtosecond pulses with s-polarization

(vertical) and a maximal energy of 9mJ at a repetition rate of 1kHz. The pulse length is

usually 45 f s and the central wavelength is 800nm with 25nm bandwidth at full width at

half–maximum (FWHM). The incoming beam is splitting into two sub–beams. The fist

sub–beam with an energy of 0.5− 1.0mJ is used for transient molecular alignment, which is

arranged in a non-collinear configuration to prevent propagation into the detection cham-

bers. The beam size is controlled by a telescope in order to fully align the molecular en-

semble. A glass block of ∼ 5mm is inserted in the beam to stretch the pulse duration and

optimize the alignment efficiency, as well as a half–wave plate for varying the polariza-

tion. The beam is focused by means of spherical mirror of 1m focal length. The second

sub–beam is further divided into two arms by a Mach–Zehnder interferometer which con-

sists of two drilled mirrors with hole diameter of (4, 8, 10mm) depending on the incoming

energy. The outer annular beam of maximum energy (0.7− 1.5mJ) is used for driving high

harmonic generation, while the inner small beam (50− 100µJ) is for two–color PI or dress-
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ing in the RABBIT technique. The two driving and dressing beams are focused by a 0.75m

lens. The relative delays between the dressing and the alignment beams (pulses) with re-

spect to the generation one are respectively controlled by two delay stages. To compensate

for the temperature drift in the lab we developed an active stabilization of the delay with a

helium:heon (He:Ne) laser at a wavelength of 543.5 nm. Apart from the optical table, all the

optical elements are in vacuum chambers for reducing the absorption of the XUV radiation.

The annular generation beam is blocked by an iris after the harmonic generation, whereas

the on–axis XUV and the dressing beams which have small divergence can go trough. The

two beams are transported by gold–coated plane mirror and refocused by a gold–coated

toroidal mirror into the interaction volume of the time–of–flight MBES.

For the two–color XUV+IR photoioinization studies in Chapter 6 performed in collab-

oration with the group of Institut des Sciences Moléculaires d’Orsay (ISMO), we have im-

plemented the COLd Target Recoil Ion Momentum Spectroscopy (COLTRIMS CIEL) of the

ISMO group downstream. Another toroidal mirror is used for focusing the beam in the

supersonic target gas jet. All the mirrors are used at grazing-incidence (11.5○). They prefer-

entially transmit the s-polarized component with a 2:1 contrast.

Figure 2.11: Experimental setup for RABBIT and photoionization.

2.4.2 The 2-source optical line

The setup for the Two-Source Interferometry is presented in Figure 2.12, which is adapted

from the setup in Figure 2.11. The alignment arm is kept but the dressing arm is removed.

The phase mask in the driving beam prepares two focal spots for harmonic generation by

two mutually coherent sources spaced by 50− 200µm in the vertical dimension. The XUV

spectrometer and the detection system are described in Section 2.3.2.
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Figure 2.12: Experimental setup for TSI.
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CHAPTER 3

THE FUNDAMENTALS OF HIGH-ORDER

HARMONIC SPECTROSCOPY

High-order Harmonic Generation is a way towards a tunable ultrashort tabletop source of

eXtreme UltraViolet/Soft X-rays radiation. But it also encodes coherently in the XUV radi-

ation the structure and dynamical charge rearrangement of the radiating atoms/molecules.

By advanced characterizing the radiation, we are able to extract the properties of the gen-

eration medium interacting with the strong driving field. This process of high harmonic

generation where an atom/molecule is probed by its own electrons is called self-probing

scheme. The power of HHG for probing dynamical processes relies on its inherent pump-

probe scheme: tunnel ionization of an electronic wave packet (EWP) originally bound to the

molecule (pump), acceleration of the released EWP by the strong laser field (time-frequency

mapping allowing access to attosecond dynamical processes) and recombination (probe) to

the core with emission of a burst of XUV coherent light. This self-probing technique or

high harmonic spectroscopy opens up the perspective of investigating the molecular struc-

tures and dynamics in a combination of attosecond temporal resolution and ngstrm spatial

resolution.

In this chapter, the principles of this technique will be presented. We will start with the

advantages of this technique in Section 3.1. The access to the recombination dipole mo-

ment, which is a very interesting and fruitful quantity that contains lots of information on

the molecules, will be discussed in Section 3.2. It relies on the calibration of the harmonic

signal from the studied molecule with that from a reference atom of same ionization po-

tential and in the same generation conditions. Then we will study in Section 3.3 how this

dipole allows a tomographic reconstruction of the molecular orbital using a plane-wave

approximation for the continuum states. Next, we will illustrate the structural interference

present in the recombination dipole using the two-center interference model in Section 3.4.

The latter is a simple example showing how the structure of the molecular orbital is directly

encoded in the recombination dipole and thus can be retrieved from it. Finally, the dynam-
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ical interference resulting from multi-channel HHG is detailed in Section 3.5. By measuring

it, we get access to the dynamics of the hole created in the molecular electronic cloud by

coherent tunnel ionization from multiple orbitals (or to multiple ionic states).

RÉSUMÉ DU CHAPITRE

La génération d’harmoniques d’ordre élevé est une voie vers une source ultra-courte de ray-

onnement XUV/Rayons X mous. Ce rayonnement encode de manière cohérente la struc-

ture et le réarrangement dynamique des charges intervenant dans les atomes/molécules du

gaz de génération. En caractérisant de manière avancée cette radiation, nous sommes capa-

bles d’extraire les propriétés du milieu de génération interagissant avec le laser en champ

fort. Ce processus de génération d’harmoniques d’ordre élevé où un atome/molécule est

sondé par ses propres électrons est appelé le schéma d’auto-sonde. La puissance de la

HHG pour sonder les processus dynamiques repose sur un schéma inhérent de pompe-

sonde: l’ionisation tunnel d’un paquet d’onde électronique (EWP) originalement attaché

à la molécule (pompe), l’accélération de l’EWP relâché par le champ laser (cartographie

temps-fréquence permettant l’accès aux processus dynamiques attosecondes) et la recom-

binaison (sonde) vers le cœur avec émission d’un�flash� XUV de lumière cohérente. Cette

technique d’auto-sonde ou de spectroscopie harmonique ouvre la perspective d’étudier les

structures et la dynamique dans les molécule, le tout avec une résolution temporelle attosec-

onde et spatiale de l’ordre de l’Ångström. Dans ce chapitre, le principe de cette technique

sera présenté. Nous commencerons avec les avantages de cette technique dans la section

3.1. L’accès au moment dipolaire de recombinaison, qui est une quantité très intéressante

et fructueuse, qui contient l’information sur les molécules, sera discuté à la section 3.2.

Cela repose sur la calibration du signal harmonique provenant de la molécule étudiée par

celui provenant d’un atome de référence avec le même potentiel d’ionisation et dans les

mêmes conditions de génération. Ensuite nous étudierons dans la Section 3.3 comment

ce dipôle permet une reconstruction tomographique de l’orbitale moléculaire en utilisant

l’approximation de l’onde plane pour les états du continuum. Ensuite, nous illustrerons les

interférences structurelles présentes dans le dipôe de recombinaison en utilisant le modèle

d’interférence à deux centres dans la Section 3.4. Ce modèle est un exemple simple mon-

trant comment la structure de l’orbitale moléculaire est directement encodé dans le dipôle

de recombinaison and peut donc être retrouvé à partir de ce dernier. Finalement, les in-

terférences dynamiques résultant de la HHG provenant de plusieurs canaux sont détaillées

dans la Section 3.5. En mesurant ces interférences, nous avons accès à la dynamique du

trou créée dans le nuage électronique moléculaire, obtenu par ionisation tunnel cohérente

à partir de plusieurs orbitales (ou vers plusieurs états ioniques).
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Figure 3.1: The illustration of how the spatial resolution affects the image quality.

3.1 Combining attosecond and Ångtröm resolutions

The spatial resolution is obviously a very important parameter of a camera that partly de-

termines the quality of the image. We all prefer to use a camera which has a high resolution,

because the image becomes sharper, more clear and more defined. Figure 3.1 shows how

the resolution affects the quality of the image of a butane molecule orbital. As the resolution

increases from the left to the right, we gradually gain more information on the molecular

structure. For decades, people have been trying to always improve the resolution in order

to image objects of even smaller scale. At the same time, a good temporal resolution is

another crucial parameter for a camera when people want to capture the object in motion.

This means that the camera shutter speed has to be faster than this motion. Therefore, we

also would like to improve the shutter as much as possible.

The measurement of structural changes of matter as it undergoes processes important

to physics, chemistry and biology has always been one of the prime goals of experimen-

talists. Therefore, the demand for combining both high spatial and temporal resolutions

is much higher in scientific research than in photography. At the frontier of ultrafast dy-

namical studies, the time dependent investigation of electronic dynamics in atomic and

molecular systems requires very precise probes with a space-resolution on the atomic scale

(Ångström) and a few attosecond time resolution on the scale of the atomic unit of time

(24as). As for spatial resolution, the requirement turns into a probe wavelength of the or-

der of 1 Ångström; as for temporal resolution, it requires attosecond bursts. Atomic and

molecular physics have developed tools which achieve either high spatial resolution (syn-

chrotron radiation for crystallography or coherent diffraction imaging, electron scattering,

electron guns for scanning tunneling microscope...) or high time resolution (accelerated

ion collision). But to combine these two requirements into one tool has been impossible

until the discovery of High Harmonic Generation. During this fundamental process of at-

tosecond science, an intermediate step is the formation of an electronic wave packet in the

continuum, whose central wavelength and duration perfectly match the spatial and tempo-

ral resolutions required. Eventually, the recolliding EWP takes the role of a probe pulse and

the emitted photons that of the signal carrying information on the molecule to the detector.

The use of electrons instead of photons bring many attractive properties [162].
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Figure 3.2: Wavelength associated with (a) an electron and (b) a photon as a function of the

energy. Replotted from [162].

First of all, electrons reach Ångström scale much easier than photons due to different

dispersion conditions. The de Broglie wavelength of the electron is given as (a.u.):

le = 2p√
2Ee

(3.1)

where Ee is the electron energy. But for photons, the wavelength is given by

lp = 2pc

Ep
(3.2)

where c is the speed of light in vacuum and Ep is the photon energy. Figure 3.2 shows

the energy and wavelength relations for electrons and photons, respectively. The photon

energy has to exceed 10 keV for reaching 1 Ångström spatial resolution. But for electrons,

it only needs 150 eV for 1 Å wavelength and 38eV for 2 Å wavelength. These are energies

easily achieved in the HHG process.

As for the temporal resolution, the EWP duration is determined by the driving laser op-

tical cycle. For 800 nm wavelength laser, the period is 2.7 fs and the EWP in the continuum

is of ∼ 1 fs duration. Moreover, the harmonic generation process has an intrinsic time delay

between the different emitted harmonics that is usually called atto-chirp (see section 1.3).

Each harmonic is produced by a specific part of the EWP with the corresponding kinetic

energy at the recollision with the ion. This recollision time depends for a broad range of

different harmonics almost perfectly linearly with the energy of the harmonic. So a direct

mapping of the energy of the harmonic to the recollision time is possible. The time scale of

this delay is on the order of a few ten attoseconds. Therefore, we can make use of the elec-

trons in different spectral regions in order to reach attosecond time resolution. This is the

principle of the PACER technique that has revealed nuclear movements on the as timescale

in H2�D2 and CH4�CD4 [51].

In recent years, High Harmonic Spectroscopy has attracted tremendous attention due

to the combination of these extreme spatial and temporal resolutions. In the following
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sections, we will study how the information is encoded in the harmonic emission and how

we can access it.

3.2 Accessing the recombination dipole moment

The photoionization (PI) spectroscopy [163][164] and scanning tunneling microscopy (STM)

[165][166] have been proven their ability to measure the electronic structure of molecules.

However, the important information on the spectral phase is usually lost and they give

access to the electron densities only. The great potential of High Harmonic Spectroscopy

(HHS) arises from the coherence of the process. More precisely the coherence of the EWP

formed by a combination of scattering states and the initial bound state provides the possi-

bility to measure not only the intensity of the radiating dipole but also its phase [162][25].

The observable of interest in HHS is the recombination dipole matrix element (DME) drec,

which is not directly measured but extracted from a more readily accessible quantity. In

this section, we will concentrate on the extraction of the DME drec from the experimental

observation.

Figure 3.3: The illustration of molecular self probing scheme: A molecule aligned at q

respect to the driving laser polarization. The electron wave packet k upon photoionization

is driven by the laser field, which recollides to the parent ion eventually and encodes the

molecular properties into the XUV radiation.

As discussion already in section 1.7, if only the contribution of the short trajectories to

HHG is selected through phase matching restricted to those trajectories, the macroscopic

emission is a replica of the single atom/molecule response. In this case, using an ansatz

based on the strong-field approximation (SFA), the quantum version of the three-step model

results in a factorized expression for the complex-valued dipole as showed by Equation 1.56

[132]. For accessing the recombination dipole moment drec = �y0(r)�d̂�yc(r)�, we have to get

rid of the components of tunnel ionization g and acceleration a(k). This problem can be

overcome as suggested by Itatani et al. [41] by calibrating the harmonic emission of the

wanted molecule with a reference atom, whose DME can be calculated precisely (typically
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3.2 Accessing the recombination dipole moment

a rare gas atom). If the experimental conditions are kept unchanged during the measure-

ments and the reference atom has the same ionization potential, then the pre-factor h, the

continuum factor a(k) and a part of the tunnel ionization independent on the recolliding

angle can be cancelled out when dividing the two measurements:

emol
xuv(w, q)
eatom

xuv (w) =
T(q)�ymol

0 (r)�d̂�ymol
c (r)�

�yatom
0 (r)� ˆd�k�yatom

c (r)� (3.3)

the angle independent main factor of tunnel ionization (Keldysh tunneling rate wm in Eq.

1.58) is removed after the calibration with the reference atom so that only the factor encod-

ing the structure (Tq) of the molecule remains. For the complex continuum amplitude (a

in Eq. 1.56), Le et al. [167][168] found that a(k) is only dependent on the laser intensity

and the ionization potential, which implies that the k-dependence of a(k) is approximately

the same for the reference atom and the molecule for all the recolliding angles. Jin et al.

[169][170][171][172] also studied the macroscopic phase matching effect. They concluded

that even in the macroscopic case, the calibration can still be performed if the free electron

density and the absorption are similar in the molecular/atomic gases. Note that the har-

monic dipole eatom
xuv and the recombination dipole �yatom

0 (r)� ˆd�k�yatom
c (r)� for the reference

atom are scalar quantities. This is because both the recombination dipole and harmonic

dipole for an atom always have a polarization direction parallel to the electron recollision

direction. In Equation 3.3, we divide by this component parallel to k.

Therefore, if the polarization state n̂, the amplitude A and the phase j of the harmonic

emission is characterized both for the aligned molecule and the reference atom, we are able

to get access to the recombination dipole moment of the studied molecule:

n̂mol(w, q)Amol(w, q)eijmol(w,q)

Aatom(w)eijatom(w) = T(q)�ymol
0 (r)�d̂�ymol

c (r)�
�yatom

0 (r)� ˆd�k�yatom
c (r)� (3.4)

�⇒�ymol
0 (r)�d̂�ymol

c (r)� = �y
atom
0 (r)� ˆd�k�yatom

c (r)�
T(q)

n̂mol(w, q)Amol(w, q)
Aatom(w) ei[jmol(w,q)−jatom(w)]

This requires in particular a complete characterizing of jmol(w, q)− jatom(w). The spec-

tral phase (i.e. the w dependence) can be measured by RABBIT in separate scans for the

molecule aligned at different angle and the reference atom, respectively. However, the

polarization measurement needs a separate experiment. Another phase characterization

technique is also used in this thesis, which is Two Source Interferometry. It investigates the

phase as a function of molecular alignment angle for a given harmonic order. In TSI mea-

surements, the molecules at only one of the two sources is aligned. The other non-aligned

molecules therefore can be treated as a reference instead of a rare gas. More details can be

found in section 2.3.2
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3.3 Molecular orbital tomography

Once the dipole of the aligned molecule has been extracted, one can go one step further in

the molecular structure analysis. Using the plane wave approximation (PWA), the contin-

uum state yc is given as eik⋅r. Thus the description of the recombination dipole moment

�y0(r)�d̂�yc(r)� can be simplified to �y0(r)�d̂�eik⋅r�. The advantage of using PWA is that the

recombination dipole moment is taking the form of a Fourier transform. In the experiment,

the laser polarization is always in xy plane, therefore we only consider the x and y compo-

nent of the dipole. Depending on the choice of the dipole operator (length/velocity), the

u-component (u = x, y) of the dipole matrix element can be written as:

du(k) = �y0(r)�u�eik⋅r� =� uy0(x, y)ei(kx x+kyy)dxdy (3.5)

du(k) = −i�y0(r)� ∂

∂u
�eik⋅r� = ku� y0(x, y)ei(kx x+kyy)dxdy (3.6)

Note that the experimental results of du(k) are usually measured in the laboratory frame,

which prevents from applying the inverse Fourier transform directly. Thus we have to

convert the data from the laboratory frame to the molecular frame:

dx = d� sin q + d� cos q (3.7)

dy = d� cos q − d� sin q (3.8)

Le et al. [173] found that the perpendicular d� component of DME is usually much smaller

than the parallel component in the length form. Moreover, the transmission of our setup

used for RABBIT measurement favors the parallel component. Thus for the first step it

is reasonable to assume d� = 0. If the velocity gauge is chosen, there is no perpendicular

component since the DME vector is parallel to k (the generating laser polarization). As a

result, the rotation procedure can be simplified for both gauges as:

dx = d� sin q (3.9)

dy = d� cos q (3.10)

Therefore, the molecular orbital can be reconstructed by inverse Fourier transform of the

rotated experimental data du(k):
yu

0 (x, y) = Fk→r �du(kx, ky)�
u

(3.11)

yu
0 (x, y) = Fk→r �du(kx, ky)�

ku
(3.12)

Equation 3.11 is in length form and 3.12 in velocity form. Whatever the form chosen, the

molecular orbital can be obtained from both the x and y component of the dipole. In prin-

ciple, they should be equal, but it is not the case generally due to the discrete sampling in
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3.4 Two-center interference model

the Fourier space and to the errors imported by the assumptions. Therefore, the average of

both components is taken as the definition of the reconstructed molecular orbital:

y0(x, y) = yx
0(x, y) +y

y
0(x, y)

2
(3.13)

The molecular orbital is thus encoded in the spectral and angular dependence of the re-

combination dipole. In order to illustrate this, let us now detail the two-center interference

model proposed by Manfred Lein [39][40].

3.4 Two-center interference model

In the simplest case, the HOMO of a diatomic molecule can be treated as a combination of

two atomic orbitals: ymol = y0(r −R�2) ±y0(r +R�2), with R being the internuclear distance

vector that makes an angle q with the polarization of the driving laser. ’+�−’ depends on

the symmetric/antisymmetric combination of atomic orbitals. The recombination dipole

moment in the velocity form therefore can be written as:

�ymol(q)�d̂�eik⋅r� = �y0(r −R�2)�d̂�eik⋅r�± �y0(r +R�2)�d̂�eik⋅r� (3.14)

= k �e−i k⋅R
2 ± ei k⋅R

2 � �y0(r)�eik⋅r�
For ’+’ sign:

�ymol(q)�d̂�eik⋅r� = 2k cos�k ⋅R

2
� �y0(r)�eik⋅r� (3.15)

For ’−’ sign:

�ymol(q)�d̂�eik⋅r� = 2ki sin�k ⋅R

2
� �y0(r)�eik⋅r� (3.16)

This model thus predicts a minimum and a corresponding p phase jump in the recombi-

nation dipole moment, when the pre-factors before �y0(r)�eik⋅r� in Equation 3.15 and 3.16

reach 0. Therefore for ’+’ sign the minimum occurs at:

R cos q = (n − 1

2
)le (3.17)

For ’−’ sign:

R cos q = nle (3.18)

where n is an integer and le = 2p�k is the de Broglie wavelength of the electron. The

minimum happens if the internuclear distance projected on the driving laser polarization

is equal to an odd multiple of half the electron wavelength for ’+’ sign. The physical origin

of this minimum is related to the additional path length that the electron wave packet has

to travel between the two lobes of the orbital. When it is equal to le�2, it induces a p

phase difference in the emission from the 2 lobes that interference destructively. For ’−’

sign, the additional p shifts the destructive interference to a path length difference of le�2.

For a given sign of the atomic orbital superposition, the minimum position is depending on
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the projected internuclear distance, meaning it is angle dependent. The minimum and the

phase jump shift to higher photon energy as q increases. This position is determined only

by the structure of the orbital and is not influenced by the laser parameters (intensity and

wavelength). This phenomenon is thus called structural interference. This interference in

the dipole will induce a corresponding minimum and phase jump in the harmonic spectrum

at a position given in principle by the dispersion relation Ek = nhn. The predicted minimum

position in H+2 agrees well with the TDSE simulations [174][175]. In the next chapter, a

comparison between the dipole simulated using this two-center interference model and the

quantitative rescattering theory calculated dipoles will be presented for N2O and CO2. The

major properties of the scattering dipole such as the minimum positions for different angles

are successfully predicted by the simple model. The latter thus provides useful physical

insight into HHG from single molecular orbitals.

3.5 Multi-channel harmonic generation

All the descriptions above are based on a single channel picture of HHG, i.e. the harmonic

generation is only produced by the EWP ionized from the HOMO and recombining to the

same orbital. However, this is not a general case in molecules. As mentioned in section 1.7,

sometimes the contribution of harmonic emission from the lower lying orbitals cannot be

ignored anymore for two reasons: i) In molecules, the separation in energy of the different

valence states reduces to few eV. ii) The structures of the molecular orbitals influence the

ionization as well, and may induce for some alignment angles an enhancement for the lower

lying orbital and a suppression for HOMO (e.g. at a nodal plane). When such a molecule is

exposed to a strong laser field, the electron may tunnel out from different orbitals creating

different ionization channels. The channel X refers to the ionization of an electron from

HOMO (leading to an ion in its ground state), while channels A and B refer to an electron

ionized from HOMO-1 (ion in its first excited state) and HOMO-2 (ion in its second excited

state). Therefore the harmonic emission is a coherent summation of all the contributing

channels (length form):

exuv(w, q, I) =�
i

gi(w, q, I)ai(k, I)drec,i(w, q) (3.19)

where i = X, A, B, .... The first evidence of multiple ionization channels have been

found in N2 by McFarland et al. [176]. Later Smirnova investigated CO2 and

successfully linked the various minimum positions obtained by many groups to the

multi-channel effects [47]. Since then many studies have investigated there dynamical

interference[177][178][179][180].

Note that we have considered that the different channels are independent. But it is not

necessary that the ionized electron from an orbital recombines to the same orbital. Mairesse

et al. [181] found that an electron may ionize from the HOMO, leaving the ion in the X state,
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3.5 Multi-channel harmonic generation

but this ion is then excited from the X state to the A state between ionization and recom-

bination so that the recombination occurs in the A state. This coupled channel connecting

the X and A channels is called channel XA. It results from the strong coupling between the

X and A states induced by the intense laser field which is almost resonant (1.55eV photon

energy for△e ∼ 1.4eV).

The relative phase of the different channels includes a phase difference accumulated

during the electron excursion in the continuum: it thus depends on the laser parameters

(intensity and wavelength). In some conditions, it leads to a destructive interference be-

tween the contributing channels at some position in the harmonic spectrum, position that

can be varied by tunning the laser parameters. This process is called dynamical interfer-

ence.

The first step in resolving multi-electron dynamics is to identify the multiple orbitals

(ionic states) participating in the process. Next, we can observe their interference to see

how these channels affect the harmonic radiation. In the next chapter, we will present the

studies of multi-channel effects in CO2 and N2O.

Hole dynamics

A direct application of the multi-electron dynamical study is to image how the electrons

ionized from the molecule, which is a great step towards attosecond time resolved high

harmonic spectroscopy for molecules in strong field. The hole left in the molecule by ion-

ization is the coherent superposition of the ionizing channels. Assuming there are two

channels X and A, the electronic hole evolution in time can be written as:

yhole(r, t) = yX(r) + aA�Xei(∆j+∆Ipt)yA(r) (3.20)

where aA�X is the ratio of the ionization rate between channels A and X, ∆j is the phase

difference between the two channels in the ionization. When the electron comes back to the

ion, it probes the ion at the instant of recombination. Therefore, the evolved electronic hole

is probed about t = 1.5 f s after its creation. The emitted harmonics thus encode a snapshot

of the hole averaged over t ≈ 600as, given by the attochirp in the spectral range of our

experiment. Theoretically, we can set t to zero and calculate the position of the electronic

hole at the ionization instant. Haessler et al [42] reconstructed the probability density of the

electronic hole flipped from one side of the molecule to the other as the time passed.
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CHAPTER 4

HIGH-HARMONIC SPECTROSCOPY OF N2O

AND CO2

As discussed in the preceding chapter, many important features appearing in the harmonic

spectra are associated to destructive interferences: the latter induce a minimum in the in-

tensity spectrum and a corresponding big jump in the spectral phase. Such an interference

can be found when the recolliding electron recombines with different sites of the highest oc-

cupied molecular orbital (HOMO) and the corresponding emissions interfere destructively.

This -so-called- structural interference has a spectral position defined by the internuclear

distance of the molecule projected on the recollision direction (given by the driving laser

polarization) [39]. However, an interference can also be expected if different ionization

channels give comparable contributions to HHG. This dynamical interference is determined

by the relative phase of the different channels, that depends in particular on the action

accumulated along the corresponding electron trajectories. For some laser parameters (in-

tensity, wavelength), this phase difference between the contributing channels may reach p

leading to a destructive interference. Therefore, an observed minimum may be caused by

very different processes related to the molecular structure or dynamics, and is very often

a subject of hot debate. Understanding the physics behind it is important for molecular

orbital imaging and the study of multiple channel dynamics.

In this chapter, we will carefully characterize the HHG from two iso-electronic

molecules, N2O and CO2 that have very similar properties. The comparison of the elec-

tronic structure and valence orbitals of these molecules will be given in Section 4.1. By

implementing two different characterization methods (RABBIT and TSI), we observed that

the position of the destructive interference in N2O and CO2 shifts when changing the gen-

eration intensity as shown in Section 4.2. Therefore, our results reveal multiorbital contri-

butions to HHG in both molecules. The characterization of the harmonic emission in two

different dimensions (spectrally in RABBIT and angularly in TSI) can test the approxima-
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tions made for each method. More importantly, the combination of the two measurements

leads to a full mapping of the harmonic phase, which can be found in Section 4.3. In ad-

dition, we performed a detailed investigation for aligned N2O and CO2 under the same

generation conditions. Striking differences between the two measurements were observed

by using both methods even though they have similar molecular structures. The results

will be presented in Section 4.4. Later on, a simple model is developed in Section 4.5 to

understand the underlying physics. It provides excellent agreement with our experimental

results as well as explains that the differences between N2O and CO2 in terms of the differ-

ent contribution ratios to the harmonic emission from the lower lying orbitals. Interestingly,

we are able to observe more intense harmonic emission from HOMO-1 than from HOMO.

We also improved the theoretical model in Section 4.6 by using more advanced recombi-

nation dipole moments where the continuum states are calculated by taking into account

the effect of the molecular potential. Next, we give in Section 4.7 an application of our ad-

vanced harmonic emission characterization, where we shape the attosecond pulses from

aligned molecules with attosecond precision. Finally, the conclusions are given in Section

4.8.

RÉSUMÉ DU CHAPITRE

Comme nous en avons discuté dans le chapitre précédent, plusieurs caractéristiques impor-

tantes apparaissant dans le spectre harmonique sont associées aux interférences destruc-

tives: ces dernières induisent un minimum d’intensité dans le spectre et un saut de phase

spectrale correspondant. De telles interférences peuvent être trouvées quand l’électron

de recollision se recombine avec différents sites de l’orbitale moléculaire occupée la plus

haute (HOMO) et les émissions correspondantes interfèrent destructivement. Cette in-

terférence structurale a une position spectrale définie par la distance internucléaire de la

molécule projetée dans la direction de recollision (donnée par la polarisation du champ

laser) [39]. Cependant, des interférences peuvent être également observées quand différents

canaux d’ionisation apportent une contribution comparable au signal harmonique. Cette

interférence dynamique est déterminée par la phase relative des différents canaux qui

dépend en particulier de l’action accumulée le long des trajectoires électroniques. Pour cer-

tains paramètres lasers (intensité, longueur d’onde), la différence de phase entre les canaux

contribuant au phénomène peut atteindre p, conduisant à des interférences destructives.

Donc, une interférence observée dans l’émission harmonique peut être causée par des pro-

cessus très différents associés à la structure ou à la dynamique moléculaire et est très sou-

vent sujet à débat. La compréhension de cette physique est importante pour l’imagerie

d’orbitale moléculaire et l’étude de la dynamique à plusieurs canaux.

Dans ce chapitre, nous caractériserons le signal harmonique provenant de deux

molécules iso-électroniques qui possèdent des propriétés très similaires, N2O et CO2. La
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comparaison des structures électroniques et des orbitales de valence de ces molécules sera

présentée en Section 4.1. En implémentant deux méthodes de caractérisation différentes

(RABBIT and TSI), nous avons observé que la position des interférences destructives dans

N2O et CO2 se décale lorsqu’on change l’intensité de génération, comme nous le mon-

trerons dans la Section 4.2. Ainsi, nos résultats révèlent une contribution multiorbitalaire au

signal harmonique dans les deux molécules. La caractérisation de l’émission harmonique

dans deux dimensions différentes (spectralement via RABBIT et angulairement vie TSI)

peut tester les approximations faites pour chaque méthode. De plus, la combinaison de ces

deux mesures amène à une carte complète de la phase harmonique, qui peut être trouvée

dans la Section 4.3. De plus, nous avons effectué une étude détaillée des molécules N2O

and CO2 alignées, dans les mêmes conditions de génération. Des différences frappantes

entre les deux mesures ont été observées en utilisant les deux méthodes même si les struc-

tures moléculaires sont similaires. Les résultats associés sont présentés dans la Section 4.4.

Ensuite, un modèle simple est développé dans la Section 4.5 pour comprendre la physique

sous-jacente. Ce modèle apporte un très bon accord avec nos résultats expérimentaux ainsi

qu’il explique les différences entre N2O et CO2 par les différentes contributions des or-

bitales plus basses. Nous sommes ainsi capables d’observer le résultat contre-intuitif d’une

émission harmonique plus intense provenant de HOMO-1 que de HOMO. Nous avons

aussi amélioré le modèle théorique dans la Section 4.6 en utilisant des moments dipo-

laires de recombinaison plus avancés où les états du continuum sont calculés en prenant

en compte l’effet du potentiel moléculaire. Ensuite, nous donnons dans la Section 4.7 une

application de notre caractérisation avancée de l’émission harmonique où nous façonnons

des impulsions attosecondes provenant de molécules alignées avec une précision attosec-

onde. Finalement, nous conclurons ce chapitre dans la Section 4.8.
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Structural minima in photo-recombination dipole were first predicted numerically in

aligned H+2 by a two center model [39]. Later on, many groups experimentally found min-

ima in the harmonic spectra of aligned CO2, but they were surprisingly at different posi-

tions [44][45][46][156]. Then Smirnova et al. attributed that to the dynamical interference

by taking into account the contribution to HHG from the lower lying orbitals in CO2 [47],

which could explain the different minimum positions due to the different generation condi-

tions and in particular, laser intensity. This study was extended to broad harmonic spectra

by using mid-infrared laser sources: Torres et al. [177] showed that the minima were the

result of the interplay of both structural and dynamical interferences, whereas Vozzi et al.

observed only structural interferences [43]. These different observations were attributed

to the different pulse durations used in two experiments. The former used 40 f s pulses at

1300nm wavelength, while the latter had only 18 f s pulses at 1450nm, which corresponds to

only 3 − 4 optical cycles. It was thus argued that dynamical interferences require a quasi-

adiabatic generation condition (namely the exploitation of multicycle driving pulses), oth-

erwise the intensity-dependent destructive interference of different harmonic generation

pathways would be washed out along the driving pulses. The generation conditions thus

appear to be critical for the observation of structural/dynamical interferences. In the case

of N2O, a molecule similar to CO2, only evidence of structural interferences [157] [182] had

been reported at the beginning of my thesis. Later, in parallel to our studies, Wörner et al.

performed a study of the driving wavelength dependence of the intensity minimum in both

molecules, published recently [179][180].

Understanding the relations and differences between CO2 and N2O was thus a strong

motivation of my studies, in order to answer the important question: can HHG spec-

troscopy differentiate between two very-close species. Moreover, in the case of dynamical

interferences, can we get more quantitative information on the contributions of lower lying

orbitals? This would provide us with useful information for a better understanding of the

multi-channel processes, which has not been accessed by previous studies. In this chap-

ter, we will first discuss the similarities and differences of the electronic structures of the

two molecules in Section 4.1, then present an experimental investigation of the origin of the

observed interferences in Section 4.2, providing a complete description of the interferences

in Section 4.3. A comparison of HHG from the two species in exactly the same conditions

is presented in Section 4.4, followed by the description of a model that I developed to ex-

plain the differences in HHG from CO2 and N2O in Section 4.5. Next, an improved model

is presented in Section 4.6. The application of attosecond pulse shaping by using aligned

molecules is introduced in Section 4.7. Finally, the conclusion of this Chapter is given.
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4.1 Comparison of N2O and CO2
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Figure 4.1: Comparison of the electronic structure and valence orbitals of N2O and CO2

(calculated by GAMESS).

The electronic structure and valence orbitals of the two species are compared in Figure

4.1. N2O and CO2, being isoelectronic molecules, have many common features. First, they

have the same internuclear distance (the distance between the two outer nucleus), which

is 2.3 Ångtröm. Second, the ionization energy of HOMO in N2O and CO2 is close (∼ 0.9eV

difference). Third, their HOMO structures are similar. Even though there is a bit of asym-

metry for the N2O HOMO, it is dominated by its antisymmetry with the two nodal planes.

A plane wave calculation was performed to check this as shown in Figure 4.2. The asym-

metry makes the recombination dipole complex instead of purely real or imaginary. It turns

out that the imaginary part is 10 times bigger than the real part, showing that the orbital is

dominantly antisymmetric. This becomes a factor 100 in the harmonic spectrum, since the

dipole is squared. More detail can be found in APPENDIX B.1. Finally, the HOMO-1 and

HOMO-2 are very similar in the two molecules, but inverted.

Let us first discuss, in the case of CO2, the expected contributions to HHG of the dif-

ferent orbitals. The CO2 HOMO structure suppresses the strong-field ionization when the

molecule is aligned parallel to the driving laser polarization due to the nodal plane [133]

[137][183]. The two parts of the electron wavefunction that tunnel out from the two lobes

of the HOMO have opposite sign, therefore they interference destructively so that the ion-
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4.1 Comparison of N2O and CO2

Figure 4.2: N2O HOMO- Plane Wave dipole. Left: real part; Right: imaginary part; Top:

x-component; Bottom: y-component. The circles indicate the range covered by harmonics

17 to 31 when including Ip (black) or not (red) in the dispersion relationship.

ization from this orbital is inhibited. For the same reason, the ionization from HOMO-1 of

CO2 is suppressed. Moreover, since strong field ionization is exponentially sensitive to the

ionization potential, the 3.5 eV energy difference between the HOMO-1 and HOMO results

in a negligible contribution of HOMO-1 to HHG at 0 degree alignment. However, the ion-

ization from HOMO-2 of CO2 aligned at 0 degree is strongly enhanced by the elongated

structure that will favor tunnel ionization from the outer lobe. This may compensate for the

decreased rate due to the 4.3 eV binding energy difference, so that the HOMO-2 and HOMO

may give comparable contributions to HHG, making them interfere at 0 degree (Smirnova

et al. [47]). If we compare the structures, a similar behavior can be expected in N2O but

between HOMO and HOMO-1. The smaller 3.5 eV binding energy difference for N2O than

for CO2 may lead to even bigger contribution to HHG from the lower lying orbital, and

thus to stronger dynamical interferences. However, as mentioned above, only structural
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interferences had been reported for the case of N2O at the start of my studies.

4.2 Structural or dynamical interferences?

The important criteria to disentangle these two effects are the laser intensity and wave-

length dependences, since they both shift the position of a dynamical interference but do

not affect a structural interference. However, the laser intensity/wavelength also influences

the harmonic emission in a general way: cutoff extension, atto-chirp, etc... The latter influ-

ence can be removed by calibrating the harmonic signal obtained in the molecule by that

of a reference atom with same ionization potential and in the same generation conditions.

This will allow unraveling the molecular interference and its possible variation with inten-

sity/wavelength.

The characterization of high harmonic emission by using RABBIT technique is based on

the conversion of photon energy to electron energy through photoionizing rare gas atoms.

In this Chapter, the rare gas we used in MBES is neon, who has an Ip of 21.6eV. There-

fore, the harmonic emission with photon energies larger than that could be observed. If

a weak infrared beam is superposed to the harmonic signal in the detection volume, they

can create the photoelectron spectrum by absorption of one harmonic photon and simul-

taneous absorption or stimulated emission of one infrared (IR) photon. This multi-color

two-photon process produces sideband between the odd order harmonic. And its oscilla-

tion when varying the time delay between XUV and IR encodes the relative phase of the

neighboring harmonics. As discussed in Chapter 2, from the Fourier transform of the side-

band oscillation, we could extract the relative phase, and thus the group delay or emission

time. An example the the measured emission time for CO2 parallel aligned (red) and kryp-

ton (black) is shown in Figure 4.3 a). RABBIT detects only the spectral phase but it is not

able to measure the phase variation with alignment angle at a fixed harmonic order nor the

absolute phase difference with krypton. But our two source interferometry measurement

could get access to that. The phase is almost flat as a function of the alignment angle for

HH15 and HH17 (presented later in Figure 4.5). Our calibration procedure imposes that the

emission time of sideband 16 is the same as in Kr for CO2 parallel aligned. Figure 4.3 b)

shows the normalization at sideband 16 for both measurements. The ionization potentials

for both are very close: 13.8eV for CO2, while 13.9eV for krypton. However, we could see

a clear deviation in CO2 for the side band 24 and 26, which may be a signature of the de-

structive interference from the HOMO structure or multi-orbital contribution to HHG. Then

the spectral phase of CO2 and krypton can be obtained by the integration of the emission

times as shown in 4.3 b), respectively. Due to their close Ips, the attochirp of CO2 could be

removed by calibrating the harmonic signal from molecules by that of krypton while keep-

ing the same experimental conditions, as shown in d). As a consequence of normalizing to

sideband 16, we add an w-independent phase term. Hence it does not change the spectral

75



4.2 Structural or dynamical interferences?

characteristics of the dipole. In addition, we impose the same phase for HH15 and HH17.
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Figure 4.3: An example of RABBIT analysis (q = 0○): from the measured emission times to

the calibrated phase. Emission times as measured a), Emission times with normalized abso-

lute timing b), phase obtained by integrating the emission times c), CO2 phases normalized

by the krypton phase d). Red lines stand for the measurement of CO2, while the black lines

are for krypton. The measurement was performed at 1.6× 1014W�cm2.

In order to disentangle structural or dynamical interference, we performed a systematic

experimental study of the harmonic emission as a function of the generating intensity for

CO2 and N2O aligned parallel to the laser polarization by using the RABBIT technique. The

measured spectral intensity and phase for both CO2 and N2O calibrated by the reference

atom krypton are presented in Figure 4.4. The upper graphs are for the intensities of CO2

and N2O, respectively. And the bottom ones are for the phases in the two molecules. The

same phase analysis procedure is performed as Figure 4.3.

We observe clear signatures of molecular interferences: spectral minima and corre-

sponding phase deviations for both systems, which are marked by the dashed lines. By

increasing the intensity, the intensity minimum and phase jump are shifting to higher

harmonic orders. Therefore, we confirm that the measured minima and the phase jump

are related to the dynamical interference under our experimental conditions. From 1.0 to

1.6× 1014W�cm2, the minimum shifts by 6 harmonic orders in N2O. But the minimum is less

intensity dependent in CO2, which is shifted by two orders from 1.1 to 1.4× 1014W�cm2. A

possible reason that we see less dynamical behavior in CO2 may be that we are just at the

limit to observe dynamical interference because it only appears in the spectral region where

both contributing channels have similar weight. ∆Ip between the two channels in CO2 be-

ing larger than in N2O, the lower lying orbital is expected to contribute less to HHG. And
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Figure 4.4: Spectral intensity for a) CO2 and c) N2O, and phase for b) CO2 and d) N2O mea-

sured by the RABBIT technique for different intensities when the molecular axis is aligned

parallel to the laser polarization. Different colors correspond to different laser intensities,

whose units are given in units of 1014W�cm2. The related intensity minima and phase devi-

ations are marked by colorful dashed lines.

the relative weight is changed by changing the intensity so that the evolution of the inter-

ference with intensity may be obscured. This may also explain why the amplitude of the

phase jump measured in CO2 is only of ∼ p�2 (close to the previous measurements reported

in Boutu et al. [46]), instead of ∼ p in N2O. This will be further studied in Section 4.5.

Another type of method for characterizing the harmonic intensity and phase has also

been developed, which is two source interferometry (see section 2.3.2). Different from RAB-

BIT, TSI is measuring the angular phase or in other words, the phase variation with molec-

ular alignment angle for each harmonic order. Because TSI has no access to the harmonic

spectral phase, we have to normalize to one molecular alignment angle to compare the vari-

ations of the different harmonic orders. From RABBIT measurements that will be detailed

in Section 4.4, we know that the calibrated spectral phase is almost flat for CO2 perpendic-

ularly aligned, so all the TSI measurements for different harmonic orders are normalized to

90 degrees. As for the harmonic intensities, they are normalized to 1 at 0 degree.

The results for CO2 are shown in Figure 4.5. The upper and lower panels correspond

to two different laser intensities. At 1.4 × 1014W�cm2, the phase is flat for the first orders

and starts to deviate for small angles at harmonic orders 21 and 23 with a negative shift of

∼ −0.2p. Order 25 shows an intermediate behavior while orders 27 to 33 show a positive

phase shift that reaches ∼ p�2. At 1.6× 1014W�cm2, the phase shows a smooth and relatively
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Figure 4.5: Intensity a),b) and phase c),d) for different harmonic orders generated from CO2

measured by TSI for two laser intensities: a),c) 1.4× 1014W�cm2, and b),d) 1.6× 1014W�cm2.

Different colors correspond to different harmonic orders indicated in the figure.

flat evolution until order 27 where it starts to deviate positively. But it is at H29 and H31 that

the maximum deviation of ∼ p�2 is obtained. As compared to the lower intensity, the phase

curves are flatter around 90 degrees and rise quite steeply at intermediate angles of 20-40

degrees. Concerning the harmonic intensities, they are all maximum at 90○ with a contrast

(ratio 90○ over 0○) that in general increases with the order, despite some scattering of the

data. The evolution of the highest orders may not be relevant since they suffer from low

signal to noise ratio. In conclusion, like for the RABBIT measurements, we observe in CO2

by using TSI some evolution with the laser intensity indicating dynamical interferences,

even though the evolution is not very marked.

The results for N2O are shown in Figure 4.6. The measured intensities are plotted on the

left and the phases, on the right. From top to bottom, the measurements are performed at

laser intensities in the range 1.2− 1.8× 1014W�cm2 by decreasing steps of 0.2× 1014W�cm2.

The phases are all normalized to 90○, and the amplitudes to 0○. At the highest intensity

(1.8× 1014W�cm2) in e), the phase curves for the low orders are very flat and start to deviate

from this behavior at H29. Then, there is a sudden phase jump of p radians close to 40

degrees for harmonic order 31 and close to 50○ for harmonic 33. At 1.6× 1014W�cm2 in d),

the big phase evolution shifts to H29 and H31. Decreasing the intensity to 1.4× 1014W�cm2

in g), the harmonic order where the phase jump occurs is H27. Decreasing further the
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intensity to 1.2 × 1014W�cm2 in h), the phase jump then shifts to H25. Therefore, the shift

of the phase jump with intensity in N2O is also observed as a function of the alignment

angle using TSI. These results are very consistent with that of the RABBIT measurements

presented in Fig. 4.4: if we only look at 0 degree (and assume that the spectral calibration

of the phase at 90○ is correct), then we find a p phase jump between H23 and H25 at the

lowest intensity that shifts to higher orders with increasing intensity.

Next, let us consider the harmonic intensities as a function of molecular alignment an-

gle. For a) and b), the intensities for all harmonic orders are going up when rotating the

molecules from parallel to perpendicular alignment, with a contrast depending on the or-

der. And they are decreasing again from 90 to 0 degree by symmetry due to alignment

and not orientation of the molecules. For c), this is also the case for the highest three or-

ders (H27, H25 and H23) with an increasing broadening of the distribution. And for the

lower harmonic orders, there appears a clear “double peak” structure, corresponding to a

maximum emission not any more at 90○, but at an intermediate angle between 50○ and 60○.

At the lowest intensity shown in d), these “double peaks” are more obvious and even H23

starts to be like that. The reason for such “double peaks” may be related to the HOMO

structure. The two dips at 0○ and 90○ could be a trace of the orbital nodal planes that sup-

press the ionization. The orbital lobe in between may create the double peaks due to the

fact that the ionization will favor the intermediate alignment angles. The contribution of

the HOMO-1 may be the reason why these “double peaks” do not appear for high orders

(cutoff region) and high intensities. Indeed, these are the conditions where one expects a

strong contribution from the HOMO-1 that may blur the clear behavior observed at low

intensity and harmonic orders, where the HOMO dominates.

As a summary, two different characterization methods have been used in this section

in order to study the structural or dynamical origin of the interferences observed in the

harmonic emission. These two methods, while probing two different dimensions (photon

energy and alignment angle) give consistent results. And they both confirm the observation

of dynamical interferences under our experimental conditions.
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Figure 4.6: Intensity a),b),c),d) and phase e),f),g),h) for different harmonic orders generated

from N2O for different driving intensities measured by TSI. From top to bottom, the mea-

surements are performed at laser intensities from 1.8× 1014W�cm2 to 1.2× 1014W�cm2 with

a step of 0.2× 1014W�cm2. Different colors correspond to different harmonic orders.
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4.3 Combining TSI with RABBIT

Figure 4.7: Harmonic phase plot in polar coordinates. The radial coordinate represents

the energy (harmonic order) and the angular coordinate indicates the molecular alignment

angle.

TSI and RABBIT are measuring the harmonic phase in two different dimensions: TSI mea-

sures the phase as a function of the molecular alignment angle for each harmonic order, but

it does not access the relations between harmonic orders as shown by the dotted circles in

Figure 4.7. RABBIT characterizes the spectral phase, i.e. the phase as a function of harmonic

order as given by the solid lines in Figure 4.7, but without any reference between different

alignment angles. So in each technique, we have to make assumptions in order to access

the full phase variation. For example, we had to normalize at 90○ the phases measured for

the different harmonic orders by TSI in order to access the spectral variation. Similarly, we

always assume that the spectral phase in less angular dependent for the lowest harmonic

order, and so we normalize the spectral phase at H15 for all alignment angles in order to

get the angular phase. We would not need that anymore if we could combine the two mea-

surements. As a matter of fact, to get a full phase mapping, only one measurement of the

complementary technique is needed: a single RABBIT measurement for instance at 90○ is

enough to complete a set of TSI measurements and a single TSI measurement for instance

at H15 is enough to complete a set of RABBIT measurements. By performing a full set of

measurements for both techniques, one gets an oversampling of the phase space and one

can check very stringently the consistency of the two techniques.

Such a combination has never been performed up to now because of the complexity of

the two techniques that furthermore need to be implemented in exactly the same generation

conditions. Indeed, the harmonic phase is very sensitive to the experimental conditions

such as molecular alignment quality and laser intensity. Because the two measurements

were done separately, it is important to make sure that they have comparable experimental

conditions before comparing or combining them. In particular, the experimental deter-

mination of the laser intensity always involves quite large error bars. For this purpose, I

compare the harmonic spectra in the two measurements. As an example, I plot in Figure
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Figure 4.8: a) Harmonic spectra measured in N2O with RABBIT (red dashed line) and TSI

(black solid line) at 0○. The laser intensity is 1.4× 1014�W�cm2. b) Harmonic intensity as a

function of the alignment angle for the same laser intensity as in a) obtained from RABBIT.

The different colors correspond to the different harmonic orders, indicated in the figure.

4.8a) the two spectra obtained in N2O from RABBIT and TSI at an estimated intensity of

1.4× 1014�W�cm2. The spectra are very similar with cut-off positions at H25. Then, I com-

pared the angular variations of the harmonic intensities obtained from the two techniques

in these conditions. The TSI and RABBIT results are shown in Figure 4.6c) and 4.8b), respec-

tively. Note that the contrast of the variation is different because we align the molecules

only at one of the two sources in TSI, while aligning the whole source in RABBIT, which ex-

plains the larger contrast. However, the general trend is very similar in both measurements.

The angular variations in the RABBIT measurements have a single peak for high harmonic

orders, a broadening with decreasing order and then double peaks for low harmonic orders

in Figure 4.8 b), which is also the case for the TSI measurements in Figure 4.6 c). Finally, the

phase analysis performed in the preceding Section revealed a phase jump at H27 for both

measurements. Since this phase jump is the result of a dynamical interference, its position

is closely related to the generation conditions. Therefore, all the three analysis above prove

that we have comparable conditions.

To combine the two sets of data, we have to build a “bridge” to connect the 2 dimen-

sions. There are many ways to do this. Since the angular variation of the phase is accurately

measured using TSI, I chose one measurement from RABBIT at a given angle to perform the

bridge to connect all the TSI measurements and get the full phase mapping. Then, in order

to check the compatibility of the two measurements, I extracted a set of data in energy do-

main for another alignment angle from the obtained phase map. Eventually, I compared it

with the RABBIT measurement for this alignment angle. Figure 4.9 a) shows a mapping of

the harmonic phase obtained by using the RABBIT measurement at 90 degree as a bridge.

Then I take a line out for 0○ along the photon energy dimension (red solid line in Figure 4.9

b)) to compare with the RABBIT measurement for 0 degree (blue squares in Figure 4.9 b)).
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The extracted data is in very good agreement with the RABBIT measurement. Therefore,

these two sets of data are indeed consistent and give a full mapping of the harmonic phase.

The phase map in Figure 4.9 a) contains both the TSI information, like the phase deviation

of ∼ p for H27 around 40○ degrees, and the RABBIT information, like the phase jump of ∼ p

for 0○ at H27. But in addition, it gives the full variation of the phase jump in the (energy,

angle) space. The phase variation with angle for the lowest harmonic order (H15) is indeed

quite flat, which proves our previous assumption for the normalization of the RABBIT mea-

surements. Similarly, the spectral phase is very flat at 90○, providing a reference for the TSI

measurements. Figure 4.10 shows the maps for N2O at two other intensities. They both

give good results, and show that the phase jump position is shifting with intensity.

Figure 4.9: a) Full harmonic phase map for N2O at 1.4× 1014W�cm2. b) Comparison of the

data extracted from the map at 0○with the RABBIT measurement at this angle.

Figure 4.10: Full harmonic phase map for N2O at 1.2× 1014W�cm2 a) and 1.6× 1014W�cm2

b).
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4.4 Experimental comparison of the harmonic emission from N2O and

CO2

We have already compared the properties of N2O and CO2 molecules. The two orbitals

contributing to HHG at 0 degree have similar structures (see Figure 4.1). From previous

harmonic intensity measurements in these two molecules, people have not found big dif-

ferences between them, except for a slight shift of the spectral minimum position [157, 177–

180, 182]. Since the phase contains additional information as compared to the intensity, it is

interesting to investigate if there is any difference in such two similar systems. It may pro-

vides us with the possibility to access more information on the underlying physics. Note

that previous TSI measurements revealed p phase jumps in both molecules when scanning

the delay between the alignment and generation laser pulses in the half or 3/4th revival

[157]. These phase jumps were attributed to the change of the molecular distribution from

alignment to anti-alignment (both laser pulses had parallel polarizations). By staying at the

half revival and changing the alignment laser polarization, we may have a finer angular

sampling of the harmonic phase and also narrower angular distributions. In this Section,

I will discuss the experiments performed with the two phase characterization methods in

the two gases in the same experimental conditions.
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Figure 4.11: Harmonic spectra measured with RABBIT in CO2 and N2O aligned at 0 degree

at 1.4× 1014W�cm2 and calibrated with the krypton spectrum.

Figure 4.11 shows the harmonic spectra measured by RABBIT for N2O and CO2 aligned

at 0 degree, after calibration by Krypton reference. The minimum for CO2 is quite shallow

and centered at H23 while for N2O, it is deeper and at H27. These minima disappear when

the alignment angle is increased to 90○ (not shown). This is all the information that we can

get from the intensity measurements. So let us have a look at the phase measurements. Fig-

ure 4.12 presents the calibrated harmonic phase for CO2 and N2O for different molecular

alignment angles. The phases are all flat for both molecules at 90 degrees. But the phases

starts to deviate at low angles. Especially, there are clear deviations for 0 degree. The phase

jump positions are the same as the minimum positions, i.e. about H23 for CO2 and H27 for

N2O. Moreover, phase measurements provide us more detailed information. First, the sign
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Figure 4.12: Harmonic phase measured with RABBIT in CO2 a) and N2O b) at 1.4 ×

1014W�cm2 and calibrated by krypton, for different alignment angles indicated in the pan-

els. The error bars, that are about of the size of the symbols, are removed for clarity.

of the phase jump is negative in the case of N2O while being positive for CO2. Second, the

jump is very sudden in N2O, which only happens at H27. And its amplitude is almost p ra-

dians. In contrast, the phase deviation is smooth is CO2, starting at H23 and spreading over

several harmonic orders. And its amplitude is only about p�2 radians. Therefore, phase

measurements are indeed sensitive enough to observe significant differences between the

two gases that have never been reported up to now.

It is worth to note that the RABBIT, like all interferometric techniques, follows the trend

of the phase deviation when the phase jump is small enough or spread over many orders

as in the case of CO2. But if the phase jump is sudden and close to p between adjacent

harmonic orders, like in the measurement of N2O, it cannot determine the sign since the in-

terferometric measurement is done modulo 2p. Fortunately, the phase variation with angle

at H27 in Figure 4.12 shows a clear evolution towards negative values for intermediate an-

gles. In order to check this more thoroughly, we implemented TSI for these two molecules

in the same conditions. The results were presented in Figure 4.5 c) and 4.6 g), respectively.

In this last Figure, it also appears clearly that the phase starts to shift negatively for H25

before reaching ∼ p for H27. So we can now compare the evolution in the two gases for

H27 as plotted in Figure 4.13. The phase jump is negative in N2O while being positive in

CO2. Also, the phase varies smoothly and with less amplitude in CO2 than in N2O. There-

fore, we observe significant differences in the phase behavior for CO2 and N2O, despite the

similar structures of the contributing orbitals. What is the reason for that? And what kind

of information can we extract from these data?

4.5 Modeling harmonic generation from N2O and CO2

In order to answer the questions raised in the previous sections, I developed a simple model

to help us understand the underlying physics. As already discussed, tunnel ionization
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Figure 4.13: Harmonic phase for H27 measured by TSI in CO2 and N2O at 1.4× 1014W�cm2.

may occur coherently from different orbitals simultaneously creating different ionization

channels in molecules. In this case, the total harmonic dipole is a coherent superposition

of the contributing channels. Since the ∆Ips in both molecules are big(3.5eV for CO2 and

4.3eV for N2O), the channel coupling effects between channels are neglected. Therefore, the

molecular dipole can be written as:

D(w, IL, q) =�
i

gion,i(w, IL, q)acon,i(w, IL)eijcon,i drec,i(w, q)eijrec,i (4.1)

where i = X, A, B.... Each channel contains three steps: tunnel ionization (gion,i), accelera-

tion (acon,ie
ijcon,i ) and recombination (drec,ie

ijrec,i ). Following [47], we here assume that the

tunnel ionization phase of CO2 is equal to 0 because the wave function after electron tun-

neling through the barrier is an extension of the real wave function that characterizes the

bound state for each channel [47]. It is then reasonable to assume that the tunnel ionization

phases of the different channels in N2O are also equal to 0 because of the similar electronic

structure. As already discussed, we consider that for N2O aligned at 0 degree, there are

mainly two (X and A) channels that contribute to HHG. Thus, the dipole is given by:

DN2O = �
i=X,A

gion,i(w, IL, q)acon,i(w, IL)eijcon,i drec,i(w, q)eijrec,i (4.2)

= gion,Xacon,Xeijcon,X drec,Xeijrec,X �1+ gion,Aacon,Adrec,A

gion,Xacon,Xdrec,X
ei(jcon,A−jcon,X)+i(jrec,A−jrec,X)�

The first two factors (gion,Xacon,X) are mainly dependent on the driving laser intensity and

the ionization potential of the medium, so they can be partly removed by calibrating with

the reference atom (Krypton). The recombination dipole of HOMO (drec,Xeijrec,X ) divided

by that of Krypton remains in the factorized factor. This may induce important amplitude

and phase variations close to, e.g., structural interferences. However, far from them, it will

have a smooth behavior over the narrow range where the dynamical interference will occur.

Therefore, we write the N2O dipole for 0 degree after calibration as:

Dcal = DN2O

DKr
≈ 1+ aei(∆jcon+∆jrec) (4.3)
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where a is the relative weight between channels A and X. This simple model tells us that

the dynamical destructive interference will occur when the total phase difference is equal

to an odd multiple of p:

∆jtot = ∆jcon +∆jrec = ±np(n = 1, 3, 5...) (4.4)

where ∆jcon is the phase difference in the continuum and ∆jrec is the phase difference in

the recombination between channels A and X. Similarly, a constructive interference happens

when the phase difference equals to an even multiple of p, but it is more difficult to identify

precisely in the spectrum because the dipole varies slowly through the maximum.

The continuum phase difference can be calculated by the strong field approximation,

and is close to −∆Iptw [184]. Here, ∆Ip is the ionization energy difference between the

two contributing ionization channels and tw is the average excursion time of the trajectory

corresponding to the emission of harmonic w. We consider here only the short trajectories

since their contributions are selected in our experimental conditions by phase matching and

on-axis spatial filtering. The recombination dipole phase difference is strongly influenced

by the symmetry of the molecular orbitals. Because we implement molecular alignment in-

stead of orientation, the originally asymmetric orbitals of N2O are artificially symmetrized.

As a result, the HOMO and HOMO-1 orbitals of N2O can be considered to have pg and

su symmetry, respectively, the same as for HOMO and HOMO-2 of CO2. If we model the

continuum states by plane waves, we get a phase difference of ±p�2 for these plane wave

dipoles. There is an uncertainty on the sign. The calculated total phase difference for an

intensity of 1.4× 1014W�cm2 is shown in Fig. 4.14 a) for N2O and b) for CO2. If the recom-

bination phase difference is positive as shown by the dashed lines, there is a destructive

interference close to H11 and a constructive interference at H27 in N2O, while there is a de-

structive interference close to H31 in CO2. None of these are observed in the experiments.

If the recombination phase difference is negative as shown by the solid lines, there is a de-

structive interference close to H27 in N2O and also a destructive interference close at H23 in

CO2, which are both fitting nicely the measured dynamical interference positions. Further-

more, the positions measured for the other intensities are also reproduced by recalculating

the continuum phase difference for these intensity values. Therefore, the recombination

phase difference in our case is close to −p�2 for both CO2 and N2O.

Now that we are able to reproduce the interference positions, we can compare the in-

tensity and phase of the calibrated dipole (eq. 4.3) to the experimental results, and also

evaluate the a dependence of the results. Figure 4.15 shows the absolute amplitude and

phase of the calibrated dipole of N2O. The different curves correspond to different relative

weights (a) between channels A and X. In good agreement with the experimental results,

we can see a clear minimum appearing at H27 in the amplitude as well as a correspond-

ing phase jump at the same position in the phase simulation. Particularly interesting is the

finding that in the simulated phase the contributing ratio a plays an important role in de-
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Figure 4.14: Total phase difference of the two channels involved in HHG for a) N2O and b)

CO2 for an intensity of 1.4× 1014W�cm2. The dashed and solid lines are the results obtained

by using p�2 and −p�2 for the recombination phase difference, respectively.

termining the phase jump. When a is equal to 1, meaning that channels A and X contribute

equally to HHG, there is a perfectly destructive interference. The amplitude minimum goes

to 0 and the phase jump is exactly equal to p. When a is smaller than 1, meaning that the

HOMO contributes more to HHG, the phase jump is positive and small, which is very simi-

lar to the measurements in CO2. Conversely, if a is bigger than 1, the phase jump is negative

and big like in the measurements in N2O.
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Figure 4.15: a) Amplitude and b) phase of the calibrated dipole of N2O. The different curves

correspond to different relative weights (a) of channels A and X.

So, we are now able to understand the differences between the measurements in CO2

and N2O: since ∆Ip is smaller in N2O than in CO2, the contribution to HHG from HOMO-1

becomes larger than that of HOMO (a > 1), so that the sign of the phase jump is switched

from positive to negative. From this model, we find that there are two requirements in order

to observe dynamical interferences. First, the phase difference between two HHG channels

must be an odd multiple of p. Second, the relative weight between these two channels
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has to be close to 1. The contrast of the minimum and of the phase jump is reduced as

long as the lower lying orbital does not contribute efficiently to HHG. As we can see from

Figure 4.15, the minimum and phase jump are almost invisible when a = 0.2. Therefore,

even though we can get odd multiples of p somewhere in the spectrum, we still need close

contributions to HHG for the two channels to observe that. Maybe this is the reason why

not all measurements show evidence of multi-orbital contributions since people have to

find the right conditions to satisfy both requirements.
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Figure 4.16: Theoretical fit of the spectral phase measured by RABBIT in CO2 (dashed line)

and N2O (solid line) when the molecules are aligned parallel to the laser polarization at

1.4× 1014W�cm2. The measured data are shown by the symbols indicated in the figure.

The simple model also provides us with the possibility to extract the relative weight

of the contributing channels. Figure 4.16 shows the theoretical fits from the model to the

RABBIT measured phases. The circle points are the phases measured for CO2 aligned at 0

degree, and the dashed line is the fit from the model by using a ratio (a) between channel B

and X of 0.65. The nice agreement means that the contribution to harmonic generation from

channel B is 65% of that of channel X in amplitude, and 42% in intensity. The square sym-

bols are the phases measured for N2O and the solid line is the theoretical fitting with a ratio

(a) of 1.05 between channel A and X. Thus, channels A and X have similar contributions to

HHG when N2O is aligned parallel to the laser polarization. The channel A can even con-

tributes a bit more as compared to channel X, which is the first time people have evidence

of higher contribution from a lower lying orbital than from HOMO. Moreover, the model

gives good agreement to the other experimental results as well for both CO2 and N2O at

different driving intensities when the molecules are parallel aligned, as shown in Figure

4.17. It is worth noting that in principle, we extract the relative weight with good precision

only in the region of destructive interference, where this weight determines stringently the

shape of the interference. Now, obviously this weight is not constant over the whole spec-

trum: the lower-lying orbitals, because of their larger Ips, have a slightly extended cutoff,

which increases their weight relative to the HOMO in this region. In the plateau region, we
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expect that the HOMO will contribute more to the emission, changing the relative weight

in favor of the HOMO. It is thus amazing that our model can fit so nicely also the phase

evolution in the plateau region.
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Figure 4.17: Theoretical fits (dashed lines) for the spectral phase measured in CO2 a) and

N2O at different laser intensities. The experimental data are shown with the same symbols

as in Figure 4.4 with different colors corresponding to different generating intensities.

4.6 Improving the model

This simple model already provides us with a clear understanding of the underlying

physics. Next, we can try to further improve it by lifting some of the assumptions made:

instead of plane-wave dipoles, use scattering wave recombination dipoles; instead of single

molecule response, consider the molecular alignment angular distribution.

Recombination dipole moments of N2O and CO2

We collaborated with Prof. Robert Lucchese from Texas A&M University who developed

codes of quantum chemistry preforming ab initio quantum scattering calculations where the

continuum states of the electron wavepacket are calculated by taking into account the effect

of the molecular potential [179, 180]. The scattering-wave ionization dipole moments calcu-

lated for CO2 and N2O as a function of molecular alignment and photon energy are shown

in Figures 4.18 and 4.19, respectively. We are showing the parallel dipoles, i.e., the ones cor-

responding to an electron emission in the direction of the photon polarization, which are the

ones mainly involved in HHG (of course, their complex conjugates describe the recombi-

nation). Each of the Figures contains the data relative to three molecular orbitals (HOMO,

HOMO-1 and HOMO-2). The orbital symmetry appears clearly in the dipole phase. As

shown in Figure 4.1, HOMO and HOMO-2 of CO2 are antisymmetric with respect to the

plane perpendicular to the molecular axis, so there is a p phase difference on either side of

90 degree (see Figure 4.18 b) and f)). In contrast, HOMO-1 of CO2 is symmetric with respect
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to 90 degree, and this appears in the dipole phase in Figure 4.18 d). For N2O, HOMO and

HOMO-1 have similar structures as HOMO and HOMO-2 in CO2, so there is also a sign

switch before and after ∼ 90 degrees as shown in Figure 4.19 b) and d), that is absent for

HOMO-2 as presented in Figure 4.19 f). However, the molecule (and thus its orbitals) being

asymmetric, the dipoles do not present the mirror (anti-)symmetry any more. So the two

parts with respect to 90 degree are not exactly the same, which means that the electron-ion

recollisions on the Oxygen or Nitrogen side are different (0○ corresponds to an electron re-

combining on the oxygen side). Note that the molecule being symmetric with respect to

the plane containing the internuclear axis, the orbitals and corresponding dipoles will be

symmetric or antisymmetric with respect to it.

In the experiment, the orbitals are artificially symmetrized by molecular alignment in-

stead of orientation. Therefore, we have to coherently sum up the oriented orbital dipoles:

daligned(q) = doriented(q) + aei∆jdoriented(p − q) (4.5)

where a is the relative weight of the electron wavepackets recolliding on the oxy-

gen/nitrogen sides and ∆j is the phase difference involved in the symmetry around 180○.

For the moment, we consider that the recolliding wavepackets are the same, so a = 1. ∆j

has to be p for HOMO and HOMO-1 but 0 for HOMO-2. The results of the coherent sum-

mation for N2O orbitals are shown in Figure 4.20, and will be discussed in the next section.
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Figure 4.18: Ionization scattering wave dipoles of aligned CO2 as a function of alignment

angle and photon energy for different orbitals: HOMO dipole intensity (a) and phase (b),

HOMO-1 intensity(c) and phase (d), HOMO-2 intensity (e) and phase (f).
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Figure 4.19: Ionization scattering wave dipoles of oriented N2O as a function of alignment

angle and photon energy for different orbitals: HOMO dipole intensity (a) and phase (b),

HOMO-1 intensity(c) and phase (d), HOMO-2 intensity (e) and phase (f).
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Figure 4.20: Ionization scattering wave dipoles of aligned N2O as a function of alignment

angle and photon energy for different orbitals: HOMO dipole intensity (a) and phase (b),

HOMO-1 intensity(c) and phase (d), HOMO-2 intensity (e) and phase (f).

94



High-harmonic Spectroscopy of N2O and CO2

Figure 4.21: Comparison of the intensity of the HOMO dipoles for: (upper left) ori-

ented N2O, (upper right) aligned N2O, (lower left) aligned CO2, (lower right) two center-

interference model. The position of the spectral minimum for each angle is marked by

dashed lines.

Study of the structural interferences in the dipoles

As mentioned before, the HOMO structure may induce a structural interference in the re-

combination dipole, which position depends on the molecular alignment angle but does

not depend on the laser intensity. A simple case for structural interference is given by the

two-center interference model proposed by Manfred Lein [39, 40] (see Section 3.4). For an

antisymmetric molecular orbital, the corresponding dipole may be written as [157]:

dTCM(w, q) = A sin�pR

l
cos q� (4.6)

where A is a constant, R is the internuclear distance, and l = 2p�√2w is the De Broglie

wavelength of the recolliding electron.

Figure 4.21 displays the comparison of the different HOMO dipoles. There is a striking

similarity of these dipoles due to 2 features: i) the obvious zero at 90○ coming from the

common antisymmetry and ii) a minimum moving towards high energy with increasing

angle (in the first quadrant). The position of this minimum is marked by a dashed line for

comparison. The dipole from the two-center interference model (lower right panel) allows
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to identify it as the signature of a structural interference that moves from 30 eV at 0○ to

55 eV at 45○. When considering the dipole of oriented N2O as shown by the upper left

panel, the spectral minimum does not behave exactly the same on either side of 90 degree

due to the difference in recollision on O or N sides. Moreover, it seems blurred due to

the orbital asymmetry. After the symmetrization, the N2O dipole presents very nice and

clear minima, and is very similar to the CO2 dipole (compare the upper right and lower left

panels). Note that there is a phase jump at the position of the observed minimum that is

shifting correspondingly with energy (not shown). The two center model thus surprisingly

predicts the major features of the scattering wave dipoles, with almost the same structural

interference position.
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Figure 4.22: Scattering wave dipole of oriented N2O HOMO (0○) integrated over the angu-

lar distribution. Different colors in the figure correspond to different temperatures of the

medium indicated in the figure. The alignment intensity in all cases is 3× 1013W�cm2. (left)

Intensity, (right) Phase.
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Figure 4.23: Scattering wave dipole of oriented N2O HOMO (180○) integrated over the

angular distribution. Different colors in the figure correspond to different temperatures of

the medium. (left) Intensity, (right) Phase.

These results correspond to the case where all the molecules are perfectly aligned, i.e.
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all the molecules are in one single direction, which is not the case in practice because the

molecules are distributed with a probability distribution around the main alignment angle.

We are particularly interested in what happens for the main angles of 0○ and 180○. We can

then integrate the dipoles over the alignment distributions calculated in Chapter 2:

dint,0○ = � p�2

0
doriented(q)P(q, t) sin(q)dq (4.7)

and

dint,180○ = � p�2

0
doriented(p − q)P(q, t) sin(q)dq (4.8)

where P(q, t) is the molecular angular distribution taken for t at the half revival of N2O, in

which case the molecular axis is mainly aligned parallel to the driving laser field. Figure

4.22 and 4.23 present these integrated scattering wave dipoles for the N2O HOMO oriented

at 0 and 180 degree. Since the alignment distribution is mainly peaked around 30○, we ex-

pect to observe the behavior of the single-molecule dipole around this angle for orientation

at 0 degree (and 150○ for orientation at 180○). Indeed, we observe an asymmetric behav-

ior, with blurred signatures of dynamical interferences around 40-45 eV in both cases: local

minimum and phase evolution much less than p.

Again, because we align the molecules instead of orienting them, we have to sum up the

integrated dipole for both orientations in order to simulate the experimental results, while

taking into account the dipole symmetry. As discussed in Equation 4.5, the effective total

dipole after integration is:

dtotal = dint,0○ − dint,180○ (4.9)

The result is shown in Figure 4.24.
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Figure 4.24: Symmetrized scattering wave dipole of aligned N2O HOMO (0○). (left) Inten-

sity, (right) Phase.

Comparing Figure 4.24 to 4.22 and 4.23, we find obvious differences. Indeed, after sum-

mation of both directions, a clear minimum appears in the energy spectrum and also a big

phase deviation close to p. These results are very interesting: they reveal that the struc-

tural interference result from the destructive interference between the oppositely oriented
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molecules. The weight between both interference components decides the deepness of the

minimum as well as the phase jump. Moreover, the sign of the phase jump gives an indica-

tion on which side of recollision is dominating. When increasing the medium temperature,

the averaging of the dipoles over a larger angular distribution tends to smooth out the

structural interferences and to shift their position to higher energies. In any case, since our

experimental temperature was larger than 50 K, it seems clear that such a structural inter-

ference above 47 eV was not observed in our data (harmonic order H29 corresponding to

45 eV).

Single molecule response using Scattering Wave Dipole moments

The model discussed in Section 4.5 was able to reproduce the positions of the dynami-

cal interferences for the different intensities in both N2O and CO2. It was based on the

Plane Wave approximation for the scattering states, that resulted in a phase difference of

the recombination dipoles of −p�2. Let us now use accurately calculated scattering wave

dipoles and estimate their influence on the total phase difference. Figure 4.25 gives the

phase differences in the scattering wave recombination and in the total process for the chan-

nels involved in the HHG from N2O a) and CO2 b) aligned at 30 degree for intensities of

1.3× 1014W�cm2 and 1.4× 1014W�cm2. As mentioned above, this angle is the one giving the

maximum contribution to the emission averaged over the molecular angular distribution.

The dipoles for N2O are symmetrized. We can see that the values of the phase difference

in the recombination are varying significantly around −p�2 over the spectral range for both

molecules as shown by the black solid lines, which is not the same as in the plane wave

calculations. As a result, a destructive dynamical interference would be expected for the

−p total phase difference at H29 for 1.4 × 1014W�cm2 in N2O (see Figure 4.25 a)). And a

dynamical interferences would appear in CO2 at H24 for a −p total phase difference for

1.4× 1014W�cm2, as shown in Figure 4.25 b). However, such interferences were not found

in the experiments in neither molecules. We notice from Figure 4.25 that the observed in-

terference position for N2O at H27 corresponds to a ∼ −0.75p phase difference and the

interference for CO2 at H23, to a ∼ −0.75p phase difference. It seems that the we have to

shift the total phase difference by −p�4 to achieve the measured results. However, the es-

timations of the intensities in the laser-matter interaction region for previous Sections are

mainly done by using the simple model to fit the destructive interferences at the same po-

sitions as in the experiments. The accuracy of the estimations was influenced by the plane

wave approximation we made for the scattering states. In order to fit the destructive inter-

ferences at the right positions by using the scattering wave calculations for both N2O and

CO2, the intensity is at 1.3 × 1014W�cm2, which is 7% away from the previous estimation.

As we can see in Figure 4.25 a) and b), the total phases for 1.3× 1014W�cm2 are given in red

solid lines. The destructive interferences are at H27 for N2O and at H23 for CO2, which are
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Figure 4.25: Recombination phase difference (black lines) and total phase difference (red

lines) for the channels involved in HHG for N2O (a)) and CO2 (b)) aligned at 30 degree for

intensities of 1.3× 1014W�cm2 (red solid) or 1.4× 1014W�cm2 (red dashed).

the same as in the experiments.

Harmonic emission integrated over the molecular angular distribution

In this section, the distribution of molecular alignment is taken into account. Equations

4.5, 4.7 and 4.8 are used for calculating the integration over the molecular angular dis-

tribution of the scattering recombination dipole moment for each channel involved at 0

degree for CO2 and symmetrized N2O. The molecular angular distribution is simulated for

3× 1013W�cm2 alignment beam intensity and 125K temperature. Next, the phase differences

for the integrated recombination dipoles of the different channels are extracted, as shown in

Figure 4.26 b) for N2O and e) for CO2. These phase differences are flatter than in the single

molecule response, and their value deviate around −p�4 in the region where the destructive

interferences take place.

The phase differences of the two contributing channels accumulated in the continuum

for N2O and CO2 are presented in Figure 4.26 a) and b), respectively. They were calculated

for different laser intensities using SFA. Their values are approximately equal to −∆Ipt as

mentioned before. This continuum phase difference is very sensitive to the intensity. This is

the reason for the variation of the phase jump position when changing the intensity. Finally,

the total phase differences for N2O and for CO2 are indicated in c) and f), as obtained by

summing up the phase differences in the continuum and in the recombination. Similarly as

in the single molecule response, the p (modulo 2p) phase differences are at the interference

positions measured in the experiment for 1.3 × 1014W�cm2 for both molecules. Moreover,

the minima and phase shifts at 1.1 − 1.5 × 1014W�cm2 for N2O as well as that at 1.3 − 1.5 ×

1014W�cm2 for CO2 in the experiments are well predicted.

Next we can calculate the calibrated dipole by Equation 4.3 for N2O as an example. Its
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Figure 4.26: Phase differences of the contributing channels for N2O (left) and CO2 (right)

aligned at 0 degree when taking into account the molecular alignment distribution: contin-

uum phase difference of N2O a) and CO2 d) for different harmonic generating intensities

indicated in the figure in units of 1014W�cm2; recombination phase differences of N2O b)

and CO2 e); total phase difference for N2O c) and CO2 f). The red dashed line in c) is for

1.4× 1014W�cm2.

intensity and phase are shown in Figure 4.27. As expected, we find a spectral minimum in

the intensity at H27 and also a corresponding phase jump at the same harmonic order. By

changing the contributing ratio (a), we can see that the phase deviation behaves like in the

simple model.
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Figure 4.27: Intensity a) and phase b) of the calibrated dipole for N2O at 1.3× 1014W�cm2.

Difference curves correspond to different contributing ratio (a) between channels A and X.
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The comparison of the theoretical fit for N2O and the RABBIT measured spectral phase

for 0 degree alignment at 1.3× 1014W�cm2 is presented in Figure 4.28. The fitting by using

the advanced model with single a value cannot reproduce all the measured points. This

is reasonable because the dynamical interference only happens at the cutoff region, where

the HHG from HOMO-1 contributes significantly. At low energy, the HHG is dominant by

HOMO. Therefore, the a value should not be constant. As we can see in the figure, a = 1.1

in the destructive interference region (H25-H27), which means that HOMO-1 contributes

a bit more to HHG than HOMO. In the lower energy domain, a = 0.4, indicating a much

stronger contribution from HOMO than HOMO-1 to HHG. Thus, the fitting method is still

working nicely. We can even extract the contribution ratio between channel A and X in

different energy regions.
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Figure 4.28: Comparison of the theoretical fit for N2O (dashed line) with different a value

and the RABBIT measured spectral phase(square points) for 0 degree alignment at 1.3 ×

1014W�cm2.

4.7 Coherent control of attosecond emission

We have shown that High-order Harmonic Generation is a great tool to investigate the

multielectron dynamics in molecules. Since HHG leads to attosecond emission in extreme-

ultraviolet region, it can also serve as an ideal light source with extremely good temporal

resolution. However, it is always challenging to flexibly manipulate those pulses. Boutu

et al. [46] presented a method of coherently control the attosecond emission in a linear

molecule (CO2). Indeed, compared to atoms, HHG from molecules provides more possibil-

ities for controlling the attosecond emission due to the angular dependence of the emission

from molecules. As shown in Figure 4.12, the spectral phase changes by varying the molec-

ular alignment angle in particular close to the destructive dynamical interference. In this

section, we will investigate how this can be used to control the attosecond pulses emitted

by linear molecules (N2O and CO2).
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4.7 Coherent control of attosecond emission

High-order Harmonic Generation by using a multicycle (∼ 50 f s) laser pulse leads to

periodic emission of light bursts with a discrete spectrum containing only odd multiples of

the laser frequency w0 in spectral domain (see section 1.6). We have already characterized

the spectral amplitude (Aq) and phase (j(qw0)) for the harmonics (q) by RABBIT. Consider

N harmonics, the intensity profile I(t) emitted by these harmonics can be reconstructed by:

I(t) = ��
N

Aq exp [−iqw0t + ij(qw0)]�2 (4.10)
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Figure 4.29: Simulation of the attosecond emission by assuming equal amplitude a) or linear

phase b), respectively. The spectral intensity is indicated by color lines with symbols, and

the phase is showed by different color lines. Their corresponding intensity profile in time

domain is showed in c) and d). The lines with same color present for the same simulation.

In order to recall the relation between the spectral amplitude/phase and temporal pro-

file, we performed some basic simulations:

i) by setting equal values for Aq (colorful lines with symbols) while varying the phase

(the lines without symbols) as shown in Fig.4.29 a). The corresponding temporal profiles

are presented in Fig. 4.29 c). The global shift for the phase (red dashed line and blue dash-

dotted line in a)) does not affect the attosecond emission while the change of slope of the

spectral phase (black solid line) shifts the attosecond emission in the time domain.

ii) by setting a linear spectral phase for all the three simulations in Fig. 4.29 b) (colorful

lines without symbols) while changing the spectral intensity (colorful lines with symbols).

The corresponding attosecond emissions are then shown in Fig. 4.29 d). The emission is

broadened when the spectral intensity is not constant due to the reduction of the effective

spectral bandwidth. However, its influence is quite limited in this case.
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Figure 4.30: Spectral intensity (black) and phase (blue) characterized by RABBIT technique

when the molecule is aligned parallel (solid) or perpendicular (dash) to the generating laser

polarization for CO2 a) and N2O b), for a generation intensity of 1.3 × 1014W�cm2. The

reconstructed temporal intensity profile is showed in c) for CO2 and d) for N2O.

Figure 4.30 a) and b) show the spectral intensity and phase characterized by RABBIT

from CO2 and N2O in the same experimental conditions. Note that, in contrast to the pre-

ceding sections, we are not calibrating the spectral phase with that of the reference gas:

the atto-chirp due to the continuum dynamics result in a quadratic spectral phase of the

emission. The solid lines correspond to molecules parallel aligned, while the dashed lines

indicate molecules perpendicularly aligned. Figure 4.30 c) and d) then show the temporal

profile I(t) of the intensity of the emitted pulses for CO2 corresponding to harmonics 17 to

29 and for N2O corresponding to H17 to H27, respectively. The shortest pulse duration can

be reached if the spectral amplitude for each peak is equal and the spectral phase is locked,

i.e. the phase is linear with respect to the photon energy [185]. The Fourier transform lim-

ited pulse duration is given by [100]: txuv � T0
2N , with T0 being the optical cycle period,

which is 2.67 f s for 800nm laser wavelength. The pulse duration of the attosecond emission

from CO2 at full width half maximum (FWHM) is 220as for 0 degree and 200as for 90 de-

gree in a). Both of them are close to the Fourier transform limited duration, which is ∼ 190as

for 7 harmonics. The duration is slightly longer due to the not exactly linear phase and the

unequal amplitudes. The phase for CO2 at 0 and 90 degree have small difference of general
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4.7 Coherent control of attosecond emission

slope, resulting in a slight shift in time. Moreover, the biggest phase deviation between 0

and 90 degree in CO2 is at the highest harmonic order, where the spectral intensity has a

very small weight to the total emission. This is why the shapes of the emission for 0 and

90 degree are similar. For N2O perpendicularly aligned, when the phase is more linear (see

b)), the pulse duration is ∼ 250as, which is close to the Fourier transform limited duration

(∼ 230as) for 6 harmonics. When we turn the molecule parallel to the laser polarization, the

phase is distorted by the dynamical interference at H27, resulting in a slight shape change

in the temporal domain as shown in d). For the same reason, the weight to the emission is

not enough significant so that the shape distortion is small.

In order to shape the attosecond emission, we need to increase the weight of the dis-

torted harmonic in the total emission, which can be done by selecting less harmonics. Fig-

ure 4.31 shows an investigation of the selection of different numbers of harmonic orders in

the spectrum for CO2 (left) and N2O (right), respectively. From top to bottom, we select the

last 6 harmonic orders (HH19-29 for CO2 and HH17-27 for N2O) to the last 2 orders (HH27-

29 for CO2 and HH25-27 for N2O) in the spectrum for both CO2 and N2O. By selecting

less harmonics, the pulse duration is increased for both CO2 and N2O due to the decreased

spectral bandwidth. The phase difference between 0 and 90 degree in CO2 is small, so we

don’t see big variation in the pulse shape for all the selections. However, the pulse de-

lay between 0 and 90 degree is increased from a) to e) due to the bigger and bigger slope

difference in different spectral region. It is more interesting to consider N2O. The pulse

broadening at 0 degree compared to 90 degree is more and more clear when selecting fewer

harmonics from f) to i), which is reasonable since we get rid of the big contribution from

low harmonics, making the contribution from the last order more and more significant. The

pulse duration is increased from290as to 360as by turning the molecule from 90 degree to

0 degree in g), and 540as compared to 340as in h). In i), the pulse duration increases from

440 to 930 by a factor more than 2 just by turning the molecules by 90○. The oscillating

emissions resulting from the beating of the two last orders are in opposite phase for 0 and

90 degree, due to the p phase difference of the spectral phase of these two harmonics at 0

degree and not at 90 degree, as shown in j).

The development of XUV multilayer mirrors makes the selection of different spectral

regions possible, and it provides the great potential for flexibly controlling the intensity in

different spectral ranges [186]. Therefore, we also study the attosecond emission for equal

spectral intensity of all harmonic orders, assuming the feasibility of a spectral filter com-

pensating for the harmonic cutoff (obviously at the expense of the total number of photons).

The results are presented in Figure 4.32. From top to bottom, we select the last 6 harmonic

orders (HH17-27) up to the last 2 orders (HH25-27) in the spectrum for N2O using equal

spectral intensity for the harmonics but the measured phases. For a) and b), the attosecond

pulse is not varying much from 0 to 90 degree except for a temporal shift. When using 4

harmonics (HH21-27), the attosecond emission is split into 3 pulses with ∼ 500as interval by
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Figure 4.31: Attosecond emission resulting from the selection of different harmonic or-

ders for CO2 (left) and N2O (right), respectively. From a) to e), HH19-29, HH21-29,HH23-

29,HH25-29 and HH27-29 are used. From f) to j), HH17-27, HH19-27,HH21-27,HH23-27

and HH25-27 are used.

turning the molecule from 90 to 0 degree as shown in c). When selecting the last 3 harmon-

ics, the attosecond pulse is split into two pulses with a delay of 700as from 90 to 0 degree,

as presented in d). The attosecond beating switches sign in e) by turning the angle in the

case of only two harmonics.

Figure 4.33 shows the attosecond emission as a function of the molecular alignment

angle for HH25-27 a), HH23-27 b) and HH21-27 c) assuming constant spectral intensity. By

turning the angle, we can control finely the timing of the attosecond emission with respect

to the driving field.

We have reconstructed the attosecond pulse emission from aligned CO2 and N2O un-

der the same experimental conditions. The angular dependence of the spectral phase close

to the dynamical interference provides us with new possibilities for manipulating the at-

tosecond pulses generated from molecules in a simple regime just by turning the molecular

axis with respect to the driving laser polarization. The control of the attosecond emission is

a further step towards the extreme-ultraviolet pulse shaping that will open a new class of

experiments, such as extreme-ultraviolet coherent control of atomic and molecular systems.
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Figure 4.32: Attosecond emission obtained by selecting different spectral ranges for N2O

assuming a constant spectral intensity. From a) to e), HH17-27, HH19-27,HH21-27,HH23-
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Figure 4.33: Temporal profile of a typical attosecond pulse in the generated train mapped

as a function of the alignment angle, with t = 0 at the maximum of the generating field. This

dynamics is reconstructed by using equal spectral intensity and the spectral phase in 4.30

b) for HH25-27 a), HH23-27 b) and HH21-27 c).
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4.8 Conclusions

We have implemented two methods in order to characterize the amplitude and phase of the

harmonic emission from CO2 and N2O molecules that are aligned with respect to the polar-

ization of the driving laser. The two measurements give consistent results and directly lead

to a full mapping of the phase as a function of both photon energy and alignment angle for

the first time. We discovered new effects in the high harmonic generation which could not

be explained by the structure of the highest occupied molecular orbital (HOMO). Instead

we found that during the interaction with the laser field, two electronic states are coherently

excited and form a hole wave packet moving on an attosecond timescale in the molecule

after tunnel ionization. We focused on exploring this coherent electronic motion inside the

molecule, and compared the measurements in N2O and CO2. The striking difference in

the harmonic phase behavior led us to the development of a multi-channel model allowing

the extraction of the relative weight and phase of the two channels involved in the emis-

sion. An unexpected p�2 phase shift between the two channels is obtained. Finally, this

allowed in turn reconstructing the image of the hole wavepacket evolving in the molecule

on an attosecond timescale. Moreover, we studied the attosecond generation from these

two molecules, and we showed a simple but flexible way for performing attosecond pulse

shaping.
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CHAPTER 5

HIGH HARMONIC SPECTROSCOPY IN N2,

SF6 AND HYDROCARBONS

In this chapter, we extend High Harmonic Spectroscopy to more complicated molecules

based on our advanced characterization of HHG in intensity and phase.

First, we present in Section 5.1 the investigations of the low order harmonics gener-

ated in nitrogen (N2). We found that the harmonic intensity of HH11 in the rotational re-

vival presents an opposite behavior compared to the other harmonic orders at high driving

laser intensity. By decreasing the generation intensity, we could continuously change the

harmonic intensity of HH11 from the opposite to the same as the other harmonic orders.

However, we did not measure a big evolution of the phase spectrally or angularly from the

measurements with RABBIT or TSI, respectively.

Next, we implement the first characterization of both intensity and phase of HHG for

hydrocarbon molecules as reported in Section 5.2. Although we were limited by the narrow

spectral range due to the small ionization potential of hydrocarbons, we could observe

angular dependent behavior for both the harmonic intensity and phase of aligned ethylene

and acetylene. Moreover, the comparison we made for CH4 and CD4 revealed signatures

of the nuclear dynamics occurring during the electron excursion in the continuum. We

measured for the first time the relative phase CD4/CH4, which revealed a slight spectral

phase deviation.

Finally, we present in Section 5.3 our investigations of HHG in SF6. In the emitted spec-

trum, a minimum is observed at the high harmonic order 17 of the 800 nm driving field

with a corresponding distortion in the spectral phase. We performed an analysis based on

the HOMO structure of SF6 molecules and on the multichannel contributions issuing from

lower lying orbitals.

As mentioned in the conclusions of Section 5.4, all the measurements in this chapter

prove that HHS can be applied to complex molecules and reveal many results which were
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not reported by any other methods. Moreover, the fruitful information we obtained in this

chapter can be used to test the existing theories as well as lead to a deeper understanding

of many physical phenomena with attosecond resolution, i.e. resonance, nuclear motion,

electronic structure and dynamics.

RÉSUMÉ DU CHAPITRE

Dans ce chapitre, nous étendons la spectroscopie harmonique à des molécules plus com-

pliquées à l’aide de notre caractérisation avancée de l’émission harmonique en intensité et

en phase.

Tout d’abord, nous présentons dans la Section 5.1 les études des ordres harmoniques

faibles générés dans N2. Nous avons trouvé que l’intensité de l’harmonique 11 au

�revival� rotationnel présente un comportement opposé comparé aux autres ordres har-

moniques à des intensités lasers élevées. En diminuant l’intensité de génération, nous pou-

vons changer de manière continue l’intensité de l’harmonique 11 par rapport aux autres

harmoniques, la faisant passer d’un comportement opposé à ces dernières à un même com-

portement. Cependant, nous n’avons pas mesuré une grande évolution de la phase, spec-

tralement ou angulairement à partir de nos mesures RABBIT ou TSI, respectivement.

Ensuite, nous implémentons la première caractérisation de l’émission harmonique à la

fois en intensité et en phase pour des molécules hydrocarbonées comme indiqué dans la

Section 5.2. Bien que nous étions limités par la gamme spectrale étroite du fait du faible po-

tentiel d’ionisation des hydrocarbures, nous avons été capables d’observer des comporte-

ments dépendant angulairement, à la fois de l’intensité et de la phase de l’émission har-

monique pour les molécules alignées d’éthylène et d’acétylène. De plus, la comparaison

que nous avons faite pour CH4 et CD4 a révélé les signatures de la dynamique nucléaire

survenant pendant l’excursion de l’électron dans le continuum. Pour la première fois, nous

avons mesuré la phase relative de CD4/CH4, révélant ainsi une légère déviation de la phase

spectrale.

Finalement, nous présentons dans la Section 5.3 nos études de génération

d’harmoniques dans SF6. Dans le spectre émis, un minimum est observé à l’ordre har-

monique 17 du 800nm avec une distorsion dans la phase spectrale associée. Nous avons ef-

fectué une analyse basée sur la structure HOMO de SF6 et sur la contribution multicanaux

des orbitales plus faibles. Comme mentionné dans la conclusion de la Section 5.4, toutes

les mesures de ce chapitre prouvent que la spectroscopie d’harmoniques d’ordre élevé peut

être appliquée à des molécules complexes et révèle de nombreux résultats non accessibles

par d’autres techniques. De plus, l’information obtenue dans ce chapitre peut être utilisée

pour tester les théories existantes ainsi qu’amener à une compréhension plus profonde de

nombreux phénomènes physiques, tels que les mouvements nucléaires, la structure et la

dynamique électronique en particulier près des résonnances, le tout avec une résolution
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attoseconde.

5.1 HHS in aligned N2

Nitrogen molecule has been intensely investigated by HHS in order to reconstruct its molec-

ular orbitals [41][42] and to study the multi-channel dynamics [187][188][189]. Although N2

is a very popular candidate in HHS, there are still some interesting properties that are not

understood. For example, Soifer et al. [190] found that the harmonic emission of first har-

monic order above the ionization potential (HH11 at 800nm wavelength) has an inverse

behavior compare to the other harmonic orders, but the physical reason is not clear. In-

deed, Strong Field Approximation is not valid in that spectral range because the Coulomb

potential of the ionic core is comparable to the electron kinetic energy, meaning it cannot

be ignored anymore. Therefore, both theoretical and experimental elements are required to

understand the physical process within this special region. In this section, we concentrate

on investigating the harmonic emission close to the ionization potential (15.7eV) by using

our unique amplitude and phase characterization methods.

Spectral amplitude and phase of HHG from N2

First of all, we study the spectral amplitude and phase of the High-order Harmonic emis-

sion from aligned N2. The HHG spectrum is taken by converting the photon energy to elec-

tron energy through photoionization (PI) in MBES with acetylene (C2H2) as the detection

gas. The use of acetylene as detection gas has the advantages: i) the ionization potential of

acetylene is as low as 11.4eV so that the first harmonic order appearing in the PI spectrum

is HH9, which is below the ionization potential of N2 (15.7eV). The spectral region near

the ionization threshold is, in general, spectroscopically very rich [191]. We could thus get

fruitful information on the HHG mechanism in this special range. ii) The difference in the

binding energy between HOMO and HOMO−1 of acetylene is as big as∼ 5eV, i.e., 3.2 times

the laser photon energy. The two ionization channels are thus clearly separated. Moreover,

the ionization from HOMO−1 is negligible as we will see in the photoemission spectra be-

low. Therefore, the spectrum is ”clean” (only one channel appears in the spectrum).

The alignment beam comes first to ”kick” the molecules to generate a rotational wave

packet and the wave packet rephases periodically, resulting in most of the molecules being

aligned in the same direction at a proper time (so called revival) after the beam passes

(detailed in Chapter 2). A second beam comes after the alignment beam, which is used to

generate harmonics. Then the harmonic signal is detected through PI in MBES. Keeping

the polarization of the molecular alignment beam and generation beam parallel, we take

the HHG spectrum as a function of the time delay between these two beams close to the

half revival of N2, which is shown in Figure 5.1. x axis indicates the time delay and y

axis is for the photon energy. The full revival time of N2 is 8.4ps[192]. The molecular
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Figure 5.1: Harmonic intensity with respect to the photon energy and the time delay be-

tween the alignment and generation beams.
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Figure 5.2: Harmonic intensity for each harmonic order as a function of the time delay

between alignment and generation beams.

alignment (molecular axis parallel to the laser polarization) of N2 at half revival is at 4ps

and the molecular anti-alignment (molecular axis perpendicular to the laser polarization)

of N2 is at 4.2ps. For the instant of molecular alignment at 4ps, we can see the harmonic

intensity reaches the maximum for each harmonic order while that of HH11 reaches its

minimum. For the anti-alignment at 4.2ps the behavior of HH11 is again inverted compared

to the others: HH11 reaches the maximum but the other orders get to the minimum. Figure

5.2 shows the lineout of each harmonic order. The revival scan is clearly inverted from

HH11 to the others. Note that HH11 is the first order above the ionization potential of N2

and HH9 is below the Ip. In order to verify that this inversion of HH11 is specific for N2

instead of a general behavior in other molecules, we checked the revival scan for N2O and

CO2. However, this inversion has not been found in these two molecules. We also would

like to check if this inversion only happens at half molecular revival, so we implement a
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longer revival scan which includes two cycles of revival, as shown in Figure 5.3. Not only

the intensity for HH11 at half revival but also that at 1�4(2ps), 3�4(6ps) and full revival is

opposite to that of HH09.
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Figure 5.3: A long revival scan that includes two cycles of revival.

Then we make revival scans for different intensities in the generation region. In order

to keep the focus size unchanged, we use an attenuator (a half wave plat + a polarizer) to

control the intensity. The results are presented in Figure 5.4, where we find that the structure

of the intensity variation with time delay of HH11 is highly depending on the driving laser

intensity while that of the other orders is roughly constant. For the generation energy above

0.45mJ, the revival structure of HH11 is inverted (first a minimum then accompanied by a

maximum). Between 0.4 to 0.3mJ, the intensity is flat as a function of the time delay. And

for the low energy (0.25mJ), the intensity varies the same as the other harmonic orders.

Next we perform the RABBIT measurement for accessing the spectral phase. In order to

avoid adding more complexity through the molecular phase ∆fmol , we change the detection

gas to argon since its atomic phase is known. Note that the RABBIT technique is based

on two photon transitions when the IR dressing beam can be seen as a perturbation. If

the dressing intensity cannot be ignored, the RABBIT is not working due to the multiple

photon transitions that may be produced. We performed the RABBIT for high generation

energy (0.7mJ). And the inversion of HH11 is optimized at this energy (see Figure 5.4). The

results and the analysis procedure are shown in Figure 5.5. We set the time delay between

alignment and generation beam at 4ps and make RABBIT scan for the molecules aligned at

0○ and 90○. In order to extract the recombination dipole element, a scan by using argon gas

as a reference is performed. The Ip of argon (15.6eV) and N2 (15.7eV) are very close. From

the RABBIT scans, the emission times (or the group delay ∂j�∂w) are extracted as shown

in Figure 5.5 a). The fluctuation of the absolute timing is removed by normalizing the

curves to one sideband (SB). We choose SB16 because the phase variation of the neighboring
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Figure 5.4: Harmonic intensity as a function of the time delay between alignment and

generation beams for different generation energies.

harmonics when changing the alignment is very small in this generation energy, as we

will see later using two-source interferometry. The emission time after normalization is

in Figure 5.5 b). Then the spectral phase j can be obtained by integrating the emission

time ∂j�∂w. From the SB16, integrating on both sides, we get the phase in Figure 5.5 c).

Eventually, we reach the DME phase by subtracting to the phase for N2 the argon reference

phase, which is shown in Figure 5.5 d). Surprisingly, unlike the spectral intensity, there is

no dramatic variation in the spectral phase between HH11 and HH13 for both 0○ (red line)

and 90○ (black line). The very small variation is probably within the error bars and is not

reproducibly measured in other measurements.

Angular amplitude and phase of HHG from N2

We also characterized the angular variation of the HHG amplitude and phase from N2

by TSI. This experiment was performed in CELIA bordeaux in a cooperation with Yann

Mairesse and his PhD student Amélie Ferré.

First, let us have a look at the HHG intensity for different generation energies when the

delay of alignment beam and generation beam is at 4ps, which is presented in Figure 5.6.

The curves with different colors in Figure 5.6 correspond to different harmonic orders. By

changing the molecular alignment angle of one of the two sources, we measure the intensity

as a function of angle. When the generation energy is high, e.g. 0.59mJ and 0.52mJ, we can

see that the intensity of HH11 reaches the minimum at 0○ and increases gradually to 90○,

while the intensity of the other orders have inverse behavior (optimized at 0○ but minimized

at 90○). By decreasing the generation energy to 0.48mJ and 0.40mJ, the intensity of HH11
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Figure 5.5: The steps of data analysis: from the measured emission times to the DME phase.

Emission times as measured a), Emission times with normalized absolute timing b), phase

obtained by integrating the emission times c), N2-phases normalized by the argon phase

d). Error bars are omitted for clarity except a); they are smaller than the size of the symbols

except the last order.

is flat versus the alignment angle, while that of the others keep the general trend. If we

further decrease the energy to 0.37mJ and 0.32mJ, the intensity of HH11 follows the other

harmonic orders: all the harmonics have the same variation with the angle then.

Figure 5.6: Harmonic intensity as a function of alignment angle by using two-source inter-

ferometry for different generation energies.

The corresponding phase variation for each harmonic order at different generation en-

ergies is shown in Figure 5.7. The phase of HH13 is flat with the alignment angle for the
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5.1 HHS in aligned N2

high energies. Only at low energy 0.37mJ and 0.32mJ, we see a clear positive variation from

0○ to 90○. The angular dependence of HH15 is very small for all the energies, which is the

reason why we normalize the emission time to SB16 for 0○ and 90○. For HH17, the phase is

maximized at 0○ and decreases slowly until 90○ at the highest energy 0.59mJ. By decreasing

the energy, the phase is less angular dependent as shown for 0.52mJ, 0.48mJ and 0.40mJ.

At the lowest energy 0.37mJ and 0.32mJ, the phase is then minimized at 0○ and increases

until 90○. The reason for the intensity dependence of phase may be due to multi-orbital

contributions to HHG. Now let us concentrate on the first two harmonic orders HH09 and

HH11, which is the region close to the ionization threshold. For HH09, the phase varies

negatively from 0○ to 90○ for all the energies. The phase deviation with angle is bigger and

bigger when decreasing the energy except at the lowest energy at 0.32mJ. And the phase of

HH11 is flat with respect to the angle for all the energies except for 0.32mJ, at which energy

the phase varies negatively from 0○ to 90○.

Figure 5.7: Harmonic phase as a function of alignment angle by using two-source interfer-

ometry for different generation energies.

Now we can make comparison between the amplitude and phase measured by the two

methods. The alignment revival scans in Figure 5.2, 5.3, 5.4 show the measurements of

the harmonic intensity as a function of the time delay between the two beams. The TSI

measures the intensity as a function of alignment angle by fixing the time delay at 4ps. Thus

we can directly compare the intensity measured by using MBES at the delay of 4ps to the

measurement of TSI at 0○. In both measurements, the intensity of all the harmonic orders

except HH11 are in the same trend that they are reaching the maximum at 0○ at the time

delay of 4ps. Only HH11 presents unusual behavior, whose intensity arrives at minimum

for high generation energies, is flat for intermediate energies and reaches its maximum
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for low energies. Since the phase characterization by RABBIT and TSI are performed in

two different dimensions, the comparison of phase has to be done after connecting these

two dimensions. In RABBIT, we assume the phase angular variation is 0 for HH15 at high

generation energy. The phase of HH09 and HH11 is almost flat between 0○ and 90○ as

shown in Figure 5.5 d), which is comparable to the TSI measurement in Figure 5.7 at the

highest generation energy. Note that the absolute values of the energies in the RABBIT and

TSI measurements can not directly be compared because the corresponding experiments

were performed on two different laser systems, one in Saclay (RABBIT) and one in CELIA

(TSI). We are here more interested in the general trend of the variation with energy.

The unusual behavior of the intensity and phase for HH11 may be due to the presence

of a resonance, which is an autoionizing state belonging to the Rydberg series converging

to the B2
Σ
+
u(3dsg)1Σ

+
u Hopfield state of the ion [193]. This resonance has been studied ex-

perimentally [30] and theoretically [191] by Photoionization in N2. But there were not thor-

ough investigations by using HHG. Soifer et al. [190] only performed harmonic intensity

measurement without studying the harmonic phase, which always provides more detailed

information. And Soifer et al. [190] also pointed out that the occurrence of resonances de-

pends on the alignment angle that determines the allowed symmetry of the intermediate

excited states. Caillat et al. [191] mentioned that the resonance state mostly couples to the

X ionization channel. By considering the symmetries of the autoionizing state and X state,

the HHG at 0○ should be optimized instead of minimized. Therefore, the investigations we

made by using two different methods provide fruitful experimental elements for theoreti-

cal study of the presented resonance. Moreover, we accessed to the harmonic order below

the ionization potential, which also offers useful information to test the validity of different

theory models for this specific spectral region. We will gain a deeper understanding of the

origin of high harmonics near the ionization threshold.

5.2 HHS in hydrocarbon molecules

Extending HHS to more complex organic molecules is challenging in several ways. First,

precise alignment of the molecules needs to be achieved, which is difficult to reach normally

for hydrocarbons due to the small polarizability [194]. Second the relatively low ionization

potential of the molecules limits the intensity that can be applied, thus the efficiency and

the spectral range of high harmonic generation. Furthermore in these molecules, not only

the HOMO, but also some of the lower but closely lying orbitals may be ionized. The

molecular ion is then left in a coherent superposition of the ground and excited states. This

”hole” wave packet evolves on an attosecond timescale during the electron excursion in the

continuum and is probed at the recollision: the dynamic behavior influences the recombina-

tion process, and this information is encoded in the intensity, phase and polarization of the

emitted high harmonic radiation. These very interesting dynamical effects were studied in
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Chapter 4 for CO2 and N2O. Extended studies in more complex hydrocarbons could reveal

a variety of dynamics due to the huge number of closely lying orbitals. Up to now, only

harmonic intensity measurements have been performed for some hydrocarbon molecules

[178][194]. We will perform an advanced characterization of the harmonic emission includ-

ing measurements of the harmonic phase employing the RABBIT technique in this section.

Methane (CH4)

The shape of methane is like a pyramid as shown in Figure 5.8, which is impossible to

align by using linear polarized light due to its small polarizability. Therefore, we directly

measure the intensity and phase of nonaligned molecular samples and make a comparison

to the reference atom. The difference of binding energies between HOMO (12.65eV) and

HOMO−1( 12.95eV) is very small, only 0.3eV[195]. The ionization from HOMO−1 cannot be

ignored. By comparing the harmonic emission from methane and reference atom krypton

(13.9eV), we can expect to see differences due to the interference of harmonic signal between

the contributing ionization channels.

Figure 5.8: The structure of a methane molecule.

First, we measure harmonic intensity generated from CH4 and krypton seperately by

converting the XUV signal to electron signal through Photoionization. The detection gas

we used in MBES is argon. In order to study multi-orbital dynamics, we implement the

measurements at different generation energies. The results are shown in Figure 5.9, differ-

ent colors correspond to different energies. The harmonic intensity generated from CH4 is

presented in a) and that generated from krypton is shown in b). The intensity ratio between

CH4 and krypton is in c). The harmonic intensity of both CH4 and krypton decreases to-

wards high photon energy. Due to the small Ip, we are limited in the varying range of the

generation energy. The cutoff position is not influenced by changing the energy in a) and b),

probably because we are already close to the saturation intensity for ionization. In the in-

tensity ratio, we can see a local minimum at HH19 but it is not depending on the generation

energy.
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Figure 5.9: Harmonic intensity generated from CH4 a) and krypton b) as a function of

photon energy. Intensity ratio of CH4 and krypton c). Generation energy of 0.8mJ is in red,

0.9mJ is in blue and 1.0mJ is in black.

The emission time and the phase is shown in Figure 5.10. The solid lines are for CH4

and the dash lines are for krypton. Different color stands for different generation energies.

0.8mJ is in red, 0.9mJ is in blue and 1.0mJ is in black. The raw emission time is shown in

a). b) is the emission time after removing the absolute timing fluctuation by normalizing to

SB12. For both CH4 and krypton, the slope is inversely proportional to the laser intensity,

meaning the generation intensity in the interaction region is indeed changed. The phase

in c) then can be obtained by integrating the emission time. d) is the phase for CH4 after

subtracting that of krypton. As we can see, the phase is not changing much by varying the

generation intensity.

Ethane (C2H6)

The structure of ethane molecule is shown in Figure 5.11. It has a very small value of

polarization anisotropy ∆a = 0.78 leading to very limited alignment. The binding energy

of its HOMO is 11.56eV, for HOMO−1 it is 13.8eV and 15.2eV for HOMO−2 [196]. Here,

we make the same measurements as we did in last section in order to study multi-orbital

dynamics. Since the Ip of ethane is smaller than methane, we change the reference atom to

xenon, whose Ip is 12.1eV

The harmonic intensity is shown in Figure 5.12. The harmonic intensity of C2H6 is in

a), while that of xenon is in b). From red, blue to black, the generation energy increases.

Similar to methane, the cutoff position is not really changing by varying the generation

energy for ethane a) and xenon b) because of the small range of generation intensity limited

by the ionization potential. The calibrated C2H6 intensity by xenon is in c). There is no real
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Figure 5.10: From the measured emission times to the calibrated phase. Emission times

as measured a), Emission times with normalized absolute timing b), phase obtained by

integrating the emission times c), CH4-phases normalized by the krypton phase d). Solid

lines stand for the measurement of CH4, while the dash lines are for krypton. Different

colors correspond to different generation energies (0.8mJ red, 0.9mJ blue and 1.0mJ black).

The last order is removed in d) due to the big error bar.

Figure 5.11: The structure of the ethane molecule.

minimum in the measured spectral range except for the case of 0.9mJ.

Next, let us have a look of the harmonic phase, which is shown in Figure 5.13. The

measured emission time can be found in a) where dash lines represent the measurements

for xenon and solid lines account for the data of C2H6. They are all normalized to SB12

in b). Then we obtain the phase for each measurement in c). Eventually, we reach the cali-

brated harmonic phase of C2H6 by xenon in d). However, the phase for different generation
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Figure 5.12: Harmonic intensity generated from C2H6 a) and xenon b) as a function of

photon energy. Intensity ratio of C2H6 and xenon c). Generation energy of 0.63mJ is in red,

0.77mJ is in blue and 0.9mJ is in black.

energies is not varying much.
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Figure 5.13: From the measured emission times to the calibrated phase. Emission times

as measured a), Emission times with normalized absolute timing b), phase obtained by

integrating the emission times c), C2H6-phases normalized by the xenon phase d). Solid

lines stand for the measurement of C2H6, while the dash lines are for xenon. Different color

corresponds to different generation energy (0.63mJ red, 0.77mJ blue and 0.9mJ black).

In conclusion, we have made advanced characterization of nonaligned methane and

ethane molecules in both intensity and phase. But we did not observe clear fingerprint

121



5.2 HHS in hydrocarbon molecules

of the molecular dynamics left in the measurements. The reason that we did not observe

energy dependent harmonic emission (multi-orbital contribution) may due to the small Ip

difference between HOMO and HOMO−1, which results in a small continuum phase dif-

ference variation △Ipt (∼ 0.24p rads for methane and ∼ 1.1p rads at the cutoff position) that

is not very sensitive on the intensity. In the experiment, we are limited by the tuning range

of the laser intensity since the saturation of the ionization of the molecules with small Ip is

easy to reach. Moreover, the small spectrum range we can access may not cover the region

where the phase jump or minimum takes place. Now we will continue by the study of the

harmonic generation from some aligned hydrocarbon molecules.

Ethylene (C2H4)

Ethylene has the formula C2H4 or H2C=CH2, and is the simplest alkene (a hydrocarbon

with carbon-carbon double bonds). Its molecular structure is shown in Figure 5.14 top. And

its polarizability anisotropy ∆a = 2.02 [194], which is large enough for impulsive alignment

to be achieved. The electronic structures of the orbitals are presented in Figure 5.14 bottom.

From their structures, we can expect more ionization for HOMO aligned at 90○ compared to

0○. The ionization is suppressed at 0○ and 90○ for HOMO−1 due to the nodal planes. As for

HOMO−2, it can contribute at 0○ and 90○. The binding energy for HOMO, HOMO−1 and

HOMO−2 orbitals are 10.5eV, 12.4eV and 14.4eV, respectively [196]. The energies are not

so far away and molecular alignment may balance the contribution to HHG for each orbital

at specific angle, thus ethylene is a good candidate to study multi-orbital contributions to

HHG.

Figure 5.14: The structure of the ethylene molecule (top). The HOMO, HOMO−1 and

HOMO−2 orbitals are shown from left to right in the bottom.

Figure 5.15 shows an intensity measurement when changing the delay between pump

(alignment beam) and probe (generation beam) for HH19. The molecules are aligned im-
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mediately along the laser polarization after the alignment beam passes, which is so called

prompt alignment. Ethylene is an asymmetric top and possesses irregularly spaced rota-

tional energy levels, and strong axis alignment is only observed immediately after the align-

ing laser pulse, with no later revivals. Therefore, the measurements are taken at prompt

alignment (0.25ps); at this time the alignment is maximum and is already field-free as the

aligning pulse has just passed. Vozzi et al. [194] and Kajumba et al. [197] performed their

measurements at the same position.
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Figure 5.15: Harmonic intensity of HH19 as a function of time delay between the aligning

and HH generating pulses for ethylene.

Due to the small Ip of ethylene, we have very limited range for changing the generation

intensity. In the experiment, we do not see a shift of cutoff position in the spectrum when

changing the energy in the limited range. Increasing the intensity more, the saturation

of the ionization is soon reached. This suggests that we are not able to really vary the

effective generation intensity in the interaction region. A laser system with a shorter pulse

duration or at longer wavelength may fulfill the requirement, but it is beyond the ability of

the current laser system. Therefore, the measurements are performed at a single intensity.

We use argon as the detection gas in MBES. The harmonic orders recorded range from

HH11 to HH21. In order to study the modulation in harmonic signal caused by the align-

ment of the molecules, the harmonic spectra were recorded for different alignment angles.

The harmonic intensity measured at prompt alignment as a function of photon energy and

molecular alignment angle is shown in Figure 5.16 for ethylene itself a) and calibrated by

xenon b). The tomographic harmonic intensities present angular dependence patterns both

in a) and b). A strong suppression at 0○ is observed, likely due to the nodal plane in the

highest occupied molecular orbital HOMO wave function. For all the harmonic orders, the

intensity is increasing from 0○ to 90○, which is the same as reported by Kajumba [197].

Now let us have a look at the harmonic phase. We get the emission time from the RAB-
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Figure 5.16: Harmonic signal generated from ethylene a) and the ratio of harmonic signal

between ethylene and xenon as a function of photon energy (harmonic order) and align-

ment angle.

BIT scans for different alignment angles from parallel to perpendicular alignment with a

step of 10○. The same procedure as methane and ethane is applied to the measured emis-

sion time to get the phase as shown in Figure 5.17 a) to d). The phase is flat for low align-

ment angles at 0○ and 10○. The phase deviates more and more from 10○ to 40○, which is

close to 0.15prad for HH21. Then the phase becomes flatter from 50○ to 90○ except for 70○.

Presumably there is an artifact at 70○. The other angles show a clear evolution with a max-

imum deviation at 30− 40○. These are the angles where a maximum contribution from the

HOMO-1 orbital is expected (see Figure 5.14 ). By changing the molecular alignment angle

in this specific region, we may switch the main contributing channels to HHG.

Acetylene (C2H2)

Acetylene has the formula C2H2. It is a hydrocarbon and the simplest alkyne. The carbon

– carbon triple bond places all four atoms in the same straight line, with CCH bond angles

of 180○, as shown in Figure 5.19 top. The electronic structures of the orbitals are presented

in Figure 5.19 bottom. From their structures, we can expect bigger ionization for HOMO

aligned at 90○ compared to 0○, while for HOMO−2 the ionization is optimized at 0○. As for

HOMO−1, it can contribute at both 0○ and 90○. The binding energy for HOMO, HOMO−1

and HOMO−2 orbitals are 11.4eV, 16.4eV and 18.7eV, respectively [198]. The energy differ-

ences are relatively larger as compared to the molecules previously studied. Therefore, it is

an ideal molecule to investigate the boundary of structural and dynamical interference.

Acetylene is a good candidate among hydrocarbons for field-free alignment due to its

relatively big polarizability (∆a = 2.69). A typical intensity scan when changing the time de-

lay between pump and probe is presented in Figure 5.19, which is covering the full revival

of Acetylene. The measurements were performed at the molecular alignment at half revival
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Figure 5.17: From the measured emission times to the calibrated phase. Emission times

as measured a), Emission times with normalized absolute timing b), phase obtained by

integrating the emission times c), C2H4-phases normalized by the xenon phase d). Solid

lines stand for the measurement of C2H4, while the dash lines are for xenon. Different

colors correspond to different molecular alignment angles. Black dash line indicates the

reference scan of xenon.

Figure 5.18: The structure of a acetylene molecule (top). The HOMO, HOMO−1 and

HOMO−2 orbitals are shown from left to right in the bottom.
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(6.8ps). Due to the low ionization potential, the effective intensity in the generation region

could not be changed significantly, as in the case of the other hydrocarbons. Therefore the

measurements were performed at the same intensity.
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Figure 5.19: Harmonic intensity of HH19 as a function of time delay between the aligning

and HH generating pulses for acetylene. The full revival is at 14.38ps [199].

The detection gas used in MBES is argon. The spectrum is recorded for different molec-

ular alignment angles from 0○ to 90○ by turning the polarization of the alignment beam.

The harmonic intensity as a function of photon energy and alignment angle is plotted

in Figure 5.20. The raw intensity generated from acetylene is shown in a), while a cali-

brated intensity of acetylene with a reference of xenon is presented in b). The harmonic

intensity for each order is increasing from 0○ to 90○, similar results are reported by many

groups[178][194][197][199]. Torres et al observed a spectral minimum at 46eV at 0○ by us-

ing a mid-IR laser [178]. In our measurement, we can see the harmonic signal continously

decreasing towards high photon energy, but we cannot reach that region.

The emission time and the phase is shown in Figure 5.21. As we can see in the calibrated

phase in d), the spectral phase is varying in a sequence from 90○ to 0○. The phase is flat at

80○ and 90○. And it starts to deviate at 50○ to 70○. Decreasing the alignment angle further,

the phase is deviating more, until it reaches a maximum deviation at 0− 10○. However this

deviation is quite small: 0.1prad. This may be the onset of the phase jump that is expected

at 46eV if this is indeed the position of a destructive interference.

So far, we have performed the characterization of the harmonic emission from aligned

ethylene and acetylene molecules. Especially, we made harmonic phase measurements

which had never been performed in hydrocarbons. We observe neither structural nor dy-

namical interference in the spectral range that we could access. The limitation is the low

ionization potential of hydrocarbons. A laser system with a longer wavelength can be used

to overcome this limitation. However, we could already see clear differences when varying
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Figure 5.20: Harmonic signal generated from acetylene a) and the ratio of harmonic signal

between acetylene and xenon as a function of photon energy (harmonic order) and align-

ment angle.
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Figure 5.21: From the measured emission times to the calibrated phase. Emission times

as measured a), Emission times with normalized absolute timing b), phase obtained by

integrating the emission times c), C2H2-phases normalized by the xenon phase d). Solid

lines stand for the measurement of C2H2, while the dash lines are for xenon. Different

colors correspond to different alignment angles.
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5.2 HHS in hydrocarbon molecules

the alignment angle. The harmonic intensity is increasing from parallel to perpendicular

alignment while the harmonic phase also presents angular dependence. Further studies

will be needed to determine whether these phase evolutions are related to a variation of the

RDM phase or to a dynamical interference. However, our results already prove the ability

of our method for studying the harmonic emission from complex molecules.

Probing Proton Dynamics in CH4

High-order harmonic generation in molecular gases is accompanied by short-time evolu-

tion of the nuclear vibrational wave function. HHG can be used as an attosecond probe

of vibrational dynamics as first proposed by Manfred Lein [200]. And later observed in

H2 and D2 [51][53], as well as in CH4 andCD4 [51]. Haessler et al. made the first phase

measurements for H2 and D2 [54]. The small difference in the harmonic phase between H2

and D2 calculated theoretically by using a strong-field approximation theory that includes

nuclear dynamics is consistent with the experimental results. However, the proton rear-

rangement in methane upon ionization results in a large isotopic effect, as shown by Baker

[51] and later investigated theoretically by Patchkovskii [201]. The phase of the nuclear vi-

brational wave function for CH4 has never been addressed. Here, we will study the nuclear

vibration in CH4 and CD4 during HHG process from the advanced characterization of the

HHG emission both in intensity and phase.

The harmonic intensity for CH4 and CD4 as a function of harmonic order is shown in

Figure 5.22 (top) red and black line, respectively. The harmonic intensities are approxi-

mately proportional to the squared modulus of the nuclear autocorrelation function [200].

Since CD4 is heavier the CH4, its nuclear dynamics will be much slower and thus the nu-

clear autocorrelation function will be close to 1. Therefore, the general harmonic intensity is

bigger in CD4 in the graph. The intensity ratio CD4 /CH4 is shown in Figure 5.22 (bottom).

As we can see, the intensity ratio is increasing towards high photon energy. This is because

higher harmonic orders are associated with longer excursion times of the EWP in the con-

tinuum (for the short trajectories) so that the protons of CH4 have more time to vibrate, thus

making the intensity ratio bigger and bigger with increasing harmonic order.

Then the emission time and the phase are shown in Figure 5.23. We get the harmonic

phase for CD4 calibrated by CH4 as a function of harmonic order in d). We can see the

phase is increasing slightly with the harmonic order. This small deviation was reproduced

in another set of data. It may correspond to the variation of the phase of the nuclear auto-

correlation function between CH4 and CD4.

The measurements we performed thus show the ability of our technique for studying

the nuclear vibration on the sub-cycle timescale. Moreover, further comparison between

the theory and the experimental results will provide very fruitful information for deeply

understanding the vibration process on attosecond time scale.
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Figure 5.22: Harmonic intensity of CH4 (red) and CD4 (black) as a function of harmonic

order (top). The intensity ratio between CD4 and CH4 as a function of harmonic order

(bottom).
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Figure 5.23: From the measured emission times to the calibrated phase. Emission times

as measured a), Emission times with normalized absolute timing b), phase obtained by

integrating the emission times c), CD4 phases normalized by CH4 phase d). Red line stands

for the measurement of CH4, while the black line is for CD4.
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5.3 HHS in SF6

5.3 HHS in SF6

This part is written in the form of an article, reproduced below.
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Abstract. We present measurements of the attosecond pulse train emitted from SF6

molecules irradiated by strong laser pulses. In the emitted spectrum is a minimum

observed at the high harmonic order 17 of the 800 nm driving field and a corresponding

distortion in the spectral phase. We compare our results with measurements of the

attosecond emission of Argon, which has a similar ionization potential, under the

same driving laser conditions. To interpret our experimental data we developed a

multi-center interference model focusing on the effects from the structure of the SF6

molecule. Finally we compare our experimental data to an advanced simulation of the

high harmonic generation process taking into account multichannel contributions and

the photo ionization cross section for each channel.



The discovery of the high harmonic generation process and the application of
the process for the generation of attosecond pulse trains and single attosecond pulses
opened the way to study molecular structures and dynamics of molecular bound states
and continuum states on a sub-femtosecond time scale. The process of high harmonic
generation (HHG) can be described by an intuitive three step model developed by Paul
Corkum and Ken Schafer [1, 2]. The atom or molecule is ionized by a tunnel process
through the potential barrier formed by the interaction of the atomic coulomb potential
with the strong laser field. After ionization the continuum state electron is accelerated
in the oscillating laser field, and for linear laser polarisation the electron is driven back
to the ion and can recombine with the ion. The excess energy of the electron is then
emitted as a XUV photon. The photon energy depends on the laser intensity and
wavelength and as well on the ionization potential of the target atom or molecule; for
Titanium:Saphire lasers at approximately 800 nm wavelength photon energies up to 150
eV are commonly achieved [3], for an infrared source of 4 µm wavelength the generation
of coherent x-rays up to 1.5 keV energy has been recently reported [4]. But the high
harmonic generation process can also serve as a probe to investigate the structure and
dynamics of the emitting target. The time and space resolution of this probe are defined
by the properties of the recolliding continuum electron which encodes the information
in the emitted XUV light bursts. The whole process takes place within one half cycle of
the laser field, which is 1.3 fs for an 800 nm laser source. This allows probing dynamics
with an attosecond time resolution [5]. The spatial resolution of the electron is given
by its de-Broglie wavelength, for typical electron kinetic energies of several 10 eV this
wavelength is of the order of 1 Å, similar to the size of small molecules [6]. These
unique characteristics of the high harmonic generation process open new possibilities to
investigate atoms and molecules. In 2010 V. Strelkov published a refined version of the
three step model which includes a resonant state above the ionization limit [7]. In this
model the recombination of the returning electron with the ground state is split into
two steps, first the trapping of the electron into the continuum state and afterwards the
stimulated decay into the ground state. In his calculation the presence of the resonant
continuum state enhances the recombination probability of the electron and the XUV
emission at the energy of the resonance dramatically. Experimentally this resonantly
enhanced high harmonic radiation was observed in the high harmonic generation from
tin plasma plumes, where the harmonic 17 of the 800 nm driving laser was enhanced by
a factor 100 [8]. This raises questions such as: is the attosecond pulse structure of the
high harmonic emission preserved in this process and can we observe similar features in
the high harmonic generation from molecules? To answer this question we have studied
the attosecond pulse trains generated by SF6 molecules irradiated by femtosecond pulses
with 800nm wavelength. In theSF6molecule several well-known shape resonances exist,
which were already studied extensively in photo ionization experiments [9, 10, 11, 12].
The ionization potential (IP) of SF6 is 15.7 eV very close to the IP of Ar at 15.76 eV,
which should allow us to generate efficiently high harmonic radiation and also to use
the HHG in Ar as a reference signal.
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Figure 1. Schematics of the optical setup for the RABBIT measurements.

Experimental setup

We characterized the attosecond emission from SF6 and Ar with the RABBIT method
for different generation intensities and different backing pressures of the gas jet target.
The RABBIT method allows measuring the spectral phase of the emitted attosecond
pulse train based on the two-color photoionization of a target gas by the XUV radiation
in the presence of a weak infrared field [13]. The photoelectron energy spectrum for pure
XUV photo ionization consists of a set of lines at the odd multiples of the laser photon
energy. It reflects the spectral intensity of the attosecond pulse train multiplied by the
ionization cross section of the target gas, in our case Argon. Adding the IR dressing
beam results in the appearance of two-photon XUV+IR processes: the kinetic energy
of some of the ionized photo electrons is modified due to the addition or subtraction of
one IR photon and they appear in the spectrum as sidebands at even orders between
the photo electrons from the single XUV photon ionization. For the q-th sideband order
there are two possible pathways, either the absorption of the (q-1)th-harmonic photon
plus one IR photon or the absorption of the (q+1)th-harmonic photon and emission of
one IR photon. These two pathways interfere with each other depending on the phase
difference between the IR and the XUV light and the relative phase difference between
the two harmonic lines. When the delay τ between the IR and the XUV is changed,
oscillations of the sideband intensity with a period of 2ω0 are observed, where ω0 denotes
the central frequency of the IR laser.

Sq(t) ∝ cos(2ω0τ + φ(q+1) − φ(q−1) − ∆φat
q ) (1)

The phase of the oscillations is given by the phase difference between the two
contributing HHG lines plus an atomic phase factor coming from the photoionization
process. This factor is small and usually it can be neglected. Nevertheless for simple
target gases as Neon or Argon, it can be calculated and we corrected for it in the
experimental data. From the phase difference extracted from a RABBIT scan the XUV
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group delay or emission time can be calculated. It is the frequency derivative of the

spectral phase φ(ω) at the sideband number q.

tem(qω0) =

-

-

-

-

-

dφ(ω)

dω

-

-

-

-

-

(qω0)

≈
φ(q+1) − φ(q−1)

2ω0

(2)

By integrating the phase difference over the whole spectrum the spectral phase of

the average pulse of the attosecond pulse train can be retrieved. This spectral

phase is mainly given by the phase of the continuum electron plus the phase of the

recombination dipole moment, but it encodes as well information about possible sub-

fs multi-orbital dynamics occurring in the molecule in the high harmonic generation

process. This information can be extracted from the data when the continuum phase

and recombination dipole phase contributions are known from a reference gas or from

calculations.

The experiments were performed at the PLFA Laser Facility at the CEA Saclay in

France. The laser system delivers 13 mJ pulses of 40 fs pulse length with a repetition

rate of 1 kHz. The central wavelength of the laser is 804 nm. An overview of the used

experimental setup is shown in Figure 1.The high harmonic radiation was generated by

focusing laser pulses of 0.6 to 1.5 mJ energy into a pulsed supersonic gas jet of SF6 or

Argon, reaching peak intensities in the focal spot of 0.6×1014W/cm2 to 1×1014W/cm2.

The backing pressure of the gas jet was chosen between 0.5 bar and 3 bar. After

the harmonic generation the XUV light is refocused by a gold coated toroidal mirror

(f=50cm) into the detection area of a magnetic bottle spectrometer, where it crosses an

effusive jet of Argon gas and produces photoelectrons. The photoelectrons are detected

with a magnetic bottle spectrometer of a length of 50 cm. From their time of flight

the photoelectron energy spectrum is calculated. The spectrum of the XUV radiation

is then calculated by dividing the measured photoelectron spectrum with the known

photoionization cross section of Argon [14]. For implementing the RABBIT technique

we split the laser beam before the high harmonic generation into a strong beam for

the high harmonic generation and a weak beam for the XUV-IR cross correlation by a

drilled mirror with an 8 mm hole. Each beam propagates over one arm of a Michelson

interferometer before the recombination of the two beams which is done also by a drilled

mirror with an 8 mm hole. The generation laser beam is reflected on the outer ring,

whereas the weak IR beam used for the RABBIT technique is transmitted through

the central hole of the mirror. The annular beam for the high harmonic generation is

easily blocked after the generation with an iris, which allow us to work without metallic

filters for the XUV light. The path-length difference of the two interferometer arms

is controlled with sub-10 nm precision by a piezo actuator and actively stabilized by

copropagating a green He-Ne laser beam in each arm. The two He-Ne beams are split

of from the IR beams by a dichroic mirror and overlaid in a beam splitter cube. The

resulting interference pattern is detected with two photodiodes. From this signals the

pathway difference in the interferometer is calculated in a PC with a precision of less

than 10 nm modulo the laser wavelength of 543.5 nm. The measured pathway difference
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is then stabilized with a PID control loop, which acts back on the piezo actuator in the

interferometer.

Results

With our experimental setup we could measure the intensity and the spectral phase for

the high harmonic orders 11 to 27 generated in SF6. For each measurement a scan of

the photoelectron spectrum versus the delay between the IR and the XUV pulses was

taken with a range of 30 fs around the peak of the IR pulse, a typical scan is shown

in Figure 2 a) and the corresponding spectrum integrated over the delay in Figure 2

b). The overall signal of SF6 was approximately a factor 50 smaller than the signal

from Argon, really pushing our signal to noise ratio to the limit in the RABBIT scans.

The low signal also limited the range in which we could change the generation laser

intensity. The harmonic amplitude of the q-th order emitted by a single molecule can

be described by three complex factors according to the Lewenstein model [15], describing

the tunnel ionization γion, the contiuum propagation acont and the recombination drec

of the electron wave packet with the ion.

DHHG(q, θ, ϕ) = γion(q, θ, ϕ) × acont(q) × drec(q, θ, ϕ) (3)

The angle between the molecular axis and the laser polarization is given by θ and ϕ

in spherical coordinates. To extract the single molecular response from our measured

data, we used the high harmonic generation from Argon under the same generation

conditions as a reference for the calibration of the high harmonic generation process

and the spectral efficiency of the detection system. We assume that the continuum

propagation of the electron for a given generation intensity is independent of the ion

properties and the molecular alignment and that the spectral dependance for the tunnel

ionization γSF6

ion
(q, θ, ϕ) of SF6 is the same as for the tunnel ionization γAr

ion
(q) of Ar, since

both gases have the same ionization potential. Also we neglect here any influence from

the HHG phase matching. By calculating now the spectral intensity ratio between SF6

and Ar three factors are removed, the spectral response of the detection system, the

continuum propagation factor of the high harmonic generation process and the spectral

component of the tunnel ionization factor γAr
ion

.

DSF6
(q, θ, ϕ)

DAr(q)
=

γSF6

ion
(q, θ, ϕ) × acont(q) × dSF6

rec
(q, θ, ϕ)

γAr
ion

(q) × acont(q) × dAr
rec

(q)
(4)

As we can not fix the axis of SF6with respect to the laser polarization, we can only

extract the SF6 emission integrated over all possible molecular orientations from the

experimental data.

DSF6
(q)

DAr(q)
× dAr

rec
(q) =

ˆ

γSF6

ion
(θ, ϕ) × dSF6

rec
(q, θ, ϕ) dθdϕ (5)

As the IR dressing field in the RABBIT scan is too weak to generate photoelectrons

directly, the photoelectron intensity is proportional to the XUV intensity for each

harmonic order, which allows to extract the spectral intensity of the different harmonic
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Figure 2. RABBIT trace a) of the high harmonics generated in SF6 at a laser intensity

of 1 × 1014W/cm2 on a logarithmic color scale and b) spectral intensity of the RABBIT

trace in a) integrated over the delay. As the infrared dressing field can not photoionize

the Argon atoms used in the detection, the relative spectral intensity of the harmonic

lines can be extracted from this spectrum. Comparison of the spectral intensities of

the high harmonic peaks on a linear scale extracted from different RABBIT scans at

c) three generation intensities from 0.6 × 1014W/cm2 to 1 × 1014W/cm2 and d) six

backing gas pressures from 0.5 bar to 3 bar. The total intensity for all harmonic orders

in one spectrum is normalized to one. The spectra are still convoluted with the spectral

response of the beam line, the detector and of the Ar reference. A detailed description

of the calibration procedure is given in the main text. The calibrated spectral intensity

of the high harmonic emission of SF6 is shown in e) for the three different generation

intensities and in f) for the six different gas pressures of the generation medium.
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orders q from the recorded RABBIT scans after integrating over the time delay. In a

last step we have to multiply the intensity ratio with the known Argon photoionization

cross section to correct for the spectral response of the Ar reference, as it is not flat

over the measured spectral range. In the harmonic orders above HH23 the onset of the

well-known Ar cooper minimum [14] is observed. Finally we retrieve the calibrated

HHG spectral response of our SF6 sample, which are shown in Figure 2 e) and f)

for three different generation laser intensities 0.6 × 1014W/cm2, 0.7 × 1014W/cm2 and

1 × 1014W/cm2 at a backing pressure of 2 bar and for six backing gas pressures of

0.5 bar to 3 bar at a laser intensity of 1 × 1014W/cm2. The generation intensity was

deduced by comparing the measured spectral phase for Ar to SFA calculations, it is a

factor two lower then the intensity we calculated from the generation beam energy and

beam diameter. All high harmonic spectra show a pronounced maximum of the spectral

intensity at HH13 followed by a minimum around the harmonic order 17 and a general

decrease of the spectral intensity after HH 21. For the two intensities 0.6 × 1014W/cm2

and 0.7 × 1014W/cm2 the two spectra are very similar, whereas for the laser intensity

of 1 × 1014W/cm2 the maximum at HH13 and at HH 19 is smaller and the HH15 is

slightly higher than in the other two spectra. We made also RABBIT measurements

at different backing gas pressure (0.5 to 3 bar) of the generation gas. In the pressure

dependence we see an evolution of the spectral shape mainly at the maximum at HH

13, which is relative small for a backing pressure of 0.5 bar and increases for the higher

gas pressures. The intensities of the HH orders 23, 25 and 27 show a small decrease

with the change in gas pressure. A careful analysis of the HH order 15 revealed a slight

decrease of its spectral intensity with increasing gas pressure, which might result from

an increase of the reabsorption of the XUV radiation in the gas jet.

From the RABBIT scans we extracted the phase difference between the harmonic

lines and calculated the emission times according to Eq. (2). In Figure 3 a,b) the

emission times for the generated high harmonics are shown for the same data sets as

above, in red for the HHG in Argon and in blue for the HHG in SF6. In our experiment

we have access to the absolute value of the emission time with respect to the phase

of the generation field, thanks to the active stablization of the interferometer. This

absolute emission time allows a direct comparison between the two gases without an

arbitrary renormalization of the emission time at one sideband. We extract the absolute

emission time from oscillations of the total HHG intensity caused by the overlap of the

generation and the dressing pulse in the generation medium. Their phase difference

causes destructive or constructive interference of the electric fields depending on the

delay τ and therefore a modulation of the total high harmonic signal with a frequency of

ω, which is observed in the RABBIT scans Figure 2a). In all measurements we find that

the emission times of theSF6 high harmonics are shifted by an offset of approximately

-200 as with respect to the corresponding Ar reference. In Figure 3 c) we calibrated

all emission times by the linear slope, which is in first approximation the Atto-Chirp

of the contiuum electron wavepacket, extracted from the Ar reference scans. This is

important for the calibration, as Ar has an autoionizing resonance close to HH17 [14],
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which slightly affects the emission time of SB18. After the calibration only the phase

changes of the generated high harmonics caused by the molecular influence remain. In

the SF6 emission times we always find a deviation from the Atto-Chirp at the SB 16

and 18 close to the energy of the spectral minimum at HH 17. The change is small but

very reproducible around -150 as. When changing the generation intensity the emission

time of the SB 18 remains unchanged but the emission time deviation at SB 16 vanishes

for a generation intensity of 1 × 1014W/cm2. From the corrected emission times we can

retrieve by a simple integration the spectral phase of the emitted high harmonic light,

shown in Figure 3 e). The phases are all normalized to zero at HH 11. Due to the

vertical offset in emission times between SF6 and Ar, the spectral phase of SF6 drops

roughly linearly over our spectral range. The slope of this drop in the spectral phase is

intensity dependent, and decreases with increasing generation intensity. The intensity

dependent emission time of SB 16 leads to a small phase deviation at HH 17, at the

position where we also observe the minimum in the spectral intensity. Shown in Figure

3 d) and f) are the corrected emission time and the corresponding spectral phase for

the different backing gas pressures 0.5 to 3 bar at an intensity of 1 × 1014W/cm2, this

data set shows also the emission time deviation mainly at SB 18 for this intensity and

the general drop of the spectral phase. The SF6 measurement at 1 bar backing pressure

does not follow the same trend as all the other SF6 measurements; we attribute this

to a problem with the extraction of the absolute emission time for this RABBIT scan.

All the other SF6 measurements are very similar. The values for the SB 26 and 28

fluctuate strongly with large error bars due to the low signal to noise ratio. There is

no pressure dependence of the measured emission times visible. Our observations raise

several points which we will discuss in the following: the overall low HHG efficiency in

SF6, the possible influence of the SF6 shape resonance, the spectral minimum at HH 17

and the deviation in the emission times at this energy and finally the observed 200 as

shift of the emission times with respect to the Ar reference.

Phasematching and pressure dependance

In order to have an observable high harmonic signal the XUV emission over the whole gas

sample should add up coherently. This condition enforces that the phases of the XUV

photons of all emitters through the sample have to be matched. This phase matching

is usually spectral dependent, which can modify the observed HHG spectrum strongly

from the single atomic or molecular emission [16]. The main parameters for the HHG

phase matching are the geometrical phase slip in the focal point, the intrinsic dipole

phase variation across the medium and the dispersion caused by the neutral gas and

the produced free electrons. By choosing the focus position with respect to the jet, the

gas density and the generation intensity a good phase matching over the whole spectral

range can be achieved. As we are interested in the HHG response from the single atom

or molecule, we have to verify that our observations are robust against changes in the

phase matching conditions. The easiest way is usually to change the gas density in the
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Figure 3. High harmonic emission times of SF6 (blue) and Ar (red) for a) three

laser intensities from 0.6 × 1014W/cm2 to 1 × 1014W/cm2 and b) for six backing gas

pressure from 0.5 bar to 3 bar. c,d) Difference between the measured emission times

for SF6 and Ar and the linear fit to the argon emission times for the three intensities

shown in a) and the six pressures shown in b). The black arrows mark the emission

time shift of the SB 16 and 18 from the low to the high generation intensity. e,f) The

spectral phase calculated from the emission time differences shown in c,d)
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jet.

We were using a pulsed expansion of the gas through a hole with 200µm diameter

with an electronic opening time of the piezo valve for 130 µs. The interaction region

of the gas with the laser focus was as close as possible to the nozzle approximately

0.5 mm downstream. For an estimation of the gas density in the interaction region

we applied the formalism for the free jet expansion of an ideal gas described by David

R. Miller [17]. For SF6 at 20 °C and 2 bar backing pressure we calculated a density

of 3 × 1017molecules/cm3 and for Ar 1 × 1018molecules/cm3 in the center line of the

jet. The absorption length of the XUV light at the maximum of the photoionization

cross section is for SF6 0.2 mm and for Ar 0.3 mm at these gas densities. This is

of the same order as the effective length of the interaction volume in the gas jet,

therefore we might have absorption effects in the high harmonic spectrum. Therefore

we performed measurements at different backing gas pressures to verify experimentally

that our observations are independent of the gas density in the interaction volume.

We varied the backing gas pressure from 0.5 bar to 3 bar, this corresponds to gas

densities between 0.8 × 1017molecules/cm3 and 5 × 1017molecules/cm3 for SF6 and

between 2 × 1017molecules/cm3 and 15 × 1017molecules/cm3for Ar. We see a small

pressure dependance in the intensity of the HH 13 in the Ar spectra, which decreases

with increasing gas pressure, the physical effect behind this observation is so far unclear

for us. The spectral intensity of the HHG in SF6does not show a strong dependance

of the gas pressure also the emission times of the HHG in SF6 and Ar are within the

experimental error independent of the gas pressures. The offset of the SF6 emission

time at a pressure of 1 bar was not reproducible in a second measurement. Therefore

we assume that the high harmonic phase matching and the reabsorption in the gas

medium can be neglected in the further interpretation of our data.

Multi-Center Interference Model

We will first investigate whether the observed trends result from structural interferences.

To explain the features of the high harmonic emission from aligned linear molecules

sometimes a simple model of two-center interference of the returning electron wave

packet recolliding with a two-center molecule has been proposed, as a typical case of

structural interference [18, 19]. In the following, we generalize this two-center model

to a multi-center interference model. In this model the interaction of the plane wave

electron with the molecular ion is reduced to the interaction with n point centers located

at the positions rj, where each rj is given by the position of the atom j in the molecule.

A =
n

ÿ

j=1

Aj exp(ik(r − rj) + iφj) (6)

|k| =
2π

h

Ò

2mEHHG (7)

The magnitude of the electron momentum k is calculated from the high harmonic energy

without taking into account the ionization potential of the molecule, this allows a first
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Figure 4. Calculated Harmonic spectral intensity (a) and phase (b) using the multi-

center interference model. Two intensity minima with corresponding pi phase jumps

are visible at the HH orders 15 (23.25 eV) and 49 (76.0 eV). c) Experimental high

harmonic spectra of SF6 (red) and Ar (blue) taken in the high energy range from 60

to 130 eV with a pulse of 950 nm wavelength and 6.5 fs duration.

order correction for the coulomb field of the ion, which accelerates the electron before

the recombination. The phase φj of the atomic centers is given by a global constant

plus the phase difference between the centers, which reflects the symmetry with respect

to the molecular axis of the Hartree-Fock orbital that is modeled by the multi-centers.

In high harmonic generation we never observe the emission of a single molecule but

always the macroscopic emission of an ensemble of randomly or partly aligned molecules.

To include this in the model the interference structure is coherently averaged over all

molecular alignment angles weighted with a possible alignment distribution.

The highest occupied molecular orbital (HOMO) of SF6 is shown in Table 1. It

is three times degenerate with p-orbitals localized at the fluorine atoms in the x-y, x-z

and y-z plane. Each of the orbitals is anti-symmetric around the center of the molecule.

The calculated spectral intensity and phase for the interference of a plane wave with

randomly oriented SF6 molecules is shown in Figure 4 a) and b). Two very pronounced

minima are visible in the intensity at the harmonic orders 15 and 49, they are connected

to sharp π− jumps in the spectral phase. This result is surprising since usually the

interference structure is smoothed for unaligned molecular samples. In the case of SF6,

due to the high symmetry of the molecule, the interference structure remains visible.

This could thus be an explanation for the minimum observed at HH17 in the measured

harmonic spectrum (such a simple model using plane waves cannot predict the exact

position of the structural interference). We do not claim that the minimum can be

fully interpreted by the 6-center interference minimum, but our model might give an

indication that the structure of the SF6 Orbitals may be surprisingly important even

in the unaligned gas sample. This should be considered in a more complete theoretical

modeling of the high harmonic generation in SF6. An experimental check if the second

minimum at HH 49 or energy of 76 eV exists in the High harmonic spectrum of SF6 was

not possible with our Ti:Sa laser system. We are not able to generate high harmonics
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above HH 27 in SF6 due to ionization saturation of the medium. But Jan Rothhardt,

who is working in the group of Jens Limpert at the University Jena, was able to perform

some measurements in this high spectral range with their laser system based on optical

parametric amplification [20]. They can produce pulses of 6.5 fs duration at 950 nm

wavelength, which allows extending the high harmonic cut off in SF6 and Ar to 100

eV. Their experimental spectra from 60 to 130 eV are shown in Figure 4 c). The HHG

spectra of both gases show a well-developed plateau up to 80 eV and a cutoff up to

120 eV. From 60 eV to 100 eV the shape of the spectrum is very similar for Ar and

SF6, at 100 eV SF6 shows a knee structure and the spectral cutoff of SF6 becomes

slightly higher by approximately 4 eV. A pronounced minimum at 76 eV as predicted by

the multi-center interference model for SF6 is not visible. This model seems to be too

simple for explaining the high harmonic generation in SF6. A more detailed description

including also additional valence states could be the more appropriate way to interpret

the experimental data. A surprising feature in the experimental data of SF6 is the knee

structure at 100 eV. Two explanations are possible for this structure. Either it can

be explained by the contribution of inner valence states of SF6 to the high harmonic

generation [5] or by a change in the phase matching of the high harmonic radiation

due to the tight focusing geometry used in these experiments [3]. The energy of the

emitted high harmonic radiation from a single emitter is determined by the energy of

the recolliding electron wave packet plus the binding potential of the ionized molecular

state. The shape of the electron wave packet produces the typical plateau and cutoff

shape of the emitted high harmonic radiation. In SFA the shape of the continuum

electron wave packet is only given by the laser parameters, therefore it is approximately

the same for all ionization channels. The contribution of an inner valence state to

high harmonic radiation becomes visible in the cutoff region of the spectrum when the

dominating contribution of the outer state is suppressed. It manifests itself.as a second

cutoff structure at a higher energy. The difference in the cut off position is given by the

difference of the binding potentials of the two molecular states. The second possibility

for this structure is a changed phase matching condition, since the measurement with

the 950 nm wavelength laser system are done in a tight focusing geometry for the high

harmonic generation. Anne l’Huillier et al. already showed in the paper from 1993 [3]

that for this geometry the single atomic response cutoff law of Ecutoff = Ip + 3.17Up is

modified to Ecutoff = Ip + 2Up due to a phase mismatch generated by the geometrical

phase slip acquired through the focus. The coherence length of the high harmonic

radiation can be written in this case in a simple form.

Lcoh =
πb

2(q − 1)
(8)

With b the confocal parameter of the laser focus and q the harmonic order. The high

harmonic generation is limited by the focusing, if the length L of the medium is bigger

than the coherence length Lcoh. In a region between these two limiting cases both

cutoffs become visible in the spectrum, first the single atomic cutoff and then due to

the increasing phase matching of the harmonics the second cutoff. For the presented

12



measurements done with the 800 nm wavelength laser, this geometrical phase matching

is not a limitation. The confocal parameter is b=0.04 for a beam waist of 70 µm, this

allows geometrical phase matching up to the 199 harmonic.

The emission time offset

One very prominent feature in our measurements is the difference of 200 as in the

absolute emission times for all harmonic orders between the HHG in SF6and Ar, shown

in Figure 3 c. and d.). After integration this offset transforms into the linear drop of

the spectral phase for the SF6 high harmonic emission, shown in Figure 3 e. and f.).

Such an offset in the emission times of the high harmonics can be an effect from the

phase matching of the high harmonic radiation in the two different gases. The offset

is within our experimental range independent of the backing gas pressure and therefore

from the particle density. It is thus not related to the dispersion in the SF6 gas.

An other possibility is that the emission time shift is the result of HHG contribution

from deeper valence states. The emitted photon energy is the sum of the kinetic energy

of the electron and the binding energy of the contributing atomic or molecular state. As

the returning electron has for a specific emission time always the same kinetic energy,

the recombination to a stronger bound valence state will require less kinetic energy of

the continuum electron for the same final photon energy. The emission times for the

high harmonic orders in the plateau spectral range depend approximately linearly on

the electron kinetic energy, due to the Atto-Chirp of HHG [15]. The contribution from

an inner valence state will reduce the emission times for all HH orders and increase the

spectral cut-off. Following this argument we can explain the observed emission time

difference of 200 as between the HHG in Ar and in SF6, if we assume that the HHG in

SF6 is dominated by an inner valence state with a binding energy around 22 eV. That is

the energy of the E ionization channel of SF6 which has an ionization potential of 22.5

eV. In this argumentation we focused on the behavior of a single ionization channel. As

the SF6molecule has six outer valence states, the selection of a single state, especially

an inner valences state, might be to much simplified. Instead we should consider the

contribution of all valence states to describe our experimental data in more detail.

Multiple ionization channels

For rare-gas atoms the high harmonic generation process is dominated by the highest

valence state due to the exponential decrease of the tunnel ionization rate with increasing

binding potential of the electron. In molecules this general dependence is modified by the

non-spherical symmetry of the molecular orbitals and the different valence states have

a much smaller difference in binding energy. These two effects can lead to significant

contributions of inner valence states as shown for N2, CO2 and N2O [5, 6]. The SF6

molecule now has six valence states within 10 eV below the ionization threshold, their

symmetry and ionization potentials are given in Table 1. The highest occupied molecular
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Figure 5. Comparison of the calculated HHG amplitude (blue) and emission times

(red) for the superposition of the X, A, C, D and E ionization channels of SF6 and the

measured spectral amplitude (⌅) and emission time (+) for a generation intensity of

0.7 × 1014W/cm2 (a) and1 × 1014W/cm2 (b). The sharp drop in the emission times

below order 14 result from a calculation artefact, the SFA ionization channels of the A,

B and C valence states are closing at these energies. c) The amplitude of the X, A and

E ionization channel contributions in the multi-channel calculation for 1 × 1014W/cm2.

orbital (HOMO) is the 1t1g state. In addition we have to consider that in our spectral

range two shape resonances are known from photo ionization experiments[12], they

result from transitions from the bound states to the t2g continuum state at +5.0 eV

and to the eg continuum state at +15.2 eV. Both shape resonances inSF6 have gerade

symmetry and are therefore not dipole coupled to the 1t1g HOMO state, but to the

5t1u HOMO-1 state, which has a slightly higher binding energy of 16.9 eV. We are

therefore expecting to observe an effect of these resonances at 21.9 eV and 32.1 eV,

which correspond approximately to the high harmonic orders 15 and 21, but only when

the HOMO-1 is contributing significantly to the high harmonic process. We describe now

the emission of the q-th high harmonic by the coherent superposition of the contribution

of all channels. Each channel k is described within the Lewenstein model [15] by its

tunnel ionization rate γk
ion times the continuum propagation of the electron eiφk

c (q) times

the recombination dipole moment dk
rec(q) × eiφk

rec(q).

DHHG(q) =
6

ÿ

k=1

γk
ion × eiφk

c (q) × dk
rec(q) × eiφk

rec(q) (9)

S. Patchkovski calculated the tunnel ionization rate γk of the SF6 valence state k for

a 1/2 cycle laser pulse at a wavelength of 800 nm and an intensity of 1 × 1014W/cm2[21].

The molecular orbitals have a very complex structure, which modifies the tunnel

ionization rates significantly compared to the normally used atomic ADK ionization

rates [22]. The values are given in Table 1. The 5t1u and the 3eg states dominate the

total ionization rate, whereas the 1t1g, which is the one with the lowest binding energy,
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State Hartree-Fock Orbital Ip [eV] Tunnel ionization rate at 1 × 1014W/cm2

X 1t1g 15.7 2.70

A 5t1u 16.9 7.94

B 1t2u 17.3 1.73

C 3eg 18.6 5.21

D 1t2g 19.7 1.06

E 4t1u 22.5

F 5a1g 26.8

Table 1. The SF6 valence states with their Hartree-Fock orbitals and the experimental

binding potentials [12]. The tunnel ionization rates are calculated S. Patchkowski [21].

is strongly suppressed. But all six ionization channels have ionization rates within one

order of magnitude and none of them can be neglected, when modeling the high harmonic

emission from the SF6 molecule. The continuum phase φk
c the electron acquires during

its continuum propagation is calculated for each state from the Lewenstein Model for the

corresponding binding potential. If we neglect the electric field of the laser, the electron

recombination of the returning electron wave packet and the following emission of a XUV

photon is the inverse process of the normal photo ionization. Following basic principles
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Generation intensity 0.7 × 1014W/cm2 1 × 1014W/cm2

Ionization channel γ φrec γ φrec

X 1 0 1 0

AB 0.63 -0.6 0.62 -0.6

C 0 0 0 0

D 0 0 0 0

E 0.32 0 0.28 0

Table 2. Parameter used in the multichannel HHG calculation equation (6)

of quantum mechanics the recombination dipole moment is then the complex conjugate

of the photoionization dipole moment. Therefore the amplitude of the recombination

dipole moment dk
rec(q) =

Ò

σk(q) can be calculated from the photoionization cross section

for the different ionization channels, which are known from synchrotron measurements

[23, 12]. In the experimental cross sections the A and B ionization channels of SF6 are

almost degenerate and only a combined cross section can be extracted from the data.

In the calculation we used this combined cross section, which we will refer to as AB

ionization channel in the following. The only unknown variable in our calculation is the

phase of the recombination dipole moment. We assume that for all states this phase is

independent of the harmonic order. This approximation is quite rough considering the

several resonances in the SF6 molecule, but to our knowledge nobody ever published

theoretical calculations for the spectral phase of the photoionization matrix elements of

SF6. To match the calculation to our measured HHG amplitude spectrum we used a

least-square fit procedure of the recombination phase value and the tunnel ionization

rate value for each of the five ionization channels X, AB, C, D and E. The result is

shown in Figure 5 for the two intensities 0.7 × 1014W/cm2 and 1 × 1014W/cm2. In both

cases the agreement between the measured and calculated amplitudes is quite good.

The maximum at HH 13 and the minimum at HH 17 are reproduced. Still for the HH

orders 11 and 13 the agreement is worse than for the higher harmonic orders. This

might be due to the high harmonic generation from bound excited states, which become

relevant in this energy range and are not included in the calculation. The calculated

emission times are always around 1000 as for HH 11, which is about 200 as higher

than in the Ar measurements and about 400 as higher than in the SF6 measurements.

The calculation could not reproduce the delay in absolute emission time for both gases.

The reason for this discrepancy is not clear for us at the moment. A phase matching

effect should depend on the gas pressure, but we could not observe any change in the

observed absolute timing when changing the backing gas pressure. As the shift appears

in all measurements we did, it seems to be a systematic error between the calculation

and our experiment. If we remove this vertical shift from the experimental emission

times, then the calculated emission times agree well with the experimental data. The

emission times are dominated by the linear slope due to the atto-chirp. And there are

three deviations visible at SB 16 and 18 and between SB 14 and 12. The maxima at SB

16



16 and SB 18 match in the position to the spectral minimum at HH 17, but they are more

pronounced than the small effect visible in the experimental data. The strong drop in

the emission time between SB 12 and 14 is a calculation artifact due to the closing of the

A and C ionization channels. The spectral intensity of these channels is set to zero below

the ionization threshold. This discontinuity causes the observed artifact. The extracted

factors for the tunnel ionization and the recombination phase are listed in Table 2. Only

three ionization channels are required to match the calculation to the experimental data,

the X channel is the dominant one with smaller contributions from the AB and the E

channel. This does not agree with the tunnel ionization rate calculations, which predict

a strong contribution for the C ionization channel and a dominant contribution for the

AB ionization channel. In the amplitude of the X channel are two minima visible, one

at order 14 and one at order 18. The contribution of the AB channel has a strong peak

at order 15, which is caused by the shape resonance from the 5t1u state to the 2t2g state.

The E ionization channel shows also a resonance peak at the harmonic order 18, this is

the transition from the 4t1u state to the 2t2g state.

Conclusion

We have presented a detailed study of the high harmonic emission in intensity and

spectral phase from randomly aligned SF6 molecules using 800 nm wavelength laser

pulses. The overall signal of the HHG in SF6 is much lower than in Argon for

the same generation conditions, which we attribute to a reduced tunnel ionization

probability of the SF6molecule, as the molecular orbitals have many lobes whose

ionization destructively interfere and reduce the amplitude of the outgoing electron

wave packet. The emission times of the high harmonic orders generated in SF6 show a

vertical offset of -200 as compared to the emission times of the Ar reference. The offset

is independent of the backing gas pressure but depends on the generation laser intensity.

It causes a linear drop of the spectral phase of the high harmonic emission in SF6. We

discussed two possible explanations for this observation, which can be caused either by

a macroscopic effect due to the propagation of the light pulses in different gases or by

the contribution of lower molecular states contributing to the high harmonic generation

process in SF6.

At the harmonic order 13 we observed a maximum of the spectral intensity of the

XUV radiation generated in SF6, there is no phase distortion visible at this energy.

At the Harmonic 17 (photon energy of 26.35 eV) a minimum and a corresponding

deviation in the measured emission time of SB 16 and 18 of approximately 250 as are

reported. The position and amplitude of these features is well reproduced for different

backing gas pressures. For increasing generation laser intensities from 0.6×1014W/cm2to

1×1014W/cm2the minimum move slightly from in between HH15 and HH 17 to directly

HH 17, the phase deviation moved accordingly from SB 16 and SB 18 to only SB 18,

whereas the maximum at HH 13 decreases. Due to the low signal from SF6 and long

pulses of our laser system we could not study the behavior of the spectral features on
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a bigger generation intensity range. We investigated two possible explanations, either a

multi-center interference of the recolliding electron at the SF6 octahedral structure or the

contribution of multiple ionization channels in the SF6 molecule. Both approaches lead

to a spectral minimum around the HH 17, but both fail to explain fully our experimental

data. The multi-center interference model shows a π phase jump at HH 17, which is not

found in the experimental spectral phase, also it predicts a second minimum at HH 50,

which was not found in additional measurements done by Jan Rothhardt with a few cycle

OPCPA laser source. The agreement of the data with the multi-channel contribution

model is better. The maximum at HH 13 and the minimum are qualitatively reproduced

and the predicted emission times show a clear deviation around HH 17. It cannot explain

the 200 as offset we observed between the SF6 emission times and the Ar reference

without assuming unrealistic high contributions to the high harmonic generation from

deep valence states. Nevertheless we expect that this multichannel approach is the right

way to go for the interpretation of our data, but the input for the calculation has to be

significantly improved. The main drawback in it is the lack of the spectral dependence

of the phase of the recombination dipole element. The amplitude of the recombination

element can be extracted from photoionization experiments, but the spectral phase is

not accessible in these experiments. We assumed it to be constant over the whole

spectral range. This assumption is not justified since several well-known resonances lie

in our measurement range; they will have certainly an effect on the spectral phase of

the recombination dipole element. Finally, we assumed independent channels but they

could be coupled by the laser field, resulting in additional coupled channels that could

play a role in the total emission. Further theoretical work is thus needed to uncover the

rich physics underlying HHG from SF6 molecules.

References

[1] P. B. Corkum. Plasma perspective on strong-field multiphoton ionization. Phys. Rev. Lett.,

71:1994, 1993.

[2] K. J. Schafer, B. Yang, L. F. DiMauro, and K. C. Kulander. Above threshold ionization beyond

the high harmonic cutoff. Phys. Rev. Lett., 70:1599, 1993.

[3] A. L’Huillier, M. Lewenstein, P. Salières, Ph. Balcou, M. Yu. Ivanov, J. Larsson, and C. G.

Wahlström. High-order harmonic generation cutoff. Phys. Rev. A, 48:R3433, 1993.

[4] Tenio Popmintchev, Ming-Chang Chen, Dimitar Popmintchev, Paul Arpin, Susannah Brown,

Skirmantas Aliöauskas, Giedrius Andriukaitis, Tadas Balčiunas, Oliver D. Mücke, Audrius

Pugzlys, Andrius Baltuöka, Bonggu Shim, Samuel E. Schrauth, Alexander Gaeta, Carlos

Hernández-García, Luis Plaja, Andreas Becker, Agnieszka Jaron-Becker, Margaret M. Murnane,

and Henry C. Kapteyn. Bright coherent ultrahigh harmonics in the kev x-ray regime from mid-

infrared femtosecond lasers. Science, 336(6086):1287–1291, 2012.

[5] Olga Smirnova, Yann Mairesse, Serguei Patchkovskii, Nirit Dudovich, David Villeneuve, Paul

Corkum, and Misha Yu.hh Ivanov. High harmonic interferometry of multi-electron dynamics in

molecules. NATURE, 460(7258):972–977, AUG 20 2009.

[6] S. Haessler, J. Caillat, W. Boutu, C. Giovanetti-Teixeira, T. Ruchon, T. Auguste, Z. Diveki,

P. Breger, A. Maquet, B. Carre, R. Taieb, and P. Salieres. Attosecond imaging of molecular

electronic wavepackets. NATURE PHYSICS, 6(3):200–206, MAR 2010.

18



[7] V Strelkov. Role of autoionizing state in resonant high-order harmonic generation and attosecond

pulse production. Physical Review Letters, 104(12):123901, 2010.

[8] S Haessler, LB Elouga Bom, O Gobert, JF Hergott, F Lepetit, M Perdrix, B Carré, T Ozaki,

and P Salières. Femtosecond envelope of the high-harmonic emission from ablation plasmas.

Journal of Physics B: Atomic, Molecular and Optical Physics, 45(7):074012, 2012.

[9] JL Dehmer. Evidence of effective potential barriers in the x-ray absorption spectra of molecules.

The Journal of Chemical Physics, 56:4496, 1972.

[10] Dan Dill and JL Dehmer. Electron-molecule scattering and molecular photoionization using the

multiple-scattering method. The Journal of Chemical Physics, 61:692, 1974.

[11] VI Nefedov. Quasistationary states in x-ray absorption spectra of chemical compounds. Journal

of Structural Chemistry, 11(2):272–276, 1970.

[12] DMP Holland, MA MacDonald, P Baltzer, L Karlsson, M Lundqvist, B Wannberg, and

W Von Niessen. An experimental and theoretical study of the valence shell photoelectron

spectrum of sulphur hexafluoride. Chemical physics, 192(3):333–353, 1995.

[13] P. M. Paul, E. S. Toma, P. Breger, G. Mullot, F. Augé, Ph. Balcou, H. G. Muller, and

P. Agostini. Observation of a Train of Attosecond Pulses from High Harmonic Generation.

Science, 292:1689, 2001.

[14] JAR Samson and Wayne C Stolte. Precision measurements of the total photoionization cross-

sections of he, ne, ar, kr, and xe. Journal of electron spectroscopy and related phenomena,

123(2):265–276, 2002.

[15] M. Lewenstein, Ph. Balcou, M.Yu. Ivanov, A. L’Huillier, and P. B. Corkum. Theory of high-order

harmonic generation by low-frequency laser fields. Phys. Rev. A, 49:2117, 1994.

[16] M. Schnürer, Z. Cheng, M. Hentschel, G. Tempea, P. Kálmán, T. Brabec, and F. Krausz.

Absorption-Limited Generation of Coherent Ultrashort Soft-X-Ray Pulses. Phys. Rev. Lett.,

83:722, 1999.

[17] David R Miller. Free jet sources, 1988.

[18] C Vozzi, F Calegari, E Benedetti, J-P Caumes, G Sansone, S Stagira, M Nisoli, R Torres, E Heesel,

N Kajumba, et al. Controlling two-center interference in molecular high harmonic generation.

Physical review letters, 95(15):153902, 2005.

[19] Robynne M. Lock, Xibin Zhou, Wen Li, Margaret M. Murnane, and Henry C. Kapteyn. Measuring

the intensity and phase of high-order harmonic emission from aligned molecules. Chemical

Physics, 366(1-3):22 – 32, 2009. Attosecond Molecular Dynamics.

[20] Steffen Hädrich, Stefan Demmler, Jan Rothhardt, Christoph Jocher, Jens Limpert, and Andreas

Tünnermann. High-repetition-rate sub-5-fs pulses with 12 gw peak power from fiber-amplifier-

pumped optical parametric chirped-pulse amplification. Optics letters, 36(3):313–315, 2011.

[21] Yann Mairesse. High harmonic spectroscopy of sf6 molecules. In 523rd WE-Heraeus Seminar

High harmonic spectroscopy, 2013.

[22] M. V. Ammosov, N. B. Delone, and V. P. Krainov. Tunnel ionization of complex atoms and

atomic ions by an alternating electromagnetic field. Sov. Phys. JETP, 64:1191–1194, 1986.

[23] BM Addison Jones, KH Tan, GM Bancroft, and F Cerrina. A comparison of shape resonant

behavior in the inner-shell photoabsorption and valence-level photoelectron spectra of sulfur

hexafluoride, sulfur chloride fluoride and selenium hexafluoride (sf6, sf5cl and sef6). Chem.

Phys. Lett., 129:468–474, 1986.

19



5.4 Conclusions

5.4 Conclusions

In this chapter, we have shown our ability to extend High Harmonic Spectroscopy to more

complicated molecules based on our advanced characterization of HHG in intensity and

phase. The measurements in N2, hydrocarbons and SF6 are presented. (i) We found that the

harmonic intensity of HH11 in N2 presented an opposite behavior compared to the other

harmonic orders at high driving laser intensity. By decreasing the generation intensity, we

could continuously change the harmonic intensity of HH11 from the opposite to the same

as the other harmonic orders. However, there was no big evolution of the phase spectrally

or angularly observed from the measurement of RABBIT or TSI, respectively. (ii) We im-

plemented the first characterization of both intensity and phase of HHG for hydrocarbon

molecules. Although we were limited by the narrow spectral range due to the small ion-

ization potential of hydrocarbons, we could observe angular dependent behavior for both

the harmonic intensity and phase of aligned ethylene and acetylene. (iii) The comparison

we made for CH4 and CD4 revealed the nuclear dynamics after the ionization. We mea-

sured the relative phase CD4/CH4 for the first time. And a slight spectral phase deviation

is obtained. (iv) In the emitted spectrum of SF6, a minimum is observed at the high har-

monic order 17 of the 800 nm driving field and a corresponding distortion in the spectral

phase. We performed an analysis based on the HOMO structure of SF6 molecules and on

the multichannel contributions issuing from lower lying orbitals.

All the measurements in this chapter prove that HHS can be applied to complex

molecules and reveal many results which were not reported by any other method. More-

over, the fruitful information we obtained in this chapter can be used to test the existing

theories as well as lead to a deeper understanding of many physical phenomena with at-

tosecond resolution, i.e. resonance, nuclear motion, electronic structure and dynamics.
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CHAPTER 6

THE APPLICATION OF ATTOSECOND PULSES:

TWO-COLOR MULTI-PHOTON IONIZATION

In Chapters 4 and 5, we have given examples of studies using high harmonic spectroscopy.

The attoscond emission serves as a probe of the structure and dynamics in the radiating

molecular system, in particular when the dynamics has been excited by the laser driving

field itself (”self-probing” scheme). High harmonic spectroscopy is a smart concept which

has great potential: it reveals fine features of structure and dynamics, especially encoded in

the spectral phase over a broad spectral range.

However, high harmonic spectroscopy has limitations. In particular, it may be difficult

to study the excited systems, which have been independently excited by a pump pulse

and are further probed by HHG. In order to resolve the contribution of the excited systems

to HHG, and to discriminate it from the usually dominant one of the unexcited systems,

it is necessary to make use of elaborate techniques such as excitation grating [202][203].

Moreover, when several exited states contribute to HHG, it may be not straightforward

to make an unambiguous link between the attosecond emission and the different excited

states. This requires in general an accurate theoretical description of the system interacting

with the strong field.

In parallel with nonlinear spectroscopy, HHG provides a source of extreme ultraviolet

(XUV) pulses with unique properties of ultrafast duration, temporal and spatial coherence,

perfect synchronization with the driving field, controlled polarization, etc.. Moreover, it

offers a table top XUV source as an alternative to large scale facilities. The ultrashort pulses

from HHG are very helpful in time-resolved studies of the pump-probe type, in particular

when the fine delay or phase relation between the pump and the probe plays a crucial role

in the dynamics and should be tuned with sub-cycle, i.e., attosecond accuracy. This is the

case in the photoionization (PI) of atoms and molecules in the gas phase by multiple pulses,

e.g., XUV and laser pulses, as illustrated in the RABBIT technique. In this Chapter, we will

present the multi-photon, multi-color PI studies in rare gas atoms that we have performed
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in collaboration with the group of Alain Huetz and Yan Picard at the Institut des Sciences

Moléculaires d’Orsay (ISMO).

RÉSUMÉ DU CHAPITRE

En parallèle de la spectroscopie non-linéaire, la génération d’harmonique apporte une

source d’impulsions XUV avec des propriétés uniques : durée ultracourte, cohérence spa-

tiale et temporelle, synchronisation parfaite avec le champ laser de génération, polarisation

contrôlée, etc. . . De plus, cela permet d’avoir une source XUV compacte étant ainsi une

alternative aux sources de grande échelle telle que les lasers à électrons libres. Les impul-

sions ultra courtes de la génération d’harmoniques sont vraiment utiles pour les études

résolues en temps de type pompe-sonde, en particulier quand le délai fin ou la relation

de phase entre la pompe et la sonde joue un rôle crucial dans la dynamique et doit être

réglé avec une précision sub-cycle optique (i.e précision attoseconde). C’est le cas de la

photoionisation (PI) d’atomes et de molécules en phase gazeuse par plusieurs impulsions

(e.g XUV et impulsions lasers), comme illustré par la méthode RABBIT. Dans ce chapitre,

nous présenterons les études de PI à plusieurs couleurs/plusieurs photons dans des gaz

rares d’atomes, effectuées en collaboration avec le groupe d’Alain Huetz et Yan Picard de

l’Institut des Sciences Moléculaires d’Orsay (ISMO).

Dans la Section 6.1, nous discutons d’abord de la photoionisation à plusieurs

couleurs/plusieurs photons dans deux régimes d’intensité différentes. Ensuite, nous

présentons l’étude de la distribution angulaire des photoélectrons (PAD), qui apporte des

informations riches sur le processus en question. Après ça, nous mettons en évidence les

faiblesses des expériences précédentes effectuées au laboratoire, où le �jitter� femtosec-

onde du délai a empêché l’observation de la dépendance PAD avec le délai XUV/IR à

l’échelle attoseconde.

Dans la Section 6.2, nous indiquons les progrès techniques réalisés pour résoudre ce

problème. Le résultat majeur de notre nouvelle expérience est la différence frappante entre

la PAD des pics satellites et celle des raies principales. La PAD normalisée des pics satellites,

en cos4 q, où q est l’angle polaire par rapport à l’axe de polarisation de l’XUV/IR, dépend

très légèrement du délai t entre l’IR et l’XUV. Par contre, la PAD normalisée des pics prin-

cipaux est fortement dépendante de ce délai. Nous avons obtenu un bon accord entre les

résultats mesurés et la PAD simulée en utilisant la théorie dite�soft-photon�. Il est clair

que les interférences entre les canaux à un photon et 3 photons sont très sensibles à la phase

relative entre les champs XUV et IR. Les PAD des pics principaux sont donc une observable

particulièrement utile pour étudier les propriétés du train d’impulsions attosecondes. De

plus amples détails peuvent être trouvés dans le papier I.
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The application of attosecond pulses: two-color multi-photon ionization

Figure 6.1: The possible quantum path of Two-color two photon ionization (left) and one

and three photon ionization (right). The blue arrow lines indicate the transition induced

by the XUV photons, while the red arrow line presents the transitions created by the IR

photons. The horizontal thick dash lines are the odd orders transitions and the horizontal

dotted lines are for the even order transitions (sidebands).

6.1 Multi-photon and multi-color photoionization of rare gas atoms

The two-color photoionization process is of fundamental interest by itself, e.g., to validate

theoretical predictions from the time dependent Schrödinger equation. On account of their

finely controlled delay, the XUV field generated via HHG and the fundamental IR field

are ideal tools for this purpose. The RABBIT technique, that we have used to characterize

the attosecond emission, is based on the two-color two-photon XUV + IR PI, with an IR

field of weak intensity, I ≈ 1011W�cm2. In this case, the photoionization occurs by the two

channels (qw0 +w0, (q + 2)w0 −w0)which lead to the same final state in the continuum and

therefore interfere. They produce the sidebands in the photoelectron spectrum (at energy

corresponding to PI by ”even harmonic-like” (q + 1)w0 photons), as shown in Figure 6.1

(left).

In the present experiment, we investigate multi-color, multi-photon PI in argon and he-

lium in the general case where the IR intensity ranges between the RABBIT (I ≈ 1011W�cm2)

and the strong-field (I ≈ 1012W�cm2) regimes, where three-photon transitions can take place

as shown in Figure 6.1 (right). There are several possible paths to the final continuum state

of energy (qw0), corresponding to the main line of energy �qw0 − Ip� in the photoelectron

spectrum. They include the direct one-photon (qw0) channel, the three ((q − 2),+1,+1)w0

(with all permutations of the photon absorption/emission), the six (q,+1,−1)w0, and the

three ((q + 2),−1,−1)w0 three-photon channels, which therefore interfere. So far, the pho-

toionization has been studied extensively by means of photoelectron yield integrated over

the angular distribution. Indeed, the photoelectron angular distribution (PAD) – or the

electron momentum distribution – carries a rich, physically significant information on the

process [204][205]. The theoretical calculation of the PAD, performed in the group of Pr.

Alfred Maquet at LCPMR and using the soft-photon theory [206], predicts a dramatic pe-
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riodical evolution of the photoelectron angular distribution as a function of the delay t

between the IR field (maximum of the field) and the XUV pulse (maximum of the attosec-

ond pulse envelope), with a frequency 2w0. This strongly suggests that the photoelectron

angular distribution could be used to monitor the temporal structure of attosecond pulses

and pulse trains.

In a first experiment performed in 2007, on the PLFA laser at CEA-Saclay, the ISMO

and SPAM Attophysics groups have measured the PAD in multi-color, multi-photon PI in

He, using the electron/ion spectrometer CIEL of ISMO, based on Cold Target Recoil Ion

Momentum Spectrometry (COLTRIMS) in the coincidence mode. The experiment is very

demanding at the 1kHz repetition rate of the PLFA laser: it requires that the temporal and

spatial overlap of the XUV and laser pulses is controlled in the source volume of the CIEL

spectrometer, during long acquisition times of the order of hour. The control of the temporal

overlap should be compatible with definite conditions of interference between the different

PI channels, i.e., fluctuations of the XUV/IR delay t << 500as (optical path fluctuations

<< 100nm). Simultaneoulsy, it is crucial that the spatial overlap be maintained so that the

relative phase-shift of the two pulses be homogeneous over the beam wavefronts.

The XUV and IR pulses were superimposed using a Mach-Zehnder type interferometer,

which arms were of ≈ 4m length. Without active control, a significant timing jitter between

IR and XUV pulses, of the order of 1 f s (≈ 300nm), was caused by mechanical instabilities

or vibrations in the experimental setup. As a result, it was not possible to accurately fix the

interference conditions which were averaged. The experimentally measured PAD in the

main lines of the PI process (at kinetic energy qw0 − Ip in the photoelectron spectrum) could

only be compared with the theoretical distributions averaged over the XUV/IR delay at the

1 f s scale [207]. In this frame, a remarkable agreement was nevertheless obtained between

the measured and calculated PAD (thick line in Figure 6.2), the latter described with the

soft-photon theory [206].

6.2 The 2012 experiment

In the experiment performed on PLFA in 2012, the main objective is thus to measure the

photoelectron angular distribution, in both the main lines and the sidebands of the pho-

toionization, as a function of the attosecond timing t between XUV and IR pulses. Such a

measurement should allow for a more detailed understanding of the photoionization pro-

cess and a refined comparison to theory. In addition, the sensitivity of the PAD to the

characteristics of the attosecond pulses, e.g., the variation of the spectral phase from one to

another harmonic, may find practical applications to an accurate monitoring of the coherent

XUV sources (HHG, Free Electron Laser) in the future.

The experimental setup, derived from the RABBIT setup, is shown in Figure 2.11. The

laser arm for molecular alignment has been removed. The heart of the setup is, i) the Mach-
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The application of attosecond pulses: two-color multi-photon ionization

Figure 6.2: Angular momentum distribution of the electrons with an energy corresponding

to ionization by H19. Calculations are shown for various values of the relative delay, rang-

ing from 0 to 10 units of time, as indicated on each thin line curve (one unit of time is 4

atomic units or 96.756 as). The curve averaged over the delay is shown as a thick line. The

dominant photon pathways are displayed on the right hand side. [207].

Zehnder type interferometer already used in RABBIT, and ii) the CIEL electron/ion spec-

trometer of the COLTRIMS type. In the interferometer, drilled mirrors separate the annular

generating beam (outer diameter cut to 13 mm by an iris), which contains most of the en-

ergy (∼ 1mJ), and the weak central part (up to ∼ 150µJ energy, diameter ≈ 4mm). The outer

part of the laser beam is employed for high harmonic generation. The inner part serves as

the dressing beam for RABBIT measurements (see below) and for the two-color XUV+IR

photoionization in CIEL. The latter can be delayed by a piezoeletric translation stage with

interferometric stability, i.e., the stability of the optical path difference between the two in-

terferometer arms has to be ∼ 50nm. In the COLTRIMS reaction microscope (CIEL) [208],

the full three–dimensional momentum distribution of the photoelectrons (and ions) pro-

duced in helium or argon is measured in the coincidence mode (number of events per pulse

≤ 0.1). The initial momentum of the photoelectron is accurately determined from the (time,

position) measurement of its impact on a time-position 2D-detector (delay line), and by

de-convoluting its trajectories in parallel electric and magnetic fields. Typical measured

momentum distributions are displayed in Figure 6.3 as cuts in the momentum space.

In parallel to the measurement in CIEL, we have chosen to implement the RABBIT tech-

nique. The objective is to finely monitor the delay t between IR and XUV pulses in fast

RABBIT scan, prior to or during the long acquisition in CIEL. To that purpose, the ad-

ditional magnetic bottle electron spectrometer (MBES) is implemented in the beam line,
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6.2 The 2012 experiment

Figure 6.3: Cuts in momentum space (atomic units are used) for PY, PX and PZ = 0 ± 0.17

[207].

between the HHG chamber and the CIEL spectrometer as illustrated in Figure 2.11. For

RABBIT measurement, the IR dressing intensity is reduced to (I ≈ 1011W�cm2) by close an

diaphragm, without changing the other experimental conditions.

In addition, several significant improvements have been introduced with respect to the

2007 experiment:

i) As above mentioned, it is necessary to nicely overlap the wavefronts of the XUV and

IR beams in the interaction volume of CIEL, in order to achieve homogeneous phase shift

and a clear sideband oscillation (good contrast). To make the dressing beam focal spot

bigger than that of the generating beam should help : a 4 mm–hole drilled mirror was used,

instead of the 8 mm–hole one, for combining the generating and dressing beam collinearly.

We also need slightly higher energy in the dressing arm compare to the RABBIT case, to

induce multiphoton ionization : the drilled mirror for splitting the beam at the entrance

of the interferometer was replaced by a beam splitter and a telescope was added in the

dressing path for confining more energy in the hole. The dressing energy was increased

to ≈ 150µJ. In the same time, the telescope has another benefit as it partially compensates

the beam astigmatism. As a result, the max/min contrast of the sideband oscillation was

increased to ∼ 6 instead of ∼ 3, which was never reached before.

ii) To improve the timing stabilization which was not sufficient for attosecond control

in the 2007 experiment [207], an active stabilization scheme has been worked out and in-

stalled (work of Martin Bottcher, Thierry Ruchon and Bastian Manschwetus) [209], which

guarantees attosecond stability during COLTRIMS acquisition. The principle is that two

cw beams from a He:Ne laser are co-propagated with the driving and dressing IR beams

along the two arms of the Mach-Zehnder interferometer, and further recombined, so that

the optical path difference can be monitored from the He:Ne fringe pattern; a correction er-

ror in a feedback loop is then applied to the XUV/IR delay line. In somewhat more details,

the 543.5 nm Helium:Neon (HeNe) laser is divided into two sub–beams by a beam–splitter
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cube. The sub–beams are shifted away by 1 cm from each other by a silver mirror, so that

they can co–propagate collinearly with the driving/XUV and dressing beams along the two

arms in the interferometer. The two He:Ne beams are then recombined with a sequence of

1) a drilled mirror which makes the two beams quasi–collinear, 2) a dielectric mirror with

a spectral bandwidth from 750 to 950 nm, transmitting most of the He:Ne light, 3) a beam-

splitter cube. By introducing a small angle between the beams (drilled mirror), we produce

an interference field in the beam splitter, depending on the path difference, so that the hori-

zontal fringe pattern is split in two. Each of the two interference fields (fraction of a fringe)

is monitored by a apertured photodiode. The positions of the photodiodes are chosen so

that they monitor two parts 90○ relatively out of phase, respectively (a maximum on the

one corresponds to a rising or falling intensity on the other). The phase f of the interfer-

ence pattern can be extracted from the I1,I2 outputs of the photodiodes. From the phase

the path difference between the two arms of the delay line is calculated and a Proportional-

Integral-Derivative (PID) loop acting on the piezo position allows stabilizing the delay t

within an error of ±60as rms. The PAD measurement in Ar and He are performed stepwise.

First, a fast RABBIT scan is performed using the MBES. It allows to choose the t value to

either maximize (minimize), or conversely minimize (maximize) the sideband (main line)

amplitude for a given (q + 1) order, or any other intermediate setting of the sideband oscil-

lation. Second, the t delay is taken as the setpoint of the active stabilization loop, whereas a

long acquisition is performed in the CIEL spectrometer. The experimental results and their

theoretical description are reported in paper I, submitted to the Phys Rev Lett.

The measurements are performed in Ar and He at intensity close to 1012W�cm2 for two

main delays t, which respectively maximize and minimize the sidebands. The major result

of our study is the striking difference between the PAD of the sidebands (SB14 in Ar, SB20

in He) and mainline (H13 in Ar, H19 in He). The normalized PAD of the sidebands, in cos4q

where q in the polar angle referred to the XUV/IR polarization axis, depends only slightly

of the delay t. In contrast, the normalized PAD of the mainlines are strongly dependent

on the delay, as shown in Fig. 4 in paper I. The PAD have been simulated by R. Taı̈eb and

collaborators at LCPMR, using the soft–photon theory[206].

The numerical solution of the TDSE for a multi-electron system is beyond the present-

day computers capability. Most TDSE treatments rely on the use of single active electron

model-potentials[210][211]. In addition, when discussing the physical content of the nu-

merical results (and of the experimental data), it is instructive to compare them to the

quantitative predictions of simplified analysis. That is why we advocate the use of the

soft–photon theory, which applies when the photon energy h̄w0 is small, as compared to the

kinetic energy Ek of the photoelectron. In the context of IR-XUV ionization, the formalism

has been described in [206] and paper I. Indicated by the calculation, if the phase shifts are

constant in the energy interval considered, the angular dependence for the sidebands can

be written in a simplified form that is dependent on the phase ∆f(t) = 2w0t −∆f2q, where
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6.2 The 2012 experiment

∆f2q is the harmonic phase difference (see Eq. 6 in paper I). The change of ∆f(t) results

in the change of cos[∆f(t)] in Eq. 6, which only influences the magnitude of the sideband

without affecting the angular distribution. However, unlike the sidebands, the angular dis-

tributions for the mainlines varies significantly when changing t. A general expression for

the mainlines will be reported later in R. Taı̈eb et al. to be submitted.

The agreement between measured and simulated PAD is good (see Fig. 4 in paper I).

It makes clear that the interference between the one-photon, twelve three–photon channels

are very sensitive to the relative phase of the XUV/IR fields. The PAD of the main lines

should be therefore considered as a useful track to investigate the attosecond pulses train

properties.
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CHAPTER 7

CONCLUSIONS AND OUTLOOK

This thesis mainly concentrated on the application of attosecond pulses to High Harmonic

Spectroscopy of a variety of molecules. The advanced characterization of the attosecond

emission brings plenty of useful information about both the molecular properties and the

ultrafast processes occurring in harmonic generation. Another part of the thesis is dedi-

cated to the ’direct scheme’ of using HHG as an XUV light source. Here, we give a general

summary of the experimental results and theoretical analysis. The perspectives that are

opened by this work are also discussed.

High Harmonic Spectroscopy

The studies of High Harmonic Spectroscopy in different molecules were presented in Chap-

ters 4 and 5. In Chapter 4, we implemented two different methods (RABBIT and TSI) for

the advanced characterization of the attosecond emission from aligned molecules (N2O

and CO2). Characterizing the harmonic emission in two different dimensions (spectrally

and angularly) allows testing the assumptions made by each method, as well as checking

the consistency of the two techniques. More importantly, the two measurements lead to a

full mapping of the harmonic intensity and phase. We found clear signatures of destructive

interferences due to multi-orbital contributions to HHG in both molecules by changing the

intensity of the generating laser beam in the interaction region. In addition, we performed

a detailed investigation for aligned N2O and CO2 under the same generation conditions.

Striking differences between the two measurements were observed for both methods. We

developed a simple model in order to understand the underlying physics. It provides ex-

cellent agreement with our experimental results as well as explains the differences between

N2O and CO2: they are due to the different contribution ratio to the harmonic emission

from the lower lying orbitals. Interestingly, we demonstrate in N2O a stronger harmonic

emission from HOMO-1 than from HOMO. Moreover, we showed our ability to control the

temporal shape of the XUV emission with attosecond precision in a simple way of turning

the molecular alignment angle. In Chapter 5, the High Harmonic Spectroscopy is extended
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to bigger molecules, including SF6 and various hydrocarbons, where we found many un-

reported behaviors. Their interpretation requires advanced theoretical analysis. From all

these studies, we can draw the following concluding remarks and outlooks:

(i) The harmonic phase contains more detailed information than the intensity. The phase

measurements of N2O and CO2 in chapter 4 are sensitive enough to observe significant

differences between them even though they have similar electronic and orbital structures.

These measurements may even give access to the contribution ratio to HHG between the

channels involved in the generation process, which has never been obtained by intensity

measurements. Besides the techniques presented in the thesis, there exist other methods

giving access to the harmonic phase, i.e. gas mixture [159][184] and transient grating spec-

troscopy [212]. It will be interesting to compare the results from these different techniques

in order to find out their technical limitations and relative precision.

(ii) The full mapping of the harmonic dipole is crucial for molecular orbital tomography.

It requires combining at least two characterization techniques exploring the phase varia-

tion in two different dimensions. The first full mapping of the harmonic phase for N2O

by using TSI and RABBIT was shown in Chapter 4. However, these measurements were

not performed simultaneously, therefore the comparison and combination of both had to

be done carefully since the experimental results are highly dependent on the experimental

conditions. In N2O, the experimental conditions can be easily checked thanks to the clear

signature of the destructive interference from multi-orbital contributions. Once we obtain

the same position of the destructive interference and further of the cutoff position from both

techniques, the experimental conditions should be comparable. However, to generalize the

full mapping technique for harmonic dipole, one has to implement both measurements at

the same time. Another PhD student Antoine Camper in our group has implemented a

new technique allowing a quick switching between RABBIT and TSI measurement for N2,

keeping the experimental conditions unchanged. This technique will allow a very precise

investigation of various molecular targets. Let us add that recently, Bertrand et al. linked

the phase characterization using TSI with the gas mixture for aligned Br2 [161]. This pro-

vides the angular phase relative to the reference gas, which is all the information needed

for the orbital tomography. However, it does not give access to the spectral phase (except if

the spectral phase of the reference atom is assumed) and thus it does not allow the recon-

struction of the attosecond emission.

(iii) To fully characterize the harmonic dipole, the polarization of the harmonic emission

should be measured. Indeed, even though the generating laser pulse has a linear polariza-

tion, the symmetry may be broken by the molecular alignment, so that the harmonic elec-

tric field may present a component orthogonal to the laser polarization. Several polariza-

tion experiments were performed, following the first study in aligned molecules (Levesque

et al. [213]. Significant amplitude for the perpendicular component was measured in O2

and CO2 and even a dephasing resulting in elliptical polarization for aligned N2 molecules
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[181][214]. We have performed a full mapping of the parallel component. It will have to be

extended to the perpendicular component. Let us note that such advanced characterization

will involve extensive data acquisition time. A full set of RABBIT measurements from 0○

to 90○ takes ∼50minutes at 1 kHz rep-rate. The recent plan of upgrading PLFA system to

10kHz will further increase the acquisition efficiency.

(iv) N2O is an asymmetric molecule, therefore it is important to orient it instead of align-

ing it to avoid the averaging over the two opposite molecular orientations. The orientation

of CO molecules has been reported [215]. But the attempt for N2O was not successful per-

haps due to its weak polarity [179]. Recently, the quality of molecular orientation has im-

proved thanks to a bipulse scheme in Prof. Wörner’s group in ETH-Zurich (not published

yet). Maybe it will be possible to increase the orientation quality for N2O now. Together

with the technique proposed for molecular tomography of asymmetric molecules [216], it

may pave the way to the extension of High Harmonic Spectroscopy to polar molecules.

(v) The spectral phase deviation from 0○ to 90○ is larger in N2O than in CO2, therefore

the corresponding distortion in the temporal domain is stronger too. It results in a flex-

ible control for the spectral phase by just turning the molecular axis with respect to the

laser polarization. In addition, the development of XUV multilayer mirrors [186] gives the

freedom of controlling the relative intensity for different spectral regions. Thus, the combi-

nation of both techniques (amplitude and phase control) has great potential for the shaping

of attosecond pulses.

(vi) In High Harmonic Spectroscopy, the amount of information we can extract highly

depends on the spectral range we can access. The use of Mid-infrared lasers results in a

larger harmonic spectrum, that will allow a deeper investigation in particular in molecules

with low ionization potential like hydrocarbons. Moreover, Rupenyan et al. showed that

they observed a switching between a regime dominated by multi-channel dynamics to a

regime dominated by the HOMO structural interference by increasing the laser wavelength

[179][180]. Therefore, either structural or dynamical interferences could be investigated by

varying both the generation intensity and wavelength. Finally, longer wavelength means

larger excursion time of the EWP trajectories, so that the nuclear dynamics get more time

to develop. The channel dependent vibration could also be investigated. These are a few of

the many opportunities opened by mid-IR driving lasers.

(vii) The photodissociation of N2O can be induced by irradiation with a photon of en-

ergy E � 3.5eV: N2O → N2 + O. By changing the delay between the photoionizing beam

and the generating beam, in principle one could follow the evolution of the non dissociated

orbital structure into the dissociating one. Such a time-resolved molecular orbital tomog-

raphy is obviously highly challenging but would open the way to real-time imaging of

frontier orbitals during chemical reactions.
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Direct application of attosecond pulses

In Chapter 6 and paper I, we discussed the direct application of attosecond pulses: com-

bining XUV and infrared (IR) photons from the same femtosecond laser source gives access

to few-photon, two-color ionization of rare gas atoms. The angular distribution of the Pho-

toionization lines was measured as a function of the attosecond timing between XUV and

IR pulses. We evidence marked differences in the measured angular distributions of the

photoelectrons, depending on the number of IR photons exchanged. Joined to a theoretical

analysis, these observations bring new insight in the dynamics of this class of two-color

photoionization processes that are a key step towards studying photoionization in the time

domain, with attosecond time resolution.

This thesis also involved the investigation of isolated attosecond pulse generation

(Chapter 1.6). The development of the post pulse compression by using hollow core fiber

has been performed together with the SLIC laser team. The first measurements indicated

the production of 13.3 f s pulses with output energy of 1.4mJ after chirped mirror compres-

sion from a 45 f s, 4mJ seeding. With a more stable fiber mounting design as well as the

newly tested fibers with 95% transmission efficiency, we can expect a stable output pulse

with higher energy. Different optical gating methods were also compared. A linear version

of Generalized Double Optical Gating was proposed to gate out a small linear polarized

pulse to generate spectral continuum. It has many advantages, i.e. easy to implement, less

expensive and more energy efficient. Meanwhile, the laser team has developed a shot-to-

shot CEP measurement. All these developments will allow high-energy isolated attosecond

pulse generation on the EquipeX ATTOLAB laser beamlines.

In conclusion, High Harmonic Spectroscopy is a promising tool to determine both

molecular structure and dynamics. Together with direct application of the generated at-

tosecond pulses, it opens wide prospects for the study of the fastest molecular dynamics

with attosecond resolution.
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APPENDIX A

ATOMIC UNITS

Atomic units greatly simplify formulae and render typical values appearing in calculations
on atomic-scale systems more computer-friendly. In atomic units, the four fundamental
quantities electron rest mass, me, elementary charge, e, the reduced Planck’s constant, h̄, and
Coulomb’s constant, 1�4pe0, are set to unity:

me = e = h̄ = 4pe0 = 1 .

This means, that one atomic unit, (a.u.), of the following quantities correspond in SI units
to:

Angular momentum, Action h̄ = 1.054 571 68× 10−34 J s

Mass me = 9.109 383× 10−31 kg

Charge e = 1.602 176 53× 10−19 C

Length a0 = 4pe0 h̄2

mee2
= 5.291 772 06× 10−11 m = 0.53 Å

Velocity vB = e2

4pe0 h̄
= 2.187 691 26× 106 m s−1

Momentum mevB = 1.992 851 66× 10−24 kg m s−1

Time t0 = a0

vB
= 2.418 884 30× 10−17 s = 24.2 as

Frequency t−1
0 = 4.134 137 38× 1016 Hz

Energy Eh = mee4

(4pe0)2 h̄2
= 4.359 744 2× 10−18 J = 27.2 eV

Electric field E0 = e

4pe0a2
0

= 5.142 206 51× 1011 V m−1

Intensity
1

2
e0cE2

0 = 3.509 445 2× 1016 W cm−2
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APPENDIX B

SYMMETRY PROPERTIES OF THE FOURIER

TRANSFORM: ODDNESS AND IMAGINARITY

The Fourier transformation, F , between a complex valued function f (r) in real space with
the Cartesian coordinates r = (x, y, z) and the function F(k) in frequency space of wave
vectors k = (kx, ky, kz) is defined as

F(k) = Fr→k[ f (r)] = 1√
2p
�
∞

−∞
dr f (r)e−ik⋅r , (B.1)

f (r) = Fk→r[F(k)] = 1√
2p
�
∞

−∞
dk F(k)eik⋅r . (B.2)

It will be sufficient to discuss properties of a one-dimensional case since F in a higher
dimensional space can simply be written as a series of one-dimensional transforms, e.g.

F(k) = 1√
2p
�
∞

−∞
dz�� ∞

−∞
dy �� ∞

−∞
dx f (x, y, z)e−ikxx� e−ikyy� e−ikzz . (B.3)

Splitting f (x) in its real and imaginary part:

f (x) = a(x) + ib(x) ∶ a(x), b(x) ∈ R ∀x , (B.4)

and using the Euler’s formula e±if = cos f ± i sin f, equation B.1 writes:

F(kx) = 1√
2p
�
∞

−∞
dx [ a(x) cos(kxx) + b(x) sin(kxx) ]

+ i√
2p
�� ∞

−∞
dx [ b(x) cos(kxx)− a(x) sin(kxx) ]� . (B.5)

Taking a close look at equation B.5 and bearing in mind that the integrals vanish for inte-
grands odd in x, one is readily convinced of the following handy symmetry properties of
the Fourier transform:

f (x) . . . F(kx) . . .

real valued and even in x ⇔ is real valued and even in kx

real valued and odd in x ⇔ is imaginary valued and odd in kx

imaginary valued and even in x ⇔ is imaginary valued and even in kx

imaginary valued and odd in x ⇔ is real valued and odd in kx

real valued ⇔ has an even real part and an odd imaginary part
imaginary valued ⇔ has an odd real part and an even imaginary part
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B.1 Considering the Plane Wave dipole for N2O

This part tells what to expect from the plane-wave (PW) dipole associated to an asymetric

orbital (e.g. the HOMO of the linear triatomic N2O).

The Fourier Transform in 1D

Let’s begin with the properties of the Fourier transform in 1D. Any function f (x) can be

written in terms of its odd and even components,

f (x) = f+(x) + f−(x) (B.6)

where

f±(x) = 1

2
[ f (x) ± f (−x)] (B.7)

If f (x) is a real valued function, then

●Re{FTx→k[ f ]} = FTx→k[ f+] =∶ f̃+(k) is even in k;

●Im{FTx→k[ f ]} = −iFTx→k[ f−] =∶ −i f̃−(k) is odd in k.

If f (x) is a imaginary valued function, then

●Re{FTx→k[ f ]} = FTx→k[ f−] =∶ f̃−(k) is odd in k;

●Im{FTx→k[ f ]} = −iFTx→k[ f+] =∶ −i f̃+(k) is even in k.

If f (x) is complex, just apply the above mentioned rules to each of its real and imaginary

parts.

And now the dipole

For simplicity, we will stick here to 2D. We will consider real wave functions y(x, y) (These

are actually wave-function integrated along the z axis) and the associated PW dipoles

�→
d (�→k ) = � dx� dy[y(x, y)]��n

k
�exp(ikxx + ikyy) (B.8)

Just to make sure:

● Even(odd) in kx means (anti)symmetric with respect to the orientations q = ±p�2 rad;

● Even(odd) in ky means (anti)symmetric with respect to the orientations q = 0, p rad.

Below, we see how the asymmetry of y(x, y) reflects into the PW dipole in the case of

HOMO of N2O. The reasoning can be applied to any asymmetric orbital.

HOMO of N2O

As shown in Fig. 4.1, the py HOMO of N2O is asymmetric in x (the axis parallel to the

molecular axis) and odd in y (antisymmetric with respect to the internuclear axis x). We

define here the even and odd components as

y±(x, y) = 1

2
[y(x, y) ±y(−x, y)] (B.9)

In order to go from the wave-function to the PW dipole, it is more convenient to perform

the integration in y, where the symmetry is well defined, first.

∗ x-component: x ×y(x, y) is nearly even in x, odd in y.

1. Integration over y: The intermediate integrated function

x × g(x, ky) = x ×� dy y(x, y) exp(ikyy) (B.10)

= x × FTy→ky
[y] (B.11)

is purely imaginary valued, nearly even in x and odd in ky.
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2. Integration over x: This brings us to the PW dipole’s x-component:

dx(kx, ky) = � dx x × g(x, ky) exp(ikxx) (B.12)

the real and imaginary parts of which are respectively odd and even in kx.

3. Therefore:

●Re{dx} is odd in both kx and ky;

●Im{dx} is even in kx and odd in ky;

●Im{dx} dominates over Re{dx}.
∗ y-component: y ×y(x, y) is nearly odd in x, even in y.

1. Integration over y: The intermediate integrated function

h(x, ky) = � dy y ×y(x, y) exp(ikyy) (B.13)

= FTy→ky
[y ×y] (B.14)

is purely real valued, nearly odd in x and even in ky.

2. Integration over x: This brings us to the PW dipole’s y-component:

dy(kx, ky) = � dy h(x, ky) exp(ikxx) (B.15)

the real and imaginary parts of which are respectively even and odd in kx.

3. Therefore:

●Re{dy} is even in both kx and ky;

●Im{dy} is odd in kx and even in ky;

●Im{dy} dominates over Re{dx}.
An important outcome is that, although asymmetry makes the dipole complex (rather than

purely real or imaginary), it turns out that the imaginary part is 10 times bigger than the

real part, because the orbital is dominantly antisymmetric. This becomes a factor 100 if one

things of the spectrum (dipole squared).
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from multiple orbitals in N2. Science (New York, N.Y.), 322(5905):1232–5, November 2008.

[50] H. J. Wörner, J. B. Bertrand, P. Hockett, P. B. Corkum, and D. M. Villeneuve. Controlling the Interference
of Multiple Molecular Orbitals in High-Harmonic Generation. Physical Review Letters, 104(23):233904, June
2010.

[51] S Baker, J S Robinson, C a Haworth, H Teng, R a Smith, C C Chirila, M Lein, J W G Tisch, and J P Marangos.
Probing proton dynamics in molecules on an attosecond time scale. Science (New York, N.Y.), 312(5772):424–7,
April 2006.

[52] S. Baker, J. S. Robinson, M. Lein, C. C. Chiril, R. Torres, H. C. Bandulet, D. Comtois, J. C. Kieffer, D. M.
Villeneuve, J. W. G. Tisch, and J. P. Marangos. Dynamic Two-Center Interference in High-Order Harmonic
Generation from Molecules with Attosecond Nuclear Motion. Physical Review Letters, 101(5):053901, July
2008.

[53] Tsuneto Kanai, Eiji J Takahashi, Yasuo Nabekawa, and Katsumi Midorikawa. Observing the attosecond
dynamics of nuclear wavepackets in molecules by using high harmonic generation in mixed gases. New
Journal of Physics, 10(2):025036, February 2008.

[54] S Haessler, W Boutu, M Stankiewicz, L J Frasinski, S Weber, J Caillat, R Taı̈eb, a Maquet, P Breger,
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[77] Ariel Gordon and Franz Kärtner. Quantitative Modeling of Single Atom High Harmonic Generation. Phys-
ical Review Letters, 95(22):223901, 2005.

[78] C. C. Chiril and M. Lein. Assessing different forms of the strong-field approximation for harmonic genera-
tion in molecules. Journal of Modern Optics, 54(7):1039–1045, May 2007.

[79] J C Baggesen and L B Madsen. On the dipole, velocity and acceleration forms in high-order harmonic gener-
ation from a single atom or molecule. Journal of Physics B: Atomic, Molecular and Optical Physics, 44(11):115601,
2011.
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B Carré, H G Muller, P Agostini, and P Salières. Attosecond synchronization of high-harmonic soft x-rays.
Science (New York, N.Y.), 302(5650):1540–3, November 2003.

[97] G Doumy, J Wheeler, C Roedig, R Chirla, P Agostini, and L F DiMauro. Attosecond Synchronization of
High-Order Harmonics from Midinfrared Drivers. Physical Review Letters, 102(9):93002, 2009.

[98] N Dudovich, O Smirnova, J Levesque, Y Mairesse, Ivanov, D Villeneuve, and P Corkum. Measuring and
controlling the birth of attosecond XUV pulses. Nature Physics, advanced o(11):781–786, 2006.

[99] E Goulielmakis, M Schultze, M Hofstetter, V S Yakovlev, J Gagnon, M Uiberacker, A L Aquila, E M Gul-
likson, D T Attwood, R Kienberger, F Krausz, and U Kleineberg. Single-Cycle Nonlinear Optics. Science,
320(5883):1614–1617, 2008.

[100] Philippe Antoine, Anne L’Huillier, and Maciej Lewenstein. Attosecond Pulse Trains Using High-Order
Harmonics. Physical Review Letters, 77(7):1234–1237, 1996.

[101] Kenneth Schafer, Mette Gaarde, Arne Heinrich, Jens Biegert, and Ursula Keller. Strong Field Quantum Path
Control Using Attosecond Pulse Trains. Physical Review Letters, 92(2):023003, January 2004.
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[146] V Véniard, R Taı̈eb, and A Maquet. Phase dependence of (N+1)-color (N¿1) ir-uv photoionization of atoms
with higher harmonics. Physical Review A, 54(1):721–728, July 1996.

[147] Rick Trebino, Kenneth W. DeLong, David N. Fittinghoff, John N. Sweetser, Marco A. Krumbugel, Bruce A.
Richman, and Daniel J. Kane. Measuring ultrashort laser pulses in the time-frequency domain using
frequency-resolved optical gating. Review of Scientific Instruments, 68(9):3277–3295, 1997.
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[209] F.M. Böttcher, B. Manschwetus, H. Rottke, N. Zhavoronkov, Z. Ansari, and W. Sandner. Interferometric long-
term stabilization of a delay line: a tool for pumpprobe photoelectronphotoion-coincidence spectroscopy on
the attosecond time scale. Applied Physics B, 91(2):287–293, April 2008.

[210] ES Toma and HG Muller. Calculation of matrix elements formixed extreme-ultravioletinfrared two-photon
above-threshold ionization of argon. Journal of Physics B: Atomic, Molecular and Optical Physics, 35:3435–3442,
2002.

[211] M Swoboda, T Fordell, K Klünder, J M Dahlström, M Miranda, C Buth, K J Schafer, J Mauritsson, A. LHuil-
lier, and M Gisselbrecht. Phase Measurement of Resonant Two-Photon Ionization in Helium. Physical Review
Letters, 104(10):103003, March 2010.

[212] H J Wörner, J B Bertrand, D V Kartashov, P B Corkum, and D M Villeneuve. Following a chemical reaction
using high-harmonic interferometry. Nature, 466(7306):604–7, July 2010.
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We have analyzed the angular distributions of the photoelectrons emitted upon photoionization
of rare gases by a comb of harmonics in the extreme ultra violet (XUV) range, in the presence of a
“dressing” infrared (IR) field with controlled delay τ , stabilized down to about ± 60 as. The mea-
surements have been performed with the help of the coincidence momentum imaging technique. We
evidence marked differences in the measured angular distributions of the photoelectrons, depending
on the number of IR photons exchanged. Joined to a theoretical interpretation, these observations
bring new insights in the dynamics of this class of two-color photoionization processes that are a
key step towards studying photoionization in the time domain, with attosecond time resolution.

Photoionization of atoms or molecules in the simulta-
neous presence of attosecond pulses of extreme ultra vio-
let (XUV) coherent radiation, together with an infrared
(IR) laser ”dressing” field with controlled time delay is
the cornerstone of the so-called ”attophysics”. The anal-
ysis of the photoemission spectra obtained under these
conditions provides the physical basis to follow in real
time the paradigmatic process of photoionization , with
attosecond resolution [1–5]. We emphasize that the pres-
ence of the IR field, with typical cycle duration of about
2.6 fs (Ti:Sapph. laser), is essential to clock the photoion-
ization process on the attosecond scale. In particular, for
specific intensities and durations of the two pulses, the so-
called RABBIT (Reconstruction of Attosecond Beating
By Interference of Two-photon transitions), as dubbed
by Muller, [6, 7], has been successfully implemented to
characterize harmonic radiation and to explore photoion-
ization, notably in the time domain [1, 2, 4, 8]. The tech-
nique relies on a low intensity ”dressing” field and implies
the exchange of only one IR photon. Then, the analysis is
concentrated on the photoelectron lines, or sidebands, ly-
ing in-between the so-called harmonic peaks that mainly
result from the absorption of only one XUV photon. At
much higher IR intensities, the ”dressing” field can be
used to ”streak” the energy and angular distributions of
the photoelectrons generated through XUV photoioniza-
tion [9]. Here, we investigate the range of intermediate

IR intensities for which the exchange of few IR photons
can take place. As we shall show, valuable informations
can be derived also from the angular dependences of the
harmonic peaks.

An exact treatment of time-dependent processes with
finite duration pulses, such as photoionization in poly-
electronic species, is out of reach of the present computers
capabilities. Most Time-Dependent Schrödinger Equa-
tion (TDSE) treatments rely on the use of single-active
electron model-potentials [10–13]. To interpret the data

a more simplified description of the physics of the pro-
cess is often required. Here, we shall advocate the use of
the so-called “soft-photon approximation”, as discussed
below [14, 15].

We have shown, in preliminary studies in Helium, that
the angular distributions of the photoelectrons provides
more detailed information than the angle-integrated cross
sections used in standard RABBIT studies [1, 2, 4]. In
particular, they depend on both the phases of the con-
tinuum wave functions of the ejected electrons, and on
the intrinsic phases of the second-order transition matrix
elements which account for the “dressing” of the photo-
electron by the IR field [6, 10, 15, 16]. In an attophysics
context, these phases, which are notoriously difficult to
determine, play an essential role to achieve a complete
description of photoionization, notably in the time do-
main [17].

The determination of simultaneous energy- and angle-
resolved spectra requires sophisticated techniques, such
as Velocity Map Imaging (VMI) as used by Aseyev et

al. [12] or Cold Target Recoil Ion Momentum Spec-
troscopy (COLTRIMS). Here, we have chosen to use a
COLTRIMS-like device as described in Ref. [18]. The
latter, based on the coincidence technique between elec-
trons and ions, has the advantage of (i) eliminating back-
ground electrons and (ii) being selective of the physical
process involved. The price to pay is that the counting
rates are significantly reduced, compared for instance to
VMI. Thus, one of the crucial points when performing
such experiments is to maintain a long term stability
of the synchronization between the XUV and IR fields
[19]. Here we report stabilized delay accuracy in the 60
as range, over more than one hour. This represents a
significant improvement as compared to previous mea-
surements, where the time jitter between the two pulses
was either fixed or not accurately controlled [15, 16].

While not essential to measure the angular distribu-
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tions in single-photon ionization, the use of coincidence
with stabilized delay lines, as in our experiment, paves
the way to more complex studies, where multiple ioniza-
tion channels could be open.

FIG. 1. Scheme of the experimental set-up. The incoming IR
beam is divided into two branches by a beam splitter, one for
the high harmonic generation (HHG) and the other for the
“dressing”. The latter goes through a piezo controlled delay
line and a 2:1 telescope. The two beams are recombined by a
drilled mirror with a central hole of 4 mm diameter. The two
IR beams are then focused by a 75 cm lens into a pulsed gas jet
of argon where the annular beam with pulse energy of 2 mJ is
used to generate high harmonics. Then the generation beam
is blocked by an iris and only the XUV and the “dressing” IR
are transmitted and focused by a first toroidal mirror (TM1)
in the detection volume of a magnetic bottle spectrometer
(MBS) and refocused by a second toroidal mirror (TM2) in
the center of the COLTRIMS apparatus (CIEL).

The femtosecond laser PLFA [20], delivering up to 13
mJ, 40 fs pulses at 801.4 nm and 1 kHz, has been used to
generate simultaneously a comb of harmonics at an inten-
sity of approximately 1.2× 1014 W cm−2 and the “dress-
ing” IR beam. A scheme of the used experimental setup
is shown in Fig. 1. The Magnetic Bottle Spectrometer
(MBS) is used to monitor the whole experiment while
recording coincidence data. For each value of the delay
τ between the “dressing” IR and the XUV pulses, the
acquisition takes typically one hour. The electric and
magnetic fields were 4 V cm−1 and 5.6 Gauss respec-
tively, allowing to record ion-electron coincidence events
with 4π detection of the electrons up to kinetic energy of
10 eV. For the long acquisition times the delay τ must
be very stable. We use a He-Ne laser which propagates
collinearly to the IR beams through the interferometer.
After recombination the two He-Ne beams produce a pat-
tern of interference fringes, which are measured by two
photodiodes. From this pattern the path difference be-
tween the two arms of the delay line is calculated and a
proportional-integral-derivative loop acting on the piezo
position allows stabilizing the delay τ within an error
of ± 60 as rms. A similar method was used earlier for
active stabilization in attosecond experiments using the
COLTRIMS technique [19].

When recombining the XUV harmonics with the IR
beam onto target atoms, the dominant photoionization
process is associated to the absorption of one XUV pho-
ton accompanied with the exchange of IR photons. In
the intensity range chosen here (IIR ≈ 1012 W cm−2),

the ionization process is dominated by the exchange of
one or two IR photons via stimulated transitions. Rep-
resentative photoelectron spectra are shown in Fig. 2 for
He and Ar targets, as measured after integration over
angles. The odd–labelled “dressed harmonics” lines, de-
noted H(2q±1), result dominantly from absorption of
a single XUV harmonic photon of order (2q±1), alone
or accompanied by the exchange (absorption+stimulated
emission) of two IR photons. The even-labelled “side-
band” lines, denoted SB(2q), are dominantly associated
to the absorption of one harmonic photon with the ex-
change of only one IR photon. It is known that, in
comparison with pure XUV spectra (not shown here),
IR+XUV photoelectron spectra are shifted towards lower
energy by the ponderomotive shift Up = F 2

IR/(4ω
2
IR),

where FIR is the IR field strength. The measured shifts
are (79 ± 13) in Ar and (47 ±19) meV in He, indicat-
ing IR intensities of (1.2 ± 0.2) and (0.7 ± 0.3) ×1012

W cm−2 respectively. In the following, we have not con-
sidered the SB16 and H17 peaks of He which are known
to be affected by a resonant process through the 1s3p
excited state [13, 15].

Previous studies have shown that the magnitude of a
sideband SB(2q) varies with the delay τ as: cos(2ωIRτ −
∆φ2q −∆θ2q). Here, ∆φ2q = φ2q+1 − φ2q−1 is the phase
difference between consecutive harmonics H(2q + 1) and
H(2q − 1) and ∆θ2q is the phase difference between the
atomic amplitudes associated to the interfering quantum
paths leading to SB(2q), [6]. On the top line in Fig. 2 (a
and c), the values of the XUV-IR delay τ have been fixed
and stabilized to maximize the cosine term given above,
and thus the magnitude of the sideband peaks. On the
bottom line they have been incremented by T/4 (660 as),
where T is the IR period, so that the sidebands peaks are
close to their minima, Fig.2 (b and d).

The angular distributions (ADs) show the photoelec-
tron emission probability for a given polar angle θ be-
tween its momentum vector and the laser polarization
vector. The distributions have been obtained by in-
tegration over the azimuthal angle φ of the recorded
data. For pure XUV (not shown here) they are propor-
tional to [1+ βP2(cos(θ)], with the Legendre polynomial
P2(cos θ) = 1

2 (3 cos
2 θ − 1). Our data are fully consis-

tent with β = 2 for He, while for Ar, a fit of the data
yields β = 0.17, 0.76, and 1.16 for H11, H13 and H15
respectively. All values are in excellent agreement with
synchrotron data [21].

For XUV+IR, the ADs are shown in Fig. 3 and 4 for
selected peaks of Fig. 2. Fig. 3 shows the ADs of the
sidebands SB14 in Ar (a) and SB20 in He (b). When the
delay IR-XUV τ is changed by a quarter of an IR pe-
riod, it appears clearly that the shape of their ADs does
not vary significantly, although their magnitudes change
as shown in Fig. 2. This behavior is in sharp contrast
with the “dressed” harmonic peaks, which exhibit strong
variations when changing τ . This is illustrated in Fig. 4,
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FIG. 2. Photoelectron spectra: (a,b) in Ar; (c,d) in He. The
odd and even labelled peaks correspond to dressed harmonics
and sidebands respectively. The XUV-IR delay τ is tuned to
maximize the sidebands in a) and c). From a) to b) and from
c) to d) τ is incremented by 660 as, i.e. a quarter IR laser
period.
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FIG. 3. Normalized ADs of representative sideband lines at
two different IR-XUV delays τ , see text: a) AD of SB14 in
Ar: squares (black) and circles (red) from spectra 2a and 2b
respectively; b): AD of SB20 in He, from spectra 2c and 2d
respectively. Thin lines: “soft-photon” approximation. The
x axis gives the values of the polar angle θ in degrees. The
polarization direction is at θ = 0◦.

which displays the ADs of H13 for Ar (a) and H19 for He
(b). Such an evolution, which has been predicted theo-
retically in the case of He [15], is observed here for the
first time experimentally. The ADs corresponding to the
minima of the sideband peaks of Fig. 2 are close to the
pure XUV ones, but those corresponding to the maxima
are changed as the probability of emission is significantly
decreased at low values of θ, close to the polarization
axis.

We show now that this complex behavior can be inter-
preted with the help of the “soft-photon” approximation
[14]. The essence of the model is contained in the fol-
lowing factorized form of a two-photon (XUV+IR) tran-
sition amplitude. Here, it is written for the second-order
S−matrix component, associated to a transition leading
to SB(2q) reached via simultaneous absorption of one

0 20 40 60 80 100
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0,5
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1,5

2,0

2,5

H13
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a)
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2

4
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FIG. 4. Normalized ADs of representative harmonic lines.
Conditions are the same as for Fig. 3, but a): AD of H13 in
Ar; b): AD of H19 in He.

XUV harmonic H(2q±1) with vector potential "A± and
the exchange of one IR photon, with field vector ampli-
tude "F0:

S
(±)
2q ("k±, τ) = −2πi J∓1("α0 · "k±) e

−i(φH(2q±1)+ωIRτ)

× 〈χ$k±
| "A± · "p|ϕn,%,m〉 (1)

Here, S
(±)
2q ("k±, τ) is given for a photoelectron with fi-

nal momentum "k± = k̂±
√

2[(2q ± 1)ωIR − Ip − Up] and
an IR-XUV delay τ . Jn(z) is a Bessel function, "α0 =
"F0/ω

2
IR is the classical excursion vector of the photoelec-

tron embedded within the IR laser field and φH(2q±1)

is the intrinsic phase of H(2q ± 1). The matrix element

〈χ$k±
| "A± · "p|ϕn,%,m〉 is associated to the dipole transition

between the atomic bound state |ϕn,%,m〉 and a final con-
tinuum state with wave function |χ$k±

〉. The Bessel func-

tion arises from approximating the absorption of the ad-
ditional IR photon as a dipole transition between Volkov
states of the photoelectron [14].
To illustrate the approach, we present the main steps of

the calculation leading to the expression we have used to
model the angular distributions of the sidebands SB(2q).
Here it is adapted to the case where the initial atomic
state is a p−state. Assuming equally populated magnetic
sub-levels, the one-photon ionization differential cross
section for the absorption of H(2q ±1) is proportional
to:

dσ(1,±)

dΩ(k̂±)
∝

1

3

m=+1
∑

m=−1

∣

∣

∣
〈χ$k±

| "A± · "p|ϕn,%=1,m〉
∣

∣

∣

2

∝ σ(1,±)[1 + β±P2(cos θ)] (2)

where

σ(1,±) =
|A±|

2

12π
[|T(0,±)|

2 + 2|T(2,±)|
2]

and β± =
1− 2 cos(∆±)|T(0,±)/T(2,±)|

1 + |T(0,±)|2/(2|T(2,±)|2)
(3)

where T(0,±) and T(2,±) are real radial amplitudes asso-
ciated respectively to the dipole transitions p → s and
p → d upon absorption of either H(2q±1). The phase
∆± = δ(0,±) − δ(2,±) accounts for the difference between
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the phase shifts of the continuum states in the corre-
sponding channels.

The photoelectrons collected in SB(2q) originate from
the simultaneous absorption of H(2q-1) and H(2q+1) in
the presence of the IR field. The differential cross section
can be factorized:

dσ
(2)
SB2q

dΩ(k̂2q)
∝ |J1("α0 · "k2q)|

2

{

dσ(1,+)

dΩ(k̂+)
+

dσ(1,−)

dΩ(k̂−)

+
σ̃tot
4π

[1 + β̃P2(cos θ)]

}

(4)

Within the braces, the first two terms are differential
cross sections for one-(XUV) photon absorption, while
the third term is a phase-dependent interference contri-
bution, with σ̃tot given by:

σ̃tot = A+ A−

[

T(0,−)T(0,+) cos[δ(0,−) − δ(0,+) −∆φ(τ)]

+ 2T(2,−)T(2,+) cos[δ(2,−) − δ(2,+) −∆φ(τ)]
]

(5)

where the phase ∆φ(τ) = 2ωIRτ−∆φ2q depends on both
the IR-XUV delay τ and on the harmonic phase differ-
ence. Regarding the asymmetry parameter β̃, it can be
expressed in terms of the radial amplitudes T(0,±), T(2,±)

and oscillating terms such as: cos[δ(0,−)−δ(0,+)−∆φ(τ)]
which depend also on the photoelectron phase-shifts. The
developed expression of β̃ is too intricate and will be re-
ported in a forthcoming publication [22].

We mention the interesting fact that, if the phase-
shifts were constant in the energy interval considered,
and if the one-(XUV) photon differential cross sections
vary smoothly, the overall angular dependence can be
written in a much simplified form:

dσ
(2)
SB2q

dΩ(k̂2q)
∝ |J1("α0 · "k2q)|

2 dσ(1)

dΩ(k̂2q)
× cos[∆φ(τ)] (6)

where the τ -dependent cos[∆φ(τ)] factor only changes
the magnitude of the sideband, without affecting the
shape of the angular distribution. Moreover, in the IR
intensity regime explored here, one recovers an overall
cos4 θ angular dependence of the angular distributions,
as already reported for helium [15].

The case of the odd-numbered harmonic peaks is more
involved. A closed form of the transition amplitudes in-
volving the stimulated exchange of two IR photons can
be derived in the soft-photon approximation. Its general
expression will be reported elsewhere [22]. We should
emphasize that, unlike the sideband transition case, its
τ -dependence cannot be factorized in any manner. It
follows, in particular, that the global shape of the ADs
changes significantly when varying τ .

The main features of the observed ADs are well re-
produced by the calculations, which are shown by thin
lines in Figs. 3 and 4. The computations have been per-
formed for IR intensities of 1.3 and 0.8 ×1012 W cm−2

for Ar and He respectively, in agreement with the ob-
served ponderomotive shifts. As we focus on the shapes
of these ADs, a normalization of all curves has been ap-
plied in each case at a given angle (17◦ in Fig. 3, 90◦

and 67◦ in Fig. 4 a and b respectively). In Fig. 3 a and
b only single (black) curves have been drawn, which are
very close to a cos4 θ shape, and do not depend signifi-
cantly on τ , in full agreement with the data. It should be
emphasized that, although the ADs for harmonics under
pure XUV are strongly different in Ar and He, the ADs
of their respective sidebands are similar, with a maxi-
mum along the polarization axis and a minimum at 90◦.
The slight discrepancies between theory and experiment,
in the vicinity of 90◦, are likely to result from the soft-
photon approximation, which forbids the exchange of one
IR-photon when the photoelectron momentum is orthog-
onal to the IR polarization vector. This translates into a
zero-valued argument in the Bessel function of Eq. (4).

As for the dressed harmonics in Fig. 4 the agreement
is especially impressive for Ar, knowing that the calcu-
lations do not include any adjustable parameter, and is
still very good for He. Again, the angular distributions
of H13 (in Ar) and H19 (in He) under pure XUV being
noticeably different, this supports the generality of the
soft-photon theory and its validity down to low energy,
in the [4-7 eV] range considered here.

In conclusion, since the early 2000s, the intensities of
the sidebands and their periodic variations have been ex-
tensively used, in RABBIT-like measurements, to probe
the ionization dynamics in the time domain. Here, we
have shown that the shape of the angular distributions
of the sidebands brings few additional information, while
those of the harmonic peaks constitute a sensitive tool
to determine the intrinsic phases of the “dressed” pho-
toelectrons wave functions, that are essential to study
photoionization in the time domain.

On the experimental side, our study demonstrates that
in two-color photoionization, the coincidence method be-
tween electrons and ions, although requiring long peri-
ods of acquisition time, can be combined with time delay
stabilization down to attosecond accuracy. This opens
the route for future two-color experiments with attosec-
ond accuracy on other physical processes such as photo-
double ionization of rare gases [18] or dissociative ioniza-
tion of molecules [23].
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Pascal Salières for permanent encouragement during this
experiment. We acknowledge financial support from the
Triangle de la Physique network under contracts DYN-
ELEC 2008-046T and 2009-008T, and from the French
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We investigate quantum trajectory control in high-order harmonic generation using an additional orthogonally
polarised second harmonic field. By controlling the relative phase between this field and fundamental we are
able to suppress & enhance particular electron trajectories which results in a modulation of the harmonic
emission. We observe a phase shift of the modulation between the short and long trajectories that is different
for adjacent odd and even harmonics. These results have good agreement with a full propagation calculation
where the single atom response was obtained from SFA.

Keywords: Attosecond; High Harmonic Generation; Multi-colour fields; Coherent control;

1. Introduction

Over the last two decades high-order harmonic generation (HHG) has been shown to be versatile
strong field technique that is capable of generating coherent soft x-rays and attosecond pulses
[1], and measuring ultra fast molecular dynamics [2]. HHG spectroscopic investigations usually
involve the use of only a single laser field, however the presence of additional fields with different
wavelengths can greatly influence the HHG process. A great deal of work has been done both
theoretically [3–6] and experimentally [7–10] on HHG using multiple fields. Most of this was
focused on the use of a second field to improve the HHG efficiency. It was postulated [11, 12]
that the use of a perpendicularly polarised field in HHG can provide quantum control of the
electron trajectories. In particular this has been done by controlling the relative phase between
the fundamental (ω) and its second harmonic (2ω) when they are focused together in HHG, as
this is experimentally convenient. For instance it has be recognised that this can allow different
electron recombination angles to probe the cation. The first experimental result that showed a
two colour field could be used to the control electron trajectories in the continuum in order to
probe an atomic system was performed by Shafir et al.[13]. Two colour fields have also been
used to shorten the attosecond pulses generated using HHG [14, 15].
Our investigations aimed to control electron trajectories in HHG through the use of two colour

perpendicularly polarised fields. This builds on the previous work of L. Brugnera et al.[16],
where differential control of short and long trajectory contributions to the harmonic spectrum
were observed in a similar experimental configuration. They showed that the second colour field
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could be used as a gate for selecting which electron trajectories recombine and dominate the
harmonic emission. Here we sought to better quantify the dependence of the gating on the
second harmonic field intensity and harmonic order, with particular emphasis on any differences
between odd and even ordered harmonics. We also sought to provide quantitative comparison
with a numerical model.
To understand the effect of the second field on HHG we must first briefly reprise the mechanism

of HHG in a single colour field. In the semi-classical three step model of HHG [17], an electron
is tunnel ionised by a intense laser pulse near to the peak of the electric field. Once free of
the parent ion the electron is driven away by the strong field. When the electric field reverses
direction the electron is slowed down and driven back and there is a chance that it will recombine
with the parent ion. This can result in the emission of a photon with energy equal to the kinetic
energy gain from the field plus the ionisation potential of the state the electron recombines
to. Due to phase-matching and symmetry constraints only emissions that are odd multiples of
the fundamental are able to grow to produce macroscopic measurable signals in a single colour
field. Electrons can tunnel ionise at any time around the peak of the field which will dictate
the trajectory the electron will take in the continuum. Electrons which ionise at 17o phase after
the driving field peak will recombine with the maximum kinetic energy of 3.2 Up, where Up is
the ponderomotive (wiggle) energy the electron gains from the electric field. Trajectories that
ionise before or after this critical trajectory give rise to two trajectories sets that are degenerate
in energy. Those that ionise earlier spend more time in the continuum and are designated long
trajectories while the which ionise after spend less time are referred to as short.
It has been shown that if the second harmonic field is sufficiently weak that is does not

significantly alter the ionisation rate. Its dominant effect on the HHG mechanism will be steering
of the electron while in the continuum. Classical calculations have shown that by adjustment of
the relative phase between the fields it is possible to preferentially select between short and long
trajectories [12]. Here we consider only orthogonally polarised fields, in which case the presence
of the second harmonic field does not greatly increase the maximum electric field vector as
compared to the parallel case. Therefore allowing the second harmonic to be used at appreciable
strengths without significantly influencing the rate of tunnel ionisation. The combination of the
two fields can be written as

E(t) = êωEx cos(ωt) + ê2ωEy cos(2ωt+ φ) (1)

where Ex and Ey are the electric field strengths in the x and y axis, êω and ê2ω are the po-
larisations of the fundamental (ω) and second harmonic (2ω) fields respectively and φ is the
relative phase between the two. As the two fields are orthogonally polarised in our case it is
possible to consider the electron displacement in each field axis separately to gain a qualitative
understanding of trajectory control.
In order for a trajectory to result in recombination the electron must return to the core. For

this to occur the displacement in each of the axis must be the close to zero. Assuming that the
fundamental trajectory times are unchanged by the second harmonic field these occur at different
points in the cycle for the two fields. The second harmonic field creates a second displacement
that will depend on the relative phase between the two fields. For example when the peaks of the
two fields are in phase (φ = 0), the short trajectories driven by the fundamental would normally
recombine between 0.3-0.55T (where T is period of the fundamental). However the presence of
the second field means that at this time of the recombination the electron is most displaced and
misses the core, while the long trajectory recombination coincides with approximately zero net
displacement by the second field and are generated as they would be in the single colour case.
Other choices of φ induce the opposite effect i.e the short trajectories being favoured over the
long trajectories. In general by controlling the relative phase one can select which trajectories
this second harmonic ‘gate’ allow to recombine. The width of the gate will depend on the strength
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of second harmonic field, with stronger second harmonic fields causing larger displacements in
shorter times making the gate width shorter in time. If the second harmonic field is too weak
the electron will not be displaced sufficiently to miss the core and no selection will occur. If the
field is too strong it will induce ionisation the selection will become very difficult to interpret.

2. Experimental And Theoretical Methods

We performed an HHG experiment to study this gating of the trajectories. The degree to which
the trajectories will be gated will depend on the strength of the second field. However, we
want the second field to be weak enough so that is does not strongly contribute to ionisation.
Having the second field polarised orthogonally is particularly beneficial in ensuring this. Any
perturbation of the atomic potential that is a result of the second field will be along a different
axis to that induced by the fundamental. Therefore it should not increase or decrease the rate
of tunnel ionisation. If the fields were polarised in the same direction this would not be the case.

Figure 1. Schematic of the experiment set-up employed. 800 nm 30 fs pulses
are used to generate a second harmonic field. The pulses are temporally over-
lapped using a calcite plate and the relative phase is controlled by rotating
a thin glass plate. The two overlapped pulses are focused using a f=200mm
mirror (FM) on to argon gas expanded from a CW gas jet (GJ). Harmonics
produced are spectrally sorted using a spatially preserving XUV grating and
imaged using an imaging MCP and CCD combination.

The experiment was performed using a 1 kHz repetition rate chirped pulse amplification (CPA)
Ti:sapphire laser system (Red Dragon, KML Inc.) which provided up to 8 mJ at a wavelength
of 800 nm in 30 fs pulses. To avoid HHG saturation in the Ar gas under the tight focusing
conditions used driving pulses of only ≈200 µ J were used. The second field was generated by
frequency doubling the fundamental pulses using a 500 µm thick type I β-barium borate (BBO)
crystal (Figure 1). For our particular driving laser’s pulse energy and duration the crystal was
able to produce conversion efficiencies up to 25%, controlled by varying the crystal orientation.
Two different regimes were used in the experiment, with second harmonic energies of 3% and
25% as compared to fundamental, which was maintained at ≈2x1014 Wcm−2. Dispersion inside
the generating crystal and subsequent optics leads to the fundamental and the second harmonic
pulses not being temporally overlapped in the interaction region. A calcite plate was used to
control the coarse delay between the two pulses in order to overlap the peaks of the pulse
envelopes.
The presence of the second harmonic field breaks the half-cycle symmetry of HHG allowing

for the phase matching and observation of even harmonics. In general the intensities of the even
harmonics depended on the strength of the dressing field. Therefore, temporal overlap of the
pulse envelopes could be optimised by finding the maximum of the even harmonic signal. The
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calcite plate we used had a delay range of 370 − 520 fs over 0–5o angle incidence. Such a large
range of the calcite is crucial for overlapping in the interaction region, however rotation of this
plate is too coarse to study the sub-cycle (< 2 fs) dynamics of trajectory control. By rotating a
130 µm thick borosilicate glass plate (D263 M, Schott) the induced dispersion gave fine control
of the relative delay between the two fields. The advantage of this plate as compared to the fused
silica ones used in previous efforts is the delay can be controlled very finely. However requiring
such large angles in order to achieve the enough delay to observe modulation mean that there
are small changes in reflectivity and hence intensity over the scan. Taking into account refraction
and dispersion the delay introduced by such a plate, τ(θ) is given by

τ(θ) =
d

c
(n2ω(cosA)− nω(cosB))

A = sin−1 (sin(θ)/n2ω) , B = sin−1 (sin(θ)/nω)

(2)

where c is the speed of light in a vacuum, d is the thickness of the glass plate, θ is the angle
of incidence. The refractive index of the fundamental (ω) and the second harmonic (2ω) in the
plate are nω and n2ω respectively. A and B are the refracted angles of the second harmonic and
fundamental inside the glass plate respectively. Note that (2) describes the total delay introduced
by the glass plate, we experimentally compensated for the delay at θ = 0 using the calcite plate
and are therefore only concerned with the change in relative delay, ∆τ .
HHG was performed by focusing the two collinear fields into a jet of argon expanded from

supersonic continuous flow gas jet with an aperture of 100 µm. The spherical mirror used had
a focal length of 200 mm. The short focal length was beneficial in achieving conditions where
the long trajectory as well as short trajectory contributions to the harmonic field were of similar
strength and more easily separated. The jet was positioned before the focus to facilitate off-
axis phase matching of the long trajectories allowing them to be distinguished from the short
trajectories [18]. The harmonics were spectrally separated using an XUV flat-field spectrometer
which preserves the harmonics spatial profile in the non-dispersed direction and detected using
an imaging micro-channel plate (MCP) and CCD camera. The MCP voltages were 1.7 kV on
the plates and 3.5 kV on the phosphor screen.
Delay scan were carried out by rotating the thin glass plate between 0–50o in steps of 1o and

while observing the harmonic spectra. This was done for both the 3% and 25% relative intensity
cases. We observed the characteristic modulation of the harmonic signal with relative phase
indicative of trajectory gating by a second harmonic field.

(a) (b)

Figure 2. (a) The raw experimental data from the MCP/camera readout for the case of a
second harmonic field of 25%. The spectral integration window used to isolate one harmonic
is shown in black. Also shown (b) the modulation of from 19th harmonic in the 25% case.
For clarity only the one side of the long trajectory is shown.

To properly observe the trajectory gating we needed to measure the relative intensities of the
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short and long trajectory contributions. A small spectral integration window was used to isolate
a single harmonic (Figure 2(a)) while preserving the separation of the trajectories. A simple
interpolation method was used to remove the dependence seen in equation 2 to produce plot
that was linear with τ (Figure 2). The delay scale was then calibrated using (2). An example of
this is shown in Figure 2(b). It can be seen that the period of the modulation is approximately
one half cycle of the second harmonic field (≈ 0.66 fs). The on axis and off axis signals from
the short and long trajectory respectively are then separately integrated. In some situations
additional intermediate rings were observed, these are the result of quantum path interference
[19] and were excluded from our intergration.
Numerical simulations of the HHG under the conditions of the experiment were also performed

[20]. The single-atom dipole response was calculated using a quantum orbit model [21, 22].
This model is a modification of the strong field approximation (SFA) model [23]. It allows
the modification of particular trajectories by the presence of the second field to be studied
for each half cycle of the pulse. The single atom response was converted into a macroscopic
far-field signal similar to that observed experimentally using a propagation method [24]. A full
description of the theoretical model that was employed can be found in [25].

3. Results And Discussion

We investigated the modulation from the short and long trajectories of odd order and even order
harmonics. The intensity of the even harmonics depends on the strength of the second harmonic
field (Figure 3). In addition the measured intensity of the long trajectories are typically lower
than their short equivalents due to a combination of wavepacket spreading and being more
divergent in our focusing geometry. Figures 4(a) & 4(b) show examples of the harmonic spectra
from the 3% and 25% cases. It can be seen that in the 3% case, observation of even order long
trajectories was not possible due to their low intensity, this meant only comparison of the short
trajectories was possible.
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Figure 3. Spatially integrated HHG spectra from argon with 3% and 25%
orthogonal second harmonic field.

For the 3% case we compared the modulation of short trajectory harmonic signal against
relative delay for two adjacent odd and even harmonics (19th & 20th). It can be seen that for the
19th harmonic (Figure 5(a)) there is no visible modulation in either the short trajectory or long
trajectory signals. However for 20th harmonic (Figure 5(b)) there is very clear modulation of the
short trajectory signal. This comparison was also done for 25% case. We observed modulation of
both the short and long trajectories for both the 19th (Figure 5(c)) and 20th (Figure 5(d)). There
was also a phase difference between the short and long trajectory harmonic signal modulations.
In the case of the 19th the long trajectory signal peaks ≈0.2 fs before the short, whilst for the
20th harmonic the long trajectory modulation peaks ≈0.3 fs after the short. This phase shift is
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(a) (b)

Figure 4. HHG spectra from argon with (a) 3% and (b) 25% orthogonal second harmonic
field. The 3% case showing the absence of long trajectories in from even order harmonics.

also visible in the SFA calculation results (Figures 5(e) & 5(f)) which show very similar harmonic
intensity modulation as well as phase shift difference between the odd and even orders. There is
between agreement with the 19th than the 20th.
Even ordered harmonics that are produced by the presence of an additional orthogonal second

harmonic field are also polarised in that direction. This is due to the fact that the half-cycle
symmetry is not broken in the fundamental polarisation (êω) only the perpendicular polarisation
(ê2ω). In the same way because the symmetry is broken in the ê2ω direction no odd orders
harmonics can be macroscopically observed with this polarisation. This allows us to consider the
odd order and the even order harmonics separately.
We identify several factors that can lead to modulation of the harmonic signal with varying

relative phase of the two fields. They are electron ‘position’ and ‘momentum’ upon recombination
and modification of the ‘trajectory time’ The theoretical model accounts for all three factors,
here we discuss their physical significance.
The electron position factor is the same as the previously mentioned ‘trajectory gating’, wherein

the displacement of the electron wavepacket in the ê2ω direction due to the second harmonic field
reduces the overlapped with the core at recombination. Smaller overlap results in a lower prob-
ability of recombination leading to weaker harmonic signals. This process does not distinguish
between adjacent odd and even ordered harmonics as it simply depends on recombination time,
which are very similar for neighbouring harmonics from a particular trajectory set. However due
to the large difference in timing between short and long trajectories it will gate each at different
relative field phases. This process also requires a reasonably strong second harmonic field as if
the field is too weak the displacement will be too to small cause a measurable reduction in signal
as in the case of 3%.
The electron momentum at the point of recombination can be decomposed to P = pωêω +

p2ωê2ω, i.e. components along the two perpendicular axes. The strength of the even ordered
harmonics will depend on the magnitude of p2ω while that of the odd harmonics depend on pω.
The ratio of these two gives the angle of recombination of the core, which will dictate the direction
in which the dipole acceleration causing harmonic emission occurs. Theoretical calculations have
shown that for higher orders harmonics this induces a shift in the optimal relative phases for
odd and even ordered short trajectory harmonics [25], which will manifest as a phase shift of
the harmonic modulation with φ (the field relative phase). The even order harmonics are only
produced if |p2ω| != 0. As a result the harmonic signal is very sensitive to small changes in |p2ω|,
whereas the odd orders will only be affected if the recombination angle becomes large enough
that there is a significant reduction of |pω| which explains why only modulation of the even
orders was visible in the 3% intensity ratio case.
Figure 6 shows a calculation of how the quantum orbits are modified by the presence of a

25% second harmonic field. It can be seen that depending on the relative phase of the field the
short and long trajectories experience a shift in their respective excursion times. Altering the
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Figure 5. Scans of the relative delay between the fundamental and second harmonic field
against intensity of the 19th and 20th harmonics generated in argon. In (a) & (b) the second
harmonic field is 3% of the fundamental and in (c) and (d) it is 25%. Also shown are (e)
& (f) the SFA calculation results which was done under the same conditions as the 25%
experiment[20]. In the case of (a), (b), (e) & (f) the signal has been normalised to the short
trajectory maximum. For (c) and (d) the short and long trajectories are plotted on individual
scales to allow clearer comparison of the modulations.

excursion time of a particular harmonic changes the effect of wavepacket spreading will cause
with a decrease in harmonic signal if the time is lengthened and vice-versa. As with electron
position displacement this process will not cause a variation between adjacent odd and even
orders as their trajectory times are not only similar but will be altered a similar amount by the
second harmonic field.
The three sources of modulation all induce modulation with a frequency that has a period

λ2ω/2 which when combined this will produce an overall phase that is shifted depending on the
relative strengths and phases of each effect. We have shown that the relative strength of the two
fields has a big effect on which processes contribute, but the effects will also be highly dependant
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Figure 6. Results of quantum orbit calculations which show the modification
of the excursion times as a function emitted photon energy. Two different
relative phases (∆t) between the fundamental and 25% orthogonal second
harmonic field are plotted. It can be seen that the short trajectories (left)
and long trajectories (right) experience a shift in excursion time at different
delays. The single colour (SC) case is also given for reference.

on the absolute intensities of the two fields can this can greatly vary the timing of a particular
harmonic. This could explain why we observe a slight difference between the experimental and
theoretical results of the 25% case as the calculation were made using estimations of laser
intensities which are in practice difficult to determine accurately.

4. Conclusion

We have shown that through the use of a second harmonic dressing field the electron trajectories
HHG can be altered. Modulation was observed in the short and long trajectories of both the odd
and even ordered harmonics when using a 25% field. Further a phase shift in the modulation
was seen that is different for odd and even orders which have good agreement with quantum
orbit SFA calculations. In order to explain the difference between the odd and even orders we
considered several factors that could lead to the harmonic modulation observed. Each process is
highly dependent on the absolute and relative intensities of the two fields. We conclude that the
difference between odd and even orders is the result of the differing dependence on recombination
angle in this orthogonal set-up. We have shown that while the second harmonic field can be used
to gate a particular trajectory the full mechanism requires considerations more than just the
classical trajectory displacement.
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