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Abstract
After the Higgs boson discovery in the Vrst LHC data, the focus is now on its properties measure-
ment. Among these properties, its couplings are of particular importance since any deviation from the
expected value can be an indication of new physics, beyond the Standard Model.

This thesis is oriented towards the Higgs couplings measurements with the ATLAS experiment,
using the diphoton decay channel. Selected diphoton events are classiVed into diUerent categories to
disentangle the Vve Higgs production modes by tagging the objects produced in association with the
Higgs boson: two jets for the V BF production mode, lepton and missing transverse energy for the
higgsstrahlung (WH and ZH), b-jets for ttH , the remaining events being mostly produced via the
dominant production mode ggH .

The impact of the Higgs pT modelling in the ggH production mode is also investigated. Theoretical
developments provide predictions of the pT shape at NNLO+NNLL accuracy, including top and bottom
mass eUects in the loop up to NLO+NLL, implemented in the HRes program. A reweighting technique
to take into account these latest theoretical improvements is derived, taking into consideration the
correlation with the number of jets. Its impact on the Vnal measurement is estimated to be of the order
of a few percent.

The Vnal couplings results based on 4.5 fb−1 at 7 TeV and 20.3 fb−1 at 8 TeV do not show any
signiVcant deviations from the Standard Model. The couplings, measured at Higgs mass measured by
the combination of theH → γγ andH → ZZ∗ → 4l channels in ATLAS (mH = 125.4± 0.4 GeV) do
not show any statistically signiVcant deviation from the Standard Model: The observed signal strength

µ = σobs

σexp is found to be:

µ = 1.17+0.27
−0.27 = 1.15+0.23

−0.23 (stat.)
+0.10
−0.08 (syst.)

+0.12
−0.08 (theory)

The ratio of the observed number of events in each production mode to the expected ones are
measured at:

µggH = 1.32 ± 0.32 (stat.) +0.13
−0.09 (syst.)

+0.19
−0.11 (theory)

µV BF = 0.8 ± 0.7 (stat.) +0.2
−0.1 (syst.)

+0.2
−0.3 (theory)

µWH = 1.0± 1.5 (stat.) +0.3
−0.1 (syst.)

+0.2
−0.1 (theory)

µZH = 0.1 +3.6
−0.1 (stat.)

+0.7
−0.0 (syst.)

+0.1
−0.0 (theory)

µttH = 1.6 +2.6
−1.8 (stat.)

+0.6
−0.4 (syst.)

+0.5
−0.2 (theory)

Keywords: Standard Model, Higgs, LHC, ATLAS, couplings, photon
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Résumé
Après la découverte du boson de Higgs par les expériences ATLAS et CMS au LHC, annoncée le 4
juillet 2012 au CERN, l’heure est maintenant à la mesure des propriétés de cette nouvelle particule
pour vériVer sa compatibilité avec le boson scalaire prédit par le Modèle Standard. Son couplage aux
autres particules est une mesure importante car toute déviation par rapport à la valeur prédite par la
théorie peut être le signe d’une nouvelle physique, au delà du Modèle Standard.

Cette thèse présente la mesure des couplages du boson de Higgs dans son mode de désintégra-
tion en deux photons, utilisant l’ensemble des données collectées en 2011 (4.5 fb−1 à 7 TeV) et 2012
(20.3 fb−1 à 8 TeV) par le détecteur ATLAS. Les événements sont classiVés en fonction des objects
produits en association avec le Higgs : deux jets pour la production V BF , lepton et énergie transverse
manquante pour le higgsstrahlung (WH et ZH) et jets de b pour le ttH , les événements restants étant
produits majoritairement par le mode de production dominant ggH .

L’impact de la modélisation du moment transverse du Higgs, dans son mode de production par
fusion de gluons, est aussi estimé. Les derniers développements théoriques dans ce domaine permettent
d’atteindre une précision à l’ordre NNLO+NNLL, avec la prise en compte de l’eUet des masses Vnies
des quarks top et bottom dans la boucle jusqu’à l’ordre NLO+NLL, implémentée dans le programme
HRes. Une méthode de pondération est dérivée pour prendre en compte ces dernières avancées, en
prenant en compte la corrélation avec le nombre de jets.

Les résultats Vnaux sont en bon accord avec les prédictions du Modèle Standard, en prenant en
compte les barres d’erreur. À la masse mesurée par la combinaison des canaux diphoton et quatre
leptons dans ATLAS,mH = 125.4± 0.4 GeV, la section eXcace totale ramenée à celle attendue par le
Modèle Standard est :

µ = 1.17+0.27
−0.27 = 1.15+0.23

−0.23 (stat.)
+0.10
−0.08 (syst.)

+0.12
−0.08 (theory)

et le rapport du nombre d’événements mesurés pour chaque mode de production à celui prédit par
le Modèle Standard est :

µggH = 1.32 ± 0.32 (stat.) +0.13
−0.09 (syst.)

+0.19
−0.11 (theory)

µV BF = 0.8 ± 0.7 (stat.) +0.2
−0.1 (syst.)

+0.2
−0.3 (theory)

µWH = 1.0± 1.5 (stat.) +0.3
−0.1 (syst.)

+0.2
−0.1 (theory)

µZH = 0.1 +3.6
−0.1 (stat.)

+0.7
−0.0 (syst.)

+0.1
−0.0 (theory)

µttH = 1.6 +2.6
−1.8 (stat.)

+0.6
−0.4 (syst.)

+0.5
−0.2 (theory)

Mots clés : Modèle Standard, Higgs, LHC, ATLAS, couplages, photon
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Introduction

“
Il mondo è un bel libro,

ma poco serve a chi non lo sa leggere.

”Carlo Goldoni

The Brout-Englert-Higgs boson (or Higgs boson) quest was one of the most exciting one during the
last 50 years. Its mass is not predicted by the theory and the recent searches cover a large mass range,
from about 100 GeV to several hundreds of GeV. The LEP and Tevatron experiments were able to set
limits on the allowed mass range and showed that the low mass region (114 . mH . 150 GeV) is
favoured. The LHC collider, in the LEP tunnel at CERN, and the experiments scrutinizing the collision
products were designed to maximize the sensitivity to a potential Higgs signal.

Thanks to the great LHC and detectors performances, a new particle, compatible with the Standard
Model Higgs boson, was discovered at a massmH ≈ 125 GeV and announced in a joint meeting with
the ATLAS and CMS experiment on July 4th, 2012. This is a major achievement of the Standard Model
but this is not the end of the LHC adventure. First, the new particles properties, spin and parity, have
been measured to conVrm its scalar nature. Its mass is also measured, and used as an input to confront
its measured couplings to the other Standard Model particles to the theory.

The diphoton decay mode, together with theH → ZZ∗ → 4l, was one of the leading channels for
the Higgs discovery, achieving a 5σ signiVcance by itself with the full 2011 and 2012 dataset recorded
by ATLAS. Due to the large number of observed signal events, it is also primordial for most of the
Higgs properties measurements.

Among the Higgs properties that need to be measured, its couplings are of great importance since
any deviation from the Standard Model expectations can be a sign for physics beyond the Standard
Model. The work presented in this thesis is devoted to the measurement of the Higgs couplings,
through the γγ channel. This is achieved thanks to the isolation of each production mode in the ob-
served events, tagging the objects produced in association with the Higgs boson in the VBF, VH and
ttH production modes.

This document is organized as follows. My personal contribution are described in italic.

In a Vrst chapter, the Standard Model and the Brout-Englert-Higgs mechanism giving mass to the
gauge bosons are outlined. Expected Higgs boson production cross-sections at the LHC and decays are
also summarized. The statistical tools, essential to interpret the analysis of the probabilistic collisions
taking place at the LHC, are outlined in Chapter 2.

The second part describes the experimental set-up. Chapter 3 recalls the LHC functioning and
data-taking conditions in 2011 and 2012. Chapter 4 presents the design of the ATLAS detector dictated
by its physics programme. The objects reconstruction principles and eXciencies during the LHC Vrst
run are also described. A dedicated chapter, Chapter 5, details the status of the ATLAS electromagnetic
calorimeter, from the data acquisition and quality to the Vnal photon calibration. The pointing tech-
nique, derived to reconstruct the unconverted photons direction using the electromagnetic calorimeter
longitudinal segmentation is also discussed. The last part of this chapter describes the study I have made



about strange oscillations observed in the pointing technique. I have tested several scenarios to understand

their origin and derived a correction of this eUect.

The core of the analysis is described in the third part, starting from the photon performances in
ATLAS, applied to the H → γγ search channel in Chapter 6. The diUerent cuts performed to reduce
the jet faking photon contamination are presented, followed by a background decomposition from
data driven methods. After a description of the statistical model and systematics uncertainties, the
results of the searches for the Higgs and Vrst measurements are summarized and compared with other
decay channels and experiment. Before the discovery, I re-investigated the kinematics cuts on the photons,

needed to be re-evaluated due to trigger constraints. I then moved to the background understanding with

Drell-Yan studies and developed a semi-data driven method to estimate this background in each of the

categories. I also give an interpretation of the spurious signal term, technique used to choose the best

background parametrization. Chapter 7 shows the couplings analysis in the diphoton channel, detailing
the events categorization and the results of the analysis of the full 2011+2012 dataset representing
4.5 fb−1 at

√
s = 7 TeV and 20.3 fb−1 at

√
s = 8 TeV. I was particularly interested into the categories

involving leptons, Vrst studying the one-lepton category background, leading to the inclusion of a new

cut on the electron-photon invariant mass. I then moved to dilepton category trying to isolate the ZH
production mode with the leptonic decay of the Z boson. Here, I have performed the analysis from the cut

deVnition to the background estimation. The statistical treatment also had to be done carefully due to the

very low number of expected and observed events in this category. This is handled technically thanks to the

introduction of ghost events. Finally, I participated to the global Vt of all categories to get the Vnal result

on the global and individual signal strengths from this analysis, obtaining results in good agreement with

the published ones. I also participated to the numerous tests that were performed on the results. I provided

informations about the dependence of the signal strength with the Higgs mass, the compatibility between

the mass measured in 2011 and 2012 datasets, and the pull of the nuisance parameters. This analysis does
not show any statistically signiVcant deviations from the Standard Model expectations.

The fourth part is about the Higgs transverse momentum description at the simulation stage. The
tools to compute expected inclusive and diUerential cross-sections are outlined in Chapter 8 in the
context of the Higgs pT modelling in the gluon fusion production mode. Chapter 9 describes the impact
of the Higgs pT modelling on the H → γγ analysis, and explain the reweighting technique used in
the analysis to take into account the last theoretical development in the area (NLO+NLL accuracy in
the exact theory considering Vnite top and bottom mass in the loop and NNLO+NNLL in the eUective
theory). The related uncertainties are also discussed. After re-initiating the discussion with theorists, I

followed the theoretical improvements implemented in the successive HRes versions and tested their impact

on the H → γγ analysis by using a reweighting technique.
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Chapter

1
Standard Model
of particle physics

“
Nous voyons la force se matérialiser, l’atome s’idéaliser,

ces deux termes converger vers une limite commune,

l’univers retrouver ainsi sa continuité.

”Henri Bergson
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CHAPTER 1. STANDARD MODEL OF PARTICLE PHYSICS

Physics is a scientiVc discipline that tries to understand how natural phenomena can happen, for-
mulating rules and models. Particle physics is the Veld that concentrates on the question of the com-
position of matter and the interactions between its constituents at the smallest reachable scale.

This question has been a motivation for scientists for a long time and the representation of matter
has evolved a lot since early indication of such thoughts, tracked back to Antiquity. The guiding line
for scientists to understand what is the structure of matter and how its constituents interact has always
been simplicity, with a lot of successes: the atom was reduced to only electron, proton and neutron.
Then the last two, with a lot of other particles, were explained in terms of smaller particles named
quarks. On the interactions side, electricity and magnetism were combined to form electromagnetism,
before electromagnetism and weak interaction uniVcation in the electroweak framework.

The Standard Model of particle physics provides a mathematical formulation to this particle and in-
teraction content. When completed by the Brout-Englert-Higgs mechanism to explain particle masses,
the Standard Model is our current best global understanding of matter behaviour.

1.1 SM constituents

1.1.1 Quick historical overview

What is the matter made of? Finding an answer to this apparently simple question is not that easy and
a lot of people have been involved since the Vrst Greek philosophers and scientists up to nowadays to
build a coherent model consistent with the observations.

The ancient Greek philosophers were the Vrst to make hypotheses about the matter composition
that came to us through the centuries. They already made the assumption that day to day matter was
made of other constituents, that diUers depending on the material considered. At that epoch, and for
about 20 centuries, the dominant theory was that matter is made of four elements – earth, Vre, water
and wind – each of them being present in diUerent, continuous, proportion in the various known
materials. Another doctrine also emerged during Antiquity, especially in the 5th century B.C. with
Leucippus and Democritus, according to which matter is made of small and indivisible building blocks,
called atoms, but the atomistic theory took time to be fully established and adopted by the scientiVc
community.

Progresses in this domain highly beneVted from progresses in other Velds. For example, chemistry
was a source of inspiration thanks to the classiVcation concepts developed stating from the 19th cen-
tury. Optics and other technical Velds bring the necessary knowledge to build experiments, essential
to establish the theories that were proposed along the years. Making the microscopic world visible to
our human eyes with lenses is a key moment in the history of science.

A new era of experimental innovation in the search for the matter composition started at the end
of the 18th century. Several discoveries were made almost simultaneously changing drastically our
vision of matter. First, the electron appeared to Thomson in 1897 as a electric arc in vacuum. In the
same year, other type of radiations were discovered, ending with the famous discovery of radioactivity
by Becquerel in 1896 followed by the work of Pierre and Marie Curie. In the meantime, models have
emerged to explain those observations based on the atomistic theory. Thanks to the Geiger and Mars-
den experiment in 1909 and the following explanation by Rutherford, the atom model as we know it
today was almost Vnalized: a neutral structure with a central positively charged nucleus and negative
electrons orbiting around it.

At the beginning of the 20th century, quantum mechanics appeared with its surprising novelties.
Particles are no more considered as point-like with well deVned position and momentum, but are
associated to waves functions interpreted as a probability of presence at a given position. The so-
called particle-wave duality is illustrated by the Young experiment in 1801 for photons and light. In
this conception, the atomic model changes in the sense that electrons do not really turn around the
nucleus on stable trajectories but are distributed with probabilities forming a cloud around the nucleus

6



1.1. SM CONSTITUENTS

with fuzzy contours.
In the 1930’s, the number of particles starts to grow quickly because of new observations. Indeed,

thanks to new experimental techniques to detect microscopic particles coming from cosmic rays inter-
acting with the Earth’s atmosphere, new kind of particles were observed (among which pions π and
kaons K). A new model was needed to understand the role of these new particles, that seem not to
be necessary for the ordinary matter to exist. This was done with the quark model, stating that the
proton, neutron and lot of newly discovered particles were not elementary in the sense that they can be
divided into smaller pieces, called quarks. At that time, the observed particles only allowed to predict
the existence of three quarks called up, down and strange; it is now known that three other Wavours
are needed in the Standard Model: charm, bottom and top quarks, all of them have been observed.

The quarks and the electrons are, as far as we know today, elementary. They have the common
property to have spin 1

2 and obey the Fermi-Dirac statistics, hence called fermions.

To fully understand matter behaviour, knowing the nature and properties of the interactions be-
tween its constituent is fundamental. In particle physics, interaction between two matter particles is
seen as the exchange of mediator particles, with integer spin and commonly called bosons.

Today, a limited number of particles are suXcient to describe the matter at the subatomic scale:
fermions are matter constituents and bosons, the force carriers, depicted in the next sections.

1.1.2 Fermions

Matter particles are classiVed into two categories: the leptons, particles sharing some properties with
the electrons, and the quarks. Particles are also categorized into three families, each family containing
two leptons and two quarks, with increasing masses.

The Vrst family is made of everyday matter constituents, i.e. the electron, the up and down quarks
and the electronic neutrino. Neutrinos are massless particles (in the Standard Model), introduced to en-
sure energy conservation in nuclear reactions and whose existence was demonstrated by experiments
during the last century. This matter content is completed by four other quark Wavours, associated with
new leptons. Particles in the second (third) family have the same properties than their counterparts in
the Vrst (second) family, except for their mass which is found to be larger, sometimes by several order
of magnitude.

The second family contains the muons, similar to the electron with higher mass. It also contains
the muonic neutrino and two quarks, called charm and strange quarks. Finally the third family is made
of the tau, its associated neutrino, and two heavy quarks: the top and bottom. This is summarized in
the table 1.1 where the mass of each particle is also speciVed.

Antimatter: in reality, one needs to add one antiparticle per elementary particle in the table 1.1.
These antiparticles have properties similar to their associated particle, except for some of their quan-
tum numbers, such as the electric charge, that have opposite sign.

Thus, the Standard Model relies on 24 elementary elementary particles for the matter content.

7



CHAPTER 1. STANDARD MODEL OF PARTICLE PHYSICS

1st family 2nd family 3rd family

Leptons

Electronic neutrino νe Muonic neutrino νµ Tauic neutrino ντ
(≈ 10−6) (≈ 10−6) (≈ 10−6)

Electron e− Muon µ− Tau τ−

(0.511) (105.7) (1,776)

Quarks

up u charm c top t
(2.3+0.7

−0.5) (1, 275± 25) (173, 500± 0, 890)
down d strange s bottom b

(4.8+0.7
−0.3) (95± 5) (4, 180± 30)

Table 1.1: Elementary fermions of the Standard Model. In parenthesis, their mass in MeV [1].

1.1.3 Bosons

Four interactions are needed to explain all the observed phenomena of the subatomic world so far (see
Table 1.2):

• Electromagnetic interaction is mediated by photons and acts only between charged particles,
meaning that neutral particles such as the neutrinos are not sensitive to this interaction. It is a
long range interaction that makes it noticeable at the human scale.

• Strong interaction range is of the order of the nucleus radius (10−15 m). It is the most power-
ful interaction among the four fundamental interactions. Strong interaction explains why two
protons, both positively charged, can be bounded in nuclei. The mediators for strong interac-
tion are the eight gluons. In the same way that for electromagnetism, each particle has a strong
charge, called colour, and only those who have non-zero strong charge are sensitive to the strong
interaction. In practice, this includes only the quarks and gluons themselves.

• Weak interaction, last one included in the Standard Model, is needed to explain why some nuclei
are not stable and decay via radioactivity. Its is mediated by three gauge bosons: the neutral
Z and two chargedW±. All particles are sensitive to weak interaction, although the processes
dominated by weak interaction are rare because of the small intensity of this interaction at low
energy.

• The last interaction that has been identiVed is gravity. Similarly to the attraction between plan-
ets, each particle is attracted by its neighbour, with an intensity proportional to the mass of the
protagonists. Unfortunately, all attempts to include this interaction in the Standard Model and
describe it with the same mathematical framework have failed. However, at the subatomic level,
this interaction has a negligible intensity compared to the other forces – its relative intensity
with respect to the strong force is only 10−40. That’s why, for the processes we are interested in
during this thesis, it can be safely neglected.

Interaction Electromagnetic Strong Weak
Boson Photon γ Gluons g W±, Z0

Mass [MeV ] (0) (0) (80-90× 103)
Intensity wrt strong 10−2 1 10−13

Range ∞ ≈ 10−15 ≈ 10−15

Table 1.2: Interactions and force carriers of the Standard Model. Relative intensity with respect to the strong

interaction is given at low energy.

This closes the qualitative description of the Standard Model. But the Standard Model can not be
reduced to a table. It relies on precise mathematical concepts such as symmetries and their application
to quantum Veld theory, that the following sections attempt to present brieWy.
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1.2. FROM CLASSICAL PHYSICS TO GAUGE INVARIANCE

The mathematical foundations of the Standard Model were formulated by Glashow [2], Salam and
Ward [3] and Vnally Weinberg [4] in the 60’s to explain the behaviour of matter in the quantum Veld
theory framework, and in 1964, Brout-Englert [5] and Higgs [6–8] exposed their idea to give a mass
to the gauge bosons, operation that was not yet possible in the Standard Model framework. Historical
reviews can be found in [9, 10].

1.2 From classical physics to gauge invariance

1.2.1 Lagrangian and least action principle

Classical systems and subatomic particles dynamics are based on the same hypothesis: the least action
principle. The action S is a well-deVned quantity. For a classical system composed of N particles i,
it can be deVned as in as a functional1 of the quantity L (Equation 1.1), where the qi denotes the ith

particle coordinates and q̇i is the time derivative of qi: q̇i ≡ dqi
dt .

S =

∫

L(qi(t), q̇i(t), t)dt (1.1)

L is the system Lagrangian, that is expressed in classical physics as the diUerence between kinetic
and potential energy. For a particle of massm in the external potential V it is expressed by:

L = T − V

=
1

2
m~̇q 2 − V (~q)

Least action principle states that among all possible paths, the system will choose the one that
minimize the variation of the action. For a system with initial state A (i.e. A = {tA, qAi }) and Vnal
state B, the path from A to B should satisfy:

δS = δ

∫ B

A
Ldt = 0 (1.2)

which leads to the Euler-Lagrange equations of motion for each particle i:

∂L

∂qi
− d

dt

∂L

∂q̇i
= 0 (1.3)

This classical interpretation of the Lagrangian can be extended to particle physics, where particles
can no more be described by their position q and velocity q̇.

As it has been noticed at the beginning of the 20th century, classical mechanics is not successful in
describing subatomic particles. It has to be replaced by quantum mechanics, which is a non intuitive
theory based on probabilities, but very successful in describing the phenomena observed at small
scales.

Among the particularities of quantum mechanics, one is particularly interesting for predicting
their motion: the impossibility to determine precisely the position and kinematics of a particle at the
same time. This means that the Lagrangian formalism developed in the previous paragraph will not
be applicable. Hopefully, this formalism can be extended to quantum mechanics, where particles are
described by Velds φ.

Another subtlety is related to the relativistic nature of the particles in high energy physics. A
theory relying on quantum mechanics and special relativity is then necessary. Such a mathematical
framework exists in the Quantum Field Theory where particles are described by Velds deVned in all
points of the four-dimension space-time of special relativity. An interpretation of this Veld formalism

1Meaning that the action is a function of the Lagrangian at all time and position, not only one point.
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tells us that the Veld amplitude represents the probability for a particle to be present in a given point
of space and time.
In this framework, the Lagrangian L is replaced by a Lagrangian density L such that L =

∫

L d3x.
For simpliVcation, in the rest of this document, L will be called Lagrangian. The covariant notations
will also be used, i.e. the coordinate index in the four-dimension space are labelled with a Greek letter
(usually µ or ν) and the derivative with respect to the µth coordinate is written ∂

∂xµ
≡ ∂µ. With these

notations, the Lagrangian becomes:

L(qi(t), q̇i(t), t) → L (φ, ∂µφ, xµ)

From the observation that the action becomes S =
∫

L d4x (where the three spatial coordinates
and the time coordinate are treated on the same scale) one deduces that the Lagrangian L is of dimen-
sion2 [E4] and has to be Lorentz invariant to ensure Lorentz invariance of the action that governs the
physics of the system.

The same reasoning as for the classical case leads to the equivalent of the Euler-Lagrange equations
governing the system dynamics:

∂L

∂φ
− ∂µ

∂L

∂(∂µφ)
= 0 (1.4)

Dirac Lagrangian: A free fermion ψ is fully described by the Dirac Lagrangian of Equation 1.5
resulting in the dynamic rule of Equation 1.6. A fermion Veld is described by a four-dimension Veld
ψ. The γ are four-dimension Dirac matrices that can be expressed in term of the three 2-by-2 Pauli
matrices σ:

γ0 =

(

1 0

0 1

)

, γk =

(

0 σk

−σk 0

)

Lψ = ψ̄(i 6∂ −m)ψ (1.5)

where,

• ψ̄ = ψ†γ0 with ψ†, the Dirac adjoint of ψ

• 6∂ = γµ∂µ

(iγµ∂
µ +m)ψ = 0 (1.6)

1.2.2 Symmetries & groups

Before going further into the details of particle physics, it is important to introduce the notion of
symmetries that govern the building of the theory.

Symmetries play an important role in many Velds of physics: they can be used to simplify a prob-
lem like in the Gauss theorem of electromagnetism or predict the existence of new particles with the
quark model. More profound implications of symmetries are formulated by the Noether’s theorem,
according to which a conserved quantity can be associated to each continuous symmetry of a system.
In particle physics, it will be shown that imposing a system to be invariant under a precise symmetry
is suXcient to make the force carriers appear in the mathematical formulation.

A symmetry is an operation that does not change a system. It can be geometric, like rotation in
space, or internal referring to internal degree of freedom of the considered system such as spin. All
possible transformations of one kind are gathered into a mathematical object (G, ·) called group if
satisfying some mathematical criteria such as closure, meaning that if gi and gj are two elements of

2In natural units where c = ℏ = 1, meaning that [Length] = [T ime] = 1
[Energy]

= 1
[Mass]

= 1
[Temperature]

.
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the group, the product gi · gj should also belong to the same group. Moreover, if the system ends up
in the same state after the application of two successive transformations, whatever order is used, i.e.
gi ·gj = gj ·gi, then the group is said to be commutative or abelian, otherwise it is a non-abelian group.

Each group can be represented by matrices. A Vnite number of them, called generators, is needed
to totally deVne the group.

Two kinds of groups are useful for the following discussion: groups dealing with continuous sym-
metries such as rotations R, and groups of discrete symmetries such as parity P . The Vrst one are
described by Lie groups. The matrices deVning a Lie group can be written U = eα

aTa where αa are
continuous parameters and Ta are the symmetry group matrix generators. It turned out that deVn-
ing how these generators commute is enough to fully deVne the group algebra, usually written as
[T a, T b] = fabcTc where fabc are the structure constants.

Among the Lie groups, two are mostly used in particle physics: U(n) is the unitarity group con-
taining all n × n complex matrices with det|U | = ±1 and SU(n) having the additional requirement
that the determinant is positive.

1.2.2.1 Noether’s theorem

A crucial aspect of symmetries was discovered by the mathematician E. Noether in 1918: each con-
tinuous invariance of a system is associated to a non-observable quantity and a conserved one [11].
For example, with a system invariant under rotations, one cannot deVne absolute angle. With the
Lagrangian formalism, it is straightforward to show that the angular momentum is conserved with re-
spect to time in this case. Table 1.3 shows a few other examples of invariance/unobservable/conserved
triplets in the classical world.

Non-observable quantity Symmetry Conserved quantity

Absolute direction Space rotation Angular momentum
Absolute position Space translation Momentum
Absolute time Time translation Energy

Table 1.3: Examples of conserved quantity associated with an invariance of a classical system from the Noether

theorem.

This theorem also holds in Veld theory. A symmetry of the Veld yields a conserved current Jµ such
that ∂µJµ = 0.

1.2.2.2 Gauge invariance

The most important invariance in particle physics is the gauge invariance corresponding to a local
continuous symmetry represented by the matrix:

U = eα
a(x)Ta

Ensuring the Lagrangian of a free particle is invariant under such a transformation makes the
interaction Velds appear in the mathematical formalism. The number of generators of the symmetry
group corresponds to the number of force carriers associated to the interaction.

Next part shows how to make the gauge Velds appear naturally in the Lagrangian describing a free
particle, with the only requirement that this Lagrangian is invariant under a given, local, symmetry.

1.3 Gauge theories

Gauge invariance is Vrst discussed in the simpler case of quantum electro-dynamics (QED). It is then
applied to the strong interaction in the quantum chromo-dynamics (QCD) theory.

11
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1.3.1 QED

A free fermion of mass m, associated to the Veld ψ, is described by the Dirac Lagrangian of Equa-
tion 1.5.

Now, one can impose that this Lagrangian is invariant under a local U(1) transformation, meaning
that the Veld transforms as:

ψ(x) → ψ′(x) = eiα(x)ψ(x) (1.7)

Then ψ̄ transforms like:
ψ̄(x) → ψ̄′(x) = ψ̄(x)e−iα(x) (1.8)

The Lagrangian after transformation is then:

L
′
ψ = (ψ̄(i 6∂ −m)ψ)′

= ψ̄′(∂µψ
′)− (mψ̄ψ)′

= ψ̄′(∂µe
iα(x))ψ + ψ̄′eiα(x)(∂µψ)−mψ̄′ψ′

= ψ̄′eiα(x)(∂µ + i(∂µα))ψ −mψ̄ψ

(1.9)

The mass term is invariant under the considered transformation of the Veld, but this is not the case
of the kinematic term. If one wants this term to be invariant as well, the deVnition of the covariant
derivative needs to be adapted.

If we replace ∂µ in 1.5 by the covariant derivative of Equation 1.10, then the Lagrangian of Equa-
tion 1.12 is invariant under the local U(1) gauge invariance deVned in Equation 1.7.

Dµ = ∂µ + ieAµ (1.10)

with:

Aµ → Aµ −
1

e
∂µα (1.11)

Lψ = ψ̄(i 6D −m)ψ (1.12)

A new Veld Aµ had to be introduced, that couple to the fermion Veld Ψ through the term ψ̄Aψ.
This interaction interaction between the particle associated to the Veld ψ, the antiparticle associated
to ψ̄ and the bosonic Veld Aµ is represented in Figure 1.1. A common example of such interaction is
electromagnetism, where the boson is the photon with spin 1.

Aµ

ψ̄

ψ

Figure 1.1: Example of interaction between two fermions via a boson.

Note that transformation 1.11 corresponds to a gauge transformation that leaves invariant the
Maxwell equations of electromagnetism.

To complete the QED Lagrangian, one should consider the Veld dynamics, governed by the term:
−1

4FµνF
µν where Fµν = ∂µAν − ∂νAµ is the electromagnetic tensor.
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1.3. GAUGE THEORIES

In practice, the full Lagrangian is never used to compute the cross-section, i.e. the probability for a
process to happen. An interesting property of QED is used instead: the fact that its coupling constant,
or its strength parameter α, is of the order of 1

137 . That means that terms in α2 are much smaller than
terms in α and can be neglected as a Vrst approximation. This technique is known as the perturbation
theory since higher order terms only introduce perturbations to the leading order (LO). Perturbation
theory works pretty well for QED, whose results have been compared against experiments and the
relative agreement is better than 10−6 (for the measurement of the anomalous dipole moment of the
muon g−2

2 for example [1]).

The same gauge invariance mechanism can be used to introduce the other two interactions of the
Standard Model, using non abelian groups, following the work of Yang and Mills [12].

The total Standard Model is described by the SU(3)c × SU(2)I × U(1)Y algebra, where SU(3)c
refers to the color symmetry leading to the strong interaction and SU(2)I × U(1)Y is the isospin and
hypercharge electroweak symmetry.

1.3.2 QCD

Strong interaction theory called Quantum Chromo Dynamics (QCD) with reference to the strong
charge that was named colour and can take the values: red (R), green (G) and blue (B) for elementary
particles (and R̄, etc for antiparticles) while all composite particles are white (W = R+G+B = R̄+R).

The same technique of gauge invariance can be applied to introduce the force carrier in the theory,
with the notable diUerence with respect to QED that the local symmetry is SU(3)c, which is a non-
commutative group. The basic element of this theory is then represented by a colour triplet and SU(3)c
represents a rotation in the colour space, justifying the subscript c.
For example:

Ψ =





ΨR

ΨG

ΨB



→ Ψ′ =





ΨG

ΨB

ΨR



 (1.13)

The QCD Lagrangian after the gauge symmetry is imposed has the following form:

LQCD = ψ̄(i 6∂ − gS
2
G.t−m)ψ − 1

4
Tr(GµνG

µν) (1.14)

In this equation 1.14, Gµν is the equivalent to the QED Fµν , with non commutative properties. G
represents the bosonic Velds of the theory, and t the generators of SU(3) creating the 8 force carriers
called gluons. m is a diagonal mass matrix.

If one develops this Lagrangian, several possible interaction vertex can be identiVed. Especially,
and contrarily to QED, the gluons themselves carry a colour charge, meaning that a gluon can interact
with itself (Fig. 1.2).

(a) q → qg (b) g → gg (c) gg → gg

Figure 1.2: Possible vertices in the QCD theory. Only the Vrst one is possible in QED with photons instead of gluon.
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Running coupling constant The strength parameter of QCD is αs =
g2S
4π . Contrarily to QED, its

value is of the order of 0.1 or higher, which means that it will be more complicated for perturbative
theory to produce reliable results. Hopefully, the value of αem and αs are strongly dependant on the
energy involved in the process. Their behaviour however are very diUerent and illustrated on Vgure
1.3(a). The running of the coupling as a function of the energy scale considered (usually chosen to be
the transferred momentum in the reaction) and can be expressed as:

α(µ2) =
α(µ20)

1 + α(µ20)β0ln
(

µ2

µ20

) (1.15)

For QED, the β0 function is βQED0 = − 1
3π < 0 while for QCD, βQCD0 =

33−2nf

12π > 0 since nf
is the number of quarks Wavour at most equal to 6 in the Standard Model. This yields quite diUerent
behaviour for the two interactions. When QED has a small coupling at high energy, QCD coupling
increases when energy decreases (Fig. 1.3(a)) leading to peculiar properties:

• ConVnement: at small energy and long distance, the coupling is higher. The consequence is that
two quarks for example bound in a meson will never be able to be separated: the more you take
them away, the more their binding energy increase;

• Asymptotic freedom: at high energy (i.e. small distance), the coupling is small. That means
that two close particles will almost not see each other, phenomenon known as the asymptotic
freedom, since particles are almost free, but only at high energy. In this regime, the coupling
constant is small enough to apply perturbative theory: this is the region of perturbative QCD
(pQCD).

)
2

(Q
e

ff
α

)2(Q
QCD

α

↑        
confinement

)2(Q
QED

α

asymptotic
→freedom   

↑
Landau
  pole

→) 2large momentum transfer (Q

→probing small distance scales (x) 

(a) (b)

Figure 1.3: Strong coupling evolution: (a) compared to the QED coupling evolution (schematic) and (b) compared to

the various measurements taking as reference the point αs(mZ) [13].

The predictions for the strong couplings are confronted to data with several measurements giving
access to its value at diUerent energy scales. Until now, all of them are in good agreement with the
theory predictions (Fig. 1.3(b)).

14



1.4. ELECTRO-WEAK SECTOR

1.4 Electro-weak sector

1.4.1 The weak interaction

The weak interaction was Vrst studied by E. Fermi [14–16] in the 1930’s through the radioactive β
decay of the neutron:

n→ p+ e− + ν̄e

It is characterized by a long lifetime of a few seconds compared to the characteristic lifetime of
electromagnetic and of the strong induced processes far below the second, which motivated the intro-
duction of a new fundamental interaction. This also suggests that its intensity is quite lower than the
usual interactions; it is hence called the weak interaction.

Apart from its weakness, this interaction is characterized by several other new aspects:

• Parity violation: parity is the symmetry that Wips the sign of the spatial coordinates. It is also
an intrinsic property of particles, that exist on a right-handed and left-handed form (except
neutrinos whose right-handed version was never observed). Two kinds of particle mediators
are known to exist: the charged ones (later identiVed with the W±) and the neutral ones (the
Z0). Experiments such as muons decay and charged pions leptonic decay have shown that the
charged currents have a V −A structure (vector minus axial vector) corresponding to a maximal
parity violation [17, 18]. Equation 1.16 shows the structure of the matrix element (proportional
to the scattering amplitude) for the beta decay in the context of the Fermi 4-point eUective
interaction as a function of the 4× 4 γ matrices:

M ∝ GF (ūpγ
µ(1− γ5)un)(ūeγµ(1− γ5)uν) (1.16)

• Quark mixing: the weak interaction is the only known fundamental interaction able to change
the quark Wavours. As shown by Cabbibo in 1963 [19] and extended by Kobayashi and Makawa
in 1973 [20], the d and s quarks mass eigenstates d′ and s′ are diUerent from their interaction
eigenstates and are related by the CKM matrix:





d′

s′

b′



 = VCKM





d
s
b



 (1.17)

where:

VCKM =





Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb



 (1.18)

1.4.2 Electro-weak gauge theory

The weak interaction is uniVed to the electromagnetic one in the electro-weak interaction governed
by the SU(2)I ×U(1)Y symmetry group. Here, I refers to the weak isospin, whose projection I3 will
also be useful in the following, and Y is the weak hypercharge.

Assuming the purely kinetic form of the Lagrangian can be written:

L = iL̄ℓγ
µ∂µLℓ + iR̄ℓγ

µ∂µRℓ (1.19)

where L denotes one of the left handed doublet and R the corresponding right handed singlet (i.e.
not sensitive to SU(2)I interactions) of Table 1.4. Imposing this Lagrangian to be invariant under
SU(2)× U(1) requires the introduction of new gauge Velds Wµ (with three components denoted 1,2
and 3) and Bµ by replacing the covariant derivative ∂µ by:

Dµ = ∂µ + i
g

2
σ.Wµ + i

g′

2
Y Bµ (1.20)
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where σ are the three SU(2) generators, i.e. the Pauli matrices.
U(1)Y gives rise to an interaction carried by the vector boson associated to the Veld Bµ while the

SU(2)I symmetry creates three bosons W 1
µ , W

2
µ and W 3

µ . A linear combination of the two neutral
Velds Bµ andW 3

µ should be able to reproduce the electromagnetic current Aµ of section 1.3.1, and the
neutral current of weak interactions. The generic expressions of Equation 1.21 and 1.22 describe this
fact, where θW is the weak mixing angle.

Aµ = +Bµcos(θW ) +W 3
µsin(θW ) (1.21)

Zµ = −Bµsin(θW ) +W 3
µcos(θW ) (1.22)

The other two components ofWµ give rise to the charged Velds:

W±
µ =

1√
2
(W 1

µ ∓Wµ2) (1.23)

1st family 2nd family 3rd family Q I I3 Y
(

νe
e−

)

L

(

νµ
µ−

)

L

(

ντ
τ−

)

L

0 1/2 1/2 -1

-1 1/2 -1/2 -1
(

u
d

)

L

(

c
s

)

L

(

t
b

)

L

2/3 1/2 1/2 1/3

-1/3 1/2 -1/2 -1/3

e−R µ−R τ−R -1 0 0 -2
uR cR tR 2/3 0 0 4/3
dR sR bR -1/3 0 0 -2/3

Table 1.4: Left-handed doublets and right-handed singlet of the weak interaction. I refers to the weak isospin and

Y to the weak hypercharge.

Electromagnetism and weak interaction are now fully uniVed into a consistent gauge theory. How-
ever, the generated bosonic Velds W , Z and A do not have a mass term of the form mψ̄ψ, and one
cannot add it by hand because it violates gauge invariance. This is in contradiction with the experi-
mental results that Vnd masses of the order of 80-90 GeV for theW± and Z0 bosons respectively. The
gauge symmetry has then to be broken for a mass term to be added safely to the theory.

1.5 EW symmetry breaking: the Brout-Englert-Higgs mechanism

The observed masses of theW andZ bosons and the fact that a mass term violates the gauge invariance
of the theory push towards a symmetry breaking of the theory. The most famous, and now proven
by experiments, solution to deal with this issue is the Brout-Englert-Higgs mechanism, developed in
the 1960’s and for which Englert and Higgs were awarded the Nobel prize of physics in 2013. In this
section, the spontaneous symmetry breaking mechanism, that was Vrst introduced by Nambu [21, 22],
is Vrst illustrated with a global invariance for real and complex Veld and is then applied the local gauge
invariance of the electroweak interaction.

1.5.1 Spontaneous symmetry breaking of a U(1) symmetry

Let’s Vrst consider the following simple example of a bosonic Lagrangian in a potential V :

Lφ =
1

2
∂µφ∂

µφ− V (φ) (1.24)

V (φ) has the form shown in Figure 1.4 and can be written:

V (φ) =
1

2
µ2φ2 +

1

4
λφ4 (1.25)
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with µ2 < 0 and λ > 0. Such a potential has two minima, i.e. two stable solutions for the system.

Figure 1.4: Illustration of the mexican hat Higgs potential in the case of U(1) global symmetry.

The Lagrangian 1.24 has the property to be invariant under the transformation φ → −φ and such

are the solutions of the system corresponding to φ = ±v = ±
√

−µ2
λ , v being the vacuum expectation

value. But the system has to choose one of these solutions, and can not move from one to another
once this choice is made. This situation is similar to the bending of a rod illustrated in Figure 1.5: if
one applies a vertical force on a beam, nothing will happen until the force reaches a threshold. At
that moment, the rod will bend, choosing a special direction among the inVnite number of possible
directions available due to the rotation symmetry along the beam axis of the system. This phenomena
of choosing one out of several symmetric stable solution is known as spontaneous symmetry breaking.
The same happens in the case of the Brout-Englert-Higgs mechanism, where, in our simple example,
the system has to choose one solution among −v and +v.

  

F < F
threshold

F = F
threshold

Figure 1.5: An example of spontaneously broken symmetry: rod bending.

In the following, the +v solution will be chosen. To understand the consequences of this choice,
one can study the system close to the equilibrium, introducing small variations around this minimum:

φ(x) = v + χ(x), with |χ| << v (1.26)

The Lagrangian 1.24 can then be written:

Lχ =
1

2
(∂µχ)

2 − λv2χ2 − λvχ3 − 1

4
λχ4 +

1

4
λv4 (1.27)
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The newly introduced Veld χ has an associated mass term (mχχ
2) with

mχ =
√
2λv2 =

√

−2µ2

.

Hence, breaking the symmetry by choosing a solution among two possible minima generates a new
massive Veld. This formula for the mχ was found for the Vrst time by Goldstone in [23], where the
mexican hat potential, sometimes called the Higgs potential, was Vrst introduced in particle physics.

1.5.2 Spontaneous symmetry breaking with a complex Veld

We now repeat the same procedure with a complex Veld φ = φ1+iφ2√
2

. Its Lagrangian, given in Equa-

tion 1.28 also has a global U(1) symmetry. Its minima are located on a circle in the complex plane such

that φ21 + φ22 =
v2

2 .

L = (∂µφ)
∗(∂µφ)− µ2φ∗φ− λ(φ∗φ)2

=
1

2
(∂µφ1)

2 +
1

2
(∂µφ2)

2 − 1

2
µ2(φ21 + φ22)−

1

4
(φ21 + φ22)

2
(1.28)

As previously, let’s choose one of this minima (φ1 = v and φ2 = 0) and expand the Lagrangian

around this point φ = v+η(x)+iξ(x)√
2

. One ends up with the Lagrangian 1.29 at leading order in η and ξ

(removing the constant term are not useful for this discussion)

L =
1

2
(∂µη)

2 +
1

2
(∂µξ)

2 + µ2η2 (1.29)

A mass term appears for the η Veld, having a mass similar to the previous casemη =
√

−2µ2. The
other Veld that needed to be introduced, ξ, remains massless: it is an example of Goldstone boson [23].
This is understood looking at Figure 1.6: the η Veld corresponds to transverse excitation where energy
is needed to move while the ξ Veld designate excitations along the minimum. In a more general
way, the Goldstone theorem [24] states that a massless boson appears in the theory for each broken
generator.

1
φ

2
φ

)φV(

Circle of minima

ξ
η

Figure 1.6: Illustration of the Higgs potential in the complex plane.
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1.5.3 Application to local gauge invariance

In the case of a local U(1) symmetry ψ → eiα(x)ψ, the Lagrangian of Equation 1.12, that contains the
gauge generated Veld Aµ, can be extended around the same chosen minimum. It can be shown that
this Lagrangian becomes (without the interaction terms):

L =
1

2
(∂µη)

2 +
1

2
(∂µξ)

2 − v2λη2 +
1

2
e2v2AµA

µ − evAµ∂
µξ (1.30)

Similarly to the previous global U(1) case, this Lagrangian describes a massless Veld ξ and a mas-
sive Veld η, but it also contains a mass term for the gauge Veld Aµ, which is the expected result.

The massless Goldstone boson can be suppressed with a trick, using the gauge invariance of the
system. Instead of considering the Veld φ, one can use e−iθ(x)/vφ. Also noticing that the expansion of

the Veld around its minimum can be written φ = (v+h(x))√
2

eiθ(x)/v , the local change of phase of the Veld

φ allows to get rid of the massless θ Veld.
The Vnal Lagrangian then contains the gauge Veld Aµ that have acquired a mass through this

process mA =
√
2λv and a massive Veld h corresponding to the Brout-Englert-Higgs Veld, that we

will most often call Higgs Veld.

1.5.4 Generation of the gauge boson masses

The application to the Brout-Englert-Higgs mechanism to the SU(2)L×U(1)Y electroweak gauge the-
ory generates masses for theW and Z bosons. This operation breaks the SU(2)L ×U(1)Y symmetry
but should preserve the U(1)em symmetry that preserves the electric charge Q.

To do so, the Higgs Veld should have a neutral component, which translates into an SU(2)I doublet

with |Y | = 13. be written as φ =

(

φ+

φ0

)

where both φ+ and φ0 are complex Velds [25].

The potential V (φ†φ) = µ2φ†φ+λ(φ†φ)2 have minima located on the 4-dimension sphere deVned

by |φ+|2 + |φ0|2 = −µ2
2λ . One has to choose one minimum among this inVnite number of possibilities,

keeping in mind that the SU(2)L × U(1)Y symmetry has to be broken to generate masses for theW
and Z bosons, but the U(1)em symmetry has to be preserved for the photon to remain massless. A

suitable choice is to write: φ =

(

0
v√
2

)

.

The expansion around the potential minimum can bemade directly with the appropriate parametriza-
tion in order to eliminate the Goldstone bosons of the theory:

φ→ e
iσ.θ(x)

v

√
2

(

0
v + h(x)

)

(1.31)

Expanding the Lagrangian around the potential minimum with this parametrization

L =
1

2
∂µh∂

µh− 1

2
λv2h2 − λvh3 − λ

4
h4

+
1

2

[

g′2v2

4
BµB

µ − gg′v2

2
W 3
µB

µ +
g2v2

4
WµW

µ

]

+
1

v

[

g′2v2

4
BµB

µh− gg′v2

2
W 3
µB

µh+
g2v2

4
WµW

µh

]

+
1

v2

[

g′2v2

4
BµB

µh2 − gg′v2

2
W 3
µB

µh2 +
g2v2

4
WµW

µh2
]

+ ...

(1.32)

3The SU(2)L × U(1)Y and U(1)em charges are related by the Nishijima relation: Q = I3 +
Y
2
.
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The Vrst line describe the Higgs Veld dynamics and mass with the common mass expression as a
function of the vacuum expectation valuem2

H = 2λv2. The vacuum expectation value v value can be
estimated from the Fermi constant and is ∼ 246 GeV.

The last two lines are the formulation of the interactions of this Higgs Veld with the bosons Velds.
Finally, the second line unveil theW and Z bosons masses:

• The last term contains theW± = 1√
2
(W 1 ∓W 2) boson: mW = 1

2vg.

• The W 3
µ and Bµ Vels are mixed together. One of them should reproduce the massless photon

Veld of QED Aµ. The mass of the Z boson can thus be obtained by diagonalizing the matrix
using the weak mixing angle θW :

1

4

(

g2v2 −gg′v2
−gg′v2 g′2v2

)

=M−1

(

m2
Z 0
0 0

)

M (1.33)

WithM =

(

cos(θW ) −sin(θW )
sin(θW ) cos(θW )

)

, one deduces thatm2
Z = (g2+g′2)v2

4 .

The Z mass can be expressed as a function of theW mass and the weak mixing angle θW : mW

mZ
=

cos(θW ). Hence, the parameter ρ0 =
(

mW

mZcos(θW )

)2
is equal to 1 in the Standard Model at tree level

and this observation is conVrmed by experiments at the permill precision level [26].
Previous relation also allows to relate the electroweak couplings and the QED charge:

gsin(θW ) = g′cos(θW ) = e (1.34)

1.5.5 Fermions masses

The gauge boson masses are explained by the Higgs mechanism but not the fermions ones. Similarly
than for gauge bosons, a mass term for fermions of the formm(L̄L+ R̄R). violates the SU(2)L gauge
invariance of the Lagrangian and can not be added into the theory by hand. Another trick exists to
introduce them in the model through interaction with the Higgs Veld via Yukawa couplings.

Adding a Yukawa coupling between the Higgs Veld and the leptons to the Lagrangian:

L = −λe(L̄ℓφRℓ + R̄ℓφ
†Lℓ) (1.35)

for the electron case and applying the spontaneous symmetry breaking φ(x) = 1√
2

(

0
v + h(x)

)

,

the Lagrangian becomes:

L = −λev√
2
ψ̄ℓψℓ −

λe√
2
ψ̄ℓψℓh (1.36)

The Vrst term gives the electron mass me = λev√
2
. The second one is the coupling between the

Higgs and the lepton hence proportional to the lepton mass. The same procedure can be repeated for
each massive lepton, introducing a constant g for each of them.

The same procedure applies to quarks, with the caveat that, for the up-type quarks, the Higgs Veld

considered is φc(x) =
1√
2

(

v + h(x)
0

)

, corresponding to a rotation of φ.

To summarize, the Brout-Englert-Higgs mechanism was able to generate masses for the gauge bosons

mV = λV .v
2 , the fermions mf =

λf .v√
2
. The cost to pay is the introduction of a new massive Veld,

associated with a new scalar boson (the (Brout-Englert-)Higgs boson) with massmH =
√
2λv2, where

the diUerent λV,f quantify the Higgs couplings to the massive bosons and fermions and λ is the Higgs
self coupling.
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1.5.6 Higgs production and decay

In the Standard Model, the Higgs boson is a spinless particle with even parity (JPC = 0+). Its cou-
plings to other particles are determined by the Higgs mechanism for bosons and a Yukawa potential
for fermions. These couplings allow to predict the Higgs production rate in a given collider (that Vx the
centre of mass energy and the incident particles) together with the possible Higgs decays as a function
of the Higgs mass.

1.5.6.1 Decay

The Higgs boson couples to bosons with a strength ∝ m2
V and to fermions with a strength ∝ mf .

Several possible decay modes are then predicted by the Standard Model, whose relative importance is
quantiVed by the branching ratios Br:

Bri =
Γi
Γtot

where Γ denotes the natural Higgs width in the ith mode or the total of the order of 4.2MeV at a Higgs
mass of 125 GeV (Fig. 1.7).

Figure 1.7: Higgs boson natural width [27].

Figure 1.8(a) shows the branching ratio for the diUerent Higgs decay modes. They are convoluted
by the cross section of the Vnal particles decay in Figure 1.8(b) that shows the relative importance of
each observable Vnal state.

In the low mass region (mH . 150 GeV), the dominant decay modes are bb̄ and τ+τ−.
The Higgs does not couple to massless photons, hence the Higgs decay to photons is not possible

directly. It happens through loops involving heavy bosons (W ) or fermions (where the top quark
contribution dominates) (Fig. 1.9). The branching ratio of this decay mode is very small (∼ 0.2%)
however, when taking into consideration the probabilities of the diUerent Vnal states (Figure 1.8(b)),
it has a non-negligible contribution compared for instance to the ZZ decay, where the Zs decay
branching ratios have to be taken into consideration.
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(a) Br (b) σ × Br

Figure 1.8: Higgs decay branching ratio in the Standard Model [27]
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Figure 1.9: Higgs decay to two photons at lowest order in the Standard Model.

1.5.6.2 Production

The Higgs production rate is dictated by the collider conVguration. In the latter accelerators, where
protons and/or anti-protons collide, the main four production modes are drawn in Figure 1.10.

Their importance is quantiVed by their cross section, related to the number of events produced (see
Chap. 3). At the LHC, a proton-proton collider, the main production mode is the gluon fusion (87% for
a 126.5 GeV Higgs and a centre of mass energy of

√
s = 8 TeV), followed by the weak Vector Boson

Fusion (7.2%), the Higgsstrahlung (3.1% or WH and 1.9% for ZH) and the associated production
with top/anti-top pair (0.6%, excluding the bb̄H production which is slightly larger than tt̄H). The
mass dependence of the cross sections is shown in Figure 1.11. The energy dependence is illustrated in
Figure 1.12 (with the bb̄H contribution) where one can see that, as expected tt̄H increases a lot with
energy.
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(a) Gluon fusion (ggH) (b) Weak vector boson fusion
(VBF)

(c) Higgsstrahung (d) Associated production with tt̄
pair (ttH)

Figure 1.10: Main Higgs production modes at the LHC.

 [GeV] HM
100 200 300 400 500 1000

 H
+

X
) 

[p
b

] 
  

 
→

(p
p

 
σ

-210

-110

1

10
= 7 TeVs

L
H

C
 H

IG
G

S
 X

S
 W

G
 2

0
1
0

 H (NNLO+NNLL QCD + NLO EW)

→pp 

 qqH (NNLO QCD + NLO EW)

→pp 

 W
H (NNLO QCD + NLO EW

)

→
pp 

 ZH (NNLO QCD +NLO EW
)

→
pp 

 ttH (NLO QCD)

→
pp 

(a) 7 TeV (b) 8 TeV

Figure 1.11: Higgs production cross section for the Vve main production modes of the Standard Model [27].
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1.5.7 Higgs boson knowledge before the LHC

The Standard Model predicts everything about the Higgs boson except its mass. This is so an important
parameter to be measured, which was done intensely at the previous accelerator facilities at CERN
(LEP) and in the USA (Fermilab). Theory also provides boundaries on the mass, using vacuum stability
and triviality, or helps in Vnding limits based on high precision electroweak observables.

1.5.7.1 Theoretical limits

Even if the Higgs mass can not be predicted by the theory, several arguments allow to restrict its
allowed range:

• Unitarity: theWW scattering cross section diverges as the centre of mass energy increases. This

can be avoided by introducing a suXciently light Higgs boson: mH <
(

8π
√
2

3GF

) 1
2 ∼ 1 TeV.

• Triviality: The running of the Higgs coupling as a function of the energy scale (similarly to the
running of αem (Equation 1.15) can be written:

λ(µ2) =
λ(v2)

1− 3λ(v2)
8π2 ln

(

µ2

v2

) (1.37)

and reaches a singularity (Landau pole) at µ2L = v2exp
(

8π2

3v2

)

. The triviality argument states

that this frontier should be far enough from the new physics scale. This leads to constraints on
the Higgs mass illustrated by the red curve in Figure 1.13.

• Vacuum stability: if the coupling becomes negative, the Higgs potential is no more bounded
from below, which leads to an unstable vacuum. Imposing λ(µ) > 0 gives other constraints on
the Higgs mass illustrated by the green line in Figure 1.13.

These limits are reported on Vgure 1.13 as a function of the Λ cut-oU scale.

Figure 1.13: Theoretical limits on the Higgs boson mass [29].
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1.5.7.2 Experimental limits

Before the start of the LHC, previous experiments already allowed to exclude some mass ranges due
to the non-observation of a Higgs boson. Figures 1.14(a) and 1.14(b) show the exclusion plots from the
LEP (CERN, Geneva) and Tevatron (Fermilab, Chicago). More details about how these plots are made
and should be interpreted will be given in chapter 2. The summary of the excluded range after the
Vnal analysis of the LEP and Tevatron data is sketched in Figure 1.14(c). This Vgure includes indirect
measurements.

(a) LEP exclusion limit (b) TeVatron exclusion limit

(c) Excluded ranges as of March 2011

Figure 1.14: Experimental limits on the Higgs mass from LEP (a) [30] and Tevatron (b) [31]. (c) is the summary plot

from March 2013.

The Higgs boson contributes to radiative corrections to high precision electroweak observables
(mass of the W and Z bosons, eUective weak mixing angle measured in forward-backward and po-
larization asymmetries in e+e− collisions, etc). Thus, constraints on the Higgs mass can be derived
from these observations. However, constraints are quite weak because the dependence on the Higgs
mass is only logarithmic. The ∆χ2 = χ2 − χ2

min of a Vt of the combined data performed by the
LEP electroweak working group is shown in Figure 1.15. A 95% CL upper band can be obtained by
∆χ2 = 3.84.

The excluded areas as of March 2011 were (with a 95% conVdence level (CL)):

mH < 114 and 157 < mH < 173 and 185 < mH GeV

The Vrst LHC data restricted even more the allowed range, before a 3σ observation happens in
December 2011. This observation was conVrmed with 2012 data, leading to the announcement of the
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Figure 1.15: ∆χ2 curve derived from precision electroweak measurements as a function of the Higgs-boson

mass [32].

discovery of a boson consistent with a Higgs boson with ∼ 125 GeV mass on July 4th, 2012, which is
a great achievement of the Standard Model.

1.6 Beyond the Standard Model

The Standard Model allows to explain a lot of observed phenomena. However, it is known that it can
not be the Vnal theory of everything and theories beyond the Standard Model exist to overcome its
problems.

1.6.1 Standard Model successes

The Standard Model built along the years to include all the observations in a common framework has
proven to be well suited in the description of experimental results in most of the cases.

At the end of the 1990’s, the Standard Model of particle physics was well established. The LEP
electron-positron collider at CERN and the Tevatron proton-antiproton collider at Fermilab, near Chicago,
both brought new results validating it. The LEP also allowed to measure the number of fermions
families whose associated neutrino has a mass smaller than half the Z mass; it was found to be
Nν = 2.9840 ± 0.0082 from the combination of all LEP experiments [26]. The W and Z masses
are also accurately measured at a precision level of 2.10−4 and 2.10−5 [1, 33]. At the Tevatron, the top
quark, last expected but never observed quark, was discovered and its mass measured [34, 35].

A comparison of the Standard Model parameters measurement to the expected values from a global
Vt of the Standard Model is shown in Figure 1.16. Almost all these values stay within 2σ of the
measured values, only the experimental uncertainties are considered.
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Figure 1.16: Comparison of the measured values of some Standard Model parameters with the expectations from a

global Vt [36].

More recently, Figure 1.17 shows the good agreement reached between the measured cross section
of some Standard Model processes by ATLAS (Chap. 4) and the Standard Model predictions.
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Figure 1.17: Preliminary cross section of several processes measured by ATLAS and compared to the Standard Model

predictions [37].

1.6.2 Standard Model issues

Nevertheless, the Standard Model suUers from some caveats. Some come from theoretical consid-
erations, others from experimental observations that can not be accommodated through this model.
Below are some of these problems:

• Free parameters: the model contains a lot of parameters for which the theory can not provide an
estimation. They can be chosen as follows:

– Interactions: three coupling constants (g and g′ in the electroweak sector) and αs for the
strong interaction are not predicted by the model.

– Lepton sector: each charged lepton mass is also a free parameter (or their coupling to the
Higgs Veld).

– Quark sector: to the six unpredicted quark masses, one should add the three mixing angles
and the free CP violating phase of the CKM matrix.

– Higgs sector: two new parameters are needed to describe the Higgs potential µ and λ.

• The Standard Model does not incorporate gravity. This translates into an upper scale Λ at which
the model is expected not to be correct anymore: close to the Planck scale Λ ∼ mP lanck ∼ 1√

GN
.

The hierarchy problem, which wonders why is there 17 orders of magnitude diUerence between
the weak scale and the Planck scale ?

• Neutrino masses: in the Standard Model, neutrinos are massless particles. However, some ob-
served phenomenon such as the neutrino oscillations can be understood only for massive neu-
trinos. A minimal extension of the Standard Model exists in the see-saw mechanism to get rid of
this problem.

• Dark energy/matter: cosmological observations tends to prove that the quantity of observable
matter in the universe represents only a small fraction of the total universe mass (∼ 5%) [38].
The remaining mass, called dark matter, accounts for at least 27% of the total universe com-
position. On top of that, dark energy is also needed to explain the expansion phenomenon,
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contributing to another 66% of the universe. The source for dark matter/energy is not known,
and can not, a priori, comes from Standard Model particles.

• Baryon asymmetry: while particles and anti-particles are expected to behave in the same way,
the number of matter particles largely predominate over the anti-matter ones. This can only
happen if the CP symmetry is more violated than in the Standard Model.

• Naturalness (or hierarchy problem): when considering loop corrections to the Higgs mass,
quadrature divergences appear. Cancelling these terms require a Vne tuning of the Higgs bare
mass over 16 order of magnitude, which is said not to be a natural solution.

1.6.3 Supersymmetry

Since fermions and bosons loops corrections to the Higgs mass have opposite signs, a solution is to
associate a new particle to each Standard Model particle, with same quantum numbers except for its
spin, diUering by half a unit. This is implemented in the supersymmetry (SUSY) models. If the SUSY

symmetry was holding at our current energy scale, a particle and its associated super-partner would

have the same mass. Since there is no existing observed candidate for the new super-partners, they

should be hidden to the past experiments, i.e. very heavy, and SUSY is a broken symmetry. The scale of

symmetry breaking is assumed to be smaller than the Planck mass, and often close to the electroweak

scale in order to solve the hierarchy problem.

This theory can solve some of the above mentioned issues of the Standard Model.

For instance, a nice feature of SUSY is the convergence of the interaction couplings at high energy

scale (Grand UniVcation), contrarily to what is obtained in the Standard Model (Fig. 1.18).

Figure 1.18: Evolution of the force strength as a function of the energy scale as predicted by the Standard Model

and the MSSM [39].

Experimentally, these particles can manifest themselves through direct production in accelerator

experiments such as the LHC. Indeed, most of the SUSY models include a conserved number called

R-parity [40, 41], which is 1 for ordinary particles and −1 for super-partners. It follows that there is

a Lightest Supersymmetric Particle (LSP) which is present in all super-partner decay Vnal states. This
neutral and sterile particle is also a good candidate for dark matter. Indirect searches also make use of

the fact that new heavy particles contribute to the loop processes and modify the expected production

rates or branching ratios.
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1.6.4 Consequences on the Higgs boson

The MSSM (Minimal Super Symmetric Model), which is the simplest SUSY model, requires two Higgs

doublets, with vacuum expectation value v1 and v2. The ratio of these two vacuum expectation value

tan(β) is an important parameter of the model. After symmetry breaking, Vve physical Velds subsist:
three neutral bosons h0, H0, A0 and two charged Velds H+ and H−.

Conclusion

The Standard Model is a theory under construction since the middle of the 20th century and has proven

to be very successful in describing the experimental results. The last missing pieces of this model, the

Higgs boson, was discovered at the LHC in 2012, consolidating the Standard Model once again. The

starting era of the Higgs sector will hopefully bring new conVrmations of this model, or surprises that

will force us to update our current vision of matter.
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Chapter

2
Statistical framework

“
I think it is much more interesting to live with uncertainty than

to live with answers that might be wrong.

”Richard Feynman
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Given the probabilistic nature of the collisions at LHC and the low number of expected events in
Higgs searches, a statistical framework to interpret its results is necessary, especially to disentangle a
signal from an unfortunate background Wuctuation. It is also important for measurement purposes, i.e.
Vnding the value of the parameter of interest that best Vt the data. For more details, see for instance
Ref. [42].

Statistical tools are implemented in the RooFit tool-kit [43] part of the ROOT data analysis frame-
work [44], intensively used in all this thesis work and in this chapter.

2.1 Model and likelihood

2.1.1 Problem

The Vrst step consist in modelling the problem. For a given Vnal state and experimental conditions,
the Standard Model can predict the number of expected events in data, K . The probability to observe
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N events in our dataset is given by the Poisson probability law (Fig. 2.1):

PK(N) =
KN

N !
e−K (2.1)

Figure 2.1: Poisson distribution (NB: PK(0) = e−K ).

In case the data is divided into several bins of a given observable X (the γγ invariant mass for
instance), each bin contains ni events such that

∑

i ni = N . The expected number of signal events
in each bin si can be predicted and the number of background bi can be estimated from Monte Carlo
studies or data control regions. The total number of expected events in each bin is then ki = µsi + bi
where µ is the signal strength σobs

σexp
(where σexp is the expected cross-section) which quantiVes the

number of signal events observed in the data. µ = 1 corresponds to the Standard Model, while µ = 0
corresponds to the case where no signal is observed.

2.1.2 Probablility density functions (pdf )

We assume that the number of events observed in each bin ni follows a Poisson law with expectation
E[ni] = µsi + bi. The probability (or likelihood) of observing ni events in bin i is then:

Li =
(µsi + bi)

ni

ni!
e−(µsi+bi) (2.2)

The probability to observe the full spectrum of the observable X is given by the product of the
probabilities in each of the bins:

Lbinned =
Nbins
∏

i=1

(µsi + bi)
ni

ni!
e−(µsi+bi) (2.3)

This can be extended to the case of an inVnite number of bins, that thus contain either one or zero
event, leading to the unbinned likelihood:

Lunbinned =
1

Nevt!
e−(µS+B)

Nevt
∏

i=1

(µSfS(xi) +BfB(xi)) (2.4)

where the following notations are used:

• xi is the measured value of observable X for event i;
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• S and B are the total number of signal and background events;

• fs and fb are the probability density functions (pdf ) of signal and background, each of them
being normalized to 1 independently.

In both cases, binned and unbinned, L quantiVes the compatibility between the observed data and
the number of predicted events, for a given hypothesis µ.

More on likelihoods formulae:

Other formulae may be used for the likelihood:

• Lunbinned can also be written, in an equivalent way to Equation 2.4:

Lunbinned =
1

Nevt!
e−(µS+B)(µS +B)Nevt

Nevt
∏

i=1

1

(µS +B)
(µSfS(xi) +BfB(xi)) (2.5)

This is equivalent to use the normalized pdf λ(x) = µfS(x)+fB(x)
µS+B . Indeed, since fs et fb are

separately normalized to 1,
∫

λ(x)dx = µS+B
µS+B = 1.

• Equivalence between binned and unbinned likelihood (see also [45]): Let’s consider the simple
example where the dataset is cut into two regions. The part A contains events from 1 to P , the
region B contains events from P + 1 to N . If one neglects the factorial, which is independent
from the parameter of interest µ and only changes the normalization, the likelihood becomes:

Lunbinned = e−(µS+B)
Nevt
∏

i=1

(µSfS(xi) +BfB(xi))

= e−(µSA+BA)e−(µSB+BB)

[

P
∏

i=1

(µS
SA
S

+B
BA
B

)×
N
∏

i=P+1

(µS
SB
S

+B
BB
B

)

]

=

Nbins
∏

i=1

(µsi + bi)
nie−(µsi+bi)

(2.6)

where Nbins = 2 and we have used fs(xi) =
SA

S , ∀xi ∈ A and similar formula for B.

2.1.3 Systematics uncertainties

In a more general way, the likelihood depends on one parameter of interest, here µ, but also on other
parameters that are not the measured quantity but are needed to describe the model. This is the case
for the parameters describing the signal and background shapes for example. These parameters, called
nuisance parameters are grouped together in the notation θ. The likelihood is then:

Lunbinned(µ, θ) =
1

Nevt!
e−(µS(θ)+B)

Nevt
∏

i=1

(µS(θ)fS(xi, θ) +BfB(xi, θ)) (2.7)

To account for systematics uncertainties, the number of predicted signal events is allowed to vary,
in a reasonable way, i.e. we replace Ns by Ns × (1 + δθ) where δ is the value of the systematics
(in fraction of the event yield) estimated separately and θ is the so-called nuisance parameter, whose
default value is 0 (i.e. no change of Ns). θ is a free parameter, but one does not want the systematics
eUect to be far from the expected value determined from physics studies δ. To prevent this, the nuisance
parameters are constrained with a Gaussian of mean value θ̃ = 0 and σ ≡ 1: G(θ, θ̃, 1). θ is allowed to
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vary in the range ±5σ only. θ̃ is called global observable. Its default value is 0 but this can be changed
in some circumstances.

The form Ns × (1 + δθ) × G(θ, θ̃, 1) allows the number of signal to become smaller than the
predicted one. For some parameters, this is not wanted. In such cases, a log-normal form is used
instead (see Fig. 2.2):

Ns × exp
{

θ
√

log(1 + δ2)
}

× G(θ, θ̃, 1) (2.8)
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Figure 2.2: Comparison of log-normal and Gaussian shapes with σ = 0.25.

2.1.4 Complete model

The Vnal model introducing all nuisance parameters and constraints is written:

M = NS ×
∏

syst

[

(1 + δsystθsyst)× G(θsyst, θ̃syst, 1)
]

× fS(x; θS,shape +NB × fB(x; θB,shape) (2.9)

out of which the likelihood is deVned:

Lunbinned(µ, θ) =
1

Nevt!
e−(µS(θ)+B)

Nevt
∏

i=1

M(xi, θ) (2.10)

As an example in the following, the simple model of Figure 2.3 will be used. It is deVned by the
following criteria:

• The signal is modelled by a simple Gaussian of Vxed peak position and width. The number of
signal event is NS .

• The background normalization NB is estimated form a Vt to data only, from an exponential
shape, whose slope is an unconstrained nuisance parameter.

• For illustration purposes, when speciVed, a 10% systematic uncertainty will be applied on the
signal yield eXciency. The associated nuisance parameter is constrained by a Gaussian of width
1 and allowed to vary within ±5σ.
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Figure 2.3: Example of model showing expected signal at mH = 125 GeV and Monte Carlo data. The dashed line

shows the background-only pdf .

2.2 Hypothesis testing and test statistics

2.2.1 Hypothesis

When trying to quantify the agreement of data with a given hypothesis, several cases may arise.
In case no signal was observed, one tries to set a limit on its production cross-section. This is done

by rejecting the S+B hypothesis (H0) versus the B-only hypothesis (H1).
On the contrary, if an excess of event is observed, one may want to quantify the agreement com-

patibility of the data with the background-only hypothesis (H0).
H0 is called the null hypothesis and is the one we want to validate. This is done by rejecting the

alternateH1 hypothesis.

2.2.2 Test statistics for LHC

Several test statistics can be envisaged, depending on the treatment of the nuisance parameters. The
LHC choice is to use a proVle likelihood ratio, deVned in Equation 2.11. µ̂ and θ̂ designate the values
of the parameter of interest µ and of the nuisance parameters θ giving the global maximum of the

likelihood L. ˆ̂θ is the value of the nuisance parameters that maximize the likelihood for a given value

of µ. Since L(µ, ˆ̂θ) < L(µ̂, θ̂), the test statistic of Equation 2.11 is expected to be always positive.

qµ = −2 ln

(

L(µ, ˆ̂θ)
L(µ̂, θ̂)

)

= −2 lnλ(µ) (2.11)

The value of a test statistic qµ can be estimated for the observed data. The next question is whether
this value is consistent with the µ hypothesis. To quantify this agreement, the distributions of qµ for
theH0 and H1 hypotheses are needed.

Note that, this test statistics can be adapted to other parameter of interest than µ.

2.2.3 Distribution from Monte Carlo (toys)

A pseudo-experiment consists in generating a dataset according to expected model, whose nuisance
parameters are Vtted to the observed data. The parameter of interest µ is Vxed to the desired value µ′ to
get the distribution of qµ under the hypothesis µ′ that is denoted f(qµ|µ′). This takes into account the
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statistical Wuctuation of the data, since the number of generated events follows a Poisson distribution
with expectation is the number of observed events in the dataset.

To simulate the systematics uncertainties, the global observables, also called auxiliary measure-
ments, are used [46]. The mean of the Gaussian used to constrain the nuisance parameter are shifted
by a random value for each toy (this is called the unconditional ensemble [47]). This changes the
estimation of the systematics uncertainty.

The value of the test statistics is then computed for each toy and its distribution can be deduced.
This method is very time- and CPU-consuming, especially when the number of event becomes large. In
this asymptotic limit, the distribution of the test statistic can be approximated by an analytic function.

2.2.4 Asymptotics formulae for discovery

In the case of discovery, one tries to reject the hypothesis according to which the excess could be done
to a background Wuctuation. One then tests the background-only hypothesis. To avoid counting the
downwards Wuctuations as deviations from the expectations, the test statistics is set to 0 if the Vtted
signal is negative:

q0 =

{

−2 lnλ(0) if µ̂ ≥ 0
0 îf µ̂ < 0

(2.12)

The p-value deVned in Equation 2.13 is the probability that the number of observed events in the
background-only hypothesis is at least equal to the observed excess in data. If this probability is low,
the data looks compatible with the presence of a signal. The p-value is translated into a signiVcance Z ,
corresponding to the distance to the mean of a Gaussian of width 1, such that the integral of the tail is
equal to the p-value (Fig. 2.4). Discovery is claimed when the signiVcance reaches 5σ, i.e. a p-value of
the order of 10−7. For large S+B, the signiVcance can be further approximated by S/

√
B.

p0 =

∫ ∞

q0,obs

f(q0|µ′ = 0) (2.13)
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Figure 2.4: Relation between p-value and signiVcance Z .

In the case of large statistics, it was shown [48] that the test statistics distribution can be approxi-
mated with an analytical form:

f(q0|µ′ = 0) =
1

2
δ(q0) +

1

2
√
2πq0

e−q0/2 (2.14)

It follows that the signiVcance is simply: Z =
√
q0.
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Same formula can be derived for the more general case f(qµ|µ′) (see Ref. [48] for details and
demonstrations or [49]). A comparison of the qµ distributions for two hypotheses is displayed in
Figure 2.5 for NS = 100 and Nobs = 10, 000.
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q
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Figure 2.5: Comparison of the test statistics distribution for two hypothesis, between toys and asymptotic for the

model and dataset depicted in Figure 2.3. Green distributions correspond to f(q1|µ′ = 0) and red distributions

represent f(q1|µ′ = 1). The dashed green area quantiVes the agreement between the data (solid black line) and the

hypothesis µ = 0, the red area to the hypothesis µ = 1.

2.2.5 Asimov dataset

The expected values for the parameters are estimated from the so-called Asimov dataset [48]. It is
a single representative dataset in which all the statistical Wuctuations are suppressed (Fig. 2.6). The
number of events in each bin, ni, is taken to be the expected ones, with a signal strength µA. The
values of the nuisance parameters are the ones Vtted on the real data in the hypothesis µA. The same
statistical procedure can then be repeated for this dataset, using the test statistics of Equation 2.11.
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Figure 2.6: Asimov dataset corresponding to the model of Figure 2.3 with µA = 1.
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Categories

It can be shown that dividing the inclusive dataset into categories with diUerent S/B enhances the
analysis sensitivity to the signal since the total signiVcance in the case of categories1 Z = Z1 ⊕ Z2 is
larger than the signiVcance of the inclusive dataset. Similarly to the binned case, the likelihood of a
categorized dataset is the product of the likelihood is each of the categories, whether they use a binned
or unbinned likelihood model.

2.3 Best Vt value and proVling

2.3.1 General case

The best Vt values µ̂ are obtained by minimizing the likelihood. An iterative way of Vnding them is
to scan the allowed range for the parameter of interest, Vx it, and perform a Vt of all the remaining
parameters. The value of the likelihood one obtains is used to make proVle plots as the one illustrated
in Figure 2.7.
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Figure 2.7: µ likelihood scan (proVle).

When introducing systematics uncertainties into the model, the proVle of Figure 2.7 is broadened.

2.3.2 Fit with low number of events

In the cases where there are very few observed events, strange features may happen. Considering for
instance the (simulated) dataset from Figure 2.10, the Vtted signal is µ = −15, with negative pdf in
some mass range, which is not physical.

There are several reasons for this behaviour. The Vrst one is the µ dependence of the likelihood.
Starting from the unbinned likelihood of Equation 2.4, it can be simpliVed to (considering only the
µ-dependant contributions)

Lunbinned = e−(µS+B) (2.15)

in the case Nevt = 0. This expression is still valid to a good approximation when the observed events
are far from the signal region, where fS(xi) << 1 for each of the xi’s where the likelihood is evaluated.

The log-likelihood is then:

− ln (L) = µS +B (2.16)

1Where ⊕ designates a quadratic sum.
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This dependence is checked in Figure 2.8 where the RooFit likelihood is plotted as a function of µ.
It is superimposed with the function Y = µ× S + k where k is a constant.

The function Y tends towards −∞ when µ → −∞ such that the minimum of the function corre-
sponds to µ→ −∞.

Figure 2.8: Likelihood dependence with µ with no observed event in the signal region in the case S = 0.2.

In practice, RooFit stops the computation when the total number of events become negative:
µ × S + B = 0. Figure 2.9 illustrates this fact by showing the Vtted µ as a function of the expected
number of signal events S.

Figure 2.9: Fitted µ, µ̂, versus the expected number of signal events S when no event is observed in the signal region.

By deVnition, a pdf can not be negative. For each µ value, RooFit test the pdf positiveness, but
only at mass points given in the dataset. For datasets with no points in large mass range, the pdf
can become negative in this region without RooFit warnings. This problem is solved by adding some
events in the signal region with very small weight: they do not modify the likelihood value, but force
the program to test the positiveness of the pdf in the region where it can become negative, i.e. in the
region where the sign of µ plays a role [50]. Figure 2.10 shows the result of the introduction of ghost
events in the dataset: the Vt is stopped at the µ value where the pdf touches 0.
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(a) Without ghosts (b) With ghosts

Figure 2.10: EUect of ghost events. On the left, no ghost are included and the Vt is stopped when µ = −B
S . On the

right, ghosts are included, allowing the Vt to be stopped before the pdf becomes negative.
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Chapter

3
The Large Hadron Collider

“
When a distinguished but elderly scientist states that something

is possible, he is almost certainly right.

When he states that something is impossible,

he is very probably wrong.

” Clarke’s First Law
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The Large Hadron Collider (LHC) [51] is the latest particle accelerator located at the European
laboratory for particle physics (historically known as CERN) at Geneva, Switzerland. It was foreseen to
collide heavy ions and protons at an energy one order of magnitude higher than previous accelerators
and a rate thousand times higher. Even though it operated at about half its nominal energy in 2010-
2012 it produced an amount of data suXcient for new discoveries by the four detectors examining the
products of the collisions.

3.1 Motivations

As was discussed in Chapter 1, at the end of the 1990’s, the Standard Model of particle physics was
well established and consolidated by experimental observations. However, some troubles persist. For
instance, the non-observation of a Higgs boson was really puzzling since, without this scalar boson, the
gauge bosons masses can not be explained within the Standard Model framework. Huge eUorts were
then made to observe a particle compatible with the Higgs boson. Together with other constraints
coming from the SUSY side for example, this leads to the design of the largest accelerator up to date.

The LHC can collide protons at a centre of mass energy
√
s = 14 TeV in its nominal conVguration.

It also has the ability to accelerate heavy ions, mainly lead, for studying the Vrst seconds of the universe
with quark-gluon plasmas. The work performed during this thesis is dedicated to the proton-proton

collisions studies and the following will only refer to this operating mode.

The beam characteristics driven both by those physical goals and technical constraints are outlined

in the next section.
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3.2 The machine

3.2.1 Beam and collision characteristics

The restricted constraints from theory or previous experiments motivate physicists to search for new
phenomena in a large energy range. The choice for a hadron collider is then natural. Indeed, hadrons
are composite particles made of partons, each parton carrying a random fraction of the total hadron
energy. The reactions initiated by partons can then cover a large energy range. On top of that, for
a given accelerator radius, protons can be accelerated at higher energies than electrons because they
loose less energy through synchroton radiations, whose probability is proportional tom−4

particle.
The choice of a proton-proton instead of proton-antiprotons like at Tevatron is driven by the low

production probability, i.e. small cross section, of the sought processes. A large number of collisions
will then be necessary to observe and study them with enough statistics. Such a high collision rate
can not be achieved with anti-protons because they are diXcult to produce and they can’t be stored
for large amounts of time in quantities suXcient to create beams. For this reason, LHC choice is to use
protons. However, this required some technological developments as it is not possible for two beams
with same charge to move in opposite direction in the same magnetic Veld. LHC magnets have been
designed especially to create a Veld with opposite sign for each beam (see sec. 3.2.2).

For cost reasons, it was decided to build the LHC in the same circular tunnel occupied by the
LEP with a circumference of 26.7 km, at 50 to 150 m underground. Coils are used to bend particle
trajectories with a radius related to the magnetic Veld strength and the particle energy:

Bρ ∝ p

q
(3.1)

where q is the particle charge, p its momentum and ρ the radius of its curved trajectory in the magnetic
Veld B.

This governs the maximal energy a particle can reach in a ring of about 27 km circumference.
For a maximal magnetic Veld of the order of 8 T provided by superconducting magnets (limited by
the technology available at the time of the LHC design) and protons with charge q = e, the maximal
momentum is of the order of 10 TeV. This coarse approximation has to be completed and one has to
take into account the energy losses due to the proton radiations. The Vnal expected energy for each
proton is 7 TeV at nominal design performances.

Protons are grouped into bunches of 1011 to maximize the interaction probability at each bunch
crossing. Before each of the four interaction points, the bunches are squeezed, which increase the
number of collision per bunch crossing and so the event rate. An event is associated to two colliding
bunches, identiVed with a Bunch Crossing IdentiVer (BCID).

The main characteristics of the LHC beams are gathered in Table 3.1 for the nominal design per-
formances.

3.2.2 Technical details

The LHC is the larger proton collider in operation as of today provoking collisions at four interaction
points. The product of these collisions are detected by the four main experiments on the ring: ALICE
is mainly devoted to the heavy ions collisions analysis, concentrating on the quark-gluon plasma ob-
servation to understand the Vrst instants of the universe. LHCb is designed for b physics and the CP
violation study. CMS and, Vnally, ATLAS, are general purpose experiments, designed for Higgs and
SUSY observation.

LEP previous accelerator was dismantled but other previous CERN accelerators are still used to

prepare the beams before injection in the LHC (see Fig. 3.1). Protons in the LHC ring are organized in

bunches of 1011 protons, bunches are themselves grouped in several bunch trains.

The protons source, an hydrogen gas bottle, is located in front of the linear accelerator LINAC2,

bringing the protons from 0 to 50 MeV after the unique hydrogen electron have been unbounded
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Nominal 2010 2011 2012

Circumference 26.7 km
Injection energy per proton 450 GeV√
s [TeV] 14 7 8

Luminosity peak (cm−2s−1) 1034 2.1032 3.5.1033 7.51033

Bunch per beam k 2808 368 1380
Protons per bunch N (×1011) 1.15 1.2 1.45 1.7
∆t (ns) 25 150 50
Bunch length (along z) [mm] 56 48
Transverse dimension at the interaction point 25 to 12 µm

Table 3.1: Main characteristics of the LHC for nominal design. Values reached during LHC Run I are also presented.√
s is the centre of mass energy and ∆t is the interval between two bunch crossings. Luminosity deVnition is

presented in Section 3.2.3.

Figure 3.1: CERN accelerator complex [52].

from the nucleus. The 80 m long LINAC2 also creates the bunch structure of the beams. Protons are
then injected into the 1.57 m circular Proton Synchroton Booster (PSB). When protons are extracted
from the PSB, they have a 1.4 GeV energy. The 628 m ring Proton Synchroton (PS) continues the
acceleration process in such a way that the particle enter the Super Proton Synchroton with a 26 GeV
energy. The SPS, an underground 6.9 km ring, carries on the last pre-LHC threshold by increasing the
protons energy up to 450 GeV, after what proton bunches can be injected into the LHC ring, at two
injection points (one for each beam), both close to the ATLAS experiment. Around twenty minutes
are then necessary to bring the protons to their maximal energy of a few TeV before initiating the
collisions.
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Beam paths inside the LHC is imposed by a large magnet system: dipoles bend the particle trajec-
tories, while quadrupoles focus the beams. Sextupoles are also necessary to correct for chromaticity
eUects caused by the energy spread of the particles inside a single beam. All particles are not bent
exactly with the same radius by quadrupole, that can cause instabilities after a large number of turns.

The two beams have to be deWected by opposite magnetic Velds. This is achieved with dipoles
as illustrated in Figure 3.2(a). The resulting magnetic Veld is also shown in Figure 3.2(b), where the
two beam pipes clearly appear, together with the magnetic Veld sign. For 7 TeV protons, the required
magnetic Veld is 8.3 T, which is achievable only by superconducting magnets operating at a 1.9 K
temperature.

(a) (b)

Figure 3.2: LHC dipoles (a) and the resulting magnetic Veld (b) [53].

Special areas require their own magnet system. In the region close to the interaction point, beams
are further squeezed in order to increase the eUective crossing area and thus the interaction probability.
Finally, other magnets are used in the dump region in order to safely extract the beams from the ring.

3.2.3 Luminosity

The instantaneous luminosity is the characteristic parameter of an accelerator. It is directly related to
the collision rate through the formula:

dN

dt
= L× σ × ǫ (3.2)

where σ is the cross-section of a given process initial → final state, ǫ is the detector eXciency and
acceptance. L traditional unit is cm−2s−1.

The luminosity can also be computed from variables depending only on the beam properties:

L =
kN2f

4πσ∗xσ
∗
y

F (3.3)

where:

f is the particle frequency in the ring, close to 11 246 MHz.

N corresponds to the number of protons per bunch ≈ 1011

k stands for the number of bunches per beam (design value is 2808).

σ∗ is the beam size in the transverse plane measured at the collision point: σ∗x = σ∗y ∼ 15 µm.
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F is the geometric luminosity reduction factor due to the crossing angle between the beams at the
interaction point (nominally 285 µrad).

A good knowledge of the expected beam properties give access to a good expectation value for the
luminosity. The luminosity can then be used in two ways from formula 3.2: either predict the number
of expected background or signal events from a prior cross section value, or measure a cross section
from a number of observed events in data.

To reduce the uncertainty on the luminosity and hence on the measured cross sections, its value is
monitored regularly during the data-taking period. A method, the Van Der Meer scans, is a technique
consisting in measuring the beam transverse dimensions to access the luminosity via formula 3.3.

Figure 3.3 shows the globally increasing peak luminosity as a function of the day in 2010, 2011 and
2012.

Figure 3.3: Peak luminosity as a function of time during LHC Run I (2010 to 2012) [54].

Usually, physics analyses use the integrated luminosity,
∫

Ldt, expressed in fb−1, where
1 b = 10−24cm2.

3.3 Expectations for physics

The cross sections of most common processes expected in the Standard Model hypothesis are shown
in Figure 3.4 for both pp and pp̄ collisions as a function of

√
s. Tevatron 1 TeV energy together with the

expected and eUective LHC operating energy are highlighted with vertical lines. The cut-oU at 4 TeV
corresponds to the switch from pp to pp̄ initial states.

Colliding hadrons have advantages in terms of energy range able to be probed, but makes precision
measurement diXcult for several reasons:

• The total energy involved in a collision is not measurable, which makes impossible the applica-
tion of a total energy conservation law to retrieve missing information. However, experimental
techniques, using the transverse energy only, exist and will be detailed in Chapter 4.

• They also suUer from theoretical defects, due to the imperfect knowledge of the hadron struc-
ture, described by parton density functions (PDF) (see Chap. 8). This leads to large theoretical
uncertainties. However, a lot of theoretical progresses have been recently performed in order to
reduce these uncertainties.

• Also due to the hadron substructure, several interactions can occur with a single proton collision:
the hard scattering (HS), process involving the highest energy, can be accompanied by other soft
interactions between the remaining partons. This phenomenon is called Underlying Event (UE)
and is sketched in Figure 3.5.
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Figure 3.4: Expected cross section of sought signals and main backgrounds as a function of the centre of mass energy

for pp and pp̄ collisions. Computations are performed up to NLO or NNLO with the corresponding MSTW2008 parton

distribution set [55].

• As Figure 3.4 shows, the processes of interest such as the Higgs boson production have con-
siderably lower cross section than the pp scattering or the jet production. This require a high
luminosity to observe such rare processes.

• The drawback of such a high luminosity is the high number of collisions that can occur in the
same bunch crossing, called pile-up and increasing the number of particles detected in each
event. The mean number of interaction per bunch crossing is about 20 in 2012 and corresponds
to in-time pile-up (interaction between particles in the same bunch crossing than the interesting
hard interaction) ant out-of-time pile-up (interactions during previous bunch crossing).
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Figure 3.5: Illustration of a proton-proton collision with a Hard Scattering and one Underlying Event reaction

between remaining partons.

This complicated environment and busy Vnal states bring strict requirements on the detector de-
sign and performances.

3.4 Run I

The LHC Vrst started on September 10th 2008. Unfortunately, after a few days of operation, on Septem-
ber 19th, a serious incident caused large damages to the infrastructure that required more than one year
to be Vxed.

The restart happened in 2010 at a centre of mass energy of 7 TeV. A luminosity of 40 pb−1 was col-
lected. The year 2011 continued this campaign at the same centre of mass energy, increasing gradually
the instantaneous luminosity. At the end of the year, a record of 5 fb−1 had been delivered to the high
luminosity experiments.

In 2012, the centre of mass energy was increased to 8 TeV. During the data-taking period from
March 2012 to January 2013, the integrated collected luminosity amounts to around 20 fb−1.

Since the beginning of 2013, the LHC operations are paused for a long shut-down (LS1). This gives
time to upgrade the machine in order to get it closer to its nominal energy of 14 TeV (probably 13 TeV).
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Chapter

4
The ATLAS experiment

“
The only way of discovering the limits of the possible is to ven-

ture a little way past them into the impossible.

”Clarke’s Second Law
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The ATLAS detector is one of the four main detectors scrutinizing the LHC collisions. Its design
was driven by the will to Vnd the mechanism responsible for the electroweak symmetry breaking,
the most famous candidate being the Brout-Englert-Higgs mechanism. Other processes were also
considered such as the direct search for supersymmetry.

4.1 Physical goals and required performances

ATLAS [56] is a general purpose detector that will observe a large variety of event topologies in proton-
proton and heavy ions collisions. Its design takes into account this multi purpose requirements, with
highlight on some physical objectives:
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• The Higgs sector: the Higgs boson decays to a large number of particles leading to a large
variety of Vnal states. Given the huge hadronic activity at the LHC, the most promising ones
are the H → γγ and H → ZZ∗ → 4l with small branching fraction but clear signature.
The diphoton channel study requires a very good photon identiVcation, i.e. good rejection of
particles faking photons such as π0 (decaying to two collimated photons) in jets. Other channels
such as H → bb̄ would be studied using V H associated production. A reliable b-tagging is thus
desirable, correlated to a high precision secondary vertex reconstruction.

• Supersymmetry: events involving supersymmetry would, in the most common models of SUSY,
contain a heavy weakly interacting particle that, similarly to neutrinos, would manifest itself

through missing transverse energy in the event. To achieve a good resolution on missing trans-

verse energy, good determination of the energy of all other objects including jets is needed.

• B physics: the B sector is also a centre stage to Vnd matter-antimatter asymmetries, that could

explain the apparent predominance of matter with respect to antimatter in the universe. In

terms of detector performances, studyingB mesons requires a good vertex resolution to identify

displaced vertex due to the long B lifetime.

• Other processes are also considered. For example, exotic processes such as mini black hole and

new heavy boson production that would involve particles with energies up to the TeV scale have

also driven the required performance of the detector in terms of energy range at which a high

precision energy, momentum and position reconstruction should work.

From these considerations, some constraints on the detector design and required performances can

be deduced:

• An eXcient displaced vertex Vnding, i.e. a precise track detector as close as possible to the

interaction area;

• A good calorimeter system, with high granularity, that allows for a good separation between

photons and jets, with a good energy resolution and optimal hermiticity in order not to miss any

particles that would create fake missing energy;

• An eUective muon detector with precise track measurement in a large momentum range;

• Due to the high luminosity, radiation resistant materials are essential.

These main requirements, combined with overall detector performance, lead to the Vnal design
outlined in the next section.

4.2 Physical constraints and design

4.2.1 Overview

Before describing the details of the detector, an overview of its general organization is given.

The processes described above will manifest themselves in the detector as a Wow of particles orig-

inating from the interaction point and travelling in all directions. This bunch of particles contains

only a Vnite list of stable particles in the sense that they have a lifetime long enough to be directly

seen by the detector: electron, photon, muons and jets, created from an outgoing quark or gluon

through hadronization. Their associated anti-particles interact with matter in a similar way. For this

reason, unless otherwise speciVed, the term electron will designate in this manuscript both electron

and positron; same caveat applies for muon. Other particles such as the Z or Higgs boson will decay

into a combination of this list of stable particles before they can be seen by any of the detector subsys-

tem. The task of the detector is to measure the four-momentum and identify each of the stable objects,

allowing to retrieve the original particle information.
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ATLAS layout is sketched in Figure 4.1. It has a cylindrical shape with its axis along the beam di-
rection, completed by two end-caps at each end. The collision takes place at the interaction point, near
the centre of the detector. The detector is made of several sub detectors arranged in four concentric
layers. Closest to the interaction point, the tracking detector allows the survey of the charged particles
trajectory, then the electromagnetic calorimeter measures the energy of electrons and photons. It is
directly followed by the hadronic calorimeter measuring the jet properties. Finally, a specialized muon
spectrometer occupies the outermost layer of the detector.

The tracking system, called Inner Detector, is made of several Vne segmented layers hit by the
charged particles. The connection of these hits forms the particle trajectories. The Inner Detector is
immersed in a magnetic Veld generated by a central solenoid, that bends the particles path, with a
curvature depending on their charge (sign) and momentum (radius). The track reconstruction thus
allows to measure the particles charge and momentum.

The subsystems aiming at the energy measurement are the calorimeters. They stop most of
the incoming particles that are destroyed to create a shower of secondary particles. The electro-
magnetic calorimeter surrounds the Inner Detector and stops the electrons and photons thanks to
bremsstrahlung and conversion processes taking place when an electromagnetic particle goes through
matter. The hadrons are more diXcult to stop and require an additional hadronic calorimeter after the
electromagnetic calorimeter.

Muons still escape from the calorimeters without losing all their energy, that’s why a dedicated
muon detector is needed at the outermost limit of ATLAS. Another magnetic Veld is set-up in this
area, created by toroidal magnets that gives ATLAS its name (A Toroidal LHC ApparatuS).

Figure 4.1: Schematic view of the ATLAS detector with its sub-systems highlighted [57].

Particle identiVcation is possible thanks to the combination of all sub-detector information: for
example, electrons and photons leave similar energy deposits in the electromagnetic calorimeter but
electrons have an associated track in the Inner Detector while photons do not as they do not carry
electric charge. Figure 4.2 summarizes the basic principles of particle identiVcation.

Quarks and gluons will manifest themselves as jets, bunches of collimated particles. Jets are char-
acterized by a group of non isolated particles (including charged tracks) concentrated in a narrow cone,
associated with a large fraction of its energy deposited in the hadronic calorimeter.

Finally, neutrinos are weakly interacting only particles and will not leave any hint of their passage
in the detector. The only way to access their presence is to use the momentum conservation law,
abusively called energy conservation in the following. In an hadronic collision, the total fraction of
the energy entering into the hard process is not accessible because only one parton of each proton is
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Figure 4.2: Principle of particle identiVcation by combining the information from all the sub-detectors: Inner track-

ing Detector, Electromagnetic CALorimeter, Hadronic CALorimeter and Muon Detector. Track bending is shown in

the (Rz) plane, i.e. the magnetic Veld is orthogonal to the sheet. MET stands for Missing Transverse Energy, quantity

used to infer the presence of neutrinos in the event. Only the unconverted photons are represented.

interacting, whose proper energy is not measurable. However, in Vrst approximation, the partons are
expected to travel only in the longitudinal direction, meaning that their momentum in the transverse
plane is zero. The transverse energy conservation can then be used to infer the presence of neutrinos
through the missing transverse energy, MET or EmissT .

The design of each component has to take into account the optimization of that particular sub-
system as well as the overall performances of the detector. For instance, the tracking system should
give as many points as possible on the track, without adding too much material in front of the calorime-
ters to minimize the energy losses before the calorimeters, in places where it is not measurable.

4.2.2 Coordinates

The cartesian coordinate system of ATLAS is deVned as follows:

• The x axis is in the horizontal plane, from the detector centre towards the centre of the LHC;

• The positive y axis is the vertical axis pointing upward;

• Finally, the z axis closes the right-handed frame in the beam direction. The side with z > 0 is
known as the A side, z < 0 corresponds to the C side.

Given the cylindrical symmetry of the detector, a more convenient set of coordinates is made of
z, completed by the polar angle θ measured from the beam line and the azimuthal angle φ around the
z axis illustrated in Figure 4.3.
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Figure 4.3: Illustration of the coordinate system in ATLAS. The orange star represents the centre of the detector

taken as the origin of all axis.

The more appropriate set of coordinates usually used to describe particles positions in the detector
is (η, φ, z), where η is the pseudorapidity, equivalent to the rapidity y for relativistic particles.

The rapidity corresponds to the quantity y = 1
2 ln(

E+pz
E−pz ). Its most interesting property is to be

shifted by the same amount for all particles with the same boost along the z axis. That means that the
rapidity diUerence between two particles is a Lorentz invariant under such boosts, which is convenient.

For relativistic particles for which the mass can be neglected, one has E = p, which is the case
for most of the light particles at LHC, the rapidity can be expressed as a function of the θ angle only
(Eq. 4.1).
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η deVned as η = −ln
(

tan
(

θ
2

))

is the pseudorapidity of the particle. Its ranges from −∞ to +∞
and is 0 when θ = π

2 . The limit of coverage of the ATLAS detector is |η| = 4.9 corresponding to
θ ≈ 0.85 degrees.

All components of a given observable O can be expressed as a function of η and φ only:

Ox = O cos(φ)

ch(η)

Oy = O sin(φ)

ch(η)

Oz = O tanh(η)

(4.2)

As already mentioned, the transverse plane xy is of particular interest to get the missing transverse
energy for example. For each observable O, the projection on the transverse plane is denoted with the
subscript T and can also be expressed as a function of the pseudorapidity η the object:

OT =
√

O2
x +O2

y = Osin(θ) = O
ch(η)

(4.3)

Finally, one could encounter throughout this document the notion of the ∆R distance in the η-φ
plane deVned as ∆R2 = ∆η2 +∆φ2, which is invariant under z-oriented Lorentz boost.

After these generalities, the next sections describe in detail each of the ATLAS subsystems.

4.2.3 Tracking system

Since the Inner Detector is the Vrst subsystem that particles will see, its design has to satisfy strong
constraints:
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• High luminosities expected from LHC requires:

– a Vne-segmented detector to have an acceptable occupation rate (around 1,000 particles per
bunch collision within |η| < 2.5 are expected for a typical LHC event);

– a fast detector able to follow the LHC rate of a collision each 50 or 25 ns;

– a detector able to survive in a strong radiation environment since this would be the most
exposed part of the detector. It is also the most diXcult part to change due to access issues.

• It should also be as thin a possible in terms of radiation length X0. The radiation length quanti-
Ves the distance a particle can travel inside matter before interacting and starting its shower.

Taking into account all of these constraints led to the choice of a very fast silicon detector, coupled
with a transition radiation detector.

The Inner Detector is made of three independent and complementary detectors. The pixel detector
with Vne 2-dimension granularity covering the pseudorapidity range |η| < 2.5 is located closest to
the interaction point. It is followed at larger radii by a Semi-Conductor Tracker (SCT) consisting of
precision silicon micro-strip detectors for |η| < 2.5. Farthest from the interaction point, a Transition
Radiation Tracker (TRT) covers the region |η| < 2.0.

The arrangement of the diUerent parts diUers in the barrel and in the end-cap regions. In the barrel
(Figure 4.4(a)), three concentric layers of pixels detectors are used at radii from 50.5 to 122.5 mm. The
SCT is divided into four layers up to R = 514 mm. Finally, seventy-three TRT straw planes provide
about 36 hits per track and complete the Inner Detector. In the end-caps (Figure 4.4(b)), the diUerent
layers are disks installed at Vxed z. Each end-cap is made of three pixel, nine SCT disks, completed with
one hundred and sixty straw planes. Another view of the Inner Detector is also shown in Figure 4.5.

(a) Barrel (b) end-cap

Figure 4.4: Inner detector structure. A particle track is also drawn for a 10 GeV transverse momentum at η = 0.3
in the barrel (a) and η = 1.4; 2.2 in the end-cap (b) [57].

A solenoidal 2 T Veld covers the whole Inner Detector and deWects all charged particles within its
volume in the xy plane. It is produced by a superconducting coil installed in the isolation vacuum of
the electromagnetic calorimeter.

More details about each of the detector functioning and the track reconstruction algorithm are
given in the following.

Pixel detector

The pixel detector is the innermost part of the Inner Detector. The three cylindrical layers in the
barrel are located at R = 50.5; 88.5; 122.5 mm. Similarly the three disks in the end-caps are installed
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Figure 4.5: Plan view of a quadrant of the inner detector showing each of the major detector elements with their

active dimensions and envelopes. The lower part shows a zoom of the pixel region [57].

at z = 495; 580; 650 mm. It has the highest granularity to achieve a very good spatial resolution. The
typical pixel size in R-φ × z is 50 × 400 µm2 with an intrinsic resolution of the order of 10 µm in
the R-φ direction and 115 µm in z (R) direction in the barrel (end-cap). The whole Inner Detector
contains more than 80 millions pixels.

The Vrst pixel layer located at 5 cm from the beam line is the so called b-layer. It allows a precise
determination of the track impact parameter related to a good primary and secondary vertex recon-
struction hence important for tagging long-lived b-hadrons. The b-layer is also useful to distinguish
between prompt electrons coming from the hard interaction and electrons induced by a photon con-
version in the detector material.

In term of resistance to radiations, the Vrst pixel layer is expected to survive 5 years of collisions
at luminosity 1034 cm−2s−1, the other two layers are less exposed and have an extended longevity of
10 years in the same conditions.

SCT

The SCT provides four more space points per track to increase the eXciency of the pattern recog-
nition and the precision of the pT measurement. In the barrel, the SCT layers are at Vxed radii
R = 299; 371; 443; 514 mm. In the end-caps, the nine disks layers are located at Vxed z from
z ≈ 840 mm to z ≈ 2720 mm.

With increasing radius and keeping the same η coverage, the area to be covered becomes higher
and higher. To avoid having too many readout channels in a region where the occupancy rate is
reduced, the pixels are replaced by larger strips with spatial extension 80 µm×12 cm. In the barrel, the
strips are aligned along the beam axis while in the end-caps, they are radial. The intrinsic resolution
of the order of 17 µm in the R-φ direction and 580 µm in z (R) direction in the barrel (end-cap). The
number of readout channels amounts to 6.3 millions.

Transition Radiation Tracker (TRT)

The bulk of the Inner Detector volume is Vlled by the TRT that extends from R = 554 mm to R =
1082 mm. The TRT consists of several tens of thousands of drifts tubes (also called straws) of 4 mm
diameter, Vlled with gas. In the barrel, the straws are 144 cm long arranged parallel to the z axis. In
the end-caps, straws are 39 cm long and placed radially.
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The TRT has a double role. First, an anode located at the centre of each tube provides around 36
additional measurements on each particle track thanks to the particles ionizing the gas. Secondly, the
straws are surrounded by Vbres with diUerent optical index than the air surrounding them. Particles
travelling through the Vbre will emit transition radiation (X rays), with a probability proportional to

γ = E
m . This principle is used to discriminate electrons from charged pions, that have a mass ∼ 270

times larger.

Material budget

One of the requirement for the Inner Detector is its material thickness in order that the particles do

not lose a too large fraction of their energy in that part of the detector. This is characterized by the

radiation length X0 for electrons and photons, and by the interaction length λ for hadronic particles

dominated by strong interactions that can be interpreted as the distance those particles can travel

through matter before initiating a shower decay.

The total amount of matter in the Inner Detector volume is illustrated in Figure 4.6 in term of X0

and λ.
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Figure 4.6: Material in front of the electromagnetic calorimeter in terms of radiation length as a function of the

pseudorapidity η and integrated along φ [57].

4.2.4 Calorimetry

The ATLAS calorimeters are made of twomain parts covering the region |η| < 3.2: the electromagnetic

calorimeter and the hadronic calorimeter (Fig. 4.7). The former is a LAr (Liquid Argon) sampling

calorimeter with a barrel and two end-caps. The latter is further divided into a tile calorimeter in the

barrel region and two LAr detectors in the end-cap and forward regions.

An electron or photon penetrating matter initiates an electromagnetic shower or cascade through

the bremsstrahlung (e± → e±γ) and conversion (γ → e+e−) processes creating secondary particles

with lower energies. This process stops when the energy is no longer suXcient (see Chap 5).

Similar cascades happen with hadrons that interact with matter through inelastic hadron-nuclei in-

teractions. This hadronic interaction length however is usually an order of magnitude greater than

the radiation length relevant for electrons and photons, meaning that hadrons will need more matter

to be stopped. This is the reason why the hadronic calorimeter is located after the electromagnetic

calorimeter.

The electromagnetic calorimeter covers the pseudorapidity region up to |η| = 1.475 in the barrel

and |η| = 3.2 in the end-caps. Within the region covered by the Inner Detector (|η| < 2.5), the detector
is Vne-segmented in order to meet the required performances in terms of particle identiVcation. The
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Figure 4.7: ATLAS calorimeter system including both the electromagnetic calorimeter and hadronic calorimeter.

Liquid argon calorimeters are drawn in orange [57].

hadronic calorimeter has a coarser segmentation which is suXcient given the requirements about jet
and EmissT resolution.

The pseudorapidity coverage and granularity of each calorimeter layer are summarized in Table 4.1.

Electromagnetic calorimeter

The electromagnetic calorimeter is crucial for photon reconstruction. It aims at identifying electrons
and photons, with a good rejection with respect to jets and pions, and a good energy resolution. The
barrel, consisting of two half-barrels separated by a small gap a z = 0, are contained in a single
barrel cryostat. The two end-caps are divided between two coaxial wheels each (the outer and inner
wheels) and are maintained at the correct operating temperature by two end-cap cryostats. The region
1.37 < |η| < 1.56 suUers from a large amount of dead material. This region, called crack, is ignored
by precision analyses, like the pseudorapidity range |η| > 2.5.

Both the barrel and the end-caps electromagnetic calorimeter are lead-liquid argon sampling calorime-
ters. Showers initiated in the lead produce secondary particles ionizing the liquid argon. It is seg-
mented into three longitudinal layers:

• the Vrst layer or front consists of strips with the Vner granularity in the η direction with dimen-
sions ∆η ×∆φ = 0.0031× 0.1 in the barrel. The granularity varies with η in the end-caps and
goes up to ∆η × ∆φ = 0.0062 × 0.1 for η = 2.4. This Vrst layer is used to separate a single
photon from the two collimated photons coming from a π0 decay. The size of its cells is dictated

by the average separation between these two photons (∼ 2 m(π0)
pT (π0)

) at a transverse momentum

relevant for the H → γγ analysis (pT ∼ mH

2 );

• the second layer or middle is where the larger part of the energy is deposited. It is made of cell
with size ∆η ×∆φ = 0.025× 0.025;

• Finally, the back measures the end of the shower with larger cells ∆η ×∆φ = 0.05× 0.025.

The total thickness is 24X0 or more in the barrel and from 25X0 up to 35X0 in the end-caps, ensuring
that electrons and photons are contained within the electromagnetic calorimeter.
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In front of these three layers, a thin presampler with∆η×∆φ = 0.025× 0.1 is used in the region
|η| < 1.8 to quantify the energy losses before the calorimeter.

The particularity of the ATLAS electromagnetic calorimeter is to have an accordion geometry of
interlaced absorbers and electrodes as illustrated in Figure 4.8 that ensures better azimuthal coverage
by avoiding the readout gap between the modules (following an original idea by D. Fournier [58]).

Figure 4.8: Accordion geometry on the right compared to the standard geometry on the left [59].
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Figure 4.9: Barrel segmentation in the electromagnetic calorimeter [60].

The electromagnetic calorimeter is used to identify and measure the energy of photons and elec-
trons. Its functioning is described in more details in chapter 5.

The hadronic calorimeter is an extension of the electromagnetic calorimeter aiming at containing
the shower initiated in the late electromagnetic calorimeter by hadrons, i.e. jets. It is composed of
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three sub-detectors:

Tile calorimeter

The tile hadronic calorimeter covers the pseudorapidity range |η| < 1.6: one barrel part up to |η| = 1.0
and two extended barrel. It consists of 14 mm thick iron absorbersand 3 mm plastic scintillators tiles
as the active material. It is segmented in depth in three layers, approximately 1.5, 4.1 and 1.8 λ thick
for the barrel, and 1.5, 2.6 and 3.3 λ for the extended barrel. The total depth is ∼ 7 λ which is safe to
ensure a limited hadronic leakage in the muon detectors.

LAr hadronic end-cap calorimeter

At |η| > 1.5, the end-cap radiation level would cause severe damages to plastic scintillators, which
are thus replaced by liquid argon devices. The hadronic end-caps consist of two wheels, each wheels
containing two layers. This sysbsystem is located behind the electromagnetic calorimeter end-caps
and share the same cryostat. Both wheels consist of an array of copper plates, with a thickness of
25 mm in the Vrst wheel, and 50 mm in the second one. They span the region 1.6 < |η| < 3.2.

LAr forward calorimeter

For better hermiticity of the calorimeters, the coverage is extended with a high density forward
calorimeter between |η| = 3.2 and |η| = 4.8. Its uses copper and tungsten absorbers and small gap
liquid argon active medium. The aim is to retrieve forward particles to reduce the tails in the missing
energy measurement.

Electromagnetic calorimeter

Sub-system Barrel EMEC
|η| range 0-0.8 0.8-1.4 1.4-1.8 1.8-2.0 2.0-2.2 2.2-2.4 2.4-2.5 2.5-2.8 2.8-3.2
Presampler 0.025× 0.1 -

Front 0.003× 0.1 0.004× 0.1 0.006× 0.1 (0.025− 0.1)× 0.1

Middle 0.025× 0.025 0.1× 0.1

Back 0.05× 0.025 -
Lead (mm) 1.53 1.1 1.7 2.2
LAr (mm) 2.1 2.8-0.9 3.1-1.8
#X0 26-33 21-38 31-35 31-32 32-35 35-41 28-33 33-38
#λA 1.8-2.5 2.5-3.5 1.8-3.5 1.8
# cells 109568 63744

Hadronic calorimeter

Sub-system Tile barrel Tile extended barrel HEC
|η| range 0-1.0 0.8-1.7 2.5-3.2 2.5-3.2
Layer 0 - - 0.1× 0.1 0.2× 0.2

Layer 1 0.1× 0.1 0.1× 0.1 0.1× 0.1 0.2× 0.2

Layer 2 0.1× 0.1 0.1× 0.1 0.1× 0.1 0.2× 0.2

Layer 3 0.2× 0.1 0.2× 0.1 0.1× 0.1 0.2× 0.2

#λA 7.5-8.5 5.5-13.5 10
# cells 5760 4092 5632

Table 4.1: Summary of calorimeters characteristics for each layer and pseudorapidity region. Granularity is shown

in ∆η ×∆φ space. A "-" indicates that the |η| region is not covered by the corresponding layer.

4.2.5 Muon chambers

The muon spectrometer is the outermost sub-system in ATLAS, allowing for precise muon momentum
measurement in a wide pT range (up to about 1 TeV) thanks to a toroidal magnetic Veld of about 0.5 T
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(1 T) in the barrel (end-cap). It is divided into a barrel part for pseudorapidities up to 1.4 and an
end-cap detector covering the pseudorapidity range 1.4 < |η| < 2.7.

The magnetic Veld in the barrel part up to |η| = 1.0 is created by 8 superconducting coils (Fig. 4.10(a)).
The end-cap region between |η| = 1.4 and |η| = 2.7 is covered by another coil system producing a 1 T
magnetic Veld. In the transition region, the Veld is a superposition of those two contributions.

The tracking and trigger chambers are grouped into three independent stations located at Vxed
radii in the barrel and Vxed z in the end-caps.

(a) xy plane (b) Rz plane

Figure 4.10: Muon spectrometer [61].

The precision tracking chambers consist of monitored drift tubes (MDT)and cathode strip chambers
(CSC), which can be seen in Figure 4.10(b).

For |η| < 2.7, Monitored Drift Tube (MDT) chambers are used, which are made of several layers
of 30 mm diameter tubes Vlled with gas with an anode in their centre. The position reconstruction is
based on the drift time in the tube and a 80 µm resolution can be achieved with a single tube. The
tubes are arranged in 2 × 4 monolayers of drift tubes for the inner station and 2 × 3 monolayers for
the middle and outer stations which contribute to a resolution improvement.

In the inner part of the end-caps (2.0 < |η| < 2.7), MDT are replaced by Cathode Strip Chambers
(CSC) with higher granularity due to their higher resistance to beam background, arranged in 2 × 4
layers.

RPC in the barrel and TGC in the end-cap provide information to make a trigger decision.

The expected resolution on the muon momentum measurement σ(pT )
pT

is around 3% for a pT =
100 GeV muon and increases up to 10% at 1 TeV.

4.3 Data acquisition and trigger

At nominal design luminosity, the LHC will make bunches crossing every 25 ns. With the nominal
luminosity of 1034cm−2s−1, this translates into a 1 GHz rate. This number takes into account the
multiple interactions that happen simultaneously for each bunch crossing. Based on simulations about
23 simultaneous interactions are expected. This phenomenon is called in-time pileup.

However, the recording rate is limited by technology and storage capabilities to roughly 600 Hz.
This is not a major constraint in term of physics because the dominant processes that happen at LHC
are proton-proton scattering or jet production which are not the main targets for LHC physics analysis.
A trigger system was thus developed in order for ATLAS to save Vrst the events with interesting
topologies.
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ATLAS trigger is subdivided into three stages illustrated in Figure 4.11. The main features are
described below:

• The level-1 trigger decreases the event rate to a maximum of ∼ 100 kHz, making a decision on
whether to accept or reject an event within 2.5 µs. It is based on hardware information only,
from the calorimeters and muon chambers;

• The level-2 uses information from quick event reconstruction of the regions of interest identiVed
at level-1. This step reduces the event rate by a factor of ∼ 50. An oYine reconstruction is then
performed in the regions of interest (ROI) found during level-2 phase for all accepted events;

• Finally, the last stage, also called Event Filter (abbreviated in EF), is a software-based trigger that
further reduces the rate to the required value of ∼ 200 to 600 Hz. After the event is accepted by
the EF, it is saved and ready to go to the full event reconstruction.

Figure 4.11: Trigger chain [62].

Several EF menus are optimized for diUerent analyses. They can use criteria on the objects trans-
verse momentum or reconstruction quality to make a decision.
Some of them would occupy too much bandwidth and a prescale factor is applied, meaning that only
a fraction of the events normally passing the trigger are kept.

Data outgoing the detector are classiVed into several streams: the express stream contains a selec-
tion of events that is directly sent for processing. It is used for data quality assessment, before the
whole data of a given run is processed.

63



CHAPTER 4. THE ATLAS EXPERIMENT

4.4 Detector performances during Run I

LHC provided collisions in 2010, 2011 and 2012 at diUerent centre of mass energies and diUerent lu-
minosities (see Chap. 3 for more details). The integrated luminosity recorded by ATLAS is shown in
Figure 4.12(a) as a function of time. After removing periods with bad detector performances, 4.9 fb−1

in 2011 and 20.3 fb−1 in 2012 can be used for physics analyses.

(a) Integrated luminosity (b) Mean number of interactions per bunch crossing

Figure 4.12: (a): luminosity delivered and recorded in ATLAS. (b): mean number of interaction per bunch crossing

in 2011 and 2012 data [54].

The drawback of the high luminosity is the increased simultaneous number of collisions per bunch
crossing, or pileup, as Figure 4.12(b) illustrates: the mean number of events per bunch crossing in-
creases from 9.1 in 2011 to 20.3 in 2012. This gives rise to a higher number of jets per collision and
requires that the variables used both in the reconstruction and in the analyses are pileup independent.

Despite the hard data-taking conditions, ATLAS managed to record a large fraction of the delivered
luminosity. Among the recorded events, some have to be dropped for physics analysis due a defect in
a sub-detector that may create fake EmissT for example. At the end, 95.5% of the events recorded in
2012 are used for physics analyses. The losses divided by sub-system are detailed in Figure 4.13.

Figure 4.13: Data good for physics [63].

4.5 Reconstruction and calibration of the diUerent objects

4.5.1 Simulation and reconstruction chains

An essential tool in all physics analyses is the simulation: usually, processes well described by simula-
tion are well understood. Simulation of physics processes was outlined in Chapter 1 and more details
will be given in the context of the Higgs boson in Chapter 8. But performances studies need to take
into account detector eUects and eXciency. This is performed with a precise simulation of the detector
response simulated with the GEANT4 toolkit [64].
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Figure 4.14 shows the diUerent steps followed by simulated and real data before they are ready
for analysis. For simulated data, events are Vrst generated viaMonte Carlo simulators such as POWHEG
and/or PYTHIA. The outgoing particles are then passed through a simulation of the detector response to
simulate the hits and energy deposits in the material of the detector. After this is done, the digitization
steps transforms the induced particle Wow to an electric signal, similar to the one induced by real data.
All this truth information is stored in the event and can, afterwards, be compared to the reconstructed
data to study the detector performances. After digitization of simulated data; both real and simulated
data follow exactly the same path in the particle reconstruction.

For more accurate studies, pile-up also have to be taken into account in simulations since it can
aUects particle reconstruction and identiVcation. It is added to the simulation at the digitization level
from a list of Minimum Bias events generated with PYTHIA.

  

Performance and physics analyses

Reconstruction

Digitization and pileup

Additional MC to data corrections

Detector response (GEANT4)

Event generation (PYTHIA...)

Real data Simulation

Trigger

Figure 4.14: Analysis Wow comparison between real and simulated data.

4.5.2 Tracks and vertex

Tracks are reconstructed from the combination of hits in the Inner Detector. Once tracks are known,
a vertex Vnder algorithm is run with tracks as inputs. Tracks are then associated to the primary vertex
based on their transverse (d0) and longitudinal (z0) distance of closest approach.

The reconstructed tracks are also used to identify electrons if they can be associated to an electro-
magnetic calorimeter cluster with energy consistent with the track momentum.

4.5.3 Electrons and photons

Electrons and photons are both characterized by an energetic cluster in the electromagnetic calorime-
ter. An additional track matched to the cluster is required to identify an electron. Photon identiVcation
takes into account conversions γ → e+e− happening in the matter in front of the electromagnetic
calorimeter, which represents about 40% of the photons at energy considered in theH → γγ analysis
for example.

Reconstruction

For each part of the reconstruction based on the calorimeter information, the Vrst step always consists
in Vnding clusters of energetic cells. Clusters are formed by the sliding window algorithm [65] con-
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sisting in moving a rectangular window of Vxed η-φ expansion and adjust its position to maximize the
total energy.

Inputs to the sliding window algorithm are electromagnetic towers. The diUerent steps of cluster
formation are then:

1. Creation of electromagnetic towers of size ∆η × ∆φ = 0.025 × 0.025 adding the energies of
all three layers of the electromagnetic calorimeter and the presampler informations. For cells
belonging to several towers, energy is fractioned with respect to the fraction of surface of the
cell in the tower.

2. Pre-cluster formation: sliding window of 3 × 5 towers in η-φ is used. Its position is computed
using a 3× 3 towers square to minimize the electronic noise;

3. Hypothesis on particle nature: a cluster-track matching is performed. If a track can be assigned
to the pre-cluster, i.e. it lies within ∆η × ∆φ = 0.05 × 0.10 of the cluster, it is labelled as
electron (or converted photon), otherwise, it is considered to be an unconverted photon. The
reconstruction of converted photon includes the reconstruction of the conversion vertices by
the Inner Detector which are classiVed depending on the number of electron tracks assigned
to them [66]. Single track conversions occur typically when one of the two produced electron
tracks failed to be reconstructed or when this track does not have a hit in the b-layer. Double
track conversions are well reconstructed at low values of the conversion radius, while at high
radius one has more single track conversions [67]. Due to higher pile-up in 2012, very small
modiVcations on the tracking, on the conversion vertex reconstruction and on the vertex-to-
cluster matching changed the conversion reconstruction [68].

4. Final electromagnetic cluster: the Vnal electromagnetic cluster size depends on the particle type
and on the position in the electromagnetic calorimeter (barrel or end-caps). It has been opti-
mized in order to minimize the lateral leakage of energy lost by the particle, without adding
too much electronic noise to the cluster. Electron, or similarly, converted photon, clusters are
basically larger than unconverted photons clusters in the φ direction due to the track bending in
the magnetic Veld from the Inner Detector and bremsstrahlung radiations that makes the elec-
trons clusters larger. There is no such argument in the end-caps where a Vxed window size in
used. The diUerent Vnal cluster sizes are summarized in Table 4.2 for barrel and end-caps and
the nature of the particle. The reconstruction of the conversions was slightly changed for the
analysis of 2012 data because of the harder pile-up conditions (see Section 2 of [68]).

Object Barrel End-cap

Electron 3× 7 5× 5
Converted photon 3× 7 5× 5
Unconverted photon 3× 5 5× 5

Table 4.2: Cluster sizes as a function of the object and position in the electromagnetic calorimeter. The size in given

in number of cells in the second sampling.

At this stage, the reconstruction has created two containers: the electron one and the container of
photons (converted and unconverted).

Calibration and resolution

Electron calibration is a three steps process:

1. It starts from the conversion of measured current in each cell to energy. The conversion factors
are derived from regular calibration runs taken during the LHC operations in 2011 and 2012;
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2. It is followed by a MC-based calibration where diUerent eUects are corrected.

3. Finally, an in-situ calibration is performed using to the Z → e+e− lineshape.

More about electrons calibration and extrapolation to photons will be described in the next chapter
(Chap. 5).

4.5.4 Jets

Jets are the result of quarks and gluons hadronization that creates, at detector level, a bunch of particles
inside a rough cone. The goal of all jet reconstruction algorithm is to group together the resulting
objects and build a quadrivector that should reproduce the momentum of the initial parton. In the
detector, jets create clusters in the calorimeters together will a lot of non-isolated tracks in the Inner
Detector. A robust jet Vnding algorithm is necessary to recover them in each event.

Reconstruction

Several jet algorithms exist for jet reconstruction. The most basic ones are cone algorithms that con-
sists in moving a Vxed size cone on the calorimeter surface to Vnd area with maximum energy. This
technique’s drawback is that it is not infrared safe [69, 70], meaning that if a soft gluon is emitted
between two partons, the reconstructed jet will change.

ATLAS baseline choice for analyses is to use the soft and collinear safe anti-kT algorithm [71] with
distance parameter R = 0.4 or R = 0.6.

The anti-kT algorithm starts from objects called proto-jets. It computes the distances dij between
all the objects (Eq. 4.4) and diB = 1

p2T,i

for all proto-jets.

dij =
1

max
(

p2T,i; p
2
T,j

)

∆R2
ij

R2
(4.4)

The minimum of all dij and diB is selected. If diB is selected, a new jet is created from the proto-jet
i and i is removed from the proto-jets list. In the other case, the two objects with the lower dij are
grouped together and their quadrivectors combined to form a new proto-jet. This step is repeated as
long as proto-jets remain.

The inputs to the anti-kT algorithm can be:

• At truth level, stable hadron after hadronization.

• At reconstruction level, two kinds of objects built from the calorimeters energy deposits:

– Towers: built in the same way than the sliding window for electrons;

– Topoclusters [65]: they are formed with a 4-2-0 scheme: it starts from a seed having an
energy greater than 4σ where σ denotes the mean electronic and pile-up noise in the elec-
tromagnetic calorimeter. Then, adjacent cells with E > 2σ are added. Finally, all other
neighbouring cells with E > 0 are considered without signal to noise ratio constraints.
Topoclusters formed with this algorithm can have large spatial extansion and include sev-
eral local maxima. A splitting algorithm is then used to create one cluster per local energy
maximum.

In the following analyses, only jets reconstructed from topoclusters are used, hence called topo-
jets.
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Jet quality

Fake jets can be created by electronic noises in the calorimeters or by non collision background. Jets
should then pass some quality criteria to reduce this contamination.

Pileup also creates jets that are not of particular interest for most of the analyses in ATLAS. Pileup
can also aUect the jet energy reconstruction since some particles from a pileup jet can end in the
same cluster than the hard-scattered jet. The quantity used in that case to reject pileup jets is the Jet
Vertex Fraction (JVF) deVned as the fraction of the jet momentum coming from tracks associated to
the primary vertex of the hard scattering in the event (Hard Primary Vertex in the next formula) [72]:

JV F =

∑

trk∈jet,HPV
ptrkT

∑

trk∈jet
ptrkT

(4.5)

(a) JVF distribution (b) Average number of reconstructed jets

Figure 4.15: Jet Vertex Fraction performance: (a) JVF distribution for data and Monte Carlo. JVF is set to −1 when

no track is associated to the jet. JV F = 0 corresponds to jets with no track associated to the selected primary vertex

in the event. (b) illustrates the impact of a |JV F | cut at 0.75 on the reconstructed number of jets with respect to the

number of primary vertices, representative of the pileup [73].

Requiring a |JV F | greater than typically 0.5 (for 2011 data) allows to limit the contamination from
pile-up jets (Fig. 4.15).

Calibration and resolution

Jet energy scale, or hadronic scale, is accessible with diXculty. Indeed, a signiVcant fraction of a jet
energy is deposited as visible electromagnetic energy coming from electron, photon and π0/η decays
inside the jet. The remaining energy comes from charged secondary particles (π±, ρ,...) that deposit
ionization and excitation energy (∼ 25%) and also from some energy induced by nuclear interactions,
nuclear recoil, neutron capture... (∼ 25%), which is not measurable by the calorimeters. The conse-
quence is that a 10 GeV charged pion entering the calorimeter will leave less measurable energy than
an electron or a photon with the same energy. The electromagnetic scale, deVned to recover the true
electron energy, is then not suXcient to reproduce the jets energy and corrections have to be applied.

The topoclusters calibration can follow two diUerent paths [74, 75]:

• Electromagnetic (EM): topoclusters are calibrated at the electromagnetic scale;

• Local ClusterWeighting (LCW): it relies on the local pre-calibration of the initial topoclusters de-
pending on their nature "electromagnetic", "hadronic" or "mixte" determined from the fraction of
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energy in the electromagnetic calorimeter and in the hadronic calorimeter. This pre-calibration
is derived from MC.

After this pre-calibration of topoclusters, corrections are applied to take into account the detector
non-uniformity and pileup eUect to lead to the Vnal jet energy scale (JES). Finally, in situ calibration is
applied using Z + jet and γ + jet events, as well as multijet events.

Flavor tagging

IdentiVcation of b jets is important for many B physics analyses but also for all analyses involving top
quarks since the top decays leptonically to a bottom quark and aW boson t→Wb. B mesons have a
relatively long lifetime of 1.5 ps which allow them to travel a relatively long distance before decaying:
3 mm in the transverse plane at 50 GeV. This distance is long enough to form a secondary vertex, that
can be disentangled from the primary vertex of the collision by the detector.

Several algorithms have been developed in ATLAS trying to identify b’s using their speciVc prop-
erties: either they use the tracks impact parameters (d0 and z0 that tends to be larger for particles
originating from a B decay, or they explicitly reconstruct the secondary displaced vertex. A last cate-
gory of tagger takes advantage of theB direct decay to lepton (∼ 20% of the cases) and look for lepton
inside jets.
Best performances are achieved with an algorithm combining the information form impact parameter
and secondary vertex taggers in a neural network labelled as MV1 (MultiVariate) (Fig. 4.16).

Figure 4.16: Light jet rejection as a function of the b identiVcation eXciency for several b-tagger algorithm for tt̄
simulated events [76].

Finally, the MV1c tagger uses samples of c-quarks for the MVA training, resulting in a better dis-
crimination between c and b. Typical working points correspond to a b-jet eXciency between 60 and
80%.
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4.5.5 Muons

Reconstruction

Several reconstruction algorithms have been developed along the years. The simpler one consists in
Vnding coherent track segments in the three layers of the muon spectrometer, then extrapolating this
track down to the centre of the detector. Those muons are called standalone muons, taking into account
the energy losses in the calorimeters. This technique has the advantage of higher pseudorapidity
coverage compared to the Inner Detector (it goes up to |η| = 2.7 instead of 2.5). However, it suUers
from some holes in the MS around |η| = 0.0 where the sensitive part is reduced to let enough place
for cables, and in the transition region between barrel and end-cap around |η| = 1.2 where a muon
candidate goes through only one chamber. Moreover, since there is no Inner Detector information,
we cannot have access to impact parameter and it cannot discriminate a muon from direct production
from a muon coming from a decay in a jet for example.

Combined muons are formed by the combination of an ID and a MS track reconstructed indepen-
dently. Most of the muons used in the analyses are combined muons.

Two other methods exists, mainly to increase the reconstruction eXciency in the MS holes. The
segment-tagged muons are reconstructed from a track in the ID, if this track can be associated to at
least one segment in the muon spectrometer. Finally, the calorimeter-tagged muons come from an ID
track associated to energy deposits in the calorimeter corresponding to minimum ionizing particles
recover the acceptance in the η = 0 region (see Fig. 4.17).

Figure 4.17: Muon reconstruction eXciency in 2012 data [77].

The eXciency is estimated by studying Z → µ+µ− process for muon with pT > 20 GeV, below
this value the process J/Ψ → µ+µ− is used.

Further quality criteria can be required on the muon track parameters (e.g. number of hits in the
pixels, impact parameter) to deVne several muon qualities: looses, medium and tight from lower to
higher reconstruction eXciency.

Calibration and resolution

Muon momentum reconstruction uses the track bending in the magnetic Veld provided by the Inner
Detector solenoid and the toroid.

This prior measurement is then corrected using in situ Z → µ+µ− events (with tag-and-probe
technique for eXciency measurement).
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4.5.6 Missing transverse energy Emiss
T

Missing transverse energy is deVned in such a way that the total energy, reconstructed or not, in the
transverse plane is null:

~EmissT = −
∑

~EvisibleT (4.6)

We also deVne the projection of the ~EmissT on the x and y directions, labelled Emissx,y .
The total missing transverse energy is computed from the reconstructed objects in the event prop-

erly calibrated and selected in the following order:

Emissx,y = Emiss,ex,y + Emiss,γx,y + Emiss,τx,y + Emiss,jetsx,y + Emiss,SoftTermx,y + Emiss,µx,y (4.7)

τ jets are calibrated with the LCWmethod, with a correction to the Tau Energy Scale. Jets are topo-jets
reconstructed with the anti-kT algorithm with distance parameter R = 0.4, satisfying quality criteria
especially in terms of |JV F |. They are calibrated with the LCW+JES scheme. Soft term designate the
topoclusters and tracks that can not be associated to an energetic object in the Vnal reconstruction.

The EmissT resolution is sensitive to pileup, increasing with the total energy deposited in the
calorimeters, mainly through the soft term and the jet contributions. Some methods were thus de-
rived to limit this pileup dependence, such as the Soft Term Vertex Fraction (STVF) [78]. In the STVF
method, the soft term is scaled by the fraction of tracks entering the soft term computation that are
associated to the the primary vertex of the event.

Figure 4.18 shows the EmissT distribution for W → eν events containing genuine EmissT . Fig-
ure 4.18(a) also shows the resolution improvement when applying a pileup suppression method.

(a) Monte Carlo (b) Evolution with
∑

ET

Figure 4.18: Emiss
T resolution estimated in Monte Carlo (a) and evolution as a function of

∑

ET in data and

Monte Carlo (b) [78].

4.6 Upgrade

Several improvements of the LHC are planned to increase the energy and/or the luminosity delivered
to ATLAS and CMS [79]:

• The Long Shutdown 1 (LS1) in 2013 and 2014 is devoted to the main repairs in order to reach or
approach the nominal energy of

√
s ≈ 14 TeV. ATLAS should collect ∼ 100 fb−1 of data before

LS2.

• In 2018-2019 another long shut-down (LS2) is planned to install the LINAC4 in the injection
chain, with the intention of achieving a luminosity of 2 to 3.1034 cm−2s−1 with a number of
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interaction per bunch crossing from 55 to about 80. The total recorded luminosity recorded by
each LHC experiment should be close to 300 fb−1.

• The last functioning phase (HL-LHC) is expected with very high luminosity (5 to 7.1034 cm−2s−1

corresponding to µ ≈ 150). The total delivered luminosity is expected to be of the order of
3000 fb−1 in 2035-2040.

ATLAS will also beneVt from these long shut-downs to adjust its subsystems to the higher expected
luminosities. In the meantime, maintenance of existing detectors will be performed.

During LS1, an upgrade of the Inner Detector is performed, adding a new layer of pixel sensors
closer to the beam pipe, the Insertable B-Layer (IBL, at R = 33.4 mm) [80]. This new layer will
improve the tracking and vertexing performances because it is closer to the interaction point and will
in principle add a new point per track closer to the vertex. The B-tagging will particularly beneVt
from this upgrade.

The main challenge coming from the increasing luminosity arises from the trigger, that has to
provide a fast decision with high eXciency for interesting physics channels and high background
rejection. Several actions will be taken to guarantee high performances of this part of the detector.

Conclusion

The 7000 tons of the ATLAS detector are installed in its Vnal cavern since 2008. During LHC Run I, all
its sub-systems have performed well in hard data taking conditions, with a very small data loss rate.
Reconstruction performances in terms of particles identiVcation and momentum or energy resolution
have met the required performances for eXcient physics analyses. The electromagnetic calorimeter is
of primary importance for theH → γγ channel and will be described with more details in next chapter.
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Chapter

5
Electromagnetic calorimeter:

from raw data to physics

“
Any suXciently advanced technology is indistinguishable

from magic.

” Clarke’s Third Law
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5.1 Principles of energy measurement with calorimeters

The electromagnetic calorimeter aims at measuring the energy of electromagnetic particles (electrons
and photons). The detection of the latter, when they are not converted in an e+e− pair, rely only on
this detector as they are not seen by the Inner Detector. The principles of calorimetry rely on particle
interactions with matter. From this understanding, the structure and size of the calorimeter that best
suit the experimental conditions can be decided.



CHAPTER 5. ELECTROMAGNETIC CALORIMETER

5.1.1 Electromagnetic shower

Electrons and photons interact with matter in diUerent ways depending on their energy. As shown in
Figure 5.1, for energies larger than about 10 MeV, the dominant process responsible for energy losses
in lead is pair creation for photons and bremsstrahlung for electrons. Diagrams for both these pro-
cesses are illustrated in Figure 5.2. Below that energy threshold, the main mechanisms are ionization
for electrons and Compton or photo-electric eUect for photons, consisting in transferring part of the
particle energy to an atomic electron.
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Figure 5.1: Energy losses in matter (lead) as a function of the particle energy. For photons, the dominant processes

are photoelectric eUect (σp.e.) at low energy and pair production (κ) at energies higher than a few MeV (see [1] for

more explanations about the notations).

Figure 5.2: Processes responsible for a shower development in an electromagnetic calorimeter. Presence of matter,

denoted as N in this picture, is mandatory to ensure energy conservation.

In a calorimeter, the incident particle is showered to lower energy particles and the resulting sec-
ondary particles are measured. Processes involved depends on the material properties and on the
particle’s nature and characteristics.

An electron or photon entering the calorimeter matter will radiate or convert through the process
γ → ee or e → eγ. If the secondary particles are energetic enough, the same reactions will occur
and so on. This creates a cascade of particles, with lower and lower energy. The process stops when
the secondary particles reach a critical energy, whose value depends on the material nature, where
the dominant processes are no more bremsstrahlung and pair creation (see Fig. 5.3), but, for electrons,
energy loss by ionization.

The energy lost by an electron in matter decreases exponentially with the distance x and its re-

74



5.1. PRINCIPLES OF ENERGY MEASUREMENT

Figure 5.3: Illustration of an electromagnetic shower development in the ATLAS electromagnetic calorimeter with

accordion geometry. The incident particle is coming from the left of the Vgure [81].

maining energy can be written E(x) = E0e
− x

X0 . X0 is the radiation length and can be interpreted as
the average distance over which an electron can travel before its energy is reduced to 1

e ≈ 37% of its
original energy E0. Similar relations exists for photons and it can be shown that their mean free path
in matter is a simple function of the radiation length: < l >= 9

7X0.
Another important parameter to understand electromagnetic shower is the critical energy correspond-
ing to the threshold energy below which the ionization is larger than the Bremsstrahlung for electrons
and where the shower development is stopped due to the lack of energy of the secondary particles. It
is deVned, following [82], as the energy where the losses per radiation length is equal to the electron
energy.

To a good approximation, the critical energy and the radiation length are expressed in Equa-
tions 5.1 and 5.2 as a function of the atomic number Z and mass A of the material [83]. The denser
the material, the lower is the distance a particle can travel without loosing energy, characterized by
X0
ρ where ρ is the material density. The critical energy depends on the number of electrons in the
atomic cloud that are likely to be snatched from the atom by ionization: the higher is Z , the lower is
the critical energy.

The lateral size of the shower, due for example to electrons multiple scatterings, is described by the
Molière radiusRM (Eq. 5.3). On average, a cylinder of radius 1RM contains around 90% of the shower
energy, and 99% of the energy is contained in 3.5RM .

Critical energy: ǫ[MeV ] ≈ a

Z + b
(5.1)

where a and b have diUerent values depending on the matter state: for solids, a = 610 MeV and
b = 1.4, while for gases a = 710MeV and b = 0.92.

Radiation length: X0[g.cm
−2] ≈ 716.4 A[g.mol−1]

Z(Z + 1)ln
(

287√
Z

) (5.2)

Molière radius: RM [cm] ≈ 21.2
X0[cm]

ǫ[MeV ]
(5.3)

(5.4)

Some numerical values for these parameters are given in Table 5.1 for the liquid argon and lead.
In the simple model where an electron radiates or a photon convert each X0, the secondary parti-

cles have energy E(n) ≈ E0
2n where n = x

X0
characterizes the distance inside the material. The shower

will therefore stop at a depth x, reached when E(n) = ǫ, i.e. when:

xmax =
ln
(

E0
ǫ

)

ln(2)
X0 (5.5)
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Material Liquid Argon Lead

Atomic number Z 18 82
Atomic mass number A 39.948 207.2
Density ρ [g.cm−3] 1.40 11.4
Radiation Length X0 [g.cm−2] 19.55 6.37
Radiation Length X0 [cm] 14.00 0.56
Critical energy ǫ [MeV] 32.84 7.43
Molière radius [cm] 9.04 1.60

Table 5.1: Electromagnetic shower parameters numerical values in Liquid Argon and lead from [1].

In practice, more realistic models are established thanks to Monte Carlo simulations.

Since energy and rate of particles are parameters given by the LHC accelerator, one can simulate the
optimal parameters (calorimeter depth inX0 and cells size) for the ATLAS electromagnetic calorimeter.

The energy loss (dEdx ) by the last low-energy electrons and positrons of the shower creates the signal
(ionisation or scintillation) that can be measured. At this point, two choices can be made: either the
whole calorimeter is made of an unique material, that acts both as active and passive material, which is
the case for homogeneous calorimeters; or the detector is a sampling calorimeter with a passive dense
material (the absorber) where the shower develops, and an active medium where the dE

dx energy loss
give rise to the measurable signal.

5.1.2 Application to the ATLAS calorimeter geometry

The ATLAS electromagnetic calorimeter is a sampling calorimeter in which the signal is produced
by ionization of the liquid argon. It is made of a succession of lead absorber and liquid argon gaps
with a readout electrode at its centre. It hence has to be operated at the liquid argon temperature,
which requires a surrounding cryostat.The choice of liquid argon is dictated by its high resistance to
radiations. Density is also the reason for using liquid state material instead of gas. The achieved
radiation length and Molière radius are respectively X0 ≈ 3.0 cm and RM ≈ 7.3 cm at η = 0.

The absorbers and electrodes are shaped in an accordion geometry, that provides natural uniform
coverage in the φ direction. Cells are projective with respect to the centre of the detector with a
shape ensuring that particles go through the same amount of matter in each part of the detector
(Fig. 5.4 and 5.5).

The total longitudinal expansion lies between 25X0 and about 42X0 (Fig. 5.5), corresponding to the
full containment of electromagnetic particles up to a few TeV. The Vrst layer of cells in the calorimeter
is very Vnely segmented in η allowing to disentangle a single photon from the two collimated photons
arising from a neutral pion decay. The second layer is where most of the energy is deposited with
around 15X0 depth; the lateral size of the cells is dictated by the Molière radius of the shower in
the electromagnetic calorimeter. Finally, the back layer collects the end of the showers, with coarser
granularity.
More about cells characteristics can be found in the previous chapter (Section 4.2.4).
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Figure 5.4: Electrode geometry. Top: in the barrel. Bottom: for the two end-cap wheels [57].
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Figure 5.5: Calorimeter depth in X0 unit. The matter before the electromagnetic calorimeter and the detail of the

three LAr layers are shown in the barrel and in the end-caps [57].

5.1.3 Electronics and energy reconstruction

Some details about the electrodes are shown in Figure 5.6. A particle going through liquid argon
produces the emission of ionization electrons. Thanks to the high voltage applied to the readout
electrode, the ionization electrons drift toward it and create a measurable current. The signal shape is
triangular as illustrated in Figure 5.7.

The current raises very fast and its amplitude is proportional to the initial particle energy (A ∼
3µA/GeV). The decrease is slower creating a triangular pulse shape. The duration of the triangular
decrease is due to the drift time of ionization electrons towards the electrode.

The signal from the electrode is sent to the electronic readout sketched on Figure 5.8. It is separated
into a Front-End system mounted directly on the cryostat, and a Back-End system set-up in an oU-
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Figure 5.6: Accordion structure of the barrel. The top Vgure is a view of a small sector of the barrel calorimeter in a

plane transverse to the LHC beams. The bottom is a zoom on the electrode structure showing the liquid argon, lead

absorber and copper electrode [84].

Figure 5.7: Triangular signal shape going out of the electrode and pulse bipolar shape after the FEB [57].

detector underground location. The Front-End Boards (FEBs) role is to shape, amplify and digitize
the raw signal coming from the electrodes. It also contains trigger modules that contribute to the L1
trigger decision. The back-end system is based on the Digital Signal Processor (DSP) electronics that
perform the optimal Vltering calculation to reconstruct the cell energy.

In the Front-End Board (FEB) electronics, the signal is shaped to end-up with a bipolar pulse il-
lustrated in Figure 5.7. This particular bipolar shape allows the signal to have a null integral, even in
case of pileup, so no noise suppression has to be performed. The time constant is chosen in order to
minimize the noise+pileup contribution for the nominal LHC luminosities.

The ampliVcation uses three diUerent gains to ensure a good precision on a wide energy range:
low, medium and high corresponding to ampliVcation factors of about 0.8, 8.4 and 82 respectively. The
energy threshold between those gains are roughly 40 (high to medium) and 400 (medium to low) GeV
in the second layer of the calorimeter.

The amplitude is then measured each 25 ns and sent to the DSP.
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Figure 5.8: The LAr calorimeter readout electronics. The diUerent locations are shown; the electrode in the cryostat,

the front-end crate on the detector and the read-out crate in the cavern [57].

Each cell energy is Vrst reconstructed by the online DSP system using the formula 5.6, whose coef-
Vcients are estimated from test beam measurements, Monte Carlo simulation and calibration runs. The
calibration runs are taken regularly during the data-taking periods and consist in injecting a known
signal into the full electronics chain and compare its reconstructed energy to the injected one.

Ecell = FµA→MeV × Mcal

Mphys
×R×

∑

i

ai(ADCi − P ) (5.6)

where:

F is the current to energy conversion factor evaluated from test beam;

Mcal

Mphys
corrects for bias due to the diUerent shapes between calibration and physics signals.

R is the electronic gain (ADC → µA).
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ai are the optimal Vltering coeXcients (OFC) used to estimate the pulse amplitude [85]. They are
estimated together with R during the calibration runs. The OFCs are computed in order to
reduce the noise (electronics and pile-up) contribution. Due to diUerent pile-up conditions, these
coeXcients are diUerent between 2011 and 2012 data.

P is the pedestal corresponding to the ADC response with zero current.

i is the index of the sample (usually 5 samples measured each 25 ns).

The DSP also computes, for each cell, a quality factor Q [86] quantifying the agreement between
the expected shape of the physical signal and the observed one: the higherQ, the lower the cell quality.

5.1.4 Energy resolution

The energy resolution in a sampling calorimeter is approximated by the quadratic sum of three com-
ponents as in Equation 5.7 (where the energy E is in GeV).

σE
E

=
a√
E

⊕ b

E
⊕ c (5.7)

a is the stochastic term arising from the Wuctuations due to the physical shower development in the
calorimeter. The energy is proportional to the number of Vnal particles in the shower N , hence
the resolution goes like

√
N ∼

√
E. a is of the order of 10% in ATLAS.

b accounts for the degradation of low energy resolution due to electronic noise, including both the
readout chain noise and the pileup. It characterized the fact that a high signal is easier to measure
over the noise than a small amplitude signal, hence proportional to 1

E . It is expected to be
∼ 0.3 GeV.

c is the constant term gathering all the remaining uncertainties, coming, for example, from non-
uniformity of the calorimeter or calibration stability. This term is the dominant one at high
energy. The design is chosen to achieve a 0.7% constant term.

A better understanding of the detector allow to reduce the constant term and improve the energy
resolution (see Section 5.3).

5.2 Data quality

Before being used for physics, data undergo a full set of tests to remove bad quality data, i.e. events
for which at least one part of the detector was identiVed as behaving badly. For the electromagnetic
calorimeter, the readout electronics suUers from several sources of noise, that need to be identiVed and
controlled not to bias the physics analyses with fake signals. This section describes the main noise
sources and the techniques developed during the last years to discard the aUected events with the
smaller possible luminosity losses. A full review can be found in [87] (see also [88]).

5.2.1 Prerequisites

Online data quality

Data in ATLAS are segmented in runs with a unique number. The basic units are not the events
themselves but small constant time blocks of approximately constant integrated luminosities, the lumi-
blocks (typically 60 s).

After data quality assessment from all ATLAS subsystems, a Good Run List (GRL) is provided to
analysers containing the list of lumi-blocks where no critical defects were observed and can thus be
used to produce physics results.
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Data are Vrst monitored online, from a fraction of events quickly processed, to ensure no data
loss along the whole processing chain and stop the data-taking if a severe unrecoverable problem is
detected (for example, if more than ∼ four FEBs lose connection with the data acquisition system).
The spotted online defects are stored in a databased used for the Vnal decision on whether or not to
use the aUected data.

Streams

The ATLAS trigger is divided into three stages, whose combination gives a trigger chain. Several
chains are associated to form a trigger menu, and data associated to a given menu are called stream.
Two categories of streams are deVned, depending whether they are triggered on full or empty bunches.
Indeed, the bunch structure of the LHC beams is such that some bunches do not contain protons.
During a typical LHC run in 2012, beams are organized in a complicated and not constant structure
but consisting in general of 35 Vlled bunches followed by 8 empty bunches.

The more important streams for data quality assessment in the LAr calorimeters are the following:

• The usual streams used for physics are triggered on Vlled bunches where real collisions happen,
they are representative of the full dataset:

– Express: the express stream is representative of the total dataset but contains only ∼ 3%
of the events;

– LArCells: this stream is designed to increase the statistics that can be processed in a short
amount of time by reducing the number of LAr cells, recording, for instance, only cells
inside a region of interest. But it gives reliable information about most of the possible
noises.

• To identify electronic noise, some events are triggered on the intentionally empty bunches,
where no collision happen and any detected signal is the result of noise.

– CosmicCalo is the main stream triggered on empty bunches.

– LArCellsEmpty follows the same principle than the LArCells stream except that it is trig-
gered on empty bunches.

Calibration loop

The data processing is made in two stages. During the Vrst one (Express processing), a small fraction of
the events is processed in order to identify the possible problems. The LADIeS1 shift task is dedicated to
the observation of this Vrst processing in order to identify the bad quality data and take the appropriate
action. This should be done within the 48 hours of the end of the run, during which the new calibration
constants are computed. This period is hence called calibration loop. After this delay, the full (Bulk)
processing of the run is launched, meaning that all possible defects should have been identiVed and
corrected. After the full processing is Vnished, shifters have another chance to spot the remaining
issues in the physics streams, that will be masked during the next full processing of the data.

5.2.2 IdentiVcation of defects

Several noises are known and can be identiVed in the data as described below. Some of them lead to
defects that can be corrected at the reconstruction stage and the aUected data is kept and labelled as
recoverable. For the other intolerable defects, the aUected lumi-blocks have to be dropped from the
data to be used for physics analyses, unless more reVned techniques exist to lower the data losses.

1LAr Data Inspection and Sign-oU
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High voltage trip

It happens that the High Voltage (HV) supplied to a set of readout electrodes suddenly goes down.
This is detected quickly during the data-taking and an auto-recovery procedure is launched online.
This is most often suXcient to recover the high voltage to its nominal value. Otherwise, an expert
intervention is needed to further investigate the problem. In principle, all lumi-blocks where the
high voltage is not at its nominal value should be dropped from the GRL. In practice, corrections can
be applied at the reconstruction stage to take into account the non-nominal high voltage during the
ramp-up. This relies on the checks that the distributions of variables sensitive to LAr problems such
as the EmissT are not distorted for events in the ramp up lumi-blocks [87]. Thanks to this procedure,
only the lumi-blocks corresponding to the ramp down are lost for physics (Fig. 5.9), corresponding to
0.46% of 2012 data.

V

t
Bad

Recover
Good

Good

Figure 5.9: HV trip illustration. The lumi-blocks aUected by the trip are bad for physics. The lumi-blocks during an

HV raise are recoverable oYine and are hence kept.

The source of HV trips is not yet understood. An empirical rule tends to show that they are
not luminosity-dependent; their number increases only when the LHC operational conditions are not
stable, similarly to a training procedure. This is encouraging for the next LHC runs where increased
luminosities are expected.

5.2.2.1 Burst of coherent noise

Sometimes, for unknown reasons, large areas of the detector are aUected by a burst of coherent noise,
characterized by many cells giving large signals with distorted pulse shapes (bad quality factor) during
a short period of time (Fig. 5.10).

Figure 5.10: Illustration of a noise burst in the LAr calorimeter. Some cells have abnormal measured energy

(∼ 105 MeV) creating a hot spot in orange on this plot [87].

Identifying the aUected events is important in order not to mix them up with physics signals. An
interesting variable to classify the noisy area is given by the fraction of cells with a signal greater than
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three times the electronic noise, estimated from calibration runs, Y3σ . The distribution of this variable
for the electromagnetic end-caps measured in LHC empty bunches is shown in Figure 5.11 for 1.7 fb−1

of data. In case of Gaussian noise only, one would expect this variable to peak at around 0.13%2, while
large tails are observed.

Figure 5.11: Y3σ in the end-caps [87].

To reduce the impact of this noise, a two step procedure has been developed. First, a selection is
performed based on the quality factor Q: if there are more than Vve FEBs containing more than 30
channels with Q > 4000, the event is marked with a Standard Wag and vetoed. Tails of the Y3σ are
very much reduced with this procedure.

The remaining events could be discarded with a lumi-block masking procedure, which is the strat-
egy applied in 2010 and early 2011 data. However, a more reVned study of the burst structure allows to
reduce the luminosity losses to a smaller time window. Indeed, the coherent noise burst duration was
found to be shorter than a lumi-block duration of 60 s. The time window procedure is based on the
identiVcation of the most noisy event with the Standard Wag. Events in a time window of±δt ≈ 50ms
from it are vetoed (exact value depending on the year). The Vnal distribution of Y3σ is shown in green
on the Figure 5.11 where one can see the largely reduced tails. The bursts not Wagged with this method
are still discarded by masking the full aUected lumi-blocks. The total amount of luminosity lost due
to noise burst is about 0.2%, most of it correctly identiVed with the Standard Wag + time window
procedure.

Noise bursts number increases with luminosity, which may be problematic for the next LHC run.
However, with the time window technique, the δt can be tuned to limit the impact of the burst on the
data and limit the luminosity losses.

5.2.2.2 Sporadic noise

Some cells produce noise in a random way during a run and outside any burst of coherent noise, that
creates hot spots (i.e. clusters with very high occupancy rate during a run). To avoid the reconstruction
of fake particles, the guilty cells are masked, but to prevent calorimeter hole, the masking is done only
for events in which the cell has a Q > 4000, except if it is very noisy and is masked for the whole run.
For some very rare cases where a cell is identiVed as sporadically noisy during several consecutive
runs, it can be masked permanently for the next runs.

Lots of eUorts have been put in the automation of this task and shifters are helped by several tools,
most of them being centralized in the Web Display Extractor (WDE)3. Based on the LArCellEmpty

2p-value corresponding to a signiVcance of 3σ.
3https://atlas-larmon.cern.ch/WebDisplayExtractor/
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stream, a Wag is proposed to classify the cell as sporadicBurstNoise (masked when Q > 4000) or
highNoiseHG (i.e. permanently masked, representing 0.06% of the total number of channels).

5.2.3 Beam background

Another source of observed noise in the calorimeters is not attributable to electronics but to beam-
beam or beam-gas interactions inside the LHC beam pipes. Indeed, the beams can have large spreads
due to non-homogeneous momentum of their constituting protons, creating a halo around the beam
core. A cleaning system is part of the LHC structure, including collimators and absorbers to cut the
unwanted halo. Nonetheless, some remnants produced by this beam halo can hit the ATLAS calorime-
ter, especially in the area close to the beam pipe were no protection is installed to leave enough room
for the beams to circulate. These interactions can produce high energetic particles travelling in the
direction parallel to the z direction, and leaving a large fraction of energy in the calorimeter.

On one hand, one does not want to mask the aUected lumi-block or cells because this is a physical
eUect. On the other hand, this noise can hide some other pathologies such as hot spots. A strategy
to mask this background for the data quality assessment is then developed [89]. More techniques are
considered at the analysis stage to reject jets produced by beam background but they are not discussed
here.

The CSC muon detector fully cover the LAr calorimeters in terms of pseudorapidity and is then us-
able to tag the beam background events. Beam background produced muons have diUerent properties
from collision muons. They are produced in a direction parallel to the beam pipe, characterized in Fig-
ure 5.12(a) by the quantity |θpos−θdir|where θpos is measured with respect to the centre of the detector
and θdir is given by the trajectory direction. For collision data, this quantity should be 0, which is not
the case for non collision data where θdir ∼ 0. Another characteristics of beam background produced
muons is their measured early time with respect to the collision one if interaction takes place in the
Vrst CSC crossed by the beam before the collision (Fig. 5.12(b)). Based on these observations, several
techniques are derived to identify the beam-induced background with the CSC.

(a) Angle (b) Time

Figure 5.12: Discriminant variables used in the CSC veto technique [89]

The beam background phenomenon appeared again in Summer 2012. The reason for its sudden
re-apparition is not fully understood yet. The only change in the LHC conditions that took place ap-
proximately at the same moment is a magnet polarity Wip in the ALICE experiment.
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5.3 OYine calibration

The cell-level calibration described in Section 5.1.3 can be improved taking into consideration some
known eUects such as the energy losses outside the clusters. The standard historical calibration pro-
cedure is outlined below and is fully described in [90].

1. The full procedure starts with the energy reconstructed at cell level from Equation 5.6;

2. The particle identiVcation algorithm is then run on these clusters as described in Section 4.5.3;

3. Then, an Monte Carlo-based calibration is performed to take into account out-of-cluster energy
losses, depending on the particle nature (electron or (un)converted photon).

4. Finally, an in-situ correction is applied to data in order that the response from data and simulation
to a given energy particle are the same. The correction on each electron energy is computed such
that the Z peaks between data and Monte Carlo are aligned. The correction factor α is chosen
as η dependant to take into account residual non-uniformities of the detector.

Since the Vnal Run I analysis, this calibration uses a reVned technique described in [91]. The
Monte Carlo-based calibration has moved to an MultiVariate Approach (MVA) [92], whose improve-
ments with respect to the standard calibration is visible in Figure 5.13.
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Figure 5.13: New MVA calibration compared to the cut-based approach [91].

After this Monte Carlo-based calibration, speciVc corrections for known identiVed eUects are ap-
plied:

• In data, corrections are applied to correct for stability eUect such non nominal high voltage
settings;

• A speciVc procedure is deployed to calibrate separately the pre-sampler and the ratio E1
E2

of the

energies measured in the Vrst two samples of the accordion. The E1
E2

ratio is tuned thanks to
muon response study in the calorimeter.

• A new dead material map (similar to Figure 4.6) is estimated from data and propagated to the
GEANT4 detector simulation in the Monte Carlo samples.

Residual corrections from in-situ measurements are still needed. They are derived using mainly
Z → e+e− events but also J/Ψ → e+e− andW → eν samples.
They correct especially for long range non uniformities in the calorimeter response.Thanks to the
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precise knowledge of the Z boson mass from LEP, electron pairs from Z decays can be used in order
to inter-calibrate diUerent regions (in pseudo-rapidity) of the detector. The data electron energy in the
region i is modiVed in the following way:

Emeasured = (1 + αi)E
true

and the coeXcients αi are computed from a Vt to the reconstructed Z boson mass, following the same
method as the previous calibration [90]. They are illustrated in Figure 5.16(a). An estimation of the Vnal
constant term c is also performed quantifying the resolution σdata = σMC ⊕ (c× E). The constant
term are shown in Figure 5.16(b).

Finally, Figure 5.15 shows the Vnal data to Monte Carlo Z lineshape comparison after this full
procedure.
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Figure 5.14: Final data to Monte Carlo corrections for 2012 data [91].
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Figure 5.15: Comparison between Monte Carlo and data after oYine calibration for 2012 data [91].

Figure 5.16 shows the same results than Figure 5.14 for 2011 data. One can see that the values are
very similar, in particular in the barrel calorimeter. The relative energy response as a function of the
number of collision per bunch crossings µ and as a function of time are presented in Figures 5.17 and
show a stability at the level of 0.05%.

86



5.3. OFFLINE CALIBRATION

α

-0.04

-0.02

0

0.02

0.04

Z resonance (total uncertainty)

-1 = 4.7 fbtdL∫=7 TeV, sATLAS Internal

η-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

)
-3

 (
10

αδ

0
0.5

1
1.5

2
2.5

3
3.5

4
Total
Stat.

(a) α correction

c

0
0.005

0.01
0.015

0.02
0.025
0.03

0.035
0.04

0.045
0.05

Z resonance (total uncertainty)

-1 = 4.7 fbtdL∫=7 TeV,sATLAS Internal

η-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

)
-3

c 
(1

0
δ

0
2
4
6
8

10
12 Total

Stat.

(b) c correction

Figure 5.16: Final data to Monte Carlo corrections for 2011 data [91].
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Figure 5.17: Energy response as a function of µ and time, normalised to its average quantity for 2012 data [91].

Figure 5.18 represents ∆α i.e. the α computed from J/Ψ → e+e− and ET -dependent Z →
e+e− events, after the calibration procedure for 2012 data. They show a good agreement within the
calibration uncertainties. Figure 5.19 shows similar plots for 2011 data, whose behaviour is similar to
the 2012 data.

Figures 5.20 and 5.21 shows the ∆α obtained after photon calibration from Z → ℓℓγ events for
2012 and 2011 data. The agreement is good within the error bars.

DiUerences exist between 2011 and 2012 calibrations but they are minor: a change in the optimal
Vltering due to diUerent pile-up conditions, a tiny pedestal shift, present in both years but slightly dif-
ferent between the two years [93, 94] and small diUerences in the photon and electron reconstructions.
More informations about the 2011/2012 diUerences can be found in [95, 96].
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Figure 5.18: Energy scale factors ∆α for electrons. They represent the data/Monte Carlo diUerence after 2012

calibration [91].

88



5.3. OFFLINE CALIBRATION

 [GeV]TE

10 20 30 40 50 60 70 80 90 100

α
∆

-0.03

-0.02

-0.01

0

0.01

0.02

0.03
 ee→ ψJ/

 ee→Z 

Calibration uncertainty

|<0.6ηElectrons, |

ATLAS Internal -1= 4.7 fbtdL∫=7 TeV, s

 [GeV]TE

10 20 30 40 50 60 70 80 90 100
α

∆
-0.03

-0.02

-0.01

0

0.01

0.02

0.03
 ee→ ψJ/

 ee→Z 

Calibration uncertainty

|<1ηElectrons, 0.6<|

ATLAS Internal -1= 4.7 fbtdL∫=7 TeV, s

 [GeV]TE

10 20 30 40 50 60 70 80 90 100

α
∆

-0.03

-0.02

-0.01

0

0.01

0.02

0.03
 ee→ ψJ/

 ee→Z 

Calibration uncertainty

|<1.37ηElectrons, 1<|

ATLAS Internal -1= 4.7 fbtdL∫=7 TeV, s

 [GeV]TE

10 20 30 40 50 60 70 80 90 100

α
∆

-0.025

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

0.025
 ee→ ψJ/

 ee→Z 

Calibration uncertainty

|<1.55ηElectrons, 1.37<|

ATLAS Internal -1= 4.7 fbtdL∫=7 TeV, s

 [GeV]TE

10 20 30 40 50 60 70 80 90 100

α
∆

-0.03

-0.02

-0.01

0

0.01

0.02

0.03
 ee→ ψJ/

 ee→Z 

Calibration uncertainty

|<1.82ηElectrons, 1.55<|

ATLAS Internal -1= 4.7 fbtdL∫=7 TeV, s

 [GeV]TE

10 20 30 40 50 60 70 80 90 100

α
∆

-0.03

-0.02

-0.01

0

0.01

0.02

0.03
 ee→ ψJ/

 ee→Z 

Calibration uncertainty

|<2.47ηElectrons, 1.82<|

ATLAS Internal -1= 4.7 fbtdL∫=7 TeV, s

Figure 5.19: Energy scale factors ∆α for electrons. They represent the data/Monte Carlo diUerence after 2011

calibration [91].
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Figure 5.20: Photon scale factors in 2012 as a function of |η| (left) and ET (right), for unconverted, one-track

converted and two-track converted photons [91].
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Figure 5.21: Photon scale factors in 2011 as a function of |η| (left) and ET (right), for unconverted, one-track

converted and two-track converted photons [91].
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5.4 The pointing method

Finding the photon’s primary vertex is important in the context on the H → γγ analysis since it is
important for the mass resolution4. Indeed, the Higgs mass can be reconstructed from the photons
transverse energy ET i and their polar angle θi (or pseudo-rapidity ηi) and azimuthal angle φi:

Mγ1γ2 =
√

2ET1ET2[ch(η1 − η2)− cos(φ1 − φ2)]

The contribution to the resolution from the energy measurement is dominant, but the η resolution is
not negligible. The precise knowledge of the pseudorapidity requires the measurement of the z of the
primary vertex, i.e. the position of the Higgs decay on the z axis.

As a Vrst approximation, one can consider that the interaction takes place at the centre of the
detector (0, 0, 0) with an uncertainty corresponding to the RMS of the interaction area: 56 mm in 2011
data and 48 mm in 2012. However, this is a crude approximation, which would degrade the H → γγ
mass resolution by a factor 1.4. The design of the electromagnetic calorimeter allows to get more
precise determination of the z of the primary vertex.

The pointing [97] takes advantage of the longitudinal segmentation of the electromagnetic calorime-
ter to get the photon direction. The energy weighted barycentres of the photon shower in the Vrst and
second layer of the electromagnetic calorimeter are used to extrapolate its trajectory back to the inter-
action area (Fig.5.22).
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Figure 5.22: Illustration of the pointing technique in the barrel (left) and in the end-caps (right)

(adapted from [98]).

For converted photons, it was shown [98] that a better precision can be achieved if the information
from the tracker is also used. In this case, a derived pointing method is applied using the barycentre
of the conversion electron in the electromagnetic calorimeter Vrst layer and the conversion point from
the tracker.

In practice, the extrapolation is not performed to the z axis, with coordinates (x = 0, y = 0), but
on the parallel axis of coordinates (x = xBS , y = yBS), which corresponds to the mean position of
the interaction point in the transverse plane (Beam Spot).

From the z of each photon, the common vertex is determined with a weighted average of the

4As we shall see later, the determination of the primary vertex is important also for the track isolation.
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individual z:

zcommon =

z1
σ2
1
+ z2

σ2
2
+ zBS

σ2
BS

1
σ2
1
+ 1

σ2
2
+ 1

σ2
BS

where zi and σi are the z coordinate and uncertainty of photon i. σBS value is 56 (or 48) mm and zBS
is close to 0. This formula gives a more important weight to the more precise measurement, precision
that depends on the conversion status of the photon and its pseudorapidity (photons in the barrel have
a better primary vertex resolution).

Thanks to the pointing technique, ATLAS can achieve a z resolution smaller than 20 mm, good
enough not to degrade signiVcantly the ≈ 4 GeV diphoton invariant mass FWHM.

Figure 5.23: Higgs mass resolution in the diphoton channel when the selected primary vertex is the highest
∑

p2T
one or the vertex is selected with pointing. This last method considerably improved the resolution [99]. The likelihood

method will be presented in Chapter 6.

5.5 Oscillations

This study (described in the internal note [100]) was performed with a selection of single photon
events in the Vrst fb−1 of 2011 data. Monte Carlo samples used areH → γγ samples5 for photons and
Z → e+e− samples for electrons. The calibration used at that time is described in [90].

Strange oscillations were identiVed for variables reconstructed from pointing, when compared to
the Inner Detector information.

After deVning the variables used in the analysis, oscillations will be shown before the diUerent
checks that were performed in order to determine the origin of the phenomenon. Finally, strategies to
correct this eUect are presented and the impact on the H → γγ analysis is quantiVed.

5.5.1 Observable of interest

The selected photon should be tight (see § 6.2.2) with transverse momentum pT > 20 GeV and outside
the crack region 1.37 < |ηs2| < 1.52.

Objects of interest are unconverted photons or photons converted in the TRT for which the track
do not provide information about the primary vertex. They are then reconstructed by the pointing
technique from the electromagnetic calorimeter Vrst and second layers. The precision of the pointing
is quantiVed by comparing the z determined from this method to the z of the primary vertex that is
reconstructed from Inner Detector information only. To reduce the bias due to wrong primary vertex

5To increase the statistics in Monte Carlo, all Higgs masses were considered
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identiVcation, only events with a single primary vertex are used, which is made possible since this
study uses only the Vrst 2011 data with low pileup.

∆z = zpointing − zPV (5.8)

DeVnition of the ∆z variable that will be the benchmark used in the following is shown in Equa-
tion 5.8. Figure 5.24 shows its distribution in data for diUerent areas of the detector.
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Figure 5.24: ∆z = zpointing − zID distribution in the diUerent parts of the detector for data [100].

A (η > 0) and C (η > 0) sides of the electromagnetic calorimeter are symmetric. However, the
∆z = zpointing − zPV distribution in the end-caps is much wider than in the barrel. This is expected
because the incident angle of the particles on the end-caps is smaller and their position have to be
projected on the horizontal axis. Moreover, the lever-arm is worse in the end-caps which are at a
larger distance from the vertex.

The strange observation happens when looking at the pseudorapidity dependence of∆z, which is
equivalent to scanning the electromagnetic calorimeter cells.

5.5.2 Presentation of the oscillations

We are interested in the proVle of ∆z as a function of η, i.e. the mean value of the distribution per η
bin. Figures 5.25 and 5.26 show these proVles for data and simulation respectively, in the barrel and
in the end-caps as a function of the pseudorapidity given by the cells in the second layers. For the
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proVles, the single vertex requirement is removed because it was shown not to change the oscillation
pattern and it allows to get more statistics.
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Figure 5.25: ∆z = zpointing − zID proVle as a function of the second layer pseudorapidity for data. A point

corresponds to half a cell in the second layer ∆η = 0.025/2 [100].

Oscillations are clearly visible in all the detector regions with diUerent periods and amplitude. In
the following, an interpretation attempt is presented for these diUerent schemes, Vrst concentrating
on the end-caps where the eUect is larger.
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Figure 5.26: ∆z = zpointing − zID proVle as a function of the second layer pseudorapidity for Monte Carlo. A

point corresponds to half a cell in the second layer ∆η = 0.025/2 [100].

5.5.3 Oscillations in the end-caps

5.5.3.1 η shift

Oscillations in the end-caps have the particularity to have a 4-cell periodicity (in the second layer of
the electromagnetic calorimeter) and are not reproduced by Monte Carlo simulations.

In order to better interpret the Vgures in terms of cells in the second layer, the pseudorapidity
should take into account the few centimetres shift of the end-caps with respect to their initial design
position. The consequence is the non-projectivity of the end-caps cells and a shift in the pseudorapidi-
ties measured with respect to the detector centre and the pseudorapidity dictated by the cells limits.
Figure 5.27 illustrates this shift.

The variable η′S2 can be expressed as in Equation 5.9:

η′S2 = ηS2 −
shift

Z0
tanh(ηS2) (5.9)

where the shift is taken to be 48.9 mm for A side and 55.1 mm for the C side. Z0 is the expected
position of the end-caps and ηS2 is the pseudorapidity measured with respect to the centre of the
detector.

Figure 5.28 is a comparison between the proVles with respect to the ηS2 computed with the detector
centre as origin (identical to Figures 5.25(c) and 5.25(d)), and the corrected η′S2 computed with respect
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Figure 5.27: Schematic view of the expected and eUective end-cap positions in the (R, z) plane. The eUect on the

ηS2 is also shown together with the η′S2 ≡ ηcorr deVnition [100].

to a shifted centre. The oscillation pattern is also shifted and now better reproduces the geometry
of the second layer cells: for example, the Vrst two cells of the A end-cap side now have a negative
Wuctuations, the next two cells oscillate in the positive direction and so on.
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Figure 5.28: Comparison of the ∆z proVles obtained with respect to the pseudorapidity reconstructed form the

centre of the detector ηS2 and the corrected pseudorapidity taking into account the end-caps shift η′S2. One point

corresponds to half a cell in the second layer ∆η = 0.025/2 [100].

5.5.3.2 Attempt of interpretation

To try and explain this phenomena, a four-cell periodicity is looked for in the calorimeter, either in the
electrode geometry or in the readout electronics.

The end-caps geometry, sketched in Figure 5.4, does not exhibit a particular η pattern. However,
the readout electronics have an interesting particularity: four cells of the middle and two cells from
the back are connected to the same electronic board. Consequently, the electric connection linking the
two cells from the second layer in the middle of this block to the board are shorter than for the two
cells at the extremities (Fig. 5.29).

If this eUect would have such a big impact on the position determination, it should have mea-
surable consequences on the energy measurement. To test this hypothesis, the idea is to look at the
Z boson mass, when the Z decays to electron-positron and one of the decay products is in the end-
cap. Figure 5.30 shows the proVles of mZ with respect to η for the two end-cap sides. They do not
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B1 B2

M1 M2 M3 M4

Figure 5.29: Electronics layout in the end-cap: two back and four middle cells are connected to the same electronics

card. Electric connections are longer for M1 and M4 middle cells than for M2 and M3. Scheme is not to scale. [100].

present distinctive pattern, while one would expect the observed oscillations to induce a 5% mass
variations [101].
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Figure 5.30: ProVles of the Z mass when the Z decays to an electron pair as a function of the leading pT electron

pseudorapidity. One point corresponds to half a cell in the second layer ∆η = 0.025/2. The blue points are from
Monte Carlo while green markers represent data [100, 102].

This indicates that the connection length is not responsible for the oscillation eUect through the
cell energy measurement.

Even though no convincing interpretation is found at this stage, a correction is derived in order
to cancel these oscillations and their impact on the Higgs mass resolution in the diphoton channel is
quantiVed.

5.5.3.3 Corrections

Two methods are tested to correct the oscillations. The Vrst one relies on the ∆η = 0.1 periodicity of
the phenomenon, with an amplitude of the order of 50 mm. A second method consists in applying a
bin-by-bin correction based on a Vne proVle.

Coarse correction

The observed oscillations have a Vxed periodicity of 4 cells and an amplitude of the order of 50mm.
Following this observation, a correction with a simple crenel function is derived. Figure 5.31 shows the

98



5.5. OSCILLATIONS

proVle before the correction, the applied crenel correction and the resulting proVle after correction.
The amplitude of the deformation is already greatly reduced and the pattern is more similar to the
simulation.
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Figure 5.31: EUect of the coarse correction on the η′S2 proVles for data. One point corresponds to half a cell in the

second layer ∆η = 0.025/2 [100].

The improvement on the ∆z width is visible in Figure 5.32 and is of the order of 8%.
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Figure 5.32: Improvement on the ∆z distribution from the crenel correction for data [100].

Unconverted photons in the end-caps represent a small fraction of the photons coming from a
Higgs decay. The impact of this correction on the Higgs mass resolution is thus expected to be small.
To estimate it, only Monte Carlo samples can be considered. Since they do not show any oscillation
nominally, the correction is applied to these samples in order to create the oscillations and reproduce
the data. The eUect of the correction on the simulation is shown in Figure 5.33: a four-cell oscillation
appears. Applying the correction on the simulation, one then expects a degradation of the resolution
since oscillations are magniVed.

The mass resolution in this distorted sample is damaged by ∼ 0.5%. This is the order of the
expected improvement of themH resolution in data when the oscillations are corrected.
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Figure 5.33: Creation of oscillations with four-cell periodicity in the Monte Carlo by applying the crenel function

shown in blue in Figure 5.32 [100].

Bin-by-bin correction

A more accurate correction can be achieved by correcting the proVles on a bin-by-bin basis, each η
bin being assigned a shift to apply to the∆z. More precisely, for each photon η, the shift to be applied
to its reconstructed z comes from a linear interpolation between the∆z means in the two closest bins.

ProVles from which the correction is computed are created from the whole statistics available at
that time, representing 5 fb−1, with a Vne binning. To further increase the statistics, the proVles
are derived from a sample of electrons where the calorimeter pointing is computed in the same way
than for unconverted photons. The eUect of this correction for electrons is shown in Figure 5.34 that
compared the pseudorapidities reconstructed from the pointing or from the electron track.
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Figure 5.34: EUect of the bin-by-bin correction on ∆η = ηpointing − ηtrack distribution for electrons in data and

Monte Carlo [100].

This correction is then applied to the photons of the previous 1 fb−1 dataset (Fig. 5.35). Remaining
Wuctuations are due to the limited statistics in the test sample.

Despite these Wuctuations, an improvement in the ∆z resolution for photons is observed: a 13%
gain is achieved with respect to the uncorrected data (Fig. 5.36).
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Figure 5.35: EUect of the bin-by-bin correction on the photons proVles with respect to ηS2 in data [100].

 [mm]ID-zpointingz
-200 -150 -100 -50 0 50 100 150 200

E
nt

rie
s 

/ 8
.0

0 
[m

m
]

0

500

1000

1500

2000

2500

3000

3500

4000
Data 0.333 [mm]± = 84.94 dataσ

 0.306 [mm]± = 78.50 data corrσ
 0.294 [mm]± = 74.53 data new corrσ

(a) End-cap C

 [mm]ID-zpointingz
-200 -150 -100 -50 0 50 100 150 200

E
ve

nt
s 

/ 1
6.

0 
[m

m
]

0

500

1000

1500

2000

2500

3000

3500

4000
Data 0.339 [mm]± = 85.99 dataσ

 0.311 [mm]± = 79.63 data corrσ
 0.301 [mm]± = 76.26 data new corrσ

(b) End-cap A

Figure 5.36: Improvement of the ∆z resolution due to the bin-by-bin correction in data. The new correction (blue)

is compared to the previous one (red) and to the uncorrected data (black) [100].

5.5.3.4 Comparison to Monte Carlo

The ∆z distribution for the Monte Carlo is presented in Figure 5.26. Several diUerences are observed
between data (Fig. 5.25) and Monte Carlo:

• The ∆z distribution in data is wider than in the simulation, even after correction. Two possible
reasons can explain this:

1. Monte Carlo samples used are H → γγ samples where the expected photon transverse
momentum is large, while the selected single photons in data have pT > 20 GeV . The pT
distribution in both cases are then diUerent.

2. In data, even after selection, a large part of jet contamination remains, for which the point-
ing is not so eXcient.

• The mean value of the oscillations in the end-caps is not constant at 0 but is shifted by a few mm
in the Monte Carlo.
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Figure 5.37: Comparison of ∆z distributions for data and Monte Carlo before correction and after applying a

speciVc correction to each kind of samples.

After the correction to data is applied, the question was whether the Monte Carlo should be cor-
rected as well to get rid of the small oscillation pattern it presents. Tests were carried out from a
∆z = f(ηS2) proVle with a Vne binning. A bin-by-bin correction is derived for the simulation. Fig-
ure 5.37 superimposes the ∆z distributions before and after correction for data and Monte Carlo.

In terms of σ the Monte Carlo correction is not as eXcient as the correction of data: the improve-
ment is only 1−2%. However, the correction allows to get rid of the oscillation central value deviation
and centres the proVles at 0. For this reason, a correction is also applied to the simulated samples for
unconverted photons in the end-caps.

5.5.4 In the barrel

Data also present some oscillations in the electromagnetic calorimeter barrel region. They have a
smaller amplitude and a two-cell periodicity.

5.5.4.1 Interpretation

Electrode geometry Oscillations in the barrel have a period in ηS2 corresponding to two cells in
the middle layer. This can be related to the electrode geometry illustrated in Figure 5.38.
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Figure 5.38: Electrode geometry in the barrel. The red line corresponds to the real photon path, that would be

properly reconstructed if one considers only red energy deposit. The green line is the reconstructed path, taking into

account the energy deposited in the connection strips of middle cells. The deviation is reversed if the particle hits the

cell number 1 or 3, which creates a 2-cell periodic oscillation [100].

Similarities between barrel and end-caps: Looking at the barrel proVles with a Vner binning,
a four-cell oscillation also appears, with a smaller amplitude than the one observed in the end-caps
(Fig. 5.39). Unlike the end-caps, the oscillation observed in the barrel is well described by the simulation
(Fig. 5.40).
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Figure 5.39: ∆z proVle as a function of the pseudorapidity in the barrel for data [100].
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(a) Barrel C (b) Barrel A

Figure 5.40: Comparison of ∆z proVles as a function of the pseudorapidity in the barrel for data (black) and

Monte Carlo (red) [100].

5.5.4.2 Correction

As for the end-caps, a correction is tested. Only the bin-by-bin correction is derived. The eUect of this
correction on the ∆z distribution in data and Monte Carlo is shown in Figure 5.41.
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Figure 5.41: Comparison to Monte Carlo and eUect of the bin-by-bin correction in the barrel for data.

The resulting improvement on the∆z RMS is below 1%. Even if the contribution to the Higgs mass
resolution coming from photons in the barrel is larger than for the end-caps, the small improvement
on the position resolution achieved in this way would not produce measurable improvement in the
mH resolution. For this reason, it is chosen not to apply any correction to photons falling in the barrel
region.
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Conclusion

The longitudinal segmentation of the calorimeter allows to use a pointing technique to reconstruct the
photon direction, giving access to the Higgs primary vertex in the diphoton decay channel. The Higgs
mass resolution is then improved. A still not fully understood oscillation pattern was observed in this
pointing technique. An ad-hoc corrections limits its impact on the resolution. The H → γγ analysis
will be presented with more details in the next chapter.
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Chapter

6
H → γγ analysis

“
Once you eliminate the impossible, whatever remains, no matter

how improbable, must be the truth.

”A. Conan Doyle
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Despite a low branching ratio (≈ 0.2%), the diphoton decay mode is an important channel for
the Standard Model Higgs boson study in the low mass range. This channel was studied since the
beginning of the perspective studies at the LHC, on Monte Carlo by C. Seez and J. Virdee in 1990 for
CMS [103], and then in ATLAS [104]. A large fraction of the background can be rejected because of a
good discriminating power fulVlled thanks to the good performances achieved by the detector. Photon
performances include identiVcation thanks to electromagnetic shower shape variables and the careful
determination of the energy in the neighbourhood of the reconstructed particle, the isolation energy.
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Optimized cuts on these quantities allow to reach a reasonable signal-to-noise ratio in the inclusive γγ
channel.

Once the inclusively selected events are known, they are classiVed into several categories to en-
hance the signal-over-background ratio in some categories and therefore the sensitivity of the analysis
(Chap. 2). These categories deVnition depends on the Vnal goal of the analysis (discovery or some
property measurement).

A large fraction of the results in this chapter are taken from the supporting documentation of the
production measurements [105].

6.1 Analysis overview

6.1.1 Background

The diphoton Vnal state suUers from diUerent types of backgrounds:

• The reducible background is due to particles faking photons. It mostly comes from π0 or η
particles inside jets, decaying into two collimated photons, reconstructed as a single photon.
Hence, γj and, to a lesser extent, the multijets (jj) events (Fig. 6.1 and 6.2) create a signiVcant
background to genuine diphoton events.
Another source of reducible background is the Drell-Yan process (Z∗/γ∗ → γγ), where both
electrons are misidentiVed as photons.
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Figure 6.1: Leading order diagrams for the γj production at the LHC forming part of the reducible background to

the Higgs diphoton decay channel.
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Figure 6.2: Leading order diagrams for the jj production at the LHC forming part of the reducible background to

the Higgs diphoton decay channel.

• On the contrary, the irreducible background comes from processes involving two prompt pho-
tons in the Vnal state. Three main processes contribute to this background:

– The Born process (Fig. 6.3(a)), contribute at order α2
QED (at leading order);

– The Box process (Fig. 6.3(b)) has a leading order contribution of order α2
Sα

2
QED;

– The Bremsstrahlung process (Fig. 6.3(c)), whose leading order is proportional to αSα2
QED .

The higher order dependence of the box and bremsstrahlung processes is compensated by the
large gluon density inside the colliding protons, in such a way that their cross-sections are of the
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Figure 6.3: Leading order diagrams for the direct diphoton production at the LHC forming the irreducible back-

ground to the Higgs diphoton decay channel.

same order of magnitude than the box process.
This type of background can not be suppressed with a better photon identiVcation but other
kinematic variables can help in distinguishing the Higgs signal from these processes.

The production cross-sections of γγ, γj and jj events are greater than the H → γγ cross-section
by several order of magnitude (Tab. 6.1).

Process σ [fb]

Signal H → γγ 50

Background
γγ 30.103

γj 20.107

jj 50.1010

Table 6.1: Approximate production cross-sections for the H → γγ signal and its main backgrounds at the LHC.

6.1.2 General analysis concepts

In order to select genuine diphoton events and reject the fakes (jets), the analysis follows several steps:

• At trigger level, events with two photons with pT greater than a given threshold are recorded by
the detector. In 2011, the trigger required two photons with pT threshold of 20GeV (2g20_loose).
In 2012, the pT thresholds had to be increased to 35 (25) GeV for the leading (subleading) photon
(g35_loose_g25_loose) for the trigger rate to stay below the acceptable rate.

• The number of reconstructed vertices is required to be greater than one to reject non-projective
background coming from cosmic events.

• A preselection is applied to select the photon objects, according to the following criteria:

– First, further oYine energy calibration corrections are applied;

– Then, each photon transverse momentum must have a suXciently high transverse momen-
tum pT > 25 GeV and loose quality criteria on the photon shower shape are applied;

– Finally, the Vducial region is deVned to be within |η| < 2.37 because it is the end of the Vne
longitudinal segmentation of the liquid Argon calorimeter. The transition region between
barrel and end-cap (the crack: 1.37 < |η| < 1.52) is also excluded (the crack was extended
to 1.37 < |η| < 1.56 in the Vnal analysis due to the poor energy resolution in the region
1.52 < |η| < 1.56).

All particles passing those criteria are labelled as photon candidates.
The diphoton pair is created from the leading and subleading photons i.e. the Vrst and second
photons in the pT ordered list of candidate photons.
After this preselection, additional cuts are applied to the selected photons to enhance the signal
over the background:
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• Kinematics: a background study showed that the photons coming from the Higgs are harder
than the one coming from background γγ events. A cut on each photon pT is then used . More
details are given in Section 6.2.1.

• Quality: in order to discard events with jet faking a photon, tight quality criteria on the electro-
magnetic shower shape of the objects are applied. The method is explained in Section 6.2.2.

• Isolation: in order to further reduce the fake photon background, an isolation criteria is im-
posed, limiting the allowed energy in the neighbourhood of the photon candidate cluster. See
Section 6.2.3.

• Mass range: Vnally, the main analysis is restricted to the [100; 160] GeV diphoton invariant mass
range, region where the Higgs branching ratio to a pair of photon is maximized in the Standard
Model.

After this inclusive selection, events are classiVed into diUerent categories to enhance the analysis
sensitivity. These categories depends on the analysis target (i.e. discovery or property measurement).

6.1.3 Events categorization

Event categorization allows to increase the analysis signiVcance. The categories depends on the anal-
ysis target. For discovery purposes, the categories must have diUerent S/B. After the discovery, the
aim of the analysis is to measure the particle properties, and the categorization is adapted on purpose.

The historical discovery targeted categorization makes use of the photon conversion status and
pseudo-rapidity to form Vve categories with diUerent sensitivities illustrated in Figure 6.4.

Figure 6.4: DeVnition of the Vve conversion-η categories [].

Another discriminating variable was found to be the diphoton pTt deVned as a function of the
single photons transverse momentum p1 and p2:

pTt = 2|px1.p̂y,trust − py1.p̂x,trust| (6.1)

where the trust axis is deVned by: pxy,trust = pxy,1 − pxy,2, and where the hat notation refers to
normalized vectors (Fig. 6.5). The pTt distribution for the ggH and V BF signal processes and for the
background is shown in Figure 6.6. The cut value pcutT t is optimized to maximize the sensitivity, keeping
enough statistics in the high pTt categories. It was Vrst set to 60 GeV and increased to 70 GeV latter
on.

Figure 6.5: Diphoton pTt deVnition [106].

The resulting 9-category model, deVned for the Council 2011 analysis [107], contains the following
categories:
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Figure 6.6: Diphoton pTt distribution [99].

1. Unconverted central, low pTt (Cat. 1): Both photon candidates are reconstructed as uncon-
verted photons with |η| < 0.75 and the pTt of the diphoton system should be below the pcutT t :
pTt < pcutT t .

2. Unconverted central, high pTt (Cat. 2): Both photon candidates are reconstructed as uncon-
verted photons with |η| < 0.75, and pTt > pcutT t .

3. Unconverted rest, low pTt (Cat. 3): Both photon candidates are reconstructed as unconverted
photons and at least one candidate has |η| > 0.75, and pTt < pcutT t .

4. Unconverted rest, high pTt (Cat. 4): Both photon candidates are reconstructed as unconverted
photons and at least one candidate has |η| > 0.75, and pTt > pcutT t .

5. Converted central, low pTt (Cat. 5): At least one photon candidate is reconstructed as con-
verted photon and both photon candidates have |η| < 0.75, and pTt < pcutT t .

6. Converted central, high pTt (Cat. 6): At least one photon candidate is reconstructed as con-
verted photon and both photon candidates have |η| < 0.75, and pTt > pcutT t .

7. Converted rest, low pTt (Cat. 7): At least one photon candidate is reconstructed as a converted
photon and both photon candidates have |η| < 1.3 or |η| > 1.75, but at least one photon
candidate has |η| > 0.75, and pTt < pcutT t .

8. Converted rest, high pTt (Cat. 8): At least one photon candidate is reconstructed as a converted
photon and both photon candidates have |η| < 1.3 or |η| > 1.75, but at least one photon
candidate has |η| > 0.75, and pTt > pcutT t .

9. Converted transition (Cat. 9): At least one photon candidate is reconstructed as a converted
photon and at least one photon candidate is in the range 1.3 < |η| < 1.37 or 1.52 < |η| < 1.75.

Starting from this detector oriented categorization, new categories are introduced to discriminate
each of the Higgs production modes in order to measure the couplings. For production modes other
than ggH , some objects are produced in association with the Higgs (see Fig. 1.10):

• VBF: this process is characterized by the production of two forward jets with high invariant
mass. These properties are used to deVne a VBF category, Vrst deVned with a cut-based approach
and then improved with a selection based on a multivariate analysis (MVA) output.
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• VH: the higgsstrahlung withW or Z can be identiVed thanks to the hadronic or leptonic decay
of the weak gauge boson:

– A hadronic category captures the hadronic decay of the W or Z (V → jj) by selecting
events with two jets with invariant mass close to theW and Z mass;

– A EmissT (Missing ET or MET) category selects events with large EmissT
1, corresponding to

W → lν or Z → νν decay;

– A leptonic selection concentrates on events with at least one lepton, corresponding to
W → lν or Z → ll decay.

Each time, the remaining events are classiVed into the untagged nine conversion-η-pTt categories.
In the selection order, the categories with the lower expected events are given the highest priority.

6.2 Event selection

6.2.1 Kinematics

Historically, the optimal cut on the photon candidates transverse momentumwas found to be: pleadingT >

40 GeV and psubleadingT > 25 GeV [103].
In 2012, trying to increase the analysis sensitivity, this cut was reinvestigated at

√
s = 7 TeV

(instead of the 14 TeV initially planned). This was necessary because of the change in the trigger menus
that happened during the year to face the increasing instantaneous luminosity. The pT threshold for
the diphoton trigger had to be increased from 20 (20) to 35 (25) GeV for the leading (subleading)
photon. Since calibration is applied oYine after trigger and can shift the momentum by up to a few
GeV, keeping the 25 GeV cut is impossible for a good eXciency estimation.

This study was realized with 4.9fb−1 of 2011 data and the MC11C Monte Carlo production closer
to the data taking condition in terms of pileup for example. The categorization used the historical nine
categories with a pTt cut at 60 GeV.

The cut optimization strategy is to Vnd the cuts maximizing the expected signiVcance Z . The pT
distributions for the leading and the subleading photon after the preselection (i.e. loose photons with
pT > 25GeV) are shown in Figures 6.11(a) and 6.11(b). Several conVgurations are considered presented
in Figure 6.7. The hardest cut tested is 45 GeV not to cut into the core of the distribution for signal.

psubleadingT [GeV]

pleadingT [GeV]

45

35

25
453525

b

bb

b b b

30

40

bb

b

Figure 6.7: pT conVgurations considered for the kinematics cut optimization.

At the time of this study, the technique to determine the background shape was not yet decided.
For this reason, several models were tested:

expo : simple exponential es.mγγ where s is the exponential slope.

1The real variable used in the Emiss
T signiVcance whose deVnition is given in next chapter.
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expo on reduced mass range : the function is the same as previously but the Vt is performed on a
reduced mass range: ±40, ±30 ou ±25 GeV (with respect to the tested mass);

bern2 : order 2 Bernstein polynomials. Bernstein polynomials are preferred because they are posi-
tively deVned, which is convenient for a probability density function.

bern3 : order 3 Bernstein polynomials.

Figure 6.8 shows the expected signiVcance of the analysis for diUerent pT cut conVguration and dif-
ferent models for background subtraction. Table 6.2 summarizes the results obtained atmH = 126GeV.

Cut pT [GeV] 25-25 35-25 35-35 40-25 40-30 45-25 45-30 45-35 45-45

Exponential full range 1.360 1.378 1.415 1.394 1.408 1.401 1.418 1.427 1.400
Exponential reduced range 40 1.323 1.341 1.374 1.355 1.368 1.366 - 1.383 1.332
Exponential reduced range 30 1.286 1.303 1.333 1.315 1.327 - 1.333 1.340 1.282
Exponential reduced range 25 1.254 1.270 1.297 1.281 1.292 - 1.298 1.302 1.247

Bernstein 2nd order 1.292 1.308 1.338 1.322 - 1.331 - 1.345 1.283
Bernstein 3rd order 1.236 1.252 1.280 1.264 1.275 1.272 1.281 1.296 1.231

Table 6.2: Expected signiVcance for the 9-category model for diUerent pT cut conVgurations and background

parametrization models atmH = 126 GeV [108].

Whatever background model is used, the best signiVcance is achieved with the (45 − 35) con-
Vguration. However, with this conVguration, the invariant mass spectra can be distorted in the low
mass region (mγγ ∼ 100 GeV ) (see Figures 6.9-6.10). The chosen conVguration is then a compromise
between the expected signiVcance improvement, the data shape and the trigger threshold constraints.
The (40−30) conVguration was chosen and used for the discovery analysis. It leads to an improvement
in the expected signiVcance of ∼ 1% atmH = 126 GeV.
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(b) Expo reduced range (40 GeV)
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(d) Expo reduced range (25 GeV)
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Figure 6.8: Comparison of expected signiVcance for diUerent pT cut conVgurations for a given background

parametrization.
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(a) (25, 25) (b) (35, 25) (c) (35, 35)

(d) (40, 25) (e) (40, 30) (f) (45, 25)

(g) (45, 30) (h) (45, 35) (i) (45, 45)

Figure 6.9: Diphoton invariant mass distribution in data for diUerent (pleadingT , psubleadingT ) [GeV ] cuts conVgura-
tions. The result of an exponential Vt of these data points on the whole mass range is superimposed [108].
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(a) (25, 25) (b) (35, 25) GeV (c) (35, 35)

(d) (40, 25) (e) (40, 30) (f) (45, 25)

(g) (45, 30) (h) (45, 35) (i) (45, 45)

Figure 6.10: Diphoton invariant mass distribution in data for diUerent (pleadingT , psubleadingT ) [GeV ] cuts conVg-
urations. The result of a Vt of these data points with a 3rd order Bernstein polynomial on the whole mass range is

superimposed [108].

For the spin measurement that uses the Collins-Soper angle |cos(θ∗)| discriminating variable [109],
it was shown that using a pT cut depending on the diphoton invariant mass allows to decorrelate the
two observables mγγ and |cos(θ∗)| (see for instance [110]). The distribution of the variable pT

mγγ
for

the leading and the subleading photon are shown in Figures 6.11(c) and 6.11(d).
Studies were carried out to test the impact of this cut on the main analysis and no deterioration

of the sensitivity was observed, which leads to the harmonization of the relative pT cut among the γγ

analyses for the Vnal Run I publications. The chosen cuts values are
pleading
T

mγγ
> 0.35 and

psubleading
T

mγγ
>

0.25. For a diphoton invariant mass at the lower edge of the allowed range (100 GeV), that means
that photons with pT lower than 35 and 25 GeV are cut, which is too close to the trigger threshold.
Since the Higgs was already discovered and found to be at a mass of around 126 GeV, it was chosen to
restrain the studied mass range to the interval [105; 160] GeV.
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Figure 6.11: pT and pT

mγγ
distributions after diphoton pair preselection for each of the production modes

(Monte Carlo atmH = 125 GeV and
√
s = 8 TeV) and for 2012 data.

6.2.2 Photon quality

Electrons and photons are reconstructed from an electromagnetic cluster whose size is adapted de-
pending on the particle nature hypothesis and its position (barrel or end-cap) in the detector. An
electron is formed if a track can be matched to a cluster with spatial and energy conditions. A con-
verted photon is created if a cluster is associated to a conversion vertex. Finally, all remaining clusters
are labelled as unconverted photons (Section 4.5.3). For each photon or electron, several identiVca-
tion quality levels are deVned: loose, medium (only for electrons) and tight [67]. They are based upon
shower shape information and track properties (for electrons), to decide whether the shower looks like
an expected electromagnetic object or jet shower in the calorimeter.

6.2.2.1 Shower shape

Cascades created by electromagnetic particles are usually narrower and have smaller longitudinal ex-
tension than the ones originating from a hadron. A typical example of a γ/π0 candidates shower com-
parison from data is given in Figure 6.12. The lateral and longitudinal segmentation of the calorimeters
can then be used to reject such particles faking a photon.

The ten discriminating variables deVned for photon identiVcation are listed below. DiUerences
are observed when comparing the distributions of these discriminating variables between data and
Monte Carlo. To account for this simulation eUect, each variable is shifted in Monte Carlo in order
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(a) Photon (b) π0

Figure 6.12: Particle energy deposits in the pre-sampler and in the electromagnetic accordion for a photon (passing

the tight identiVcation criteria) and a π0 candidate [111].

to minimize the χ2 between data and the shifted Monte Carlo distributions (fudge factors method).
The remaining diUerence results in selection eXciency diUerence, that is corrected by weighting each
selected photon with scale factors.

The Figures 6.13 to 6.15 represent their distribution for particles reconstructed as unconverted (left)
and converted (right) photons. The truth photons Monte Carlo sample distribution is compared to a
pure sample of photons from radiative Z events (Z → llγ) in data. It is confronted to a sample of
simulated jets. The Monte Carlo samples are corrected by fudge factors in order that the mean of
the distribution is consistent with the on observed in data. After the application of the fudge factors,
diUerences remains in the shape of the shower shape distributions between data and Monte Carlo.
This is corrected by the application of scale factors in the Monte Carlo, computed in such a way that
the selection eXciencies in data and Monte Carlo are similar.

• Variables using the Vrst layer (strips) information: (Fig. 6.13). They try to select showers with
two close minima, characteristic of the two collimated photons originating from a π0.

Front side energy ratio

Fside =
E(±3)− E(±1)

E(±1)
(6.2)

estimates the containment of the shower in the electromagnetic calorimeter front layer.
E(±n) denotes the energy in the ±n strip(s) around the one containing the maximum of
the energy.

Front lateral width (3 strips)

wη1,3 =

√

∑

Ei(i− imax)2
∑

Ei
(6.3)

measures the shower width in the electromagnetic calorimeter front layer. i denotes the
strip number and is varied by one unit around the strip with the maximum energy corre-
sponding to imax.

Front lateral width (total) wη1,tot quantiVes the shower width in a similar way than wη1,3
using 20 strips instead of 3.

Front second maximum diUerence

∆E = ES12ndmax − ES1min (6.4)
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is the diUerence between the energy of the strip with the second greatest energy and the
energy in the strip cell with the least energy found between the greatest and the second
greatest energy.

Ratio of two maxima

Eratio =
ES1max,1 − ES1max,2

ES1max,1 + ES1max,2
(6.5)

quantiVes the energy separation between the Vrst and second minima in the Vrst layer of
the accordion.

• Variables using the second layer (strips) information: (see Fig. 6.14 for their distribution). They
characterize the longitudinal extension of the shower, usually larger for fakes.

Middle η energy ratio

Rη =
ES23×7

ES27×7

(6.6)

measures the energy leakage out of the cluster in the η direction. It is deVned as the ratio
between the sum of the energies within 3 × 7 cells (in η × φ cell of the electromagnetic
calorimeter second layer units) and the energy sum contained in 7×7 cells, centred around
the cluster seed.

Middle φ energy ratio

Rφ =
ES23×3

ES23×7

(6.7)

quantiVes the energy leakage in the φ direction. It is the ratio between the sum of the
energies within 3× 3 cells (in η × φ) cells (in η × φ cell of the electromagnetic calorimeter
second layer units) and the sum of energies contained in 3 × 7 cells, centred around the
cluster seed.
This variables behaves very diUerently for unconverted and converted photons, due to the
electron and positron produced in the conversion process bent in opposite direction by
the solenoidal magnetic Veld of the Inner Detector. Consequently, converted photons have
larger values of Rφ than converted photons, as illustrated in Figure 6.14(c) and 6.14(d).

Middle lateral width

wη2 =

√

∑

Eiη2i
∑

Ei
−
(∑

Eiηi
∑

Ei

)2

(6.8)

measures the shower lateral width in the electromagnetic calorimeter middle layer, using
all cells in a window η × φ = 3× 5 measured in cell units.

• Variable using the hadronic leakage: (see Fig. 6.15 for their distribution). This variable take
advantage of the typically larger energy deposited in the hadronic calorimeter by jets.

Normalized hadronic leakage

Rhad =
Ehad1T

ET
(6.9)

is the transverse energyEhad1T deposited in the Vrst compartment of the hadronic calorime-
ter behind the electromagnetic cluster, normalized to the transverse energy ET of the
photon candidate, computed from the cluster energy E and the cluster pseudorapidity
ηS2 reconstructed in the second longitudinal sampling of the electromagnetic calorimeter
(ET = E/ cosh(ηS2)).
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(a) Fside unconverted (b) Fside converted

(c) wη1,3 unconverted (d) wη1,3 converted

(e) wη1,tot unconverted (f) wη1,tot converted

(g) Eratio unconverted (h) Eratio converted

(i) ∆E unconv (j) ∆E converted

Figure 6.13: Shower shape variables using the Vrst layer for photon reconstructed as unconverted (left) and con-

verted (right). The Monte Carlo is corrected with Fudge Factors to merge the mean of the distributions in data and

Monte Carlo [112].
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(a) Rη unconverted (b) Rη converted

(c) Rφ unconverted (d) Rφ converted

(e) wη2 unconverted (f) wη2 converted

Figure 6.14: Shower shape variables using the second layer for photon reconstructed as unconverted (left) and

converted (right). The Monte Carlo is corrected with Fudge Factors to merge the mean of the distributions in data

and Monte Carlo [112].

(a) Rhad unconverted (b) Rhad converted

Figure 6.15: Shower shape variables using the hadronic leakage for photon reconstructed as unconverted (left) and

converted (right). The Monte Carlo is corrected with Fudge Factors to merge the mean of the distributions in data

and Monte Carlo [112].

6.2.2.2 Cut-based versus Neural Network approaches

Several sets of cuts are deVned based on the shower shape information. Their optimization is done
in bins of pseudorapidity in order to take into account the correlations of these variables with the
electromagnetic calorimeter geometry and the varying amount of material with η.

The loose quality criteria are common to photons and electrons and is used for trigger decision.

123



CHAPTER 6. H → γγ ANALYSIS

For electrons, two more working points are used, medium and tight introducing tighter cuts on both
the shower shapes variables and the track quality (number of hits in the pixels, b-layer, etc), with
increasing electron purity and decreasing eXciency. For photons, only one additional set of cuts is
produced, the tight quality.

Two approaches have been used to combine the information from each of these variables.
The historical approach is to use a cut-based method. Cuts on each variables are deVned in order to

achieve a good jet rejection. This method is used on the 8 TeV dataset. The cuts are derived separately
for objects reconstructed as converted and unconverted photons, and depend on several |η| bins. The
cut optimization requires a Vnal identiVcation eXciency close to 85%, with maximized background
rejection.

The identiVcation eXciency can be estimated from Monte Carlo [67] or data-driven methods [113,
114]. Three data-driven methods are compared in Figure 6.16 for unconverted photons and in Fig-
ure 6.17 for converted photons:

• The radiative Z → llγ decay allows to isolate a pure photon sample. It is useful in the low ET
region only.

• Another method uses a pure electron sample from Z → e+e− events. The shower shape vari-
ables distributions are then mapped to the distributions for photons with Smirnov transfor-
mations [115] derived from Monte Carlo. This method is quite straightforward for converted
photons, whose shower is similar to the one created by electron. On the contrary, unconverted
photons will suUer from more uncertainties.

• The matrix method uses the track isolation of the photon candidate before and after tight iden-
tiVcation criteria.

For ET > 30 GeV, the reconstruction eXciency is ∼ 75% on average, and increases to more than
90% for ET & 60 GeV.

Another approach, neural network based [116], was developed for photons in the 2011 data. The
inputs to the neural network algorithm are the same variables used in the cut-based approach with the
addition of the particle pseudorapidity. The signal purity is increased, while the background rejection
is sensibly constant. This leads to an increase in the expected signiVcance of ∼ 5%.

6.2.3 Isolation

In spite of the caution taken to deVne the photon quality, a contamination from jets remains. Isolation
allows to reduce even more this component. It consists in estimating the energy in a cone centred
on the particle of interest: for a true photon, this energy is expected to be small, once the pile-up
eUects are subtracted. On the contrary, jets have very busy neighbourhood, meaning that they are
surrounded by a lot of particles creating a large isolation energy. Requiring this energy to be below a
given threshold hence allows to reduce the jet contamination.

6.2.3.1 Calorimetric

The calorimetric isolation used in the analysis is computed by summing the transverse energy of all
calorimeter topo-clusters with positive energy, whose energy weighted barycentre belongs to the cone
∆R = 0.4 around the considered particle. The region ∆η × ∆φ = 5 × 7 cells around the seed is
ignored to remove the energy of the particle itself (Fig. 6.18).

This raw computation is corrected for several eUects:

• Leakage: photon energy leakage out of the central cluster is also taken into account. A cor-
rection is derived from Monte Carlo studies and a linear correction with the photon transverse
momentum is applied.

124



6.2. EVENT SELECTION

 (
tig

ht
)

IDε

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1
| < 0.6η |≤0 

γunconverted 
 < 4 GeViso

TE

 = 8 TeVs

-1
 Ldt = 20.3 fb∫

ATLAS Preliminary

Electron extrapolation

Matrix method
γ ll→Z 

 [GeV]TE20 30 40 210 210×2

IDε
>

 -
 

IDε
< -0.1

0

0.1

 (
tig

ht
)

IDε

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1
| < 1.37η |≤0.6 

γunconverted 
 < 4 GeViso

TE

 = 8 TeVs

-1
 Ldt = 20.3 fb∫

ATLAS Preliminary

Electron extrapolation

Matrix method
γ ll→Z 

 [GeV]TE20 30 40 210 210×2

IDε
>

 -
 

IDε
< -0.1

0

0.1

 (
tig

ht
)

IDε

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1
| < 1.81η1.52 < |

γunconverted 
 < 4 GeViso

TE

 = 8 TeVs

-1
 Ldt = 20.3 fb∫

ATLAS Preliminary

Electron extrapolation

Matrix method
γ ll→Z 

 [GeV]TE20 30 40 210 210×2

IDε
>

 -
 

IDε
< -0.1

0

0.1
 (

tig
ht

)
IDε

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1
| < 2.37η |≤1.81 

γunconverted 
 < 4 GeViso

TE

 = 8 TeVs

-1
 Ldt = 20.3 fb∫

ATLAS Preliminary

Electron extrapolation

Matrix method
γ ll→Z 

 [GeV]TE20 30 40 210 210×2

IDε
>

 -
 

IDε
< -0.1

0

0.1

Figure 6.16: Unconverted photon identiVcation eXciency in 2012 data from data-driven techniques as a function of

the photon ET , in four η regions [114].
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Figure 6.17: Converted photon identiVcation eXciency in 2012 data from data-driven techniques as a function of

the photon ET , in four η regions [114].
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Figure 6.18: Topo-isolation principle. All cells belonging to the depicted topo-clusters are considered [117].

• Pile-up: an ambient energy from pileup is computed in an event-by-event basis using the jet-area
technique [118, 119] and is removed from the raw energy. The stability versus pileup after this
correction is illustrated in Figure 6.19. For 2012, an energy correction was applied for each event
on a cell-by-cell basis (assuming a φ symmetry of the energy deposits), depending on the bunch
crossing ID and lumi-block [120].

(a) Cell based isolation (b) Topo-cluster isolation

Figure 6.19: Mean of the isolation energy as a function of the out of time pile up for 2011 data. The cell-based

isolation sums up all cells within ∆R = 0.4 while the topo-cluster isolation only use cells in topo-clusters whose

barycentre lies within∆R = 0.4. The pile-up suppression for the topo-cluster isolation is shown to be eXcient [121].

Figure 6.20 shows the distribution of the Vnal isolation variable for the leading and subleading
photons, with loose and tight quality. The initial cut was 4 GeV but it was relaxed in favour of a more
pile-up robust quantity, the track isolation.

6.2.3.2 Track

Starting from the Council 2012 analysis [123], a track isolation is added, which is a more robust quan-
tity with respect to pile-up.

The track isolation transverse momentum is deVned as the sum of the momentum of all tracks
coming from the primary vertex within ∆R < 0.2 with respect to the photon candidate cluster. For
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(a) Leading photon (b) Subleading photon

Figure 6.20: Calorimetric isolation distributions for leading and subleading photons. The red histograms show the

distribution for photons passing the tight quality criteria. The blue distribution is made from non-tight photons,

normalized to the tail of the distribution for tight photons, where one does not expect prompt photons. The green

is obtained by subtracting the blue contribution from the red. It is compared to a Monte Carlo H → γγ signal

sample [122].

converted photons, the conversion tracks are removed. Track isolation distributions are illustrated in
Figure 6.21.

(a) Leading photon (b) Subleading photon

Figure 6.21: Track isolation distributions for leading and subleading photons. The red histograms show the distribu-

tion for photons passing the tight quality criteria. The blue distribution is made from non-tight photons, normalized

to the tail of the distribution for tight photons, where one does not expect prompt photons. The green is obtained by

subtracting the blue contribution from the red. It is compared to a Monte Carlo H → γγ signal sample [122].

The cut optimization is driven by the will to maximize the number of expected signal events, while
keeping constant the number of observed events in data. The chosen cuts for 7 and 8 TeV data are:

• 7 TeV:
∑

(topo−cluster∈∆R<0.4)E
topo−cluster
T < 5.5 GeV and

∑

(trk∈PV&∆R<0.2) p
trk
T < 2.2 GeV;

• 8 TeV:
∑

(topo−cluster∈∆R<0.4)E
topo−cluster
T < 6.0 GeV and

∑

(trk∈PV&∆R<0.2) p
trk
T < 2.6 GeV;

The results of the optimization are shown in Figure 6.22 for both 2011 and 2012 dataset.
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Figure 6.22: Track isolation optimization for 7 and 8 TeV analyses [105].

6.2.3.3 Primary vertex choice

The choice of the primary vertex is important for the mass resolution but also for the track isolation
and for the jet vertex fraction determination (Sec. 4.5.4). The hard scattering primary vertex is usu-
ally chosen to be the primary vertex with the highest

∑

p2T . This choice can be improved thanks to
the pointing method, using the photon shower in the Vrst two compartments of the electromagnetic
calorimeter. For converted photons, the calorimeter pointing is extended to take into consideration
information from the conversion electron tracks (more details can be found in Section 5.4).

The pointing technique is further improved with two methods:

• Likelihood: a likelihood method was used for the discovery analysis. It relies on several infor-
mations:

– The direction of Wight of the photons reconstructed from the pointing;

– The
∑

p2T of all reconstructed vertices;

– For 7 TeV, the conversion vertex for converted photons whose tracks have hits in the silicon
detector (giving information on the z position).

The likelihood method allows to improve the γγ mass resolution and to increase the eXciency
of Vnding the hard scattering vertex.

• Neural Network [124]: it is used in the analysis since Moriond 2013. The best performances were
found to be achieved when combining the informations from four diUerent sources:
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– The result of the pointing method giving a position along the z axis;

– The
∑

pT of all reconstructed vertices;

– The
∑

p2T of all reconstructed vertices;

– The diUerence in φ between the sum of all tracks originating from a vertex and the diphoton
system;

– The z-pull from the calorimeter + conversion vertex pointing for converted photons
zvtx−zpointing

σpointing

The neural network technique improves the probability of reconstructing a vertex within 3 mm
from the true vertex by 6% [123]. Its evolution versus the number of reconstructed primary
vertex is illustrated in Figure 6.23.
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Figure 6.23: Evolution of the primary vertex reconstruction eXciency (reconstructed vertex less than 3 mm away

from the vertex reconstructed from the tracking information) as a function of the number of primary vertices in 2012

data [125].

6.2.4 Summary

The work performed during this thesis was done at diUerent stages of the analysis, with diUerent
selections and categorizations. Table 6.3 tries to wrap-up the evolution of the analysis selection and
number of categories, throughout this thesis, for the 2012 data analysis. Track isolation was introduced
since it is more stable with respect to pile-up. The determination of the primary vertex was improved,
important issue for the track isolation and jet deVnition.
The analysis of 2011 data did not change up to the Vnal analysis of Run I data, where the kinematics
cuts were changed to relative pT cuts and the track isolation was introduced.

ICHEP 2012 [99, 126] HCP/Council 2012 [123] Moriond 2013 [127] Final Run I (2014) [125]

Dataset [fb−1] 6 13 20 20

Trigger g35_loose_g25_loose

Kinematics pT > 40; 30 GeV pT /mγγ > 0.35; 0.25
Quality Tight cut-based Tight cut-based Tight cut-based Tight cut-based
Isolation [GeV] Topo < 4 Topo< 6 +Trk < 2.6 Topo< 6 +Trk < 2.6 Topo< 6 +Trk < 2.6
Primary vertex Likelihood Likelihood Neural Network Neural Network

# Categories 10 12 14 12
pcutTt 60 60 60 70

Table 6.3: Summary of the evolution of the analysis cuts for 8 TeV data. All analyses use in addition the 2011

dataset representing ∼ 5 fb−1.
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6.3 Monte Carlo corrections

The Monte Carlo samples are generated with (POWHEG +) PYTHIA8 (depending on the signal process
considered). They are then passed through a GEANT4 simulation of the detector and digitized before
being reconstructed and analysed with the same analysis chain than data. The properties of the simu-
lations are usually chosen to match the observations, but some of them have to be tuned a posteriori.

All the corrections described here are applied at truth level before any selection. They act as an
additional weights applied to each event.

z reweighting

The interaction area along the z axis in data is 56 mm in 2011 and 48 mm in 2012 and is not exactly
centred at 0. The Monte Carlo samples use a larger zvertex distribution. This is corrected by weight-
ing the events in such a way that the weighted histogram matches the distribution observed in data
(Fig. 6.24). The weight is then taken into account in the computation of the number of expected events
(see Section 6.5.1).

(a) Before z reweighting (b) After z reweighting

Figure 6.24: z reweighting correction of the Monte Carlo.

Pileup reweighting

The same reweighting technique is applied to the number of interactions per bunch crossing. The
weights are derived from a high statistics ggH Monte Carlo sample atmH = 125 GeV.

Since the most important quantity for the analysis is the number of primary vertex (for the primary
vertex choice, see previous section), the weights are computed in such a way that the number of
primary vertex is similar between data and Monte Carlo. Figure 6.25 illustrates the eUect of the pile-up
rescaling on the MC12A production, deliberately generated with a Wat distribution because the data
conditions were not established. The Vnal (MC12C) Monte Carlo simulation of the 8 TeV data uses a
distribution naturally closer to the data. A reweighting is applied to correct for small diUerences, but
its eUect is smaller.

pT reweighting

The Higgs pT is highly correlated to the pTt variable used to categorize the selected events. The
modelling of this variable have an impact in the repartition of the events in the diUerent categories
and hence on the Vnal measurement. A reweighting based on the Higgs transverse momentum is
applied in order to match the last theoretical computations at NNLO+NNLL developed in programs
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(a) Number of bunch crossings (b) Number of primary vertex

Figure 6.25: Pileup reweighting correction of the Monte Carlo (MC12A).

such as HqT and HRes. More explanations and the impact of the Higgs pT modelling on the H → γγ
analysis are discussed in Chapter 9.

Interferences

Interferences between the gg → H → γγ signal production and the background continuum gg → γγ
reduces the signal yield by ∼ 0.9%. This eUect is taken into account by applying a weight to the ggH
Monte Carlo [128, 129] and results in the weights of Table 6.4.

Central low pTt Central high pTt Forward low pTt Forward high pTt

-1.38 0.09 -1.36 0.04

Table 6.4: Interference weight in the untagged categories for the Vnal Run I couplings analysis.

6.4 Background estimation

The QCD background is made of the processes shown in Figure 6.3 and of events where at least one
jet is reconstructed as a photon, even after quality and isolation requirements. Another source of
background is the Drell-Yan process (Z∗/γ∗ → e+e−), where the two electrons are reconstructed as
photons. Even if very small compared to the dominant QCD background, Drell-Yan events can have
an impact on the determination of the background shape with the spurious signal technique that make
use of the expected background (see Section 6.5.2).

The results presented below are based on the 2012 partial dataset representing the Vrst 13 fb−1.

6.4.1 QCD

QCD background is made of jet-jet, γ-jet (or jet-γ) and γγ events.
Due to the large rejection factor achieved in the analysis, studies involving Monte Carlo simu-

lations would require the processing of billions of events in order that a suXcient quantity pass the
H → γγ selection criteria. For this reason, we have given up Monte Carlo based studies in favour of
real data side-bands, i.e. out of the signal region corresponding to about [120; 130] GeV mass range.
Several data driven methods are developed to get the background composition of the selected events
(for a description of a simple case, see [130]).
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• The baseline technique to estimate these contribution is the 2× 2D method [131]. Starting from
an initial dataset formed by diphoton events where the photons must pass a relaxed quality cuts
(close to the loose selection), it consists in classifying the events into several regions depending
on the quality (tight or non-tight) of the two photons candidates and whether they pass the
isolation cut or not. The signal region corresponds to the case where both photons are tight
and isolated. All other cases constitute the Vfteen control regions of this analysis. The number
of expected background event can be extrapolated from the control region to the signal region,
after the signal leakage out of the signal region has been estimated from γγ Monte Carlo (see
Ref. [131] for more details). The results of this procedure for the Vrst 13 fb−1 of 2012 data is
shown in Figure 6.26.

Figure 6.26: Composition of the reconstructed γγ events from the Vrst 13 fb−1 of 2012 data samples in term of

reducible and irreducible background [123].

This results is cross-checked with three other procedures giving consistent results within the
error bars.

• The 1 × 2D technique is based on the measurement the j → γ fake rate in W → eν + jets
events.

• The 4×4matrix method consists in counting the number of events where the leading (Vrst index)
and subleading (second index) photons pass (P ) or fail (F ) the quality and isolations cuts. They
are related to the number of truth γγ events through the Equation 6.10, where the coeXcients
of the matrix E are functions of the signal eXciencies and background fake rates, taking into
account correlations between the isolation energies of the two photons.
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(6.10)

• The template Vt method use isolation distribution for γγ, γj and jj events determined from
data. A likelihood Vt is then performed to the isolation distribution of events passing the tight
and isolation requirements to Vnd the fraction of each distribution that better match the observed
spectrum.

The γγ purity with this method is found to be: (76± 3)% in the 2012 dataset with cut-based tight
photon identiVcation and both calorimetric (topo-clusters) and track isolations [132].
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6.4.2 Drell-Yan

6.4.2.1 Inclusive

The Drell-Yan process is made of Z → e+e− events. It is a background for the diphoton Vnal state
when both electrons are misidentiVed as photons.

It is estimated with data driven technique, measuring the e → γ fake rate for each of the photons.
More precisely, several possibilities are envisaged to estimate the ee contamination, as illustrated in
Figure 6.27.

Figure 6.27: DiUerent paths to estimate the Drell-Yan background.

From this Vgure, one can deVne the number of events wrongly reconstructed as diphoton events
as

Nγγ =
1

2
(ρ̃1Neγ + ρ̃2Nγe)

=
1

2
α (ρ1Neγ + ρ2Nγe)

(6.11)

with the following deVnitions for ρ and α :

ρ1 =
Nγe

Nee
ρ2 =

Neγ

Nee
ρ12 = αρ1ρ2

ρ1 and ρ2 can be estimated from data, in the Z region, counting the number of events reconstructed
as eγ and γe events, with a mass consistent with the Z boson. The di-object distributions in data used
to estimate these fake rates are displayed in Figure 6.28. Computing directly ρ12 from data is not
possible due to the large γγ background in the Z region. However, this number is estimated from
simulations to calculate the correlation coeXcient α (see Fig. 6.28(b)).

Uncertainties: several sources of systematic uncertainties are considered and their impact on the
previous determination quantiVed:

• pT cut (symmetric/asymmetric): the Z → e+e− events are selected applying a symmetric pT
cut on the electrons. The eUect of this diUerent selection is taken as a systematic uncertainty;

• Fit range: the number of events are extracted by a sum of two gaussians (one for the core and
another wider one for the background) Vt to the selected events in the Z region. The eUect of
changing the Vt range are estimated;

• Residual background, modelled with an exponential shape.

The number of expected Drell-Yan events from this method in the [100; 160] GeV mass window is
found to be:

NDY = 382.8± 6.1 (stat) ± 64.63 (syst)

for 13.0 fb−1 of data at
√
s = 8 TeV. Its distribution per bin of invariant mass is shown in Figure 6.29.
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Figure 6.28: Determination of the e→ γ fake rate coeXcients [133].
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Figure 6.29: Determination of the Drell-Yan background per invariant mass bin in the region of interest for 2012

data [132].

6.4.2.2 Per category

The previous method works very well for the inclusive analysis, but its complexity increases quickly
with the number of categories. Consequently, another solution is proposed, consisting in estimating
the fraction of Drell-Yan events in each category from a Z → e+e− Monte Carlo sample. The inclusive
Drell-Yan spectrum estimated from data is then weighted by this fraction of events to estimate this
background per category i (see Eq. 6.12).

N i
DY data =

N i
MC

N incl
MC

×N incl
DY data

≡ ωiMC ×N incl
DY data

(6.12)

The results presented hereafter use a 12-category model, composed of the nine classical categories
plus one VBF category (10), a VH-hadronic category (11) and a VH-leptonic category (12).

The procedure described above is applied for each of these categories and the resulting background
decomposition per category is illustrated in Figure 6.30. As expected, the categories containing uncon-
verted photons (number 2, 4 and 6, see Sec. 6.1.3) are found to have a negligible Drell-Yan contribution.
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Figure 6.30: Per category decomposition of the Drell-Yan background. The shape is common to all categories, only

the normalization is adapted. The estimation yields 0 for the categories not appearing on these plots.

Uncertainties : the statistical and systematics uncertainties from the inclusive Drell-Yan estimation
are split into categories with the same weight that the inclusive number. An additonnal uncertainty
arises from the low statistics of theMonte Carlo sample used to determine the weights. The uncertainty
on ωi is written:

(

σi
)2

=
ωiMC ×

(

1− ωiMC

)

N incl
MC

(6.13)

that is propagated to the number of events in category i, N i
DY data, through:

σiMC stat = σi ×N incl
DY data (6.14)

To summarize, three sources of systematics uncertainties are estimated from the inclusive numbers
as follows:

• Statistical uncertainty: ωiMC × σstatincl

• Systematics uncertainty : ωiMC × σsystincl

Those two parameters are computed in such a way that
∑

i σi = σincl, justiVed by the fact that the
N i

DY data are fully correlated through the measurement of N incl
DY data.

• Low statistics of the Monte Carlo sample :
ωi
MC×(1−ωi

MC)
N incl

MC

×N incl
DY data

Table 6.5 details the number of expected Drell-Yan events per category and the associated uncer-
tainties.

6.5 Statistical treatment

To perform a statistical analysis out of the selected data, one needs to deVne the signal shape and
the expected yields from the Standard Model, the background shape (its normalization and parameter
precise values are estimated by a Vt to the data) and the systematics uncertainties impacting these
quantities.

6.5.1 Signal model

The signal is characterized by a narrow resonance as shown in Figure 6.32. In order to measure the
Higgs boson mass, the signal yield and shape parameters are parametrized as a function of the simu-
lated Higgs mass.
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Categ Yield Stat MC Stat Syst

1 2.2 0.0 2.3 0.5
2 0.0 0.0 0.0 0.0
3 49.4 0.8 10.3 10.2
4 0.0 0.0 0.0 0.0
5 48.5 0.8 10.3 10.0
6 0.4 0.0 1.0 0.1
7 105.1 1.7 13.8 21.6
8 8.8 0.1 4.6 1.8
9 121.3 1.9 14.4 24.9
10 0.0 0.0 0.0 0.0
11 0.0 0.0 0.0 0.0
12 47.0 0.7 10.1 9.7

Table 6.5: Estimation of the Drell-Yan background for each of the 12 categories used for the HCP2012 analysis [123]

with their associated uncertainties.

6.5.1.1 Monte Carlo samples and cross-section predictions

The diUerent Higgs production modes are simulated into diUerent samples with their cross-section
normalized to the latest estimations coming from the Yellow Report 3 [134], updating previous results
from [27, 135]. Until the Vnal Run I analysis presented here, the showering is made by PYTHIA6 [136]
for the 7 TeV samples and PYTHIA8 [137] for 8 TeV. For the Vnal Run I analysis, PYTHIA8 is used
everywhere.

The ggH samples are generated at NLO by POWHEG [138, 139] and showered by PYTHIA. Its cross-
section is normalized to the ones from [134]. Following earlier NLO computations [140–142], NNLO
computations were done in the large top mass limit [143–145]. The cross-sections including NNLL
resummation [146, 147] are used in [134]. They also include the eUect of the charm quark, in addition
to the more important contributions of top, bottom and their interferences (see Tab. 8.1 for numerical
results), and two loops electroweak corrections [148–150] evaluated at NLO in [151]. The uncertainties
on this cross-section will be rapidly discussed in Section 7.4.3.1.

The V BF production mode is also generated at NLO by POWHEG [152], showered by PYTHIA. The
prediction comes from an approximate NNLO QCD computation [153] and with an NLO electro-weak
correction computed with HAWK [154].

The Higgsstrahlung processes V H are simulated by PYTHIA, corresponding to a LO computation
only. The W/ZH NLO predictions are normalized to cross sections calculated at NNLO [156, 157]
(one can also see the original computation in [158]). This computation includes gg induced processes
computed at NLO [159], non Drell-Yan-like contributions in the qq̄ initiated channels at NNLO, where
the Higgs boson is radiated by a top-quark loop [160].

Finally, the ttH process is generated by PYTHIA and normalized to the full NLO QCD corrections
calculations [161–164].

After the Vrst full Run I analysis (Sec. 6.6.2), several changes are made. All samples are regenerated
with the same generator conditions between 7 and 8 TeV. They are all showered with PYTHIA8. The
ttH samples are now generated by POWHEL[165, 166] + PYTHIA8 at NLO+PS. Moreover, two processes
are added: bbH and tH .

6.5.1.2 Yield

The expected signal yield after the analysis selection is computed from the Higgs production cross-
section σSM , the branching ratio of the γγ decay channel BrH→γγ,SM , the integrated recorded lumi-
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nosity L and the analysis eXciency ǫ:

Nselected = σSM × BrH→γγ,SM × L× ǫ (6.15)

The analysis eXciency is estimated from the simulation ǫ = Wselected

Winitial
, where W denotes the sum

of the event weights. The initial sum of weight takes into account the pileup, z, pT weights and the
Monte Carlo weights for generators producing weighted events (such as MC@NLO). The Vnal weight
incorporate in addition the interference weight, which changes the overall normalization.

Dalitz events: When decaying the Higgs to two photons, the default conVguration of PYTHIA8 takes
into account the Dalitz process: H → γγ∗ → γff̄ . This increases the total cross-section by ∼ 6%
[167, 168]. Since the cross section of the Monte Carlo used in the following does not take into account
the Dalitz decay, these events are not considered for the sum of event weight used in the sample nor-
malization, while they are taken into account in the Vnal selection, similarly to what happens in data.
This 6% correction in 8 TeV Monte Carlo was forgotten for the Moriond 2013 [127] results and before,
causing a small ∼ 6%) mistake on the signal strength µ.

The yield evolution with the mass is estimated from a Vt to the expected yields obtained from
Monte Carlo samples produced in the range of interest with 5 GeV step. It is parametrized with a
3rd order polynomial for each process and category in order to be able to vary the mass with smaller
binning:

N cat
proc = a0catproc + a1catproc × (mH − 125) + a2catproc × (mH − 125)2 + a3catproc × (mH − 125)3 (6.16)

An example of such a parametrization of the yield as a function of the Higgs mass is illustrated in
Figure 6.31.
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p0+p1*(x-125)+p2*(x-125)*(x-125)+p3*(x-125)*(x-125)*(x-125)

 0.5723±p0=128.4129 

 0.0568±p1=-1.6161 

 0.0043±p2=-0.0738 

 0.0009±p3=0.0009 

Figure 6.31: Signal yield parametrization as a function of the Higgs mass (example of ggH in category central low

pTt as deVned in Section 7.3.7 [105].

6.5.1.3 Shape

Each of the Vve production modes are shown to have similar shapes, and are hence grouped together
in a global Vt in order to increase the statistics and obtain a more robust result. The shape is modelled
with a Crystal-Ball+Gaussian function and a combined Vt including all processes is performed, for
each category [169].
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The Crystal-Ball shape is a Gaussian, with longer left tails modelled by an inverse power function:

CB(x) = N.







exp
(

− (x−µCB)2

2σ2
CB

)

if x > µCB − ασCB

A.
(

B − (x−µCB)
σCB

)n
if x ≤ µCB − ασCB

(6.17)

where N is a normalization constant; A and B are determined in such a way that the function is
continuous and depend only on the four CB parameters: µCB , σCB , α and n.

The chosen parametrization for the signal pdf is given in Equation 6.18. fCB quantiVes the fraction
of Crystal-Ball.

fS(mγγ) = fCB · FCB(mγγ ;µCB, σCB, αCB) + (1− fCB) · FGa(mγγ ;µGa, σGA) (6.18)

The CB parameters and the two Gauss parameters (the mean µGA and the width σGA) are parametrized
as a function of the Higgs mass in the following way: (wheremH is expressed in GeV)

µCB(mH) = µCB(mH = 125) + sµCB
(mH − 125)

σCB(mH) = σCB(mH = 125) + sσCB
(mH − 125)

µGA(mH) = µGA(mH = 125) + sµGA
(mH − 125)

σGA = κ.σCB

(6.19)

To help the Vt convergence, α is Vxed to its Vtted value at 125 GeV and n is Vxed to 10 since it was
shown to be the preferred value in most cases.

An illustration of the Vt of all weighted processes atmH = 125 GeV is shown in Figure 6.32.

Figure 6.32: Global Vt of all signal processes (inclusive). The Gauss and Crystal-Ball components are shown with

dashed lines. The selection is the one from the Moriond 2013 analysis.

6.5.2 Background parametrization

The background subtraction in the Vt does not come from simulation as is the case in most of the other
similar analyses because the number of background events remaining after the selection is enough to
apply a data-driven estimation of the contamination. The background is hence derived form a Vt to the
data. However, the parametrization has to be carefully chosen in order not to introduce a bias in the
measured signal. This bias is estimated from high statistics Standard Model samples (γγ, γj and jj).
A signal+background Vt is performed on this sample. The statistics is chosen to be suXciently high in
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order that the Vtted signal is necessarily an artefact due to the background parametrization and not to
the lack of statistics in the Monte Carlo.

The bias for a given parametrization is estimated by Vtting the MC samples with a function com-
bining the signal model from previous section and the tested background models (S+B Vt), in the full
mass range. A given parametrization is kept, if the number of signal events extracted from this Vt,
called the spurious signal Nsp, satisVes at least one of the two criteria:

• Nsp < 10% NS,exp

• Nsp < 20% σbkg

where NS,exp is the expected number of signal passing the H → γγ selection in the considered
mass range ([100; 160] GeV until the Vnal Run I analysis where the lower bound was increased up
to 105 GeV). σbkg is the statistical uncertainty on the number of background events, obtained from the
S +B Vt of a pure background Asimov dataset.

An interpretation of the spurious signal is shown in Figure 6.33 showing the expected signiVcance
of the analysis as a function of the number of spurious signal events. The expected signiVcance is
computed with the full proVle likelihood setup or using a simple formula in which the uncertainty

on the background is written: σB =
√
B ⊕ nspurious =

√

(
√
B)2 + n2spurious, the signiVcance hence

becomes Z =
nsignal

σB
=

nsignal
√

B+n2
spurious

. The agreement between the approximated formula and the

exact one is good enough, in the small spurious signal limit.
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Figure 6.33: An interpretation of spurious signal: expected signiVcance computed with a proVle likelihood compared

to the signiVcance obtained with the simple spurious signal interpretation, as a function of the number of spurious

signal events.

One can notice that, if nspurious ∝ L ∝ B (where L stands for the luminosity), then

nsignal
√

B + n2spurious

−→
L→∞

nsignal
nspurious

because the term n2spurious ∝ L2 is dominant.
Consequently, nsignal/nspurious is the maximum signiVcance one can obtain with the spurious term
nspurious.
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6.5.3 Systematics uncertainties

Systematics are introduced into the model as multiplicative factors to the quantity which is uncertain
generically labelled P in the following. It takes the form:

P → P × (1 + δθ) (6.20)

where δ is the value of the uncertainty determined from physical considerations and θ is the so-called
nuisance parameter. Its initial value is 0, meaning that the value of the parameter P is strictly the one
estimated from Monte Carlo studies. In order for the Vt not to choose nuisance parameter values far
from the one estimated by the experimentalists, these values are constrained by a Gaussian of width
σc = 1.

In practice, systematics uncertainties are applied on the signal yield and signal shape parameters:

• Uncertainties due to the selection eXciency on the signal yield:

– From theory: uncertainties on the inclusive cross-section and branching ratios;

– From experiment: luminosity determination, trigger eXciency, photon identiVcation and
isolation.

• Uncertainties coming from the event categorization i.e. migrations of events between the cat-
egories. Since the categories are deVned to have diUerence signal-to-noise ratio or diUerent
sensibility to a given production mode, migration of events between these categories changes
the purity or the ratio S/B and have an impact on the measurement.

– From theory: modelling of some discriminating variables such as the Higgs pT can induce
migrations among the categories whose deVnition uses the pTt (highly correlated to the
Higgs transverse momentum).

– From experiment: jets, EmissT and leptons energy scale and resolution.

• Uncertainties on the signal shape:

– Peak position: the photon energy scale has an impact on the signal peak position, that is
translated as an uncertainty on the mean of the Gauss and Crystal-Ball from the signal
model;

– Mass resolution: similarly the mass resolution is translated as an uncertainty on the Gauss
and Crystal-Ball width.

The model in a given category can hence be written:

Mcat(mγγ , µ, θ) =µ×
∑

proc

(N cat
s,proc(θs,proc,yield)

cat)× f cats (mγγ , θ
cat
s,shape)

+N cat
b × f catb (mγγ , θ

cat
b,shape)

+N cat
spurious × θcatspurious × f cats (mγγ , θ

cat
s,shape)

(6.21)

µ is the parameter of interest quantifying the signal strength.
The signal fS and background fB probability density functions (pdf) are the one derived from

studies detailed in the previous sections. The signal shape is Vxed while the background shape and
normalization are left free and adjusted on the observed data.

θ denotes the nuisance parameters, including the background shape and normalisation parameters
and the systematics. Indeed, the model deVned in Equation 6.21 is modiVed to add new parameters
to account for the systematics uncertainties, allowing the expected signal to vary within limits dic-
tated by the estimations of these parameters in previous subsections. They are divided into several
contributions:
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• θs,proc,yield are the nuisance parameters acting on the expected signal yield.

• θs,shape denotes the parameters acting on the signal shape, namely the peak position uncertain-
ties and the mass resolution.

• θb,shape stands for the background parameters, adjusted on data (exponential slope and/or poly-
nomial coeXcients).

• θcatspurious constrains the spurious signal in each category.

The constraints on the diUerent nuisance parameters are also introduced in the Vnal model. A
Gaussian Gnp of mean θ̃ = 0 and width σc = 1 is introduced once and only once for each of the
nuisance parameter. The full model can be written:

M(mγγ , µ, θ) =
∏

cat

Mcat(mγγ , µ, θ)×
∏

np

Gnp(θ̃np, 1) (6.22)

θ̃ is called a global observable and is Vxed to 0 in most of the cases, except when generating toy
experiments.

6.6 Results and combination with other channels

Starting from the discovery in July 2012, whose main results are outlined below, the analysis of the
γγ Vnal state moved to a measurement era where Higgs mass, spin and couplings are tested. The Vrst
analysis of the full 2011+2012 dataset was shown at the Moriond 2013 conference and is summarized
below. This analysis serves as a basis for the optimization that was done for the Vnal analysis of Run I
dataset, shown here [105].

On top of the results obtained from the diphoton channel only, this section also brieWy describes
the results of the combination with the other decay channels (mainly ZZ) within ATLAS. A brief
comparison to the CMS results is also performed.

6.6.1 Discovery – July 2012

6.6.1.1 Diphoton channel

The discovery analysis [126] used a 10 category model made of the nine historical categories and
completed by a V BF category tagging events with two jets produced in association with the Higgs.
The Vnal observed signiVcance reaches 4.5σ for the combination of the full 2011 and 5.9 fb−1 of 2012
dataset, for the diphoton channel only (Fig. 6.34).

The measured signal strength, scale factor to the Standard Model signal, at a Higgs mass of
126.5 GeV was found to be:

µγγ,ATLAS = 1.8± 0.5

A small excess of signal events with respect to the Standard Model expectations is found. However, it
is not statistically signiVcant and more data is needed to conVrm this observation.

6.6.1.2 ATLAS combination

The combination of several Higgs decay channels studied by ATLAS was also performed at the same
period. The statistical procedure is similar to the one used to combined several categories of a given
channel, taking into account the correlations between the systematics sources. A brief description of
the other channels entering this combination is given below.
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(a) p0 (b) Invariant mass distribution

Figure 6.34: Discovery paper results from ATLAS for the γγ channel alone [126].

• H → ZZ∗ → 4l channel: the H → ZZ channel has a large branching ratio on a large mass
range (mH ∈ [110; 600] GeV), but it is balanced by the low branching fraction of the Z → ll̄
decay, where ll̄ denotes either an electron or a muon pair. The analysis consists in selecting four
leptons with decreasing pT thresholds. Among those four reconstructed particles, the pair of
opposite charge and same Wavour leptons with the mass m12 closest to the Z mass is required
to be consistent with a Z boson decay, i.e. 50 < m12 < 115 GeV. The analysis is then divided
into four independant channels, depending on the lepton Wavours: 4e, 2e2µ, 2µ2e and 4µ. The
background is estimated from a Monte Carlo for the ZZ(∗) Standard Model background and
uses control regions in data to arrive to an estimation of the Z+ jets and tt̄ contamination. The
results of this background estimation is displayed in Figure 6.35 as a function of them4l variable.
It also illustrates the high signal to noise ratio of this channel.

Figure 6.35: Invariant mass spectrum for the H → ZZ∗ → 4l channel in the low mass region. Backgrounds are

shown in Vlled red and violet stacked histograms. The expected signal from Standard Model predictions is shown

with the light blue Vlled area [126].

• H → WW → eνµν channel: it is characterized by the production of two isolated leptons
with opposite charge. To further reduce the background, they are required to have opposite
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Wavour. Due to the presence of neutrinos, events with a low missing transverse energy are
discarded. For this reason, the observable is not the WW invariant mass but the transverse

invariant mass mT =
√

(EllT + EmissT )2 + |pllT +EmissT |2. The background decomposition de-

pends on the number of jets in the event (Fig. 6.36(a)) and the inclusive dataset is hence divided
into categories depending on the jets topology: 0 jet, 1 jet and ≥ 2 jets. The Standard Model
WW and top background are estimated from Monte Carlo, but their normalization comes from
data-driven analyses. Figure 6.36(b) shows the result of the background decomposition for the
0 + 1 jet categories.

(a) Number of jets (b) Transverse mass

Figure 6.36: 4l invariant mass andWW transverse mass for the 0 and 1 jet channels [126].

• H → ττ and H → bb channels are also included even if not observing any signal at this time.

The result for the combination of these Vve channels is illustrated in Figure 6.37(a), where the con-
tribution form each channel is decomposed. Figure 6.37(b) demonstrates that the large excess observed
atmH ≈ 125 GeV is not reproduced at higher mass.

(a) Low mass region (b) Whole mass range

Figure 6.37: p0 from the ATLAS discovery paper for the combination of γγ, 4ℓ,WW , ττ and bb channels [126].

When combined with the H → ZZ∗ → 4l and the WW decay channels, the signiVcance of the
excess observed around 125 GeV amounts to 6σ, meaning that the probability for the excess to be due
to a statistical Wuctuation of the background is below 10−9 (Fig. 6.37(b)). The measured signal strength,
from a combination of all channels, was found to be:
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µcomb,ATLAS = 1.4± 0.3

in agreement with the Standard Model (µ = 1) within the error bars.
An example of H → γγ candidate event is illustrated in Figure 6.38.

Figure 6.38: Event display of a candidate diphoton event where the leading (subleading) photon candidate is un-

converted (converted). The leading photon has ET = 66.8 GeV and η = −0.27. The subleading photon has

ET = 56.9 GeV and η = −0.67. The measured diphoton mass is 125.8 GeV. [170].

6.6.1.3 Results from CMS

This discovery is conVrmed by the CMS experiment during a joint seminar with ATLAS on July 4th,
2012. Both theH → γγ and combined results are in good agreement with the one observed by ATLAS.
The CMS paper [171] details the results and the excess reaches a 5σ signiVcance in favour of a signal,
as illustrated in Figure 6.39.

The measured diphoton signal strength at a mass of 125.5 GeV is found to be:

µγγ,CMS = 1.6± 0.4

and the CMS combination of all channels yields:

µcomb,CMS = 0.87± 0.23

6.6.2 First analysis of the full Run I dataset (March 2013)

After this discovery, many eUorts are carried out to measure the Higgs properties: its spin and parity
state, expected to be JPC = 0+ in the Standard Model, its mass, not predicted by the standard theory,
and its couplings to other Standard Model particles, that depend only on the boson mass.

We present here the main highlights of the Moriond 2013 analysis for the mass and coupling
measurements [127], since this is the starting point for the optimization for the Vnal Run I analysis.
One should note that a small change was on the result came slightly after, for the publication of the
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(a) γγ (b) Combination

Figure 6.39: Discovery paper results from CMS [171].

combined results [172], where the eUect of the Dalitz events was corrected.An even minor change came
later [173], due to a new measurement of the luminosity in 2012 (decreased from 20.7 to 20.3 fb−1).

Both the mass and the couplings were measured using a 14-category model, starting from the
historical nine category model and completed by Vve tagged categories:

• Two V BF categories, loose and tight. They are deVned using a MutliVariate Analysis;

• One VH-hadronic category capturing the hadronic decay of theW andZ produced in association
with the Higgs in the higgsstrahlung production;

• One VH-MET category cutting on the EmissT signiVcance variable to select events with large
genuine missing transverse energy, isolating ZH → ννH andWH → lνH processes;

• One VH-1lepton category requiring an additional electron or muon to separate the leptonic
decay of the Z andW .

The full 2011+2012 dataset using this categorization allows to measure a 7σ signiVcance for signal
at around 126.5 GeV (Fig. 6.40).

(a) p0 (b) Invariant mass distribution

Figure 6.40: First analysis of the full 2011+2012 dataset from ATLAS in the γγ channel alone [127].
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6.6.2.1 Mass

The measured Higgs mass and the signal strength at the best mass Vt value in the diphoton channel
were found to be:

mH = 126.8± 0.2(stat) ± 0.7(syst)

µ = 1.65± 0.24(stat) +0.25
−0.18(syst)

In the four-lepton channel, the mass was found to be lower and some tests and cross-checks were
performed, but nothing worrying was observed. The statistical signiVcance of the discrepancy was
found to be 2.4σ [172, 174].

Figure 6.41: Likelihood scan of the Higgs mass hypothesis [172, 175].

6.6.2.2 Couplings

Thanks to the tagged categories, diUerent couplings can be tested by separating the signal strength per
production mode. Figure 6.42 illustrates the measured signal strength for the ggH + ttH , V BF and
V H production modes.

The results of the combination of Vve channels in given in Figure 6.43. The larger tension with
respect to the Standard Model is observed for the γγ channel but is not statistically signiVcant and
more data are needed to conVrm/inVrm this observation. When comparison the signal strength of the
gg and qq initiated processes, observations are compatible with the Standard Model at a 2σ conVdence
level.

6.6.2.3 Spin and parity

The observation of a signal in the γγ channel forbids the observed resonance to have spin 1, according
to the Landau-Yang theorem [177, 178]. The γγ channel is used to test the JP = 0+ hypothesis against
JP = 2+. A JP = 2+ candidate is the graviton from extra-dimensions models for instance. The
analysis is complicated by the fact that the two production modes for the 2+ state (qq and gg) have
very diUerent distributions for the discriminating variables. Since the relative contribution is strongly
dependent on the model, several combinations are tested.
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Figure 6.42: Production mode measurement in the diphoton channel for the Moriond 2013 conference [172].

(a) Signal strength (b) Contour µV BF+V H vs. µggH+ttH

Figure 6.43: Couplings combination [176].

On top of themγγ diphoton invariant mass helping to distinguish between signal and background,
another discriminating variable is introduced to disentangle the spin-0 and spin-2 hypotheses. The θ∗

in the Collins-Soper frame [109] is illustrated in Figure 6.44 and can be expressed as a function of the
two photons kinematic variables:

cos(θ∗) =
(E1 + pz,1)(E2 − pz,2)− (E1 − pz,1)(E2 + pz,2)

mγγ ·
√

m2
γγ + p2T

(6.23)

where mγγ and pT are the diphoton mass and transverse momentum and Ei, pz,i are the photon
energies and longitudinal momenta.

The distribution of the | cos(θ∗)| variable for a spin-0 particle, without kinematics cuts, is Wat, as
Figure 6.45 shows. When introducing acceptance and pT cuts on the Vnal photons, this distribution
gets distorted.

The distribution obtained form 2012 dataset is illustrated in Figure 6.46(a) for each of the 10
| cos(θ∗)| categories from the published spin analysis [180], following preliminary notes [123, 181,
182].

147



CHAPTER 6. H → γγ ANALYSIS
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Figure 6.44: Illustration of the sensitive angular variable in the resonance’s rest frame, θ∗. It is calculated with

respect to the z-axis in the Collins-Soper (CS) frame: p′A is the momentum of the beam, and p′B is the target

momentum in the CS system, and then the z-axis of the CS coordinate system bisects the angle between p′A and

−p′B , qT is the unit vector of the direction opposite of (p′A + p′B)T [179].
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Figure 6.45: The distribution of | cos(θ∗)| for a scalar, without (black line) and with (red line) pT cuts on the

photons. The kinematic cuts distort the Wat shape [179].

The test statistics chosen for the spin analysis diUers from the usual LHC one (the proVle likelihood
ratio). Indeed, using the same test statistics requires to deVne a continuous parameter α characterizing
the fraction of spin 0. Since the observed resonance is very unlikely to be a mixture of two spin states,
the Tevatron-style test statistics is used instead:

q = log
L(JP = 0+, ˆ̂µ0+ ,

ˆ̂
θ0+)

L(JP = 2+, ˆ̂µ2+ ,
ˆ̂
θ2+)

(6.24)

Figure 6.46(b) shows the distributions of this test statistics under the JP = 0+ and JP = 2+ (gg
produced only) hypotheses.

When combined with theH → ZZ∗ → 4l andH →WW → lνlν channel, several JP hypotheses
can be excluded [180]:

• JP = 0−: excluded at 97.8% CL.

• JP = 1+: excluded at 99.97% CL.

• JP = 1−: excluded at 99.7% CL.

• JP = 2+: excluded at 99.9% CL for all fractions of qq production with respect to gg.

148



6.6. RESULTS AND COMBINATION WITH OTHER CHANNELS

(a) | cos(θ∗)| in data (b) Test statistics

Figure 6.46: Main results from the γγ channel [180].

6.6.3 Final Run I analysis

The Vnal analysis of Run I data (2011+2012) is the Vrst one to use the new calibration procedure and
systematics for the photon energy scale described in Ref. [91].

DiUerent categorizations are deVned for the mass and couplings measurements. This is motivated
by the will to distinguish each of the Vve Higgs production modes for the couplings analysis, keeping
a reasonable number of categories for each analysis.

6.6.3.1 Mass

The mass categorization was carefully studied and the Vnal choice, very close to the historical nine-
category model, is made of ten categories depending on the photon pseudo-rapidity and conversion
status of the photons and diphoton pTt. The two central categories contain events with both photons
within |η| < 0.75. The transition categories are characterized by at least one photon close to the
calorimeter crack (1.3 < |η| < 1.75). The rest categories contain the remaining events. Each of
these three categories is split into converted (at least one photon is converted) and unconverted (both
photons are unconverted) categories. The central and rest categories are then split into a low (pTt <
70 GeV) and high (pTt > 70 GeV) pTt categories.

Systematics uncertainties coming from the photon energy scale are evaluated and propagated in
each category and amounts for an uncertainty up to 0.7% for the category with larger systematics
uncertainties.

The Vnal mass measurement in the diphoton channel using the mass categorization is:

mH = 125.98± 0.50 = 125.98± 0.42(stat) ± 0.28(syst) GeV

Using the H → ZZ∗ → 4l information, the ATLAS combined mass becomes:

mH = 125.36± 0.37(stat) ± 0.18(syst) GeV

The diUerence between the γγ and 4l masses is illustrated in Figure 6.47. The discrepancy is
estimated using the test statistics:

q(∆) = −2ln

(

Lγγ(∆, ˆ̂mH ,
ˆ̂
θ)

Lγγ(∆̂, m̂H , θ̂)
× L4l( ˆ̂mH ,

ˆ̂
θ)

L4l(m̂H , θ̂)

)

(6.25)
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where ∆ = mγγ
H −m4l

H . The result of the Vt is ∆ = 1.47 ± 0.72 GeV, which corresponds to a 1.98σ
deviation from the ∆ = 0 hypothesis, in the asymptotic approximation. This result is cross-checked
with toy experiments and the signiVcance of the diUerence is stable (1.97σ).
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Figure 6.47: Likelihood scan of the Higgs mass hypothesis [183].

6.6.3.2 Couplings

The couplings analysis deVnes twelve categories: height tagged categories enriched in a given Higgs
production mode, and four tagged categories. Their deVnition and the results of the analysis are
detailed in the next chapter, together with the comparison to the mass analysis.

Conclusion

The γγ channel was an important channel for the Higgs boson discovery. Since then, analysis tech-
niques have been improved to become more pile-up robust and improve the sensitivity to the diUerent
Higgs production modes. The categorization has also been adapted to fulVl the new analysis targets
i.e. measurement of spin, mass and couplings. The Vrst analysis of the 2011+2012 dataset allow to test
the properties of this boson, without signiVcant deviations from the Standard Model.

Next chapter details the couplings analysis strategy, optimization with respect to the one outlined
here. The systematics uncertainties determination and the Vnal results derived form the Vnal analysis
of the Run I dataset will also be discussed.
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Chapter

7
Couplings measurement

“
I dettagli fanno la perfezione

e la perfezione non è un dettaglio.

”Leonardo da Vinci
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CHAPTER 7. COUPLINGS MEASUREMENT

The analysis presented here is the Vnal Run I data analysis which is described in details in the
ATLAS internal note [105]. The full 2011 and 2012 datasets are used. The inclusive γγ selection was
detailed in previous chapter.

The diUerent categories are presented. Since they were added at diUerent stage of the analysis,
their optimization was not always done with the same dataset and setup. When possible, the plots
presented in this chapter are updated with the full statistics, unless otherwise speciVed.

Unless otherwise speciVed, results are presented at the ATLAS combined mass ofmH = 125.4GeV.

7.1 Analysis principle

7.1.1 General concepts

The couplings analysis relies on the strategy described in Ref. [134]. It is based on the assumption that
the discovered resonance corresponds to as single particle state, similar to the Standard Model scalar
Higgs boson.

The observed event rate in the H → ff Vnal state, produced through the ii → H production
mode is given by:

(σ · Br)(ii→ H → ff) = σii→H
ΓH→ff

ΓH
(7.1)

where σii→H is the production cross-section, ΓH→ff is the Higgs width in the ff Vnal state and ΓH
is the total Higgs width.

Any deviation of either of these quantities from the Standard Model is quantiVed by the coupling
scale factors κ deVned by:

σi

σSMi
= κ2i ;

Γf

ΓSMf
= κ2f (7.2)

Some assumptions need to be done to allow this parametrization. First, the observed signal is
supposed to come from a single particle, whose couplings follow the same tensor structure than the
Standard Model Higgs boson, especially it has to be a CP -even state (JP = 0+). It is also assumed this
particle has a small width, approximated to zero on the whole mass range of interest for this analysis
i.e. close to 125 GeV.

For example, the gg → H → γγ process is parametrized by:

(σ · Br)(gg → H → γγ) = (σ · Br)SM (gg → H → γγ)
κ2gκ

2
γ

κ2H
(7.3)

where κH is deVned as the ratio of the observed and expected total Higgs width.
Experimentally, the aim is then, for each decay channel, to try and disentangle each of the produc-

tion modes to measure separately each

µii→H→ff =
(σ · Br)

(σ · Br)SM
(ii→ H → ff) (7.4)

In Equation 7.3, the eUective couplings to gluon (κg) and photons (κγ) were used. They can be
expressed as a function of the true couplings, involving quarks and weak gauge boson in the loops.
For example, the ggH production mode has both t and b quarks in the loop, the V BF production
mode implies both couplings toW and Z bosons (Fig. 1.10) while the γγ decay channel mixesW and
t couplings (Fig. 1.9).

Several simpliVed models can be used, for example using the same scale factor for all bosons κV =
κW = κZ and another scale factor for fermions κF = κt = κb = κτ = .... In this case, only the
relative sign between κV and κF is physical. The interference between the top andW loops in the γγ
decay channel can give some sensitivity on it.
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7.2. OBJECT DEFINITIONS

This approach is applicable only to large deviations from the Standard Model and is suXcient for
the level of precision expected from the Vrst LHC data. For the next runs, it will have to be replaced
by a more accurate method that will be discussed later on.

7.1.2 Applications in the γγ channel analysis

At the individual decay channel level, the aim is to test each of the production modes and measure
µii→H→ff . For the diphoton channel, this notation is simpliVed into µprod =

σprod
σSM
prod

where only the

information about the production mode is kept and the γγ decay is implicit.
The inclusive dataset is then classiVed into diUerent categories, depending on the objects recon-

structed in association with the diphoton pair and characteristic of a given production mode. This is
summarized in Table 7.1.

# Name Tagged process

12 ttH leptonic t(→Wb→ lνb)tH
11 ttH hadronic t(→Wb→ jjb)t(→Wb→ jjb)H
10 VH dilepton Z(→ ll)H
9 VH one lepton W (→ lν)H
8 VH Emiss

T Z(→ νν)H
7 VH hadronic V (→ jj)H
6 VBF loose V BF
5 VBF tight V BF
1-4 Untagged gg → H

Table 7.1: Summary of the Vnal categorization for the couplings measurement. V stands for both the W and Z
bosons. The selection ordering follows the reverse category number: from category 12 down to 1.

Events are classiVed according to Table 7.1. The selection order is illustrated in Figure 7.1.
In the following, the selection for the diUerent categories introduced for the diphoton decay chan-

nel coupling analysis is discussed, starting from the deVnition of jets, leptons and EmissT objects used
in the analysis.

7.2 Object deVnitions

The diphoton pair is selected from the algorithm presented in Chapter 6.
Jets and leptons are deVned with the following cuts, based on performances groups recommenda-

tions and the will to keep as much statistics as possible in the tagged categories where the expected
number of events can be quite low.

In the ATLAS reconstruction algorithm, some calorimeter clusters can be associated to diUerent
kind of particles. Not to consider the same energy deposit as being both a photon and an electron or
a jet, an overlap removal procedure is applied. The highest priority is given to photons that are the
Vrst to be selected. Once the two leading photons are identiVed, the electron selection is addressed
and electrons are required not to be close to photons. The next step is to consider the selected jets, are
ignore jets close to either of the selected photons or to the good electrons. Finally, muons are selected
such that they do not overlap with photons or jets.

7.2.1 Electrons

Electrons are reconstructed from electromagnetic clusters matched to an Inner Detector track. In 2012,
the track momentum is corrected using a Gauss-Sum Filter (GSF) that better takes into account the
bremsstrahlung energy losses [184]. The electron energy is computed from the cluster energy and
track direction from the interaction point: pT = Ecluster × cosh(ηtrk). This momentum is required
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Diphoton selection

tt̄H leptonic

tt̄H hadronic

V H dilepton
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V H Emiss
T
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V H hadronic

(WH → jjH ; ZH → jjH)

VBF tight

(qqV → jjH)

Untagged

(gg → H)

VBF loose

(qqV → jjH)

Figure 7.1: Flowchart illustrating the 12 couplings categories and the order of the selection [125].

to be greater than 15 GeV. Energy corrections are applied to both data and Monte Carlo: the data is
calibrated based on the Z → e+e− peak position, while the Monte Carlo is smeared to match the
observedmee resolution of the same peak.
IdentiVcation quality and isolation criteria are imposed. For 2012, the quality is deVned with a likeli-
hood approach and the Loose working point is chosen for this analysis, after having checked that it
does not have a major impact on the results. For 2011 data, the medium++ cut-based working point is
used. The isolation criteria depends on the particle energy and is deVned as:

∑

topocluster∈∆R=0.4E
cluster
T <

0.2 · EeT and
∑

trk∈∆R=0.2 p
trk
T < 0.15 · peT .

Electrons whose cluster lies within ∆R = 0.4 of either of the selected photons are vetoed.

The electron identiVcation eXciency is measured using tag-and-probe methods with events from
leptonic decay ofW or Z bosons or J/Ψmesons. Precise descriptions can be found in [185, 186]. Cor-
rections are derived from this method and applied to Monte Carlo in order that the selection eXciency
is the same than the one measured in data.

154



7.2. OBJECT DEFINITIONS

7.2.2 Jets

Jets are deVned by the anti-kT algorithm with distance parameter R = 0.4 calibrated at EM scale.
In order to further reduce the fake jets rate, a cut on the jet vertex fraction (Sec. 4.5.4) is applied for
jets within the Inner Detector acceptance (|η| < 2.4): the fraction of the momentum from tracks
associated to the jet and coming from the primary vertex should be greater than 0.5 for the 7 TeV
data. Due to the increasing pile-up during the 8 TeV data-taking period, the minimum JVF threshold
was reduced to 0.25. Additionally, the total jet momentum should pass some threshold, depending on
the jet pseudorapidity: central jets (|η| < 2.5) should have pjetT > 25 GeV while more forward jets

(2.5 < |η| < 4.5, region with high pileup jets occupancy) are required to have pjetT > 30 GeV. Jets with
|η| > 4.5 are discarded due to the calorimeters coverage. Finally, the reconstructed jet too close to one
of the two leading photons (∆R = 0.4) or one of the good electrons (∆R = 0.2) are vetoed.

7.2.3 Muons

Muons are reconstructed with the combined or segment-tagged muon algorithms within |η| < 2.7.
They are required to have pT > 10 GeV after Monte Carlo smearing. Additional quality requirement
on the muon track with respect to the primary vertex and number of hits in the Inner Detector are
applied. The isolation criteria is similar to the one applied on electrons:

∑

trk∈∆R=0.2 p
trk
T < 0.15 · pµT

and
∑

topocluster∈∆R=0.4E
cluster
T < 0.2 · pµT . Finally, the reconstructed muon too close to one of the

two leading photons (∆R = 0.4) or one of the good jets (∆R = 0.4) are vetoed.

7.2.4 Emiss
T and Emiss

T signiVcance

The EmissT used in the diphoton analysis is derived from the RefFinal variable, using the best available
calibration for each object:

Emiss, RefFinal
x(y)

=−
(

∑

Eγ

x(y)
+
∑

Ee
x(y)

+
∑

Eτ
x (y)

+
∑

Eµ

x(y)
+
∑

E
jets
x(y)

+
∑

E
soft jets
x(y)

+
∑

Ecell out
x(y)

)

(7.5)

Some modiVcations to the RefFinal algorithm are applied to adapt it to the analysis. First, in the
selection priority is given to photons. As was described in the overlap removal procedure, it happens
that a photon is also reconstructed as a jet or an electron. This is taken into account in the RefFinal
algorithm where each object enters into the computation only once, starting from electrons followed
by photons. For the γγ analysis, this selection is reversed to be sure that all photons are calibrated
with their best available calibration. Contrarily to what is done in the oXcial algorithm, the objects
identiVcation requirements were added to match the ones used in the analysis.

EmissT is a variable highly sensitive to pile-up. To further reduce this sensitivity, another discrim-
inating variable can be used, the EmissT signiVcance, denoted METsig in the following. It is deVned
by Equation 7.6 where σ(EmissT ) denotes the EmissT resolution. Its square is proportional to the scalar
sum of the measured momenta of the various objects in the event σ(EmissT ) ∝

√
∑

ET [78, 187, 188].

METsig =
EmissT

σ(EmissT )
(7.6)

Figure 7.2 illustrates the discriminating power of theMETsig variable.
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Figure 7.2: Emiss
T signiVcance distributions after diphoton selection for the diUerent Higgs production modes and

the full 2012 dataset (well reproduced by a Monte Carlo background estimation) [188].

7.3 Category deVnition

More details about the category deVnition are given in the following subsections, trying to emphasize:

1. The targeted signal and the main expected background. Most of the categories are dominated by
QCD background (untagged and 2-jets categories).

2. The variables used to discriminate between signal and background.

3. The strategy for the cuts optimization. Usually, the optimization is made trying to maximize
the sensitivity (using extended signiVcance formula [189]) and purity of the targeted production
mode (N sig

0 ):

SigniVcance =

√

√

√

√2× (
∑

i

N sig
i +Nbkg)× ln

(

1 +
N sig

0
∑

i 6=0N
sig
i +Nbkg

)

−N sig
0 (7.7)

Purity =
N sig

0
∑

iN
sig
i

(7.8)

7.3.1 VBF

VBF categories are included since the discovery analysis. First using a single category deVned with
cut-based approach, it is now separated into a loose and a tight category based on a Boosted Decision
Tree (BDT) output.

They aim at isolating the signal events produced via the VBF process. It is characterized by two
forward jets with high invariant mass.

The selection then starts from the selection of two jets. Then, several discriminating variables are
combined into a BDT to discriminate between the non-resonant background and reduce the contami-
nation from other Higgs processes. These discriminating variables are listed below and illustrated in
Figure 7.3 for the VBF signal, ggH process and non-resonant background.

• mjj is the invariant mass of the leading two jets;

• ∆ηjj is the pseudorapidity separation between the leading two jets;

• ∆φγγ,jj is the azimuthal angle between the diphoton and dijet systems;
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• ∆Rminγ,j represents the minimum∆R between leading/subleading photon and the leading/subleading
jet;

• η∗ is the Zeppenfeld variable [190] deVned by ηγγ − ηj1+ηj2
2 ;

• Finally, the diphoton pTt is also used as a discriminating variable.
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Figure 7.3: Distributions of the six variables entering the BDT for the signal (VBF), resonant background (ggH) and

non-background (from data sidebands), after diphoton and 2-jet selection [125].

The BDT is trained with signal and background samples. The BDT output OBDT after training is
illustrated in Figure 7.4.
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Figure 7.4: BDT response for the VBF signal (red), ggH background (blue) and non-resonant QCD background

(green). The two red lines indicate the BDT cuts that select loose and tight VBF categories [125].

The cuts are applied on the BDT output. They are optimize on a V BF -signiVcance basis, Vrst
choosing the lower limit for the tight category deVnition, in order to select events withOBDT > xtight.
Figure 7.5(a) shows the evolution of the V BF signiVcance as a function of x using the tight category
only. The better expected results are achieved for x = 0.83. Once x is Vxed, one can search for the
best lower limit on the loose category x′ < OBDT < x. The signiVcance of the loose category as a
function of x′ is illustrated in Figure 7.5(b) and is found to be optimal for x′ = 0.3.
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Figure 7.5: Expected VBF signiVcance in the tight and loose VBF categories as a function of the cut on the BDT

output [105].
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7.3.2 VH-hadronic

The VH categories aim at selecting Higgs signal events produced via the Higgstrahlung process. They
represent only about 5% of the expected events, so one expects low statistics categories.

The VH hadronic category tags the hadronic decay of W and Z . Similarly to the VBF categories,
it is dominated by QCD background. Several discriminating variables are introduced to reduce this
background:

• mjj is the invariant mass of the leading two jets;

• |ηγγ − ηjj | is the pseudorapidity separation between the diphoton and the dijet systems;

• HT is deVned to be the scalar sum of the transverse momenta of the two leading photons and
jets: HT = Eγ1T + Eγ2T + pj1T + pjT ;

• pTt of the diphoton system.

All of these variables are illustrated in Figure 7.6 for the V H signal, the resonant background made
of signal events coming form other Higgs production modes and the non-resonant (QCD) background
estimated from side-bands data or smeared Monte Carlo samples.
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Figure 7.6: Shape comparison of inputs variables for the VH categories for diUerent Higgs production modes and

side-bands data [125].

The cut optimization was performed in a systematic way, moving the cuts on each of the Vve
variables step by step. The best conVguration leads to a 16% improvement on the expected signiVcance,
supposing all uncertainties will not change. However, this implies a cut on HT that suUers from large
theoretical uncertainties. For this reason, the Vnal set of cuts does not use the HT variable and is
deVned as:
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• At least two jets;

• 60 < mjj < 110 GeV

• pTt > 70 GeV

• |ηγγ − ηjj | < 1

As illustrated in Figure 7.7, the jet resolution does not allow to disentangle the W → jj process
from Z → jj with themjj distribution.
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Figure 7.7: mjj distribution for diUerent Higgs production modes for events with at least two reconstructed jets [191].

7.3.3 Emiss
T category

With the VH EmissT category, the analysis tries to isolate the decays of W and Z bosons implying
neutrinos. The background is composed of Standard Model processes involving Z/W + nγ but also
γγ and γj events creating fake missing transverse energy.

As shown in Figure 7.2, theEmissT signiVcance variable has a very high discriminating power and is
the most important one in the deVnition of this category. It was shown that introducing an additional
cut on the diphoton pTt can enhance the sensitivity of this category. The optimization of both cuts is
shown in Figure 7.8. The METsig cut at 5 is chosen to maximize the sensitivity to the V H process.
The optimal pTt cut is found to be close to 50 GeV, but the statistics of this category is drastically
reduced. In order to keep enough events to estimate the background from a Vt, conserving a high V H
purity, the pTt requirement is relaxed to 20 GeV.
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Figure 7.8: The evaluated signiVcance dependence on the Emiss
T signiVcance cut and pTt variable in the VH E
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Figure 7.9: Background composition in the VH Emiss
T category from Monte Carlo [105].

7.3.4 VH one lepton

The VH one lepton category is aimed at selecting exclusively theWH → lνH process, especially after
the introduction of the VH dilepton category tagging ZH → llH events.

This channel suUers from backgrounds coming from Z + γ Standard Model processes. To get rid
of this background, where an electron would be misidentiVed as a photon, the invariant mass between
the leading electron and each of the photons is computed. It either of these two mass is compatible
with a Z boson, a veto is applied on the event (that remains in the inclusive selection though). The
invariant mass between the leading electron and the leading and subleading photons are illustrated in
Figure 7.10(a) and 7.10(b) respectively.
In addition, it was shown that the background rejection is increased if photons passing the electrons
loose likelihood identiVcation criteria are vetoed as well.

For the Vnal analysis of Run I dataset, one of the analysis goal is to disentangle WH production
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Figure 7.10: Electron-photon invariant mass distribution for the leading and subleading photon for events having

at least one lepton for background Monte Carlo samples and data [188].

from ZH . To achieve this goal, an additional cut on METsig was introduced in this category. Its
value is optimized on aWH signiVcance basis and illustrated in Figure 7.11. The chosen requirement
isMETsig > 1.5.
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Figure 7.11: The evaluated signiVcance dependence on the MET signiVcance cut in the one lepton category [105].

Since the new analysis includes three categories before the one lepton selection (Tab. 7.1), two
of them requiring leptons, their impact on the selection is tested. Starting from the 14 categories
deVned for the Moriond 2013 analysis (see § 6.6.2), the ttH and dilepton categories are successively
included. As can be seen from Figure 7.12(a), this changes the composition of the one lepton cate-
gory. Figure 7.12(b) shows the variation of the V H signiVcance obtained by varying theMETsig cut,
considering only the one lepton category. The choice of the cutMETsig > 1.5 is still justiVed when
considering the ttH and dilepton categories.

The Vnal number of observed events in data with the new selection and the expected background
from Monte Carlo is shown in Figure 7.13. The main remaining backgrounds come from Standard
Model processes involving truth leptons and photons.
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7.3.5 Dilepton

The study of the performances of adding a dilepton category was performed for the 2012 dataset only
from the 14 Moriond 2013 categories, including a one-lepton (without cut on EmissT signiVcance) and a
EmissT signiVcance category. It is aimed at selecting the ZH → llγγ Vnal state, in order to decorrelate
µWH and µZH . The diphoton selection was also the one used for Moriond2013, whose main diUerence
is the Vxed pT cuts on photons at 40 (30) GeV for the leading (subleading) photon. The study of this
category is detailed with the old selection is Sections 7.3.5.1 and 7.3.5.2 while the updated results with
the new selection are presented in Section 7.3.5.3.

7.3.5.1 Background estimation

The selection consists in choosing events with at least two leptons, two of them having the same
Wavour and opposite charge. A further requirement on the dilepton invariant mass is applied and mll

is required to be between 70 and 110 GeV, quite loose since keeping some statistics is crucial for this
analysis. Figure 7.14 illustrates the necessity of a cut on this variable to increase both the ZH purity
versus the ttH contamination and the signal to noise ratio.

(a) ZH (b) ttH (c) llγγ

Figure 7.14: Correlation betweenmll andmγγ for ZH , ttH and background eeγγ.

Figure 7.15 shows the signal composition in this category before and after requiringmll ∈ [70; 110]GeV.
Note that, at the time these plots were made, no ttH categories were deVned, that may increase the
ttH contamination with respect to the Vnal result.

(a) Without mll cut (b) With mll cut

Figure 7.15: Signal composition in the dilepton category with and without cut on the dilepton invariant mass.

More investigations have been carried out to understand the background composition. The irre-
ducible background is made of llγγ events. Reducible background comes from Z + jets events where
at least one jet is misidentiVed as a photon.
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The irreducible background is modelled by a matrix element generator, SHERPA [192], interfaced
with GEANT4. Three diagrams contribute to the llγγ matrix element. They are displayed in Figure 7.16.
For diagram 7.16(a), the invariant mass between the two leptonsmll should be close to the Z mass. In
the case of the diagram 7.16(b), the Z mass is obtained with the three body invariant massmllγ while
the four objects contribution is needed for the third diagram.

Dataset # Generator Process Ninitial σ[fb] L[fb−1] Nselected ZH

167476 Sherpa eeγγ (pγT > 25) + 3jets 200,000 9.29 2.15 104 1545
167477 Sherpa µµγγ (pγT > 25) + 3jets 200,000 9.30 2.15 104 1834
167478 Sherpa ττγγ (pγT > 25) + 3jets 200,000 9.25 2.16 104 1
147364 Sherpa eeγγ (pγT > 10) + 1jet 400,000 140 2.9 103 167
147365 Sherpa µµγγ (pγT > 10) + 1jet 400,000 140 2.9 103 211
147366 Sherpa ττγγ (pγT > 10) + 1jet 400,000 140 2.9 103 0
145161 Sherpa eeγ+jets (pγT > 10) +3jets 3,200,000 3.23 104 99 0
145162 Sherpa µµγ+jets (pγT > 10) +3jets 3,200,000 3.23 104 99 0
147770 Sherpa Z(ee) + 5jets 10,000,000 1.2074 106 2.24 0
147771 Sherpa Z(µµ) + 5jets 10,000,000 1.2074 106 2.24 0

Table 7.2: Monte Carlo samples used in the dilepton analysis. The number of generated events, the cross section and

the Vlter eXciency are reported. The sample luminosity corresponds to L = Ninitial/σ. llγγ samples are produced

with two diUerent cuts on photons transverse momentum. See text to see explanations.

(a) (b) (c)

Figure 7.16: Main background contributions to the dilepton category.

Figure 7.17 is an illustration of the fact that the last diagram 7.16(c) does not contribute to the
selected events due to the tight pT cuts on the photons. Indeed, Figure 7.17(a) shows mll : mllγ (with
x : y notations) for the eeγγ Monte Carlo sample with nominal cuts. Bottom and right pads represent
the projection ofmll andmllγ respectively, the last bin containing the overWow. Events withmll ∼ mZ

come from the process 7.16(a). Similarly, events with lowmll butmllγ ∼ mZ come from 7.16(b). The
middle plot in Figure 7.17 showsmllγ : mllγγ : no events withmllγγ ∼ mZ are observed, showing that
the diagram 7.16(c) does not contribute to the selected events. Figure 7.17(c) shows the mllγ : mllγγ

distribution with relaxed cuts on the photon pT , and the contribution from Z → eeγγ is visible on
central canvas.

(a) mll : mllγ (b) mllγ : mllγγ (c) mllγ : mllγγ relaxed cuts

Figure 7.17: Correlation betweenmll,mllγγ andmllγγ for the eeγγ background. mllγ is the closest to the Z peak

among the leading and subleading photon. See text.
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The reducible Z+jets background can not be estimated directly formMonte Carlo due to the poor
statistics surviving the kinematics and quality cuts on photons. The strategy proposed here is to relax
the cuts on the photons pT and quality to enrich the dataset with background. Two conVgurations
were considered:

1. pT cut on the photons reduced to 15 GeV;

2. Reduced pT cut on the photons and quality requirement loosened (i.e. events with at least one
photon loose but not tight).

In both these conVgurations, the Monte Carlo predictions are compared to the observations in
data. Since the usual γγ stream used in the analysis requires tight pT cuts on the photons and/or on
electrons (see Table 7.3), the comparison to data is made using the eeγ and µµγ streams. The trigger
requirement is also adapted and the usual diphoton trigger is combined with a single electron and a
single muon trigger1.

Stream Photon(s) Electron(s) Muon(s)

γγ
2 with ET > 20 GeV - -
1 with ET > 20 GeV 1 with ET > 20 GeV – medium -

- 2 with ET > 20 GeV – medium -
eeγ 1 with pT > 10 2 with pT > 10 GeV – loose++ -
µµγ 1 with pT > 10 - 2 with pT > 10 GeV – loose

Table 7.3: Data streams and requirements on the diUerent objects of interest for the dilepton analysis.

Figures 7.18 and 7.19 show the dilepton invariant mass distribution obtained in each of these con-
Vgurations for electrons and muons. The Monte Carlo samples use the relaxed pT cuts on photons as
well (datasets ID 14736x in Table 7.2). Due to the fact that these samples were generated with a lower
number of jets in the matrix element, the cross-section is underestimated. TheK-factor is estimated by
generating a sample with the same SHERPA generator using the same conVguration Vle and changing
the maximum number of allowed jets. One can Vnd [193]:

K =
σ(eeγγ, pγT > 25, 3j)

σ(eeγγ, pγT > 25, 1j)
=

9.3023 fb

7.4534 fb
= 1.248 (7.9)

This K-factor is not applied on the plots below but may explain the remaining diUerences between
data and Monte Carlo. Since some diagrams are common to the matrix elements of several samples, an
overlap removal between the diUerent samples is performed.

This study allows to conclude that the contribution from Z + jets is sizeable when the photon
quality is relaxed, as expected. When requiring tight photons, this contribution is reduced a lot. Con-
sidering that the photons purity increases with pT , the contribution from Z + jets in the nominal
conVguration is expected to be negligible.

The contribution from reducible background with jets faking a lepton is not addressed since the
fake rate j → e/µ is several order of magnitude below the j → γ fake rate.

The main background to the dilepton category hence comes from irreducible llγγ processes. This
conclusion justiVes not to apply ameγ cut similarly to the VH-one lepton category, since it was intro-
duced to minimize the background coming from electrons misidentiVed as converted photons.

7.3.5.2 Statistical procedure

The introduction of a dilepton category allows to decorrelate µWH and µZH as illustrated in Fig-
ure 7.20: their correlation with the 14 Moriond 2013 categories is 65% and is decreased down to 46%
with the new dilepton category.

1Namely EF_e24vhi_medium1 and EF_mu24i_tight trigger menu for the eeγ and µµγ streams respectively.
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(a) Electrons – ConVguration 1 (b) Electrons – ConVguration 2

Figure 7.18: Dielectron invariant mass distribution for relaxed cuts on photons. Numbers in parenthesis show the

number of events normalized to the luminosity. Data are from the eeγ stream. The eeγγ background contribution

should be scaled up by about 25%. The mll < 40 GeV mass range should not be considered as a Vlter is applied at

the Monte Carlo generation stage (for Z + jets samples).

(a) Muons – ConVguration 1 (b) Muons – ConVguration 2

Figure 7.19: Dimuon invariant mass distribution for relaxed cuts on photons. Numbers in parenthesis show the

number of events normalized to the luminosity. Data are from the µµγ stream. The µµγγbackground contribution

should be scaled up by about 25%. The mll < 40 GeV mass range should not be considered as a Vlter is applied at

the Monte Carlo generation stage (for Z + jets samples).

With the Moriond 2013 selection, four events only are selected in this category in the whole 2012
dataset, none of them in the signal region [120; 130] GeV. This make the usual statistical procedure
consisting in determining the background shape from the data diXcult. Several tests are performed to
check the inWuence of the background parametrization on the results.

First of all, the classical technique of Vtting the background with an exponential shape is per-
formed. The choice of the exponential is conVrmed with a spurious signal study. The Monte Carlo
sample reproduces the main background, that previous paragraph showed to be made of llγγ events.
The ττγγ sample is also considered, even if having a small contribution. Figure 7.21 shows the results
of an S +B Vt on this sample, for diUerent B parametrizations. The bottom pad shows the number of
Vtted signal events, normalized to the luminosity. The criteria the spurious signal may fulVl are shown
with dashed lines. The Monte Carlo sample statistics is not optimal, but the Vts do not show any
worrying deviations for choosing an exponential shape, and this is the choice made in the following.

The expected improvement on the µZH measurements are quantiVed from an Asimov dataset.
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(a) Without dilepton category (b) With dilepton category

Figure 7.20: Correlation between the four parameters of interest.

Figure 7.21: Spurious signal study for the dilepton category with the Moriond 2013 selection.

Table 7.4 shows the expected results if staying with the Moriond 2013 categorization, that will serve
as baseline. It is compared with a conVguration where the dilepton category is added, its background
estimated from a Vt to data with either an exponential or constant shape. The addition of the dilepton
category improves the expected uncertainties on µWH and µZH . When changing the background
parametrization among reasonable functions, the result is not aUected.

ConVguration Without dilepton With dilepton
Bkg shape for dilepton - Exponential Constant

µ err+ err - err+ err - err+ err -
ggH+ttH 0.46 -0.41 0.40 -0.37 0.40 -0.37
VBF 0.94 -0.79 0.84 -0.75 0.84 -0.75
WH 3.41 -3.07 2.32 -2.14 2.32 -2.15
ZH 6.35 -5.40 3.60 -2.29 3.62 -2.29

Table 7.4: Expected uncertainties on µX from an Asimov dataset with µ = 1 at mH = 126.5 GeV. The base-

line Moriond 2013 category conVguration without dilepton category is compared to conVguration adding a dilepton

category. The impact of the background shape in the dilepton category is also tested.

The improvements on µV H one one side, and µWH and µZH on the other side are summarized in
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Figure 7.22. A test was also performed to test the category ordering, starting the selection from the
VH EmissT category instead of the dilepton category, but this was not conclusive.

(a) (b)

Figure 7.22: Expected improvement on the signal strengths uncertainties. Comparing the red and green lines shows

the improvement between the 14 Moriond 2013 categories and the 15-category model including a dilepton category.

7.3.5.3 Final results

When introducing relative pT cuts, only two data events survive the dilepton selection, as illustrated
in Figure 7.23.
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Figure 7.23: Background composition in the VH-dilepton category from Monte Carlo [125].

As described in Chapter 2, Vtting such a low number of events, and especially with no event in
the signal region requires the addition of ghosts events in the dataset to prevent the pdf to become
negative.

7.3.6 tt̄H

The analysis of the tt̄H production mode is a dedicated analysis taking advantage of several Higgs
decay channels (see Vrst analysis description in [194]). The analysis in the γγ channel deVnes two
categories: the leptonic category selecting the leptonic decay of at least one top quark, and a hadronic
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category selecting the full hadronic decay of the tt̄ pair. The selection relies only on counting the
number of jets, b-jets, leptons and quantify the EmissT reconstructed in the event.

The optimization of each category was done on a ttH limit basis, using statistical uncertainty only.
The ggH contamination is minimized because it suUers from large theoretical uncertainties coming
from c and and b quarks production. The analysis is described in detail in [195], [196] and [197].

Hadronic category

The hadronic category is deVned by a logical OR between the following three conVgurations:

6j2b at least six jets, out of which at least two are b-tagged using the 80%MV1c tagger working point;

6j1b similar to previous conVguration except that the pT cut on jets is increased to 30 GeV and the
requirement on the number of b jets is loosened to only one, with the 60%MV1c working point;

5j2b selects events with at least Vve jets, out of which at least two are classiVed as b-jets from the 70%
MV1c tagger.

For each conVguration, a lepton veto is applied to remove possible overlaps with the leptonic category.

Leptonic category

The leptonic category requires a reconstructed lepton, electron or muon. Two conVgurations are re-
tained:

1b one b-tagged jet with the 80% MV1c tagger and EmissT > 20 GeV;

2b at least two b-jets from 80% of MV1c tagger. No EmissT requirement because the main background
is found to come from tt̄.

Similarly to the V H one lepton category, a veto is performed if themeγ invariant mass between either
electron and either photon is consistent with a Z boson.

7.3.7 Untagged

With the increasing number of categories, the historical nine untagged categories were reinvestigated
in order to reduce their number, preserving a good expected signiVcance. Several models were tested,
and the Vnal one is made of only four categories based on the photon pseudorapidities and diphoton
pTt only.

The cut optimization is performed on a global signal signiVcance basis and is illustrated in Fig-
ure 7.24 where the data side-bands and Monte Carlo are used to estimate the background. Both meth-
ods give consistent results and the chosen cuts are the following:

1. Central high pTt: (|η1| < 0.95 and |η2| < 0.95) and pTt > 70 GeV

2. Central low pTt: (|η1| < 0.95 and |η2| < 0.95) and pTt < 70 GeV

3. Forward high pTt: (|η1| > 0.95 or |η2| > 0.95) and pTt > 70 GeV

4. Forward low pTt: (|η1| > 0.95 or |η2| > 0.95) and pTt < 70 GeV

Figure 7.25 shows the pTt distribution in the forward and central categories, justifying the use the
same cut for both categories.
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Figure 7.24: SigniVcance as a function of the cut on pTt (10 GeV step) and η (0.05 step) for the pTt-η model [105].
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Figure 7.25: pTt distributions in the untagged categories [125].

7.4 Statistical model

7.4.1 Signal model

As usual, the signal is parametrized by a Crystal-Ball+Gaussian shape with a global Vt to all signal
processes. The shape parameters and the yields are parametrized as a function of the Higgs mass with
polynomials as described in Section 6.5.1.3.

Two more signal processes are taken into account:

bbH it was noticed that the bbH production mode (Fig. 7.26) was not considered so far while its
contribution is not negligible compared to the ttH one [28, 198–200]. However, its impact on
our analysis is expected to be small since its cross section decreases quickly as the b-jet pT
increases.

Fully simulated samples are not yet produced for this process and the usual technique can not be
used. It is accounted for in the signal model according to the following prescription: its yield at
mH = 125.5 GeV is taken to be 1.1% of the ggH cross-section; its mass dependence is similar
to the ttH process (Fig. 1.12).This results in the NbbH(mH) dependence:

NbbH(mH) =
NttH(mH)

NttH(125.5)
× NggH(125.5)

σggH(125.5)
× σbbH(125.5) (7.10)
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Figure 7.26: bbH process in the four Wavours parton density containing only u,d,c,s and g contributions and for the
Vve Wavours scheme adding the contribution from b quark.

where we have σbbH(125.5)
σggH(125.5) = 1.1%.

tH The tH process is taken into account since it represents up to 5% of the total signal in the ttH
categories (Tab 7.5). Two kinds of Monte Carlo samples need to be produced to fully describe the
tH process: tHj (Fig. 7.27) andWtH (Fig. 7.28). The diagrams qq̄′ → W ∗ → tbH (s-channel)
are neglected. However, only the Vrst one is available, only for mH = 125 GeV, at that time,
its prediction are then scaled up by a factor 1.3 to account for the total tH process. The impact
of having ∼ 400 MeV mass diUerence on acceptance is checked to be negligible and a Wat mass
dependence of the acceptance is then used. The mass dependence of the cross section is taken
into account.

7 TeV 8 TeV

σtHj [pb] 0.00891 0.0138
KtHj 1.19 1.23
σttH [pb] 0.08632 0.1293

Table 7.5: tH cross section and K-factors at
√
s = 7 and 8 TeV compared to the ttH cross section, at mH =

125 GeV.
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Figure 7.27: Example of diagrams for the tH production in the tHj channel (see [201] for a complete description).
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Figure 7.28: Example of diagrams contributing to the tH production in association with aW boson (see [201] for

a complete description).
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The result in terms of category composition is shown in Figure 7.29. It is very similar between 7 and
8 TeV. A small diUerence appears in the VH EmissT category because the 7 TeV analysis uses a looser
photon identiVcation based on a Neural Network (Sec. 6.2.2.2); therefore, in the EmissT computation,
more jets are wrongly calibrated as photons [202].
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Figure 7.29: Category composition in terms of signal processes for the 7 and 8 TeV Standard Model predictions [125].

The number of expected events and resolution in each category are given in Tables 7.6 and 7.7 for
7 TeV and 8 TeV respectively. The number of background events in the signal region is estimated by a
Vt to the data side-bands in order to derive the signal-to-noise ratios.

Category # Category name nsignal σ68% σ90% nbkg in σ90% s/b (σ90%) s/
√
b (σ90%)

1 Central low pTt 26.01 1.36 2.32 402.50 0.06 1.15
2 Central high pTt 1.99 1.21 2.05 10.86 0.16 0.54
3 Forward low pTt 39.52 1.69 3.03 1386.41 0.03 0.95
4 Forward high pTt 2.87 1.49 2.59 46.83 0.06 0.38
5 VBF loose 1.62 1.43 2.53 6.65 0.22 0.57
6 VBF tight 0.95 1.37 2.40 0.48 1.79 1.24
7 VH hadronic 0.57 1.36 2.33 2.78 0.18 0.31
8 VH Emiss

T 0.45 1.33 2.36 1.54 0.26 0.33
9 VH one lepton 0.34 1.48 2.56 0.33 0.92 0.53
10 VH dilepton 0.05 1.45 2.59 0.00 - -
11 ttH hadronic 0.07 1.38 2.37 0.21 0.28 0.13
12 ttH leptonic 0.10 1.42 2.44 0.11 0.82 0.27

Table 7.6: Signal model parameters and expected background (from Vt) for 2011 7 TeV datasets. σX% is the size of

the window (in GeV) containing X% of the signal. No event is observed in category 10 (VH-dilepton).

7.4.2 Background parametrization

The background is modelled by a Vt to the data. The function parametrization is chosen with a spurious
signal study whose principles are described in Section 6.5.2. The following only shows the results of
the study for this particular analysis.

The smeared Monte Carlo is a mixture of jj, γj and γγ events with a composition compatible
with purity studies coming form the data driven QCD background estimation. Figure 7.30 shows the
distribution of this Monte Carlo sample compared to the data for two categories.

The tested shapes are Bernstein polynomials of order 2, 3 and 4 and exponential of polynomials:
exp(

∑N
n=1 an(mγγ − 100)n) with N=1,2 or 3.

The 7 TeV dataset needs some special treatment because the smeared Monte Carlo are not pro-
duced. For the high statistics categories, a reweighting is derived to take into account the change of
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Category # Category name nsignal σ68% σ90% nbkg in σ90% s/b (σ90%) s/
√
b (σ90%)

1 Central low pTt 138.41 1.47 2.49 2376.42 0.05 2.53
2 Central high pTt 11.44 1.31 2.22 68.33 0.15 1.23
3 Forward low pTt 212.52 1.86 3.30 8538.51 0.02 2.05
4 Forward high pTt 16.48 1.64 2.89 282.67 0.05 0.88
5 VBF loose 9.26 1.57 2.78 44.42 0.19 1.25
6 VBF tight 5.88 1.46 2.62 6.67 0.79 2.05
7 VH hadronic 3.27 1.43 2.57 18.30 0.16 0.69
8 VH Emiss

T 1.14 1.58 2.73 3.21 0.32 0.57
9 VH one lepton 1.67 1.60 2.80 4.39 0.36 0.76
10 VH dilepton 0.26 1.59 2.80 0.27 0.86 0.45
11 ttH hadronic 0.49 1.52 2.61 1.74 0.26 0.34
12 ttH leptonic 0.62 1.57 2.68 0.53 0.96 0.70

Table 7.7: Signal model parameters and expected background (from Vt) for 2012 8 TeV datasets. σX% is the size of

the window (in GeV) containing X% of the signal.
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Figure 7.30: Top: smeared Monte Carlo shape and comparison to data at 8 TeV. Bottom: µSS =
Nspurious

Nexpected

signal

[125].

the parton density functions between 7 and 8 TeV. The spurious signal study is repeated with these
reweighted smeared Monte Carlo samples. For the low statistics categories (both ttH categories, VH-
dilepton, VH-one lepton and VH EmissT ), it was chosen to correlate the background shapes between
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both years. In this case, the spurious signal at 7 TeV is obtained by scaling the one computed at 8 TeV
to the number of expected signal events.

The chosen parametrization for each of the twelve categories and the associated spurious signals
are reviewed in Table 7.8.

Category Background Nspur Nspur

# Name model (7 TeV) (8 TeV)

1 Central - low pTt Exp. pol. 2nd order 1.11 6.74
2 Central - high pTt Simple exponential 0.07 0.41

3 Forward - low pTt Exp. pol. 2nd order 1.17 6.99

4 Forward - high pTt Exp. pol. 2nd order 0.25 1.18
5 VBF loose Simple exponential 0.17 1.30
6 VBF tight Simple exponential 0.03 0.31
7 VH hadronic Simple exponential 0.08 0.45
8 VH Emiss

T Simple exponential 0.05 0.12
9 VH one lepton Simple exponential 0.03 0.11
10 VH dilepton Simple exponential 0.004 0.02
11 ttH hadronic Simple exponential 0.06 0.33
12 ttH leptonic Simple exponential 0.03 0.17

Table 7.8: List of the functions chosen to model the invariant mass distributions of the backgrounds and the associ-

ated spurious signal term Nspur for the 12 categories and for the 7 and 8 TeV datasets.

7.4.3 Systematics uncertainties

Several sources of systematics uncertainties are identiVed and their eUect on the analysis quantiVed.
The uncertainties impact diUerent parts of the model:

• Analysis eXciency can be aUected by changes in the cut deVnition and/or variable modelling.
This is translated into an uncertainty on the expected signal yield. Two kinds of uncertainties
on the signal yield can be deVned:

– EXciencies: change the overall number of selected events. The most important quantity is
the diUerence between data and Monte Carlo eXciency, which is quantiVed with the use
of scale factors. These uncertainties are common to all analyses using the same inclusive
event selection.

– Migrations: impact only the distribution of the selected events into the diUerent categories.
Since categories are deVned with diUerent signal-to-noise ratios, this can change the Vnal
measurement.

For each of them, theory and experimental sources are identiVed. The experimental uncertainties
are computed using the diUerence of eXciency between data and Monte Carlo.

• Photon energy scale induces uncertainties on the peak position, propagated to systematics on
the mean of the Crystal-Ball and Gaussian coming from the signal model (see Section 6.5.1).

• Mass resolution is also an uncertain quantity impacting the resolution of the Crystal-Ball and
Gaussian in the signal model.

• Finally, the background modelling is also a source of uncertainty. It is accounted for in the
analysis by adding a signal bias corresponding to the spurious signal.

The next sections detail the diUerent sources of uncertainty that have been considered for the γγ
couplings analysis.
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7.4.3.1 Signal eXciency

The theory uncertainties on the inclusive signal eXciency come from:

Inclusive cross-sections

The predicted inclusive cross sections for each process suUer from theory uncertainties due to
QCD scale dependence (i.e. missing higher order corrections) and Parton Density Functions of
the proton. Values used in this analysis are provided by the LHC Higgs cross section working
group [134]. Their values are summarized in Table 7.9 for 8 TeV data. One should note that
there is a discussion in [203, 204] of possible underestimation of these uncertainties. Some
approximate N3LO ggH computations have been carried out recently [205–208], which are not
included in this computation.

7 TeV 8 TeV
Process Central value Scale PDF+αS Central value Scale PDF+αS

ggH 18.82
+7.2 +7.5

14.77
+7.1 +7.6

-7.8 -6.9 -7.8 -7.1

VBF 1.558
+0.2 +2.6

1.206
+0.3 +2.5

-0.2 -2.7 -0.3 -2.1

WH 0.6767
+1.0 +2.3

0.5555
+1.0 +2.5

-1.0 -2.3 -1.0 -2.5

ZH 0.4000
+3.2 +2.5

0.3227
+2.9 +2.6

-3.2 -2.5 -2.9 -2.6

ttH 0.1247
+3.8 +8.1

0.0833
+3.2 +8.4

-9.3 -8.1 -9.3 -8.4

bbH 0.1498
+13 +6.4

0.1953
+13 +6.4

-23 -6.4 -22 -6.4

Table 7.9: Standard Model Higgs cross sections [pb] and theory uncertainties [%] at mH = 126.5 GeV following

Higgs cross section working group prescriptions [134].

The scale uncertainties are treated as uncorrelated among the Vve production modes: ggH ,
V BF , V H , ttH and bbH . For the PDF, only two nuisance parameters are introduced, depending
on the gg (ggH , ttH) or qq (V H , V BF ) nature of the process.

Branching ratio

An uncertainty of 4.8% of the signal yield is added, due to the Higgs branching ratio to γγ
uncertainty [134].

ttH modelling

Some uncertainties are added in the ttH categories only:

• Additional uncertainties on the cross-section normalization due to scale variation and scale
choice amounts for up to 2% uncertainty on the ttH signal yield.

• Extra uncertainties on the ggH andWH processes are also included;

• An additional uncertainty of 100% is taken into account, due to the heavy Wavour mod-
elling in the contributions from ggH , V BF and WH processes. Even it very large, the
fraction of events from these processes in the ttH categories is very low so its impact on
the Vnal measurement is expected to be small;

Some experimental sources are also identiVed to have an impact on the signal eXciency. They are
summarized in Table 7.10 and detailed below.

Luminosity

The luminosity is determined from Van der Meer scans carried out several times during the 2011
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Uncertainty source 7 TeV 8 TeV

Luminosity 1.8 2.8
Trigger 0.5 0.5
Photon ID 8.4 1.0
Isolation 0.6 0.3

Table 7.10: Relative systematic uncertainties on the inclusive yields [%] for the 7 TeV and 8 TeV datasets.

and 2012 runs. The uncertainties on this determinations, coming from both the individual scans
and the diUerence observed in their repetitions, are evaluated using the techniques described in
Ref. [209]. It is found to be 2.8% for 2012 and 1.8% in 2011. This uncertainty is considered as
uncorrelated between 2011 and 2012.

Trigger

The trigger eXciency and its related uncertainty are evaluated using data-driven methods. The
g35_loose_g25_loose trigger eXciency is evaluated for relative pT cuts on the photons. The
measured eXciency is 99.04% with a total uncertainty of 0.53%. The 2011 2g20_loose has
comparable eXciency and the same uncertainty, correlated with 2012.

Photon identiVcation

The photon identiVcation eXciency is measured from a combination of three data driven meth-
ods. The resulting uncertainties for the 8 TeV analysis, where correlations between photons are
taken into account, is found to be 1% on the inclusive signal yield. The systematics for 2011
uncertainties amounts to 8.4% of the inclusive signal yield. Both uncertainties are uncorrelated
between 2011 and 2012.

Photon isolation

Two methods exist for the photon isolation systematics determination. A Vrst method uses
electrons from Z → e+e−. The inWuence of using electrons is quantiVed by changing the
electron quality requirement and leads to quite high uncertainties. It is applied for the 2011
dataset. For 2012 data, another method is derived using directly tight photons from Z → llγ
process. The dependence with the number of primary vertex, pseudo-rapidity and transverse
energy is checked and found to be negligible. This new method allows to decrease the isolation
uncertainty in 2012 from 1.2% to 0.3%.

The photon identiVcation and isolation are expected to be less eXcient in the hard jet environ-
ment required by the ttH selection. The related uncertainties are then increased in these two
categories to 9.3% (2011) and 4.1% (2012) for the photon identiVcation and to 3.1% (2011) and
3.0% (2012) for the photon isolation [210].

Photon energy scale

The impact of the photon energy scale on the inclusive signal yield is tested by varying the
photon pT by δpT according to the uncertainty on the energy δE where pT = E/ch(η). The
impact on the acceptance is found to be negligible.

Monte Carlo statistics The limited statistics in the Monte Carlo samples gives rise to an uncertainty
on the number of selected signal events. It is estimated for each of the Vve production modes
whose full simulation samples are available, and for each category (Tab. 7.11). In principle,
one should use 5 × 12 = 60 nuisance parameters per year, one per production mode and per
category. However, given the size of the uncertainty, it is expected to be negligible for most of
the measurements. A systematic study showed that only four of these nuisance parameters have
an impact greater than 0.1% on the Vnal systematics uncertainty on the µX :

• The ZH yield in category 10 (dilepton) for 2011;
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• The ZH and WH yields in category 10 (dilepton) for 2012;

• The ttH yield in category 12 (ttH leptonic) for 2012.

2011 ggH VBF ttH WH ZH

CP1 0.19 0.37 1.01 0.55 0.53
CP2 0.65 0.64 1.14 1.01 0.99
CP3 0.15 0.29 0.90 0.40 0.39
CP4 0.55 0.53 1.12 0.78 0.78
CP5 1.12 0.38 4.27 3.51 3.51
CP6 2.15 0.42 9.21 10.37 9.76
CP7 1.72 2.68 2.07 0.81 0.79
CP8 2.16 2.12 1.20 1.00 0.71
CP9 12.60 10.00 2.08 0.64 1.79
CP10 0.00 0.00 9.90 57.74 1.24

CP11 11.62 12.91 0.77 12.13 8.84
CP12 30.15 30.15 0.64 2.86 4.12

2012 ggH VBF ttH WH ZH

CP1 0.19 0.37 1.08 0.57 0.54
CP2 0.64 0.64 1.20 1.01 0.98
CP3 0.16 0.30 0.95 0.41 0.40
CP4 0.54 0.53 1.15 0.78 0.77
CP5 1.09 0.39 4.43 3.31 3.21
CP6 2.05 0.42 8.01 8.30 8.91
CP7 1.70 2.74 2.14 0.82 0.80
CP8 10.72 10.91 1.38 1.25 0.82
CP9 13.48 12.91 1.89 0.66 1.91
CP10 0.00 0.00 9.45 100. 1.25

CP11 12.13 13.61 0.70 14.00 8.28
CP12 33.33 25.00 0.65 4.10 5.63

Table 7.11: Uncertainties coming from the statistical limitation of the 7 TeV (left) and 8 TeV (right) Monte Carlo

samples [%] [105].

Four nuisance parameters acting on the signal yields with gaussian constraint are then added to
the model.

7.4.3.2 Migrations

Migrations uncertainties take into account diUerent events repartition in the categories. In principle,
∑

cat σ
mig
cat Ncat should be zero, hence a positive sign uncertainty should always be compensated by a

negative uncertainty in another category. In practice, the number of aUected events can be so small
that the number of events moving out of low statistics category is not negligible, but the corresponding
events entering the high statistics category are negligible. This explains why some migration system-
atics are deVned only in some categories, and sometimes have always the same sign.

Higgs pT modelling

The Higgs pT is highly correlated to the diphoton pTt. Uncertainties on the Higgs pT spectrum
then induces migrations among the untagged categories using a pTt cut. The determination
of this uncertainty is discussed in Chapter 9. The Vnal results are recalled in Table 9.3. The
inclusive scale uncertainty should be set to zero in the high pTt categories because the ∼ 20%
pT uncertainty already covers it.

ctrl-low-pTt ctrl-high-pTt fwd-low-pTt fwd-high-pTt

Scale, 7 TeV 7.8 0 7.8 0
pHt mig, 7 TeV -1.4 24.1 -1.4 23.8
Scale, 8 TeV 7.8 0 7.8 0
pHT mig, 8 TeV -1.5 24.2 -1.5 23.9

Table 7.12: Migration uncertainties in percent on the ggH cross section in the high and low pTt categories from

HRes2.0.

The impact of PDF variations on the Higgs pT shape were also checked and found to be signif-
icantly smaller than the QCD scale uncertainties hence neglected is this analysis. More details
about the Higgs pT and its uncertainties are given in Chapter 9.

Njets cross section

This systematics comes from the exclusive Njets cross-section uncertainty that is translated
into migrations of events out of the 2-jets categories. It is estimated using the MCFM pure NLO
generator. Details about this method can be found in Section 8.3 of Yellow Report 3 [134].
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The increase in ggH scale uncertainty when the BDT applies criteria on this variable is found to
be 25% and 52% and is summarized in Table 7.13.

Category VBF loose VBF tight VH had
≥ 2 jets uncertainty 20.4% 20.4% 20.4%
≥ 3 jets uncertainty 25% 52% 0

Table 7.13: Systematics due to the modelling of ggH+jets in the two-jet categories [%].

∆φ and η∗ modelling

The VBF selection uses angular variables∆φγγ−jj and η∗ as BDT inputs. The uncertainty on the
modelling of these two quantities for the ggH process in the Monte Carlo are estimated looking
at the diUerence in signal yield between the nominal POWHEG+PYTHIA8 sample, in which the
second jet is always generated by the parton shower, and the MINLO HJJ [211] which models
the second jet in gluon fusion up to NLO. The VBF process does not have this problem since it
is generated at NLO with POWHEG, hence both jets are already generated at NLO accuracy.

The weights from the ggH samples are derived independently for ∆φjj and η∗, as the ratio
between the nominal and the MINLO HJJ sample after each dataset have been normalized to
the same cross-section. They are then applied to the nominal sample and this weighted sample
passes through the BDT. The eUect of the reweighting on the BDT output is shown in Figure 7.31.
The migrations systematics are shown in Table 7.14 for categories in which it is not negligible.
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Figure 7.31: The resulting POWHEG BDT distributions with (red) and without (black) reweighting to MINLO

HJJ [105].

Reweighted Sample Tight VBF Loose VBF

HJJ∆φ -11.18 -8.93
HJJ η∗ -6.60 -4.82

Table 7.14: Changes in gluon fusion event yields after reweighting with MINLO HJJ for the loose and tight VBF

categories [%].

Underlying event

The underlying event, or Multi parton interaction (MPI), modelling can change the number of
jets in the events. Its impact on the ggH and V BF repartition is estimated by comparing the
nominal POWHEG+PYTHIA8 samples to a sample with underlying event turned oU in PYTHIA8.

For ggH , MPI will add additional jets and hence move events into the jet categories (VBF, VHhad
and ttH had, categories 5-7 and 11). The fullsim samples generated with MPI turned oU only had
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300k events each. The statistical precision on the expected number of events in each category
was too poor to obtain a statistically signiVcant estimate of the change in yield relative to the
nominal sample. The only category that gives a statistically signiVcant shift is the ttH category,
for which the yield ratio is 0.4 ± 0.16, i.e. a 60% drop in yield is observed when the UE is
turned oU. It hence seems the MPI greatly increase the migration of ggH into this category
(that requires at least 5 jets). This is the only uncertainty that is taken directly from the fullsim
yield. For the other categories the nominal sample is reweighted based on a Vt to the “no-
MPI”/“with-MPI” ratio as a function of ∆φγγ−jj calculated from the particle level jets. This
variable was found to be particularly sensitive to the MPI, probably as the MPI tend to add a
dijet system that is (more) uncorrelated with the Higgs, while the di-jet system produced in
direct association with the Higgs will tend to be back-to-back with the Higgs (see Yellow Report
3, Section 8.3 [134]). This prescription was followed both for ggH and V BF and the results are
summarized in Figure 7.32 and Table 7.15.
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Figure 7.32: Left: Reweighing function used to propagate the the eUect of the UE modelling uncertainty to the

events. Right: Impact of turning the modelling of UE oU, using the fullsim sample (points) and by re-weighing the

nominal sample (light blue line). The reweighting gives more stable results that are consistent within statistics with

the (low-stats) fullsim results [105].

Category 1 2 3 4 5 6 7 8 9 10 11 12
ggH UE uncert. +0.1% +0.1% +0.1% +0.1% −6% −5% −6% - - - −60% −5%
VBF UE uncert. +1.2% +1.2% +1.2% +1.2% −2.6% −1.7% −2.8% −2.2% −1.7% - −4% −4%

Table 7.15: Migration systematics due to the modelling of the underlying event [%]. Turning oU the underlying

reduces the number of jets in the events, making them migrate migrate towards the untagged categories [105].

The results in this section was derived with 8 TeV samples. The same procedure was applied to
7 TeV samples and it was found to give consistent results within the statistical precision. The
same relative uncertainties are hence assigned also to 7 TeV Monte Carlo.

Material in front of the calorimeter

The material description used to be accounted for in the systematics uncertainties since it can
change the fraction of converted photons versus unconverted ones. However, the new catego-
rization for the couplings analysis do not use any more the photon conversion status. Its impact
on the signal yield is nonetheless quantiVed, comparing the signal yields from a Monte Carlo
sample with nominal geometry, and a sample simulated with a distorted geometry introducing
5% more material in front of the calorimeter. The impact is found to be negligible.

Jet Energy Scale (JES) and Resolution (JER), JVF and MET

Jets and MET suUer from many systematics uncertainties.

The impact of each of these parameters on the analysis is estimated for each category and each
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7.4. STATISTICAL MODEL

production mode. Then, a simpliVcation procedure is applied to keep only the parameters giving
an uncertainty sizeable with respect to the statistical uncertainty.

The same simpliVcation procedure is applied for all JET and MET uncertainties:

• First, the production modes where uncertainty has the same order of magnitude and where
we do expect the same behaviour for these processes (e.g. MET impact on ggH and VBF is
expected to be small) are merged. It has the advantage of limiting the statistically-induced
variations.

• Eventually merge categories for the same reasons;

• Choice of systematics sources leading to an uncertainty at least equal to the statistical
uncertainty;

• Finally, the up and down uncertainties are symmetrized: the up and down absolute values
are averaged and the sign of the up variation is assigned to the Vnal uncertainty.

The above procedure results in keeping ten nuisance parameters coming from the use of jets in
the analysis. Four additional uncertainties related to the soft term scale and resolution in the
EmissT deVnition are also considered. Tables 7.16 and 7.17 give an order of magnitude of these
uncertainties after quadratic sum of all nuisance parameters.

Category ggH V BF ttH WH + ZH

Central+Forward - low pTt 0.1 3.0 4.4 0.1
Central+Forward - high pTt 1.0 4.7 4.0 1.4
VBF loose 13 4.0 7.3 13
VBF tight 14 8.7 8.0 12
VH hadronic 3.5 3.4 7.1 2.3
VH Emiss

T 0.1 0.3 2.0 0.2
VH one lepton 2.4 3.5 4.0 0.6
VH dilepton 0 0 5.6 1.0
ttH hadronic 18 22 6.8 17
ttH leptonic 15 11 0.5 6.3

Table 7.16: Size of the uncertainties induced by jet energy scale, resolution and jet vertex fraction systematic on

the signal yield in each category and production process in 2012. The numbers are relative% variations obtained by

summing in quadrature the contribution of each uncertainty component neglecting the sign of the migration. They

are of the same order of magnitude for 2011 and 2012 [125].

Category ggH + V BF ttH WH ZH

Untagged 0.0 0.2 0.1 0.3
VBF loose 0.0 1.7 0.3 0.2
VBF tight 0.0 2.2 1.1 0.8
VH hadronic 0.0 0.3 0.0 0.1
VH Emiss

T 35 1.0 1.2 0.8
VH one lepton 5.1 0.4 0.4 4.0
VH dilepton 0.0 1.0 0.0 0.1
ttH hadronic 0.0 0.0 0.0 0.0
ttH leptonic 2.7 0.1 0.6 2.7

Table 7.17: Size of the uncertainties induced by theEmiss
T energy scale and resolution systematic on the signal yield

in each category and production process. The numbers are relative% variations obtained by summing in quadrature

the contribution of each uncertainty component neglecting the sign of the migration. They are of the same order of

magnitude for 2011 and 2012 [125].
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Lepton scale factors

DiUerences in selection eXciency for electrons and muons between data and Monte Carlo can
also change the repartition of the events in the categories involving leptons (VH-one lepton,
VH-dilepton, ttH-leptonic). See Table 7.18 for the detailed value of the systematics applied on
the signal yield.

Electrons Muons
Category ggH VBF ttH WH ZH ggH VBF ttH WH ZH

2012
VH one lepton 0.53 1.03 0.40 0.43 0.42 0.30 0.16 0.23 0.21 0.25
VH dilepton - - - - - 0.00 0.00 0.29 0.00 0.41
ttH leptonic 1.62 0.86 0.41 0.40 0.48 0.08 0.15 0.21 0.22 0.20

2011
VH one lepton 1.17 1.63 0.45 0.56 0.56 0.23 0.13 0.21 0.19 0.22
VH dilepton - - - - - 0.0 0.0 0.14 0.05 0.35
ttH leptonic 2.51 0.94 0.56 0.56 0.63 0.23 0.06 0.18 0.18 0.19

Table 7.18: Leptons scale factor uncertainties [%].

b-tagging
Uncertainties on the b-tagging algorithm, used for classifying the events in the ttH categories
are summarized in Table 7.19 for 2012. The nuisance parameters are classiVed according to their
impact on the µttH measurement and only the Vrst ten are kept (Fig. 7.33). Other nuisance
parameters are considered for 2011 dataset (Tab. 7.20).

mistag48 btag14 btag23 btag24 ctag23 btag19 mistag32 ctag24 btag20 mistag47

Hadronic category
ggH 1.200 0.158 0.202 0.012 0.439 8.530 1.540 14.200 1.090 2.270
V BF 0.452 0.366 0.053 0.499 0.807 2.000 1.920 0.109 1.440 3.750
WH 0.294 0.385 0.151 0.556 0.529 2.120 1.840 0.041 1.610 3.760
ZH 0.847 0.131 0.284 0.253 0.204 0.649 0.180 0.069 0.901 1.600
ttH 0.743 0.493 0.246 0.882 0.675 0.281 0.032 0.008 0.216 0.471

Leptonic category
ggH 0.375 0.147 0.864 0.033 0.362 7.140 0.408 9.540 0.466 2.480
V BF 0.684 0.383 0.180 0.614 0.466 4.540 4.340 4.560 1.750 4.920
WH 0.047 0.030 0.080 0.065 0.056 0.800 0.637 0.012 0.597 5.380
ZH 0.276 0.153 0.276 0.196 0.302 1.560 4.680 0.031 0.736 3.100
ttH 0.440 0.266 0.180 0.425 0.420 0.104 0.047 0.004 0.076 0.212

Table 7.19: Flavor tagging systematics in the ttH categories for 2012 data [%]

Leptonic category Hadronic category
Btag CTag MisTag Btag CTag MisTag

ggH 0.00 0.00 0.00 0.61 15.53 14.48
VBF 0.00 0.00 0.00 0.00 29.03 10.25
WH 0.74 3.40 6.63 0.00 7.82 16.55
ZH 0.80 5.20 4.40 3.98 10.60 3.13
ttH 1.13 0.37 0.27 1.93 1.98 1.54
tHj 2.25 0.32 0.35 1.93 1.98 1.54
WtH 1.66 1.85 0.99 4.03 1.04 1.79

Table 7.20: Flavor tagging systematics in the ttH categories for 2011 data [%]
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Figure 7.33: b-tagging nuisance parameters eUect on the µ uncertainty using only the ttH categories (red area).

Only the Vrst ten are kept in the analysis [195].

7.4.3.3 Mass systematics

Systematics uncertainties on the signal peak position (ESS for Energy Scale Systematics) and on the
signal mass resolution are propagated to the couplings categories with the same method and correla-
tion model than for the mass analysis.

The ESS is accounted for by including 29 new nuisance parameters acting on the Gauss and Crystal-
Ball means, following the physics described in [91]. Their values are reported in Tables 7.21 and 7.22.
The background modelling is also found to have an impact on the peak position and twelve additional
nuisance parameters (one per category) are introduced to account for this uncertainty (Table 7.23).

Four nuisance parameters are added to account for mass resolution systematics [212] whose val-
ues per category are reported in Tables 7.24 and 7.25. The four contributions to the resolution corre-
sponds to the asymptotic resolution at high energy (the constant term), the intrinsic Wuctuations of
the calorimeter, the eUect of passive material in front of the calorimeter and the electronic and pileup
noise.

7.4.3.4 Background modelling

The Vtted signal on a background-only sample, called spurious signal, corresponds to the bias intro-
duced by choosing a given parametrization for the background. It is propagated to the statistical model
by adding an additional term:

Nspurious · fS · θspurious (7.11)

where fS is the signal probability function. θspurious is a nuisance parameter, constrained by a unit
Gaussian to vary within ±5. One nuisance parameter is introduced for each category, but it is corre-
lated between the years since the same parametrization is used. The number of spurious signal events
to be added in each category is summarized in Table 7.8.
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Cat. 1 2 3 4 5 6 7 8 9 10 11 12

Zee 0.03 0.03 0.07 0.09 0.05 0.05 0.05 0.04 0.06 0.03 0.05 0.05
L2Gain -0.10 -0.18 -0.11 -0.21 -0.15 -0.19 -0.22 -0.23 -0.16 -0.17 -0.18 -0.18
LateralLeakageUC 0.04 0.02 0.04 0.05 0.04 0.05 0.04 0.01 0.03 0.02 0.04 0.03
LateralLeakageCV 0.04 0.03 0.08 0.09 0.06 0.06 0.06 0.06 0.06 0.03 0.06 0.06
ConvIneXciency 0.02 0.00 0.02 0.03 0.02 0.02 0.01 0.00 0.02 -0.01 0.02 0.01
ConvFakeRate 0.01 0.00 0.01 0.03 0.01 0.01 0.00 -0.01 0.01 -0.02 0.01 0.01
Geant4 0.01 0.01 0.01 0.01 0.02 0.01 0.02 -0.01 0.02 -0.02 0.01 0.01
Pedestal -0.01 -0.03 -0.01 0.00 -0.02 -0.01 -0.02 -0.05 -0.01 -0.03 -0.02 -0.03
ConvRadius -0.01 -0.01 -0.02 0.00 -0.01 0.00 0.00 -0.03 -0.02 -0.04 -0.01 -0.02
L1Gain 0.00 -0.01 0.05 0.05 0.02 0.02 0.02 0.03 0.03 0.00 0.03 0.01
LArCalib_Barr -0.10 -0.14 -0.05 -0.06 -0.08 -0.10 -0.09 -0.11 -0.08 -0.12 -0.09 -0.09
LArCalib_EC 0.00 0.00 -0.03 -0.03 -0.01 -0.02 -0.02 -0.01 -0.02 -0.03 -0.01 -0.02
LArUnconvCalib_Barr 0.02 0.02 0.02 0.04 0.03 0.03 0.03 -0.01 0.02 -0.01 0.02 0.02
LArUnconvCalib_EC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.01
LArElecUnconv_Barr -0.05 -0.06 -0.09 -0.10 -0.08 -0.08 -0.09 -0.10 -0.08 -0.10 -0.08 -0.08
LArElecUnconv_EC 0.00 0.00 -0.06 -0.06 -0.03 -0.03 -0.04 -0.05 -0.04 -0.04 -0.03 -0.03
LArCalibElec 0.00 -0.01 0.01 0.02 0.01 0.01 0.00 0.00 0.00 -0.02 0.01 -0.02
MatID1 0.07 0.07 0.05 0.05 0.06 0.07 0.05 0.05 0.06 0.04 0.07 0.06
MatID2 0.00 0.00 0.03 0.04 0.02 0.02 0.02 0.00 0.02 0.00 0.02 0.01
MatID3 0.00 0.00 0.02 0.02 0.01 0.00 0.01 0.00 0.01 0.00 0.00 0.00
MatID4 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
Presampler_Barr 0.04 0.04 0.03 0.02 0.03 0.03 0.03 0.04 0.04 0.03 0.03 0.03
Presampler_EC 0.00 0.00 0.02 0.02 0.01 0.02 0.01 0.02 0.01 0.01 0.01 0.01
S12_Barr 0.02 0.03 0.01 0.01 0.01 0.02 0.02 0.03 0.01 0.03 0.02 0.02
S12_EC 0.00 0.00 0.01 0.01 0.01 0.00 0.01 0.01 0.01 0.02 0.00 0.00
MatCalo_Barr 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.01 0.02 0.02
MatCalo_EC 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00
MatCryo_Barr 0.02 0.02 0.01 0.02 0.02 0.02 0.02 0.02 0.01 0.02 0.02 0.02
MatCryo_EC 0.00 0.00 0.04 0.04 0.02 0.01 0.02 0.03 0.02 0.02 0.01 0.01

Table 7.21: Photon energy scale systematics impact on the peak position µCB and µGaussian for 2012 dataset [%].

Cat. 1 2 3 4 5 6 7 8 9 10 11 12

Zee 0.04 0.05 0.08 0.07 0.06 0.06 0.05 0.07 0.07 0.06 0.06 0.06
L2Gain -0.10 -0.17 -0.11 -0.22 -0.16 -0.18 -0.23 -0.21 -0.16 -0.15 -0.17 -0.16
LateralLeakageUC 0.03 0.04 0.04 0.04 0.04 0.04 0.02 0.03 0.04 0.05 0.04 0.05
LateralLeakageCV 0.04 0.04 0.09 0.09 0.07 0.07 0.06 0.08 0.08 0.07 0.08 0.08
ConvIneXciency 0.02 0.01 0.02 0.01 0.01 0.02 0.00 0.02 0.02 0.00 0.01 0.03
ConvFakeRate 0.01 0.01 0.02 0.01 0.02 0.03 0.01 0.01 0.02 0.00 0.01 0.02
Geant4 0.01 0.02 0.01 0.01 0.01 0.02 0.01 0.00 0.02 0.00 0.01 0.02
Pedestal -0.02 -0.02 -0.01 -0.02 -0.02 -0.01 -0.03 -0.01 0.00 -0.03 -0.02 -0.01
ConvRadius -0.01 -0.02 -0.03 -0.03 -0.02 -0.01 -0.01 -0.02 -0.01 -0.02 -0.02 0.00
L1Gain 0.00 0.00 0.04 0.03 0.02 0.02 0.02 0.02 0.04 0.01 0.02 0.03
LArCalib_Barr -0.09 -0.10 -0.05 -0.07 -0.08 -0.08 -0.09 -0.09 -0.06 -0.06 -0.08 -0.07
LArCalib_EC 0.00 0.00 -0.03 -0.03 -0.01 -0.01 -0.02 -0.02 -0.02 -0.01 -0.01 -0.01
LArUnconvCalib_Barr 0.02 0.02 0.03 0.02 0.02 0.04 0.02 0.02 0.04 0.03 0.03 0.04
LArUnconvCalib_EC 0.00 0.00 0.00 -0.01 0.00 0.00 -0.01 0.00 0.00 -0.01 0.00 0.00
LArElecUnconv_Barr -0.05 -0.06 -0.09 -0.11 -0.08 -0.08 -0.10 -0.09 -0.07 -0.07 -0.08 -0.08
LArElecUnconv_EC 0.00 0.00 -0.05 -0.05 -0.02 -0.02 -0.03 -0.03 -0.03 -0.03 -0.02 -0.02
LArCalibElec 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.01 0.00 0.01
MatID1 0.07 0.06 0.05 0.04 0.05 0.06 0.05 0.05 0.06 0.07 0.06 0.07
MatID2 0.00 0.00 0.03 0.04 0.02 0.02 0.02 0.02 0.02 0.03 0.02 0.02
MatID3 0.00 0.00 0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.00 0.01 0.01
MatID4 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00
Presampler_Barr 0.03 0.04 0.03 0.03 0.03 0.03 0.04 0.03 0.03 0.03 0.03 0.03
Presampler_EC 0.00 0.00 0.04 0.04 0.02 0.01 0.03 0.02 0.02 0.02 0.02 0.02
S12_Barr 0.02 0.02 0.01 0.01 0.02 0.02 0.02 0.02 0.01 0.02 0.02 0.02
S12_EC 0.00 0.00 0.01 0.01 0.01 0.00 0.01 0.01 0.01 0.01 0.00 0.00
MatCalo_Barr 0.02 0.02 0.01 0.02 0.01 0.02 0.01 0.01 0.02 0.02 0.02 0.02
MatCalo_EC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
MatCryo_Barr 0.02 0.02 0.01 0.01 0.01 0.02 0.01 0.02 0.02 0.02 0.02 0.02
MatCryo_EC 0.00 0.00 0.04 0.04 0.02 0.02 0.02 0.03 0.03 0.02 0.02 0.02

Table 7.22: Photon energy scale systematics on the peak position µCB and µGaussian for 2011 dataset [%].

184



7.4. STATISTICAL MODEL

# Category 2011 2012

1 Central - low pTt 0.1
2 Central - high pTt 0.08
3 Forward - low pTt 0.08
4 Forward - high pTt 0.1
5 VBF loose 0.1
6 VBF tight 0.1
7 VH hadronic 0.18
8 VH EmissT 0.06
9 VH one lepton 0.02
10 VH dilepton 0.2
11 ttH hadronic
12 ttH leptonic

Table 7.23: Background modelling uncertainty on the peak position.

# Category Constant Intrinsic Material Noise

1 Central - low pTt 7.5 2.6 4.9 2.6
2 Central - high pTt 9.6 5.6 6.2 1.7
3 Forward - low pTt 9.9 1.3 6.0 2.1
4 Forward - high pTt 12 2.8 7.8 1.9
5 VBF loose 9.4 2.6 6.0 2.1
6 VBF tight 10 3.8 6.5 2.1
7 VH hadronic 11 4.0 7.2 1.6
8 VH EmissT 11 3.6 7.4 1.7
9 VH one lepton 9.8 2.8 6.3 2.1
10 VH dilepton 9.5 2.7 6.2 2.1
11 ttH hadronic 9.6 3.6 6.3 1.9
12 ttH leptonic 9.5 3.4 6.2 2.1

Table 7.24: Systematic uncertainties on the diphoton mass resolution for the 8 TeV data [%] due to the four contri-
butions described in the text. For each category, the uncertainty is estimated with the simulation of the Higgs boson

production process making the largest contribution to the signal yield.

# Category Constant Intrinsic Material Noise

1 Central - low pTt 7.57 2.64 4.87 0.89
2 Central - high pTt 9.29 4.93 6.16 1.36
3 Forward - low pTt 9.60 1.35 6.04 0.63
4 Forward - high pTt 10.90 2.66 7.16 0.94
5 VBF loose 8.92 2.69 5.78 0.93
6 VBF tight 9.56 3.64 6.20 0.98
7 VH hadronic 10.38 3.63 6.48 1.08
8 VH EmissT 10.03 3.61 6.98 1.12
9 VH one lepton 9.31 2.67 6.20 0.83
10 VH dilepton 9.07 2.55 5.64 0.57
11 ttH hadronic 9.38 3.46 5.97 1.07
12 ttH leptonic 9.56 3.45 6.21 1.06

Table 7.25: Systematic uncertainties on the diphoton mass resolution for the 7 TeV data [%] due to the four contri-
butions described in the text. For each category, the uncertainty is estimated with the simulation of the Higgs boson

production process making the largest contribution to the signal yield.
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7.4.3.5 Summary

Table 7.26 summarizes the uncertainty sources and the number of nuisance parameters introduced
into the model. To these nuisance parameters, one should add the 24 unconstrained parameters for the
background normalization (one per category per year) and the background shape parameters.

Syst. source # NP PreVx Implementation Comment

T
h
eo
ry

Scales 5 QCDScale_ Nproc
s × (1 + δproci θi) WH and ZH correlated

PDF+αS 2 pdf_ Nproc
s × (1 + δproci θi) gg or qq initiated

BR 1 ATLAS_BR_gg N tot
s × (1 + δtoti θi)

Jet-bin 1 QCDscale_3jets NggH
s × e(

√
ln(1+δ2

i
))θi

ttH modelling 2 MOD_Scale N ttH
s × e(

√
ln(1+δ2

i
))θi

Extra scale unc.ttH 2 Scale_ Nproc
s × e(

√
ln(1+δ2

i
))θi On ggH andWH yields

HF 1 HF_ Nproc
s × e(

√
ln(1+δ2

i
))θi

E
xp
.
in
cl
.

Luminosity 2 ATLAS_LUMI_201x N tot
s × e(

√
ln(1+δ2

i
))θi Uncorrelated 2011/2012

Trigger 1 ATLAS_Hgg_Trigger N tot
s × e(

√
ln(1+δ2

i
))θi

Photon ID 2 ATLAS_PH_ID N tot
s × e(

√
ln(1+δ2

i
))θi Uncorrelated 2011/2012

Isolation 2 ATLAS_PH_ISO N tot
s × e(

√
ln(1+δ2

i
))θi Uncorrelated 2011/2012

Stat Limited MC stat 4 ATLAS_stat_ Nproc
s × (1 + δproci θi) Pruning is used

M
ig
ra
ti
on

s

JES 17

ATLAS_JES_ Nproc
s × (1 + δproci θi)

ATLAS_JER_ Nproc
s × (1 + δproci θi)

ATLAS_JVF_ Nproc
s × (1 + δproci θi)

MET 4 ATLAS_MET_ Nproc
s × (1 + δproci θi)

Lepton SF 2 Nproc
s × (1 + δproci θi)

B tagging 10 ATLAS_BTag_ Nproc
s × (1 + δproci θi)

∆φjj 1 NggH
s × (1 + δproci θi)

η∗ 1 NggH
s × (1 + δproci θi)

UE+PS 1 ATLAS_UEPS Nproc
s × (1 + δproci θi)

Higgs pT 1 ATLAS_Hgg_Pt_MOD NggH
s × (1 + δproci θi)

M
as
s

Mass energy scale 43 ATLAS_MSS_
µCB × (1 + δtoti θi) All correlated 2011/2012

µGauss × (1 + δproci θi) except Pedestal

Mass resolution 4 ATLAS_Hgg_mass_Res_
σCB × e(

√
ln(1+δ2

i
))θi

σGauss × e(
√

ln(1+δ2
i
))θi

Bkg Spurious signal 12 ATLAS_Hgg_BIAS_Cat Ncat
spurious × fcat

s × θcatspurious Correlated 2011/2012

Table 7.26: Summary of nuisance parameters. When acting on N tot
s , the uncertainty value is the same for all

processes, contrarily to the case denoted Nproc
s where the uncertainty has a diUerent value depending on the signal

process.
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7.4.3.6 Uncertainty breakdown

To quantify the impact of the uncertainties on the measurement, they are grouped into several cate-
gories:

• The statistical uncertainty is always present and contained in particular into the background
shape and normalization parameters;

• Theoretical systematics uncertainties.

• Experimental systematics uncertainties.

The statistical uncertainty only is obtained by Vxing all the systematics nuisance parameters to 0.
We then recompute the error on the parameter of interest and subtract in quadrature from the total
error. The impact of each group of systematics is computed in a similar way, Vxing to 0 all nuisance
parameter except the ones belonging to the group of interest, and subtracting the statistical error from
the Vt result in these conditions.

7.4.4 Expected improvements

A test is performed with an Asimov dataset at µ = 1. Table 7.27 shows the expected improvement
on the uncertainties on µggH+ttH , µV BF and µWH+ZH ≡ µV H , only measured parameters for the
Moriond 2013 analysis. Up to 38% improvements is expected for the µV H uncertainty.

Moriond 2013 New analysis
Improvement [%]

Err+ Err- Err+ Err-

µ 0.265 0.302 0.241 0.263 12
µggH+ttH 0.354 0.403 0.329 0.356 10

µV BF 0.728 0.844 0.657 0.750 12
µV H 1.276 1.465 0.889 1.114 38

Table 7.27: Expected uncertainties from an Asimov dataset at µ = 1 and Vxed mass. The improvement is estimated

averaging the up and down expected uncertainty.
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7.5 Results for γγ

The diUerent results of this analysis are presented in this section. After presenting the observed num-
ber of events and invariant mass spectra, a global µ Vt is performed and the results compared to the
previous analysis of the same dataset (Moriond 2013) and to the mass analysis, using diUerent catego-
rization. The results of the Vt to the individual signal strength µX are presented in a second time.

7.5.1 Invariant mass distributions in data

Following the selection described above, the number of events observed in 2011 and 2012 datasets are
summarized in Table 7.28. No event is observed in the VH-dilepton category in 2011, that will bring
constraints on the µZH measurements as we shall see later.

Themγγ distributions is illustrated in Figure 7.34, where the events are weighted by the signal-to-
noise ratios of their category, according to Table 7.6 or 7.7.

Cat. Incl. 1 2 3 4 5 6 7 8 9 10 11 12

2011 17225 4400 141 12131 429 58 7 34 14 5 0 3 3
2012 94566 24080 806 66394 2528 411 67 185 35 38 2 15 5

Table 7.28: Repartition of the selected events among the 12 categories for data. The Vrst column is the inclusive

number of events [105].

The detailed invariant mass spectra per category and per year are displayed in the Appendix A.
The V BF and ttH categories both contain candidate signal event(s). This is not the case of the VH-
dilepton category in which the two observed events in the combined 2011+2012 dataset are at the edge
of themγγ spectrum.

Figure 7.35 shows the S/B weightedmγγ spectra for each group of categories for the combination
of the 2011 and 2012 dataset (S/B ratios for each categories are taken from Tables 7.6 and 7.7).
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Figure 7.34: Diphoton invariant mass spectra observed in combined 2011+2012 dataset. The events are weighted by

the signal-to-noise ratio of each category [125].
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(b) VBF
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(c) VH
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Figure 7.35: Diphoton invariant mass spectra observed in combined dataset for the diUerent groups of categories.

The events are weighted by the signal-to-noise ratio of each category [125].
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7.5.2 Mass and inclusive signal strength

7.5.2.1 Couplings categories result

For the Vrst time for the Vnal analysis of Run I dataset, the mass and couplings analyses use diUer-
ent categorization. The mass analysis is detailed in Ref. [213] and the main results were shown in
Section 6.6.3.1 of this document.

With the couplings categories, the local signiVcance of the excess is found to be 5.2σ (4.7σ ex-
pected).

The best Vt signal strength at the ATLAS combined mass (mH = 125.4 GeV) is found to be:

µ = 1.17+0.23
−0.23 (stat)

+0.10
−0.08 (syst)

+0.12
−0.08 (theory)

The observed improvement on the µ uncertainty with respect to the previous Moriond 2013 anal-
ysis [127] is of the order of 0.35

0.28 = 25%. The systematics uncertainty is dominated by the signal mass
resolution (0.08), the luminosity (0.03) and the remaining experimental uncertainties (0.03).

The details of the results for the Vt of the 2011 and 2012 datasets separately, compared with the
results from the mass categorization, are given in Table 7.29.

Dataset Analysis Mass [GeV] µ

7 TeV
M 124.49+0.55

−0.57 (stat)
+0.28
−0.31 (syst) 1.63+0.62

−0.60 (stat)
+0.30
−0.19 (syst)

C 123.86+0.63
−0.69 1.66+0.57

−0.56 (stat)
+0.23
−0.12 (syst)

+0.21
−0.10 (theory)

8 TeV
M 126.30+0.36

−0.37 (stat)
+0.29
−0.30 (syst) 1.33± 0.27 (stat) +0.19

−0.12 (syst)

C 126.46+0.44
−0.44 1.29+0.25

−0.25 (stat)
+0.10
−0.07 (syst)

+0.13
−0.09 (theory)

Combined
M 125.98± 0.42 (stat) +0.28

−0.27 (syst) 1.29± 0.25 (stat) +0.19
−0.13 (syst)

C 126.24+0.37
−0.38 (stat)

+0.31
−0.30 (syst) 1.17+0.23

−0.23 (stat)
+0.10
−0.08 (syst)

+0.12
−0.08 (theory)

Table 7.29: Comparison of the results on µ and mass combined Vt for diUerent datasets between the mass (M) and

couplings (C) analyses [105].

Several discrepancies are observed and investigated further in the following:

• The combined signal strength in the couplings analysis is smaller than the one obtained with
the mass categories. This can be related to the larger mass diUerence. Indeed, the µ dependence
with the mass is illustrated in Figure 7.36 with all the systematics and with the mass energy
scale systematics, allowing the peak to move, Vxed to 0 (Fig. 7.36(a)). In the later case, the Vtted
µ decreases quickly when the mass get away from the best Vt mass for each year. The combined
µ is the (weighted) average between the two years. Since the mass two peaks are shifted, the
combined µ at the combined mass is lower than the Vtted µ in each dataset, at the corresponding
best Vt mass. When the mass scale systematics are taken into account, the Vtted µ is Watter close
to the peak. At a mass mH ≈ 125 GeV, i.e. between the 2011 and 2012 peaks, the systematics
can push towards the peak when considering only one year. When both years are considered
and since the peak position systematics are correlated between both years, this can not happen
and the Vtted combined µ is lower than the average of the two years.

• The Vtted mass in the couplings analysis is diUerent by 2.6 GeV between 2011 and 2012. A
compatibility study is presented in Section 7.5.2.2 about this mass diUerence.
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Figure 7.36: Fitted signal strength as a function of the Vxed Higgs mass for data with and without the mass scale

systematics.

7.5.2.2 Compatiblity between 2011 and 2012 masses in the couplings analysis

In order to test the compatibility of the two masses measured with the 2011 and 2012 datasets, several
checks were performed.

The Vrst checks consists in measuring an independent mass in each category by Vtting a ∆i pa-
rameter representing a shift with respect to the combined mass mH , similarly to the method used to
quantify the compatibility between the γγ and 4l masses. The proVle likelihood for category i is ex-
pressed in Equation 7.12, in which the common signal strength among the categories belongs to the
nuisance parameters θ.

q(∆i) = −2ln





Li(∆i, ˆ̂mH ,
ˆ̂
θ)

Li(∆̂i, m̂H , θ̂)
×
∏

j 6=i Lj( ˆ̂mH ,
ˆ̂
θ)

∏

j 6=i Lj(m̂H , θ̂)



 (7.12)

The compatibility corresponds to the evaluation of the test statistics 7.12 at∆i = 0 and is translated
into a number of (two-sided) standard deviations with the formula:

σi =
√

q(∆i = 0) (7.13)

in the asymptotic approximation.
This procedure is Vrst applied to the 2011 and 2012 datasets separately, for each of the 12 categories.

The signal strength is chosen to be the same in all categories. The ZH category where there is obviously
no signal is ignored for this test. The results are summarized in Figure 7.37.
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Figure 7.37: Compatibility among categories for 2011 and 2012 separately. The results for the ZH category are ar-

bitrarily set to 0. The blue numbers are the Vtted combined mass in each case. The red numbers are the compatibility

with the blue combined mass from Equation 7.13 with two-sided asymptotic approximation [105].

The compatibility of the results among the categories is rather good for the 2012 dataset. For the
2011 dataset, larger discrepancies are observed. However, this has to be contrasted with the eUect
illustrated on Figure 7.38, due to the non-asymptoticity of the model. The likelihood scan of the
∆Cat5_2011 (corresponding to VBF-loose) clearly shows that the absolute minimum of the likelihood
is obtained for a mass farer from the peak. This also explains the values of the compatibilities on
Figure 7.37, that sometimes seem to be small compared to the error bars.
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Figure 7.38: Likelihood scan for the VBF-loose category in 2011 (Cat5) [105].

The second check consists in assessing the compatibility of the mass measured in 2011 and 2012.
The signal strength for 2011 and 2012 are constrained to be equal. The likelihood scan of ∆2011 =
m2011
H − m2012

H is illustrated in Figure 7.39. The compatibility between the two measured masses
reaches 3.4σ with the asymptotic approximation.

This result is checked with toys, making no assumption on the asymptoticity, as illustrated in
Figure 7.40 that shows the q(∆ = 0) distribution, where q(∆ = 0) is computed for each toy. The
vertical black line represents the q(∆ = 0) value measured for real data. The p-value is computed as
the ratio of the number of toys having q(∆ = 0) > q(∆ = 0)data to the total number of toys. Using
toy data, the compatibility of the measured mass between 2011 and 2012 is 3.1σ, which is the retained
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Figure 7.39: Likelihood scan of the ∆2011 parameter of interest [105].

number. Another approach (Fig. 7.41) consists in Vtting the ∆̂ distribution in each toy with a Gaussian.
The Vtted standard deviation is found to be σ = 0.77 GeV. The measured∆ in data is 2.6 GeV, i.e. 3.4σ
away from ∆ = 0.
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Figure 7.40: q(∆ = 0) distribution in toys compared to asymptotic expectations [105].

The low mass measured in the 2011 dataset is further investigated by looking at the Vtted mass in
the tagged/untagged categories. Figure 7.42 shows the mass diUerence between tagged and untagged
categories, in 2011 and 2012 datasets. There is a large diUerence between the tagged categories of 2011
and 2012 datasets, which mainly explains why the mass diUerence between the 2011 and 2012 datasets
is smaller for the mass analysis than for the couplings categorization (Tab. 7.29).

This mass diUerence between 2011 and 2012 datasets cannot be explained by the photons calibra-
tion that was tested for both years and where no worrying diUerence was observed (see Sec. 5.3).
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Figure 7.41: Cross-checks on the toys for the compatibility between 2011 and 2012 measured mass with the couplings

categories [105].
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Figure 7.42: Likelihood scan of mH in the tagged and untagged categories in 2011, 2012 dataset and the combina-

tion [105].

7.5.2.3 Compatibility with Moriond 2013 result

The new couplings analysis using the selection and categorization described in this document (the
"new" analysis) yields slightly diUerent results than the analysis of the same dataset performed for
the Moriond 2013 conference (the "old" analysis). The goal of the jackknife technique [214, 215] is to
quantify the probability that ∆µ = µold − µnew and ∆mH = mold

H −mnew
H deviate from 0.

The jackknife procedure is the following:

1. Generate a pseudo-dataset j by removing d events from the observed dataset. Each event can
be removed once and only once, meaning that g = N/d pseudo-datasets can be created from
a dataset containing N events. The dependence of the results with the size of the sample of
removed events , d, is also tested.

2. For each pseudo-dataset j, evaluate the estimator θi. In our case, θ is the signal strength or the
mass.
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3. The variance of θ can then be evaluated using the following formula:

V (θ) =
g − 1

g

g
∑

j=1

(θ̄ − θ(j))
2; with θ̄ = 1/g

g
∑

j=1

θ(j) (7.14)

4. A correlation coeXcient can be extracted from formula 7.15.

ρ =
cov(θold, θnew)
√

V(θold)V(θnew)
(7.15)

The jackknife technique is used to quantify the agreement between the old µ (Tab. 7.30) and mH

(Tab. 7.31) measurements and the new ones, for the 2011, 2012 datasets separately and the combination
of both datasets. For an estimator θ,∆θ is the observed diUerence between old and newmeasurements.
δ(∆θ) is the RMS of the distribution of ∆θ from the g pseudo-datasets obtained with the jackknife
technique. The compatibility is computed as ∆θ/δ(∆θ).
For the mass measurement, the compatibility is computed from the hypothesis ∆mH = 0. However,
due to the change of calibration, the mass shift is expected to be 0.45 GeV. The compatibility of the
diUerence with respect to this hypothesis is also quantiVed.

For the mass, the larger incompatibility is obtained for the 2011 dataset, as expected from the larger
mass diUerence (2.39 GeV), but all numbers are below 3σ. For the signal strength measurement, the
larger diUerence is achieved for the combined dataset, related to the mass diUerence.

Year ∆µ δ(∆µ) ρ [%] σ (∆µ = 0)

2011 (d=20) 1.03 0.60 60.0 1.7
2012 (d=100) 0.25 0.18 74.2 1.4
2011+2012 (d=100) 0.40 0.18 70.4 2.2

Table 7.30: Results of the jackknife method applied on the µ diUerence between old and new analysis for 2011, 2012

and 2011+2012 datasets at VxedmH = 125.4 GeV [105].

Year ∆mH δ(∆mH) ρ [%] σ (∆mH = 0) σ (∆mH = 0.45)

2011 2.39 0.71 15.8 3.3 2.7
2012 0.47 0.35 52.3 1.4 0.1
2011+2012 0.59 0.40 47.5 1.5 0.35

Table 7.31: Results of the jackknife method applied on the mH diUerence between old and new analysis for 2011,

2012 and 2011+2012 datasets. The compatibility is given for the hypothesis of no mass deviation between the two

analyses, and a deviation of 0.45 GeV due to the new calibration [105].

The impact of varying d on the combined dataset with µ as estimator is also checked. The results
are shown in Table 7.32.

d δ(∆µ) ρ [%] σ (∆µ = 0)

20 0.15 74.2 2.7
50 0.18 72.9 2.3
100 0.18 70.4 2.2
200 0.17 73.0 2.4
300 0.17 72.2 2.4
400 0.16 73.4 2.6
500 0.15 73.2 2.7

Table 7.32: The impact of varying d on combined dataset with µ as estimator [105].
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7.5.2.4 Comparison to the mass analysis

Table 7.29 shows that the measured mass with the couplings categories is lower than the one obtained
from the mass categories. It is related to the lower measured mass in the tagged categories, as can be
seen from Figure 7.42.

Figure 7.43 shows the S/B weighted spectra from the mass and couplings categories. The slightly
lower measured mass with respect to the mass analysis is visible, especially in 2011 dataset.
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Figure 7.43: Comparison of the weighted mass spectra for the mass and couplings categories of the Vnal Run I

analysis [105].

The compatibility of the measured signal strength with both categorizations are estimated with the
jackknife technique, and the compatibility are found to be below 1σ for the 2011, 2012 and combined
datasets.

7.5.3 Individual signal strengths

In the previous section, all signal processes were scaled by the same factor µ =
Nobs

ggH

NSM
ggH

=
Nobs

V BF

NSM
V BF

= ... In

the following, each production mode is scaled by its own factor, except bbH and tH which are Vxed to
its Standard Model expectation, i.e. µbbH ≡ µtH ≡ 1.

7.5.3.1 Comparison to Moriond 2013 result

In the Moriond 2013 analysis, only µggH+ttH , µV BF and µV H ≡ µWH+ZH were measured. This
measurement is repeated for the new selection and categorization. Table 7.33 shows the results of
both measurements. It has to be compared to Table 7.27 showing the expected improvement from an
Asimov dataset.

Table 7.34 presents the compatibility between both analyses, estimated using the jackknife tech-
nique.

Even if µV BF has been divided by a factor of 2, the uncertainty on this measurement is very large
and the compatibility with the previous result is 1.5σ.

Figure 7.44 shows the µV BF versus µggH contour plot. Contrarily to the strategy adopted for the
Moriond 2013 result, for the left plot, µV H and µttH are proVled. The agreement with the Standard
Model is increased from 2σ at the time of Moriond 2013 to less than 1σ for the new analysis.
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Old New Improvement [%]
µ Central Unc. Central Unc.

ggH 1.47 0.34 1.30 0.29 +17
V BF 1.80 0.80 0.78 0.68 +18
V H 1.62 1.32 0.74 0.89 +48

Table 7.33: Measured value for the diUerent µX at mH = 125.4 GeV and comparison to the previous analysis.

Uncertainties are approximated with symmetric errors.

Year µold µnew ∆µ δ(∆µ) ρ [%] σ (∆µ = 0)

µggH+ttH 1.47 1.30 0.18 0.24 71.6 0.8
µV BF 1.79 0.78 1.02 0.69 60.5 1.5
µV H 1.63 0.74 0.89 1.20 54.1 0.7

Table 7.34: Results of the jackknife method to quantify the agreement between the previous and new measurements

of µggH+ttH , µV BF and µV H . mH Vxed to 125.4 GeV [105].

(a) Moriond 2013 [127]
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(b) New analysis [125]

Figure 7.44: µV BF -µggH contour from γγ channel only. For the new analysis, µbbH is Vxed to the Standard Model

expectations and the other processes are proVled.
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7.5.3.2 Separation of the Vve production modes

Finally, each of the Vve production modes signal strength is now allowed to vary independently. The
Vt result is illustrated on Figure 7.45 for the 2011+2012 combination. The dashed vertical line on this
plot for µZH illustrates the cut-oU introduced, constraining the pdf to be positive on the full mass
range.

Signal strength
-1 0 1 2 3 4 5 6 7 8

ATLAS
 = 7 TeVs, -1Ldt = 4.5 fb∫
 = 8 TeVs, -1Ldt = 20.3 fb∫

 = 125.4 GeVHm, γγ →H 

Total

Stat.

Syst.

µ

ggF
µ

VBF
µ

WH
µ

ZH
µ

Htt
µ

Figure 7.45: Summary of the individual signal strength Vt [125].

The Vnal result including the uncertainty breakdown is:

µggH = 1.32+0.32
−0.32(stat.)

+0.23
−0.15(syst.)

µV BF = 0.78+0.72
−0.63(stat.)

+0.30
−0.29(syst.)

µWH = 0.97+1.64
−1.46(stat.)

+0.36
−0.17(syst.)

µZH = 0.13+3.62
−0.13(stat.)

+0.64
−0.00(syst.)

µttH = 1.55+2.62
−1.75(stat.)

+0.79
−0.36(syst.)

A cut-oU in the likelihood scan of µZH is observed, due to the fact that no events are selected in
the signal region, and to prevent the pdf in this category to become negative. This is also the reason
why the negative uncertainties are null.

7.5.3.3 Ratios to ggH

The ratios of coupling strength of V BF , V H and tt̄H to ggH are studied. They allow to reduce the
systematics uncertainties common to all processes (for instance the luminosity).

The likelihood scans of those parameters of interest can be found in Figure 7.46. The numeric
results are:

µV BF /µggH = 0.59+0.77
−0.53 This gives 1.2σ evidence of VBF production

µV H/µggH = 0.56+1.06
−0.56 This gives 0.7σ evidence of VH production.

µtt̄H/µggH = 1.18+2.18
−1.37 This gives 0.8σ evidence of ttH production.
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Figure 7.46: Likelihood scan for µX/µggH [125].

7.5.3.4 κF–κV contour

A parametrization of the diUerent signal strength µX allows to measure κV and κF , the couplings to
bosons and fermions scale factors.

The κF–κV contour obtained from the H → γγ analysis only is presented in Figure 7.47. The
observations agree with the Standard Model within 1σ.
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Figure 7.47: κV -κF contour from γγ channel only [125].

199



CHAPTER 7. COUPLINGS MEASUREMENT

7.5.4 Comparison with CMS

Very recently, CMS has published its Vnal results [216] on the H → γγ channel. The results are very
similar to the one obtained by ATLAS.

The observed (expected) signiVcance of the excess is 5.7σ (5.2σ).
The mass measured in the γγ Vnal state is 124.70 ± 0.31(stat) ± 0.15(syst) GeV in agreement

with the ATLAS value of 125.98± 0.50 GeV (2.1σ diUerence with a naive error combination).
Finally, the signal strength in CMS is found to be (at the γγ best Vt mass):

µ = 1.14+0.26
−0.23 = 1.14± 0.21 (stat) +0.09

−0.05 (syst)
+0.13
−0.09 (theory)

in very good agreement with the ATLAS measurement.

Conclusion

The optimized analysis of the 2011+2012 dataset provide an improved measurement of the Higgs pro-
duction modes. Even if diUerent from the previous measurement performed on the same dataset, using
diUerent calibration, inclusive selection and event categorization, all compatibility checks performed
do not show any worrying discrepancy.

The new categorization allows to test theWH and ZH production separately and the Higgs cou-
plings to the top quark with the isolation of the ttH production mode.
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Monte Carlo tools

“
We are not to tell nature what she’s gotta be. She’s always got

better imagination than we have.

”Sir Douglas Robb
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Monte Carlo generators are essential to prepare any physics analysis and interpret its results. At
the LHC, the processes of interest are governed by QCD but at the hadron energies involved, this
theory is non-perturbative, making any prediction diXcult. Hopefully, the short and long distance
eUects can be treated separately thanks to the QCD factorization theorem. It can be applied on a large
variety of phenomena, both for inclusive and diUerential variables such as the Higgs inclusive cross-
section or its transverse momentum pHT spectrum predictions in its dominant gluon fusion production
mode.

8.1 QCD factorization theorem

The cross section of the process A + B → X , where A and B are hadrons, can be computed starting
from the QCD factorization theorem [217]:

σAB =
∑

a∈A,b∈B

∫ 1

0
dx1dx2fa/A(x1, µ

2
F )fb/B(x2, µ

2
F )σ̂a,b(x1p1, x2p2, αS(µ

2
R), µ

2
F ) (8.1)

with the following notations:

σAB is the total cross section at hadron level. It depends on the hadron momenta;

a,b denotes partons inside the hadron;
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fa/A(x) is the probability density function (PDF) to Vnd parton a (quark or gluon) inside hadron A,
carrying a fraction x of the total hadron momentum.

σ̂a,b is the partonic cross section of partons a and b.

The sum runs over each of the parton constituting the hadron and is integrated over the full momentum
phase-space. A visual representation of this formula can be found in Figure 8.1.

Figure 8.1: Illustration of the short and long distance eUect in the QCD factorization theorem.

Same formula can be applied using diUerential cross-sections with respect to the transverse mo-
mentum or rapidity of the particle X .

In Equation 8.1, two arbitrary scales have been introduced:

• µR is the standard renormalization scale entering into the running of the strong coupling αS .

• µF is the factorization scale, characterizing the frontier between the hadron and the parton
scales.

They are usually chosen close to the scale of the hard-process (the Higgs mass in the gluon fusion
process for instance). The variation of these scales in a reasonable range is a source of uncertainty for
all QCD predictions.

Thanks to the factorization theorem, two independent computations are needed to access the full
hadronic Higgs cross section:

• The PDF of parton in the hadron at large distances, non-perturbative eUect evaluated thanks to
Vts to experimental data. It has the advantage to be universal. It can hence be computed from a
speciVc process and dataset and be applied to a large variety of processes.

• The partonic cross sections at short distances: they involve relatively high energies and are thus
computable in the perturbative QCD framework.

8.1.1 Parton Density Functions (PDF)

The proton PDF can be accessed by experiments probing its structure such as Deep Inelastic Scattering
(DIS, Fig. 8.2) experiments and data from the HERA ep collider.

For instance, a simple model of DIS shows that the diUerential cross-section can be expressed as:

d2σ

dxdy
=

2πα2s

Q4

(

1 + (1− y)2
)

F2(x) +O(αS) (8.2)
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q

P

p = x.P

Figure 8.2: Deep inelastic scattering of an electron on a proton or neutron. P is the initial nucleon momentum.

where x = Q2

2.p.q is the Bjorken variable quantifying the longitudinal momentum of the interacting

parton, Q2 is the exchanged momentum deVned by Q2 = −q2 > 0 and y = Q2

s.x (where
√
s is the

centre of mass energy).
F2(x) can be written as a function of the parton density functions:

F2(x) = x ·
∑

q

e2qfq(x) (8.3)

eq are the quark electric charges and fq their parton density functions. In particular, for electron scat-
tering on proton, F p2 (x) = x

(

4
9up(x) +

1
9dp(x)

)

. For electrons scattering on a neutron, this function
becomes: Fn2 (x) = x

(

4
9un(x) +

1
9dn(x)

)

≃ x
(

4
9dp(x) +

1
9up(x)

)

due to the isospin symmetry. The
knowledge of F p2 and Fn2 then allows to determine up and dp.

More accurate models have been developed to take into account higher orders and spin correlations
between partons.

The evolution of σ with Q2 is given by the DGLAP evolution equations [218–220] at diUerent
orders. The x dependence having non-perturbative origin, needs to be measured. To do so, it is
parametrized as a function of x at Vxed Q ≡ Q0 and the free parameters are determined from a Vt to
experimental data.

DiUerent sets of PDF exist, depending on the parametrization of the structure functions with x,
the datasets used to perform the Vt and the order of the DGLAP evolution equations. Two of them are
commonly used for the LHC data predictions: MSTW 2008 at NLO and NNLO [221] and CTEQ10 at
NLO [222] or NNLO [223]. The result of the Vt is illustrated in Figure 8.3 for MSTW2008.
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Figure 8.3: MSTW08 parton density functions as a function of x for two diUerent energy scales Q2 [221].

8.1.2 Partonic cross-section: perturbative expansion

The partonic cross-sections are computed with the perturbative QCD framework, whose basic princi-
ple is illustrated by Equation 8.4. The Leading Order (LO) contributions are the easier to obtain. The
Next to Leading Order (NLO) corresponds to an extra αS contribution, meaning an additional vertex
or radiation.

σ̂ = αkS
(

σ̂LO + αS .σ̂
NLO + α2

S .σ̂
NNLO + ...

)

(8.4)

In the case of the Higgs production via gluon fusion, Vrst computations were made in the Heavy
Quarks EUective Theory (HQET), approximating the top mass to inVnity and the bottom mass to zero.
This is equivalent to considering a point-like interaction as illustrated in Figure 8.4, with one less loop
to compute.

(a) Exact (b) EUective

Figure 8.4: Diagrams of the ggH production in the exact and eUective theory at leading order in αS (LO).

Examples of diagrams contributing to the NLO and NNLO terms in this approximation are pre-
sented in Figure 8.5. The last one (number 3), called virtual correction, has a contribution to NNLO
because it has the same initial and Vnal state than the diagram labelled 1 (real corrections), and hence
interferences between both diagrams have to be accounted for and contribute to the same order than
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the second diagram:

σtot ∼ (A1 +A3)
2 +A2

2

∼ A2
1 + 2A1A3 +A2

3 +A2
2

∼ g2S + 2g4S + ✓✓g
6
S + g4S

(8.5)

g

g

H

g

g

g

H

g

g

g

g

H

g

g

A1 ∼ gS A2 ∼ g2S A3 ∼ g3S
σ1 ∼ g2S ∼ αS σ2 ∼ α2

S σ3 ∼ α3
S

Figure 8.5: Example of higher order diagrams to the ggH process.

Importance of higher terms corrections is illustrated in Figure 8.6. Including the NLO terms in-
crease the cross-section by a factor of ∼ 2. When taking into account the NNLO terms, the cross-
section increases again by ∼ 20%. Each time, the uncertainty band related to the scale dependence of
the cross-section decreases, as expected due to the fact that the full computation to all orders should
not depend on these arbitrary scales.

Figure 8.6: Higher order corrections eUect on the ggH cross section as a function of the Higgs mass [224].

However, the Vxed-order computation suUers from divergences in some phase-space regions: vir-
tual corrections (through loops) lead to inVnities, that are compensated by the unresolvable real cor-
rections, i.e. emissions produced in the soft and collinear limit.
Figure 8.7 illustrates the divergences in the low pT region of Vxed order calculations: NLO tends to-
wards +∞, while NNLO tends towards −∞. Resummation of non-resolvable emissions allows to
cancel these divergences and get a Vnite result on the whole pT range.

Resummation techniques are based on the observation that the same logarithmically divergent
terms are present in all terms of the power expansion, and can hence be exponentiated. In Equa-
tion 8.6 [225], the function g1 corresponds to the Leading Logarithm resummation (LL), g2 to the
Next-to-Leading-Logarithm, etc. L denotes a divergent logarithm, for instance in the case of the Higgs

pT spectrum in the ggH process, ln
(

m2
H

p2T

)

.

σ̂ ∝ 1 + αS(L
2 + L+ 1) + α2

S(L
4 + L3 + L2 + L+ 1) +O(α3

S)

∝ exp [Lg1(αSL) + g2(αSL) + αSg3(αSL) + ...]
(8.6)
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(a) NLO+NLL (b) NNLO+NNLL

Figure 8.7: Higgs transverse momentum with resummation compared to the Vxed order calculations at mH =
125 GeV in pp collisions at

√
s = 14 TeV [146]. Note that, when considering the Higgs transverse momentum, the

leading order diagram always lead to pHT = 0. For the Higgs to have non zero transverse momentum, one has to go to

higher order computations, where it can recoil against a jet emitted in the initial state. For this reason, the inclusive

NLO cross-section is sometimes labelled LO at high Higgs pT as is the case in these plots.

The ggH process is known up to NNLOwith resummation up to NNLL. The computation of higher
order terms becoming more and more complex, another approach was developed to approximate the
Vnal results, implemented in Parton Shower simulations.

8.2 Monte Carlo simulations and application to the ggH process

When simulating a physical process, the full computation to all orders is the only one able to reproduce
reality. However, we are only able to compute the αS expansion up to a given order. NLO computations
are implemented in generators such as POWHEG or MC@NLO [226]. These programs now implement
most of the processes studied at LHC, among which the dominant Higgs production via gluon fusion.
But NLO is only an approximation to the all-orders computation and higher order terms have a non
negligible contribution to the total cross section as the NNLO computation shows (Fig. 8.6).

Technical implementation of higher orders can follow two approaches:

• Exact computation at Vxed order (NNLO): these are implemented in numerical codes such as
HRes, that also includes resummation up to NNLL. They have the advantage to be exact, hence
producing reliable results. However, computations are very CPU- and time-consuming and they
most often do not take into account other important eUects occuring in pp collisions such as
multi-parton interactions.

• Parton Shower: the PS programs such as PYTHIA [136, 137] or HERWIG [227] give an approxima-
tion of the higher orders, not only NNLO. For this reason, programs at LO or NLO are interfaced
with Parton Shower simulation, that produce higher order radiations. To avoid double counting
of radiations that would be produced by both the NLO generator and the PS program, matching
algorithms are used. The PS programs also contains non-perturbative eUects such as multi-
parton interaction and hadronization, i.e. recombination of the emitted partons inside stable
hadron at long distance.
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8.2.1 Exact computations with resummation

Exact computations are available up to NLO in the exact theory and up to NNLO in the HQET. Re-
summed results are also provided in programs such as HqT [228] and HRes [229] to bring reliable
predictions in the low pHT regime. It has to be noted that the resummation included in these programs

resums log
(

mH

pT

)

terms. It is important in order to provide a reliable prediction in the low pT region

but does not change the overall normalization. It is diUerent from the threshold soft gluon resumma-
tion [147, 230] needed to avoid divergences of the inclusive cross-section, that is not taken into account
in HRes. The global normalization is taken from the most accurate result of [134] which includes the
threshold soft gluon resummation.

Resummation techniques consist in dividing the calculations into two parts:

dσ̂

dp2T
=
dσ̂(fin)

dp2T
+
dσ̂(res)

dp2T
(8.7)

σ̂(fin) representing the Vnite part without divergence problems. It can be computed at Vxed order.
σ̂(res) contains all divergent terms and has to be treated separately. The computation is translated into
a impact parameter space with a Fourier transformation, where the contributions from each additional
emission factorize. The factorization can be deVned at the resummation scale Q. The physical result
does not depend on Q, but a dependence remains at Vxed order in the perturbative theory, similarly to
µR.

Figure 8.8 shows the predicted pHT spectrum form HqT, that computes only the pHT specturm, and
HRes1.0 that also provided the photons quadrivectors to reconstruct other kinematics variables.

Figure 8.8: Comparison of HqT and HRes1.0 pHT spectra [229].

8.2.2 NLO + Parton Shower

Several generators implement NLO computations for a large variety of processes and the ggH Higgs
production especially. POWHEG [231–233] and MC@NLO [226] are two examples of such generators used
within ATLAS, that allow a matching to parton shower programs.

8.2.2.1 Parton shower principles

Parton shower algorithms rely on the cross-section factorization expressed in Equation 8.8 and illus-
trated in Figure 8.9. Pa→bc denotes the Altarelli-Parisi splitting functions, a, b, c denote a quark or a
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gluon depending on QCD allowed vertex. t is the ordering variable, that can be the momentum of the
emitted parton pa.

dσ̂n+1 = dσ̂n ×
αS(t)

2π

dt

t
dzPa→bc(z) (8.8)

σn+1
θ → 0

a
b

c

θ a
c

b

×
σn

Figure 8.9: Cross-section factorization.

The process of Figure 8.9 is repeated iteratively until the virtuality of the last emission become
smaller than ΛQCD ∼ 200MeV, where QCD becomes non-perturbative and hadronization takes place.
To avoid double counting, an ordering parameter t is used, and the branchings are chosen such that
tn+1 < tn. This ordering parameter can be chosen in diUerent ways. The showers used for to simulate
the ggH process within ATLAS use the parton pT as ordering variable.

This result is obtained by using a so-called Sudakov form factor [234–236], characterizing the
probability of non-emitting resolvable parton between scale t and t′ [237], P being a splitting function:

∆(t, t′) = exp

{

−αs
2π

∫ t

t′

dt′′

t′′

∫

dz

z
P (z)

}

(8.9)

In practice, the shower algorithm follows several steps:

1. Pick uniformly a number ρ ∈ [0; 1];

2. Solve ∆(t, t′) = ρ. If t′ < t0, the infrared cut-oU, stop the algorithm since the radiation is not
resolvable; else:

3. Generate angular and kinematics variables of the radiated parton according to the spitting func-
tions;

4. Restart from t = t′.

8.2.2.2 Matching with NLO: POWHEG

Parton Shower programs provide full events simulation at hadron level, but normalization accurate
only to LO. On the other side, NLO programs provide accurate high pT description and reduced scale
dependence. It is natural to try to merge the two approaches, keeping the good features of both.

The main problem in merging a NLO result and a Parton Shower is not to double-count radiation:
the shower might produce some radiations already present at the NLO level.

POWHEG, for POsitive Weight Hardest Emission Generator [231], generates an event with one single
emission, at NLO level, and with the correct probability in order not to have double-counting. The pT
of the produced radiation works as an upper cut-oU for the pT ’s of all the secondary particles produced
in the shower.

In addition, a parameter, the h-factor, is introduced to balance the contributions from the regular,
Vxed order, and singular components to the real cross-section R:

RS =
h2

h2 + p2T
R; RF =

p2T
h2 + p2T

R (8.10)

When pT > h, the spectrum is driven by the NLO Vxed order computation, while for pT < h,
the Sudakov regime dominates. Choosing h → ∞ is then equivalent to use uniquely the Sudakov
formalism.
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Tuning the h parameter allows to adjust the pHT spectrum and especially improve the agreement
between the HqT, or equivalently HRes, pHT spectrum and POWHEG. The tuning done in [135] using
PYTHIA6 yields:

h =
mH

1.2
(8.11)

which is the value used to produce the ATLAS ggH samples.

8.2.3 Quark masses eUects

Heavy quark masses are included in the cross-section computations and Table 8.1 allows to quantify
the contribution of each term to the total ggH cross-section.

The pT dependence at Vxed order is known at NLO. Its eUect is shown in Figure 8.10(a). Its imple-
mentation at NLL or equivalently in a PS program is more complicated. An implementation exists in
POWHEG, where top, bottom and their interferences are considered, on a unique scale basis. HRes2.0
also includes top, bottom and their interferences, but their eUect are treated with two diUerent resum-
mation scales: Q1 for the top quark, of the order ofmt ≈ mH andQ2 much smaller of the order of the
bottom mass (4.75GeV). This leads to slightly diUerent predictions in the low pHT regime.

t b tb

18.31 0.1206 -1.125

Table 8.1: ggH cross sections [pb] at 8 TeV for mH = 125 GeV considering only the top contribution, only the

bottom contribution or the interference term between top and bottom contributions [134].

(a) NLO (b) NLO+NLL

Figure 8.10: Quark mass eUect in HRes2.0 at NLO and NLO+NLL. Bottom pad shows the ratio of HRes with top

and bottom mass included to HRes in the HQET (mt → ∞). On the right plot, the red curve is equivalent to the

POWHEG treatment [238].

The current POWHEG version [239] implements an HQ mass eUect similar to the one of HRes2.0,
with the notable diUerence that top and bottom eUects are treated on the same scale h ∼ mH/1.2. It
was shown that it is possible to reproduce the same HQ mass eUect in POWHEG, but this would require
to produce three POWHEG samples, one of them then being assigned negative weights.

Equation 8.12 details the diUerent cases for the treatment of the HQ mass eUect in POWHEG:

• It can be run in the heavy quark eUective theory approximation, which will be denoted simply
σ(h);
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• The current sample uses the top and bottom mass eUect with a single scale, written σ(t+ b, h);

• The new proposal is to use three diUerent samples (Eq. 8.12):

1. One sample with only top mass with a large scale of ordermH

2. Another sample including both the top and the bottom mass eUect at smaller scale of the
order of the bottom massmb

3. Finally, to avoid the double-counting of the top mass eUect at scales close to mb, the con-
tribution from the top only has to be subtracted from the previous term.

σHQET = σ(h = mH/1.2)

σ1 sample = σ(t+ b, h = mH/1.2)

σ3 samples = σ(t, h = mH/1.2) + [σ(t+ b, h = mb)− σ(t, h = mb)]

(8.12)

Figure 8.11 shows that the combination of the three POWHEG samples described above is able to
reproduce the heavy quarks mass eUect obtained from HRes2.0.
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Figure 8.11: Quark mass eUect in POWHEG with the linear composition of three samples. Ratio of the pHT spectrum

coming from the combination of three POWHEG samples to the distribution form POWHEG in the HQET [240].

8.2.4 Dynamical scale

In the large pHT region, Vxed renormalization and factorization scales are not justiVed because the
energy involved is not only the mass of the particle. In that case, one should rather use a pHT dependant
scale deVned in Equation 8.13. This is also a way of taking into account part of the next term in the αS

power expansion
(

αS(mT )
αS(mH)

)3
.

µR,F = mT =
√

(pHT )
2 +m2

H (8.13)

This pHT dependence of the scales has been implemented in HRes2.1 and is also possible with
POWHEG. Figure 8.12 compares the eUect of the dynamical scale in HRes and the parametrization of the
eUect obtained from POWHEG, which are very consistent with each other.
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Figure 8.12: EUect of the dynamical scale in POWHEG (from a Vt) and HRes2.1 (histogram). Ratio of the pHT
distributions with to without dynamical scales.

Conclusion

The tools described in this chapter allow to predict the ggH cross-section with a better accuracy. The
impact of the change in the pHT spectrum they imply and the eUect on the analysis of the diphoton
decay channel of the Higgs in ATLAS are discussed in the next chapter.
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Chapter

9
Higgs pT in the γγ channel

“
The most exciting phrase to hear in science, the one that heralds

new discoveries, is not ’Eureka!’ (I found it!) but ’That’s funny...’

” Isaac Asimov
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9.1 Role of pHT in the analysis

Contrarily to other Higgs analyses, no explicit cut on the Higgs transverse momentum is required in
the diphoton channel. However, it is sensible to the pHT through the use of the diphoton pTt variable
(see deVnition in Section 6.1.3). Indeed, Figure 9.1 illustrates the high correlation existing between the
Higgs pT and diphoton pTt, using truth level information.

A change in the modelling of this variable can hence induce migrations of events between low and
high pTt categories. Since these categories have diUerent signal-to-noise ratio, changing the repartition
of the events among these categories has an impact on the Vnal measurement of the signal strength.
This is quantiVed in the remainder of this chapter.
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(a) Correlation pTt-p
H
T (b) pHT in the low and high pTt categories

Figure 9.1: (a): correlation between pHT and pTt at truth level without any acceptance cuts and (b) normalized pHT
distributions for pTt > 70 GeV and pTt < 70 GeV at truth level.

9.2 Available Monte Carlo predictions

The oXcial ggH sample is generated using the POWHEG generator. The 8 TeV samples use the POWHEG
version implementing a Vnite top and bottom mass eUects in the loop. It is also parametrized with
h = mH/1.2. This POWHEG sample is showered by PYTHIA8. The 7 TeV samples are generated with a
previous POWHEG version without h-parameter.

It is compared to the best available prediction of the expected Higgs pT spectrum that goes up to
NNLO+NNLL and is implemented in HRes. This programs also has the advantage of producing, for
each event, each photon quadri-vector, allowing both to access the pTt distribution directly and to
evaluate the eUect of the detector acceptance.
Three diUerent versions of the HRes code have been released. The Vrst one uses the eUective theory
for the top and bottom masses (mt → ∞ and mb = 0). An exact computation up to NLO+NLL is
carried out in the 2.0 release [238]. NNLO+NNLL terms are still included but still computed in the
eUective theory framework. Version 2.1 allows to use dynamical renormalization and factorization

scales (µR,F =
√

m2
H + p2T ). This is summarized in Table 9.1.

Generator HQ mass # scales Order Dynamical scale

POWHEG (OXcial - 7 TeV) Yes 1 NLO + PYTHIA6 No
POWHEG (OXcial - 8 TeV) Yes 1 NLO + PYTHIA8 (hfact) No

HRes1.0 No 1 NNLO+NNLL No

HRes2.0 Yes 2
NLO+NLL (exact t+b)

No
+ (NNLO+NNLL) (mt → ∞)

HRes2.1 Yes 2
NLO+NLL (exact t+b)

Yes
+ (NNLO+NNLL) (mt → ∞)

Table 9.1: Generators properties. The number of scales refers to the resummation with heavy quark mass treatment

(see text for more details).

Figure 9.2 shows the initial comparison between the oXcial POWHEG sample and the spectrum
obtained with HRes1.0 in the conVguration that will be used throughout this chapter, unless otherwise
speciVed:

• Proton-proton collisions at
√
s = 8 TeV;

• mH = 125 GeV:
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• µR = µF = mH ;

• Q = mH

2

• CT10 parton distribution function.

Figure 9.2: Comparison of the pHT spectrum coming out of POWHEG+PYTHIA8 and the HRes1.0 distribution at√
s = 8 TeV. Status 22 refers to the POWHEG results before the action of the PYTHIA parton shower; status 62 is the

code for the Vnal particle after parton shower.

A discrepancy is observed between the HRes1.0 prediction and the POWHEG+PYTHIA8 spectrum.
A reweighting technique is derived in order to take into account the last theoretical progresses in the
Vnal analysis of the Run I dataset.

9.3 Reweighting

Amethod is derived to reduce the diUerence between HRes and our POWHEG+PYTHIA8 sample based on
a reweighting technique. After presenting a simple method, it is tested with the Vrst two versions of
HRes. Its impact on the γγ analysis is also tested. Improvements of this simple method are presented
in next section (9.4).

9.3.1 Strategy

HRes is a NNLO+NNLL program including or not the exact quark masses depending on the version.
POWHEG+PYTHIA8 uses a POWHEG version taking into account heavy quark masses. The Vrst radiation
is done with the matrix element computation by POWHEG, the following, softer, ones are produced by
PYTHIA8.

A reweighting can not be done without taking care of these diUerences and the improvements
brought by PYTHIA should be taken into account.

The general procedure proposed rely on the following weighting formula:

ω =
H

Poff
×RHQ ×RNP (9.1)

with the following notations:

• Poff is the oXcial POWHEG+PYTHIA8 samples;

• H stands for HRes;
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• RHQ represents the eUect of the exact top and bottom mass eUect. It is only present when
considering HRes1.0 that does not implement this eUect. It is estimated from POWHEG that allow
to switch it on and oU.

• RNP measures the impact of all PYTHIA eUects, except the parton shower. It is quantiVed by
turning these eUects oU in PYTHIA, from the same POWHEG inputs than the oXcial sample. These
non-perturbative eUects include MultiParton Interactions (MPI), Final State Radiation (FSR),
hadronization and beam-remnant. Their eUect on the Higgs pT spectrum is expected to be small
since they only modify the Vnal state environment of the Higgs boson.

Each of these terms is studied further in the next subsections.

9.3.2 EUect of the non-perturbative eUects of PYTHIA

When interfaced to POWHEG, PYTHIA generates the emissions that are softer than the parton emitted in
POWHEG. It also includes:

• Multi Parton Interactions (MPI): soft interactions between the other partons of the interacting
protons;

• Final State Radiation (FSR): radiations out of the quarks and gluons generated by Initial State
Radiation (for the ggH process, this is the only way to have gluons and quarks in the Vnal state);

• Hadronization and decay: formation of observable hadrons out of the particles in the Vnal state;

• Beam remnants: primordial kT due to the initial transverse parton motion inside the proton.

When reweighting to HRes, these eUect that are in PYTHIA are not taken into account any more
and one has to check their impact on the Higgs pT spectrum.

Figure 9.3 shows the comparison of POWHEG showered by PYTHIAwith all eUects not related to par-
ton shower disabled. A test is performed with PYTHIA8. As expected, the impact on the pHT spectrum
is small, of the order of 2%. It will be neglected compared to the eUects considered in the next sections.

(a) PYTHIA6 (MC11) (b) PYTHIA8 (MC12)

Figure 9.3: Non perturbative eUect in PYTHIA shown by the cyan (left) and red (right) histograms. The green lines

correspond to the default PYTHIA conVguration. The blue histogram on the right plot corresponds to the case where

the ISR was disabled, hence retrieving the POWHEG NLO spectrum.
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9.3.3 EUect of the quark mass eUects

For the reweighting to HRes1.0, a quark mass eUect was extracted from POWHEG. The resulting distribu-
tions and their ratio are represented in Figure 9.4, in good agreement to the reference study presented
in Ref. [135]. This eUect gives up to 20% change in the pHT distribution.

Figure 9.4: EUect of the top and bottom masses in POWHEG (a single scale).

9.3.4 Reweighting functions

This section shows the weighting function obtained from the diUerent HRes versions. Even if only the
last one will be used at the end, it is helpful to understand the process.
The eUect of MPI, FSR and hadronization is neglected in any case.

9.3.4.1 Reweighting to HRes1.0

The reweighting to HRes1.0 is made in two steps. First, the ratio R between POWHEG+PYTHIA8 and
HRes1.0 is extracted. Then, the eUect of the heavy quark masses is reintroduced by mutiplying R
by the ratio shown in Figure 9.4. This is summarized in Figure 9.5 The green histogram represents
the ratio of HRes1.0 to the oXcial POWHEG+PYTHIA8 sample. The red one shows the eUect of the HQ
mass derived from POWHEG. The total weight is represented by the product of green and red and is
represented in black. It includes both the NNLO+NNLL HRes1.0 precision and the eUect of top and
bottom masses of POWHEG.
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Figure 9.5: Reweighting POWHEG+PYTHIA8 to HRes1.0 at 8TeV for a Higgs mass of 125GeV.

9.3.4.2 Reweighting to HRes2.x

HRes2.0 is similar to HRes1.0 with the only diUerence that it includes the HQ mass eUect. The
reweighting is thus simpliVed because only the ratioH/P is needed to have all wanted eUects included.
Figure 9.6 shows the resulting weights for the 8 TeV POWHEG+PYTHIA8 sample and a 7 TeV sample
showered by PYTHIA8. The 7 TeV sample was generated without hfact, which explains the larger
diUerence with HRes at large pHT . These weights are the ones included in the H → Zγ [241] and
H → µ+µ− [242] analyses.

The weight is very similar to the one obtained with HRes1.0, except in the very Vrst bin. This is
explained partly by the new eUect of the bottom mass which is now disentengled from the top and
partly by the adaptation of the binning to reduce the statistical uncertainties.

(a) 7TeV (b) 8TeV

Figure 9.6: Reweighting POWHEG to HRes2.0 for the 7 and 8 TeV samples.

Finally, Figure 9.7 shows the comparison of the weights obtained without and with dynamical scale,
the latter is the one that is used in the H → γγ analysis.
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Figure 9.7: Comparison of the weights obtained with HRes2.0 without dynamical scales and HRes2.1 with dy-

namical scale.

9.3.5 Sanity checks of the reweighting method

At this stage, some checks were performed to test the impact of the reweighting on the analysis.
First, thanks to the photon quadrivectors produced by HRes, it is possible to test the eUect of the

acceptance cuts on the weight. Figure 9.8 compares the ratios H/P obtained without any acceptance
cut – as was done so far – and after the application of cuts similar to the ones used in the ATLAS
H → γγ analysis, i.e.:

• The leading photon should have pT > 40 GeV and the subleading is required to have pT >
30 GeV.

• For each photon, |η| < 2.37.

The resulting ratios to HRes1.0 are very similar, showing that the acceptance cuts do not change
the relative agreement between the two generators.

Figure 9.8: EUect of the acceptance cuts on the reweighting function using HRes1.0.

The risk for any reweighting technique is to distort other distributions than the one we are inter-
ested in. Some checks are performed here, comparing some distributions without and with weights.
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It is shown that, when they are aUected, they get closer to the distributions from HRes, which is the
expected behaviour. This is the case for the leading and subleading photon transverse momentum
(Fig. 9.9).
Figure 9.10 is an illustration of the fact that the Higgs rapidity is not sensible to the pHT reweight-
ing. The rapidity, related to the longitudinal momentum, is only aUected by changes in the structure
functions.

(a) Leading photon (b) Subleading photon

Figure 9.9: EUect of the Higgs pT reweighting to HRes1.0 on single photon transverse momentum.

Figure 9.10: EUect of the Higgs pT reweighting to HRes1.0 on the Higgs rapidity.
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9.3.6 EUect on the H → γγ measurements

The eUect on the H → γγ analysis is quantiVed. First, the change of acceptance with the reweighting
is tested. Then, the impact on the Vnal signal strength measurement is quantiVed.

9.3.6.1 Inclusive cross section and acceptance with dynamical scale

The acceptance is deVned as the number of events passing the selection with respect to the initial
number of signal events. The change in acceptance induced by the change of pT modelling is quantiVed
by comparing the number of initial and Vnal events with and without reweighting to HRes2.0. This
eUect is found to be very small (0.4% according to Tab. 9.2) compared to other systematics eUects such
as the luminosity that introduce a 2% uncertainty.

Unweighted Weighted Ratio [%]

Initial 300000 299929 1,00023
Selected 112796 113271 -
σ ∝ Nsel

Ninit
0,376 0,378 1,0044

Table 9.2: EUect of the pHT reweighting on the H → γγ acceptance.

9.3.6.2 Change in the µ central value

A wrong estimate of the pHT spectrum leads to migration between low and high pTt categories and can
thus change the measured signal strength.

This can be understood by considering a simple example [243]:
We denote by fi the assumed (wrong) fraction of events in category i and gi the true fraction of

events (unknown). s0 is the true signal while s denotes the measured (Vtted signal). The expected
number of background events under the signal peak in category i is called bi.

We deVne the following χ2:

χ2(s) =

∑

i fi × s+ bi − nobs,i
bi

(9.2)

Minimizing this χ2, one can show that the observed (Vtted) signal is:

s = s0 ×
∑

i
figi
bi

∑

i
f2i
bi

(9.3)

Now, assume we have only two categories:

1. high pTt, g1 = f1 −∆, the reweighting gives higher weight to low pT events so ∆ > 0

2. low pTt, g2 = f2 +∆

From the previous formula, one Vnds:

s = s0 ×
f21
b1

+
f22
b2

−∆
(

f1
b1

− f2
b2

)

f21
b1

+
f22
b2

(9.4)

Since f1
b1
> f2

b2
(high pTt categories have better s/b): s < s0, the Vtted signal is lower than the true

one.
A test of this statement is performed with a pseudo-data to reproduce our measurement situation:
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• The pseudo-dataset (Asimov) is generated with model with pT reweighting with µ = 1 and
µ = 1.6 (ie with "true" distribution). It is similar to real data.

• This pseudo-dataset is Vtted with the model without pT reweighting (our "wrong" model).

The results are the following: (estimated with the Moriond 2013 selection and categorization)

Asimov with µ = 1.6 : µ̂ = 1.562+0.362
−0.328

Asimov with µ = 1.0 : µ̂ = 0.973+0.313
−0.272

The Vtted µ is lower than the one used for generation by a few percent, meaning that the number
of observed signal events is smaller than the real one, as expected by the previous calculation.

It has to be underlined that, when applying the pT reweighting in the Monte Carlo and Vtting the
same, real, dataset, the measured number of signal event will increase.

9.4 Correlation with the number of jets: reweighting improvement

The simple reweighting described in previous section does not take into account the correlation be-
tween the Higgs transverse momentum and the number of jets produced in the events. Since the γγ
channel also use categories relying on the number of jets, this has to be checked and adapted if needed.

Figure 9.11 is an illustration of the correlation between the number of jets and the pHT . Jets are
deVned at truth level with the anti-kT algorithm, with all stable particles in the Vnal state as inputs.
Only Vnal jets with pT > 25 GeV are considered. When no jets is found in the event, in Vrst ap-
proximation, this corresponds to the case where only the Higgs is produced, hence without transverse
momentum. When one jet is reconstructed, to ensure transverse momentum conservation, the Higgs
has to recoil against that jet. Figure 9.11 shows that the Higgs pT globally increases with the number
of jets produced simultaneously in the event.

(a) Relative contribution (b) Normalized distributions

Figure 9.11: pT distributions for diUerent jet multiplicities.

It was observed that applying the simple pT -reweighting decreases the cross-section for events
with at least two jets σ≥2 by 20%. This is not conVrmed by computations using the jet veto technique
such as the JetVHeto program. The discrepancy is illustrated in Figure 9.12. The lines show the
cumulative cross-section from POWHEG without reweighting and with reweighting to HRes2.1 (red
curve). The points corresponds to the Njets = 0, 1 or 2 from JetVHeto, where jets are deVned with
pT > 25 GeV.
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Figure 9.12: Cumulative cross-section and comparison to JetVHeto [244].

A reVned method is then derived in order to:

• The inclusive pT spectrum should match HRes2.1 spectrum;

• The pT spectrum in the ≥ 2 jets category should match MiNLO HJJ [211], improved POWHEG

method to produce H + 2jets at NLO, matched with the PYTHIA8 parton shower;

• The number of jets should match the NNLO predictions from JetVHeto [245–247].

The chosen solution is to apply a diUerent weight to events having at least two truth level jets with
pT greater than 25 GeV. The two weighting functions are illustrated in Figure 9.13.
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Figure 9.13: pT weights for events with 0 or 1 jet (a) and for events with at least two truth jets (b) [105].

Figure 9.14 shows that the requirements are met: the pT distribution for the events with more than
two jets is consistent with the one coming out of MiNLO HJJ, and the jet-bin cross-section is in good
agreement with the one obtained form JetVHeto.

9.5 Uncertainties

The uncertainty coming from the imperfect knowledge of the Higgs pT shape can have an important
impact on analyses using categories deVned with pHT cuts. In this case, changing the Higgs pT can
introduce migrations among the categories for events with pHT close to thee boundary and have an
eUect on the measurement.
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Figure 9.14: (a) pT spectrum in events with at least two jets after reweighting, compared to MiNLO. (b) jet bin

cross-section before and after rewighting compared to JetVHeto [244].

The uncertainty on the Higgs pT spectrum is estimated with HRes. The eUect is derived with
version 2.0 and is checked to be consistent with the results of the last version 2.1.

9.5.1 Scales

To quantify the uncertainty coming from scale variations, HRes is run with non-nominal scales follow-
ing the recipe:

• µR, µF and Q1 are varied by a factor of 2 around their nominal value, i.e.:

– µR,F = mH

2 ,mH , 2mH

– Q1 =
mH

4 , mH

2 ,mH

ConVgurations where µR and µF diUer by a factor of 4 are not considered;

• Q2 is varied by a factor of 3 aroundmb.

The usual treatment is to consider only the shape variations induced by the envelope of all scale
conVgurations. The normalization uncertainty is taken inclusively to be ±7.8%. This treatment is
illustrated in Figure 9.15.

Applied to the γγ analysis, changing the reweighting function creates the migration of 10% of the
events in the high pTt categories towards the low pTt categories, where the number of aUected events
is ∼ 1% to conserve the total number of selected events: Nhighσhigh = Nlowσlow, i.e. events leaving
the high pTt categories all end up in the low pTt, and vice-versa.

However, it was realized that the high pT region suUers from larger normalization uncertainties
than the inclusive. We then use non-normalized spectra obtained from the diUerent conVgurations to
compute the envelope. Those variations are illustrated in Figure 9.16.

The evaluated uncertainties in the high pTt categories from the symmetrized enveloped from Fig-
ure 9.16 amounts to ∼ 20%. Since it accounts for normalization uncertainties, the inclusive normal-
ization uncertainty is set to 0 is the high pTt categories. This uncertainty is propagated to the low pTt
categories as a migration. The Vnal results are summarized in Table 9.3.

9.5.2 Structure functions

The impact of the structure functions on the Higgs pT spectrum is estimated by changing the diUerent
eigen-vectors in the CT10 PDF set. The envelope is compared to the scale envelope in Figure 9.17.
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Figure 9.15: Reweighting function to HRes2.1 and shape uncertainties coming form the scale variations.
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Figure 9.16: Scale variations from HRes2.0.

ctrl-low-pTt ctrl-high-pTt fwd-low-pTt fwd-high-pTt

yield, 7 TeV 7.8 0 7.8 0
pHT mig, 7 TeV -1.4 24.1 -1.4 23.8
yield, 8 TeV 7.8 0 7.8 0
pHT mig, 8 TeV -1.5 24.2 -1.5 23.9

Table 9.3: Migration uncertainties in percent on the ggF cross section in the pTt categories from HRes2.0.

Given the smaller impact of the structure functions on the Higgs pT spectrum, this uncertainty was
neglected.

Since HRes allows to reconstruct other variables than the Higgs pT , the impact of the structure
functions on the acceptance and mass resolution was also tested by applying a Higgs rapidity yH -
reweighting.

Results presented in Tables 9.4 and 9.5 show that the uncertainty related to the structure functions
is negligible with respect to the experimental uncertainties (of the order of 10% on the resolution and
0.1% on the peak position).
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Figure 9.17: Structure functions shape uncertainties compared to the scale variations uncertainty from

HRes2.0 [105].

(a) Structure function uncertainties (b) yH distribution in the γγ categories

Figure 9.18

Cat Unweighted Weighted ∆µ
µ [%]

inclusive 124.8252 124.8256 -0.0003
central_lowpTt 124.8461 124.8461 0.0000
central_highpTt 124.8584 124.8585 -0.0001
rest_lowpTt 124.8276 124.8277 -0.0001
rest_highpTt 124.8701 124.8700 0.0001
crack 124.7693 124.7701 -0.0006

Table 9.4: Impact of the rapidity uncertainties on the signal peak position.

9.6 DiUerential cross-section measurement with the γγ channel

TheH → γγ channel has observed about 600 events in the 2012 dataset, enough to start and study the
diUerential distributions of the signal for diUerent variables of interest [248], among which the Higgs
pT spectrum is of particular interest to test the QCD radiation models (the results presented here will
soon be updated in a paper using the new calibration [249]).

The measurement strategy is the following:

1. Divide the dataset into several pHT bins. The bining is chosen such that they have a similar
statistical uncertainty;
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Cat Unweighted Weighted ∆σ
σ [%]

inclusive 1.8933 1.8903 0.1585
central_lowpTt 1.4972 1.4973 -0.0047
central_highpTt 1.3395 1.3395 0.0007
rest_lowpTt 1.9048 1.9039 0.0485
rest_highpTt 1.6308 1.6304 0.0239
crack 2.4395 2.4398 -0.0129

Table 9.5: Impact of the rapidity uncertainties on the signal resolution.

2. After having chosen the background parametrization in a similar way that the one described in
Section 6.5.2, an S+B Vr is performed in each bin to extract the number of observed signal events
NS , which is reported on the corresponding bin. This is the unfolded distribution that contains
the detector acceptance and selection eXciency;

3. An unfolding procedure is applied to get rid of the detector eUects. In this low statistics analysis,
the chosen unfolding method is a bin by bin correction coeXcient based on truth level particle
studies. The acceptance cuts considered are the followings:

• Each photon transverse momentum must satisfy pγT > 25 GeV;

• The pseudo-rapidity range considered corresponds to the detector acceptance |ηγ | < 2.57
(the crack region 1.37 < |ηγ | < 1.56 is included in the acceptance.

The results of the analysis for the Higgs pT are shown in Figure 9.19(a) for the unfolded mea-
surement. The data is compared to several Monte Carlo generators and a shape-only comparison is
quantiVed with a χ2 test.

The same procedure is applied to the number of jets in the event, where a jet is deVned by the
anti-kT algorithm with R = 0.4 and pT > 25 GeV. Results are shown in Figure 9.19(b).

(a) Higgs pT (b) Number of jets

Figure 9.19: DiUerential cross section measurement using the diphoton decay channel. After unfolding [248].
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Conclusion

A detailed study of the Higgs transverse momentum at the generation level allowed to take advantage
of the last theoretical progresses and present the experimental results with a good knowledge of them.
However, the limitations of the reweighting technique are well known and new approaches are already
under study to replace it for the next run simulations. In the meantime, Vrst measurements of the
Higgs pT shape have been carried out, still limited by the statistics but next run data will bring much
more information in order maybe to understand diUerences between parton shower and NNLO codes
for example. If the Vrst considerations about the relation between this spectrum and other physical
observables comes true, this measurement would have much profound implications and allow to access
other Higgs properties.
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Outlooks and conclusion
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Chapter

10
Future of the Higgs era

Some of the improvements expected in the Standard Model Higgs sector from future LHC runs and
next experiments are brieWy discussed here.

10.1 LHC

At the end of the LHC Run II, the amount of analysable data is expected to be close to 100 fb−1 for
each experiment, i.e. 4 times more data than the analysis presented here. The energy in the centre
of mass frame will be increased to

√
s = 13 or 14 TeV, meaning that the production cross-section

of a Standard Model Higgs boson will be increased by a large factor (≈ 2.3 for ggH between 8 and
13 TeV, see Fig. 1.12). With about 9 times more data, the statistical uncertainty on the global signal
strength µ will be decreased by a factor of 3, leading to a statistical error smaller than the theoretical
and experimental systematics contributions to the total error.

This is also visible in the projections studies performed for 300 and 3000 fb−1 of pp collisions at√
s = 14 TeV [250] (Fig. 10.1).
It is clear that already at the end of Run II, the systematics will become dominant and some eUorts

have to be made in order to fully beneVt from the increase of statistics, both from the theory and
experimental sides.
For the former, improvements are foreseen with the N3LO computations that are close to Vnal, that
will, hopefully, decrease the scale dependence of the result. One also have to decrease the structure
function uncertainties.
The later is currently dominated by the diphoton mass resolution, itself dominated by the constant
term uncertainty measured in Z → e+e− events (see Tab. 7.24 for 8 TeV values). Much more work
will be needed in this area in the next few years in order to reduce it. Understanding the mass tails,
perform a combined Vt of the constant and stochastic terms in the resolution are some possible ways
of improvements.

10.2 Future colliders

In the next years, future colliders will be discussed, in particular e+e− colliders: the superconducting
RF accelerating cavities ILC (International Linear Collider), the two-beam acceleration CLIC (Com-
pact LInear Collider) and the FCC-ee (Future Circular Collider e+e−) that could be built in a 100 km
tunnel near Geneva. A hadronic collider, FCC-hh, is also considered to be set up in the same tunnel
(see [251, 252] for more documented reviews). If we consider the measurement of κγ and κg (deVned in
Sec. 7.1.1), FCC-ee gives a priori the lower uncertainties, at percent level, while for κt to be measured
directly, one needs higher energy colliders.

Generic modiVcations of the Standard Model couplings are of the form 1/Λ2 where Λ in the new
physics scale. Their magnitude is of the order of 5% for Λ ∼ 1 TeV. However, larger deviations could
be present in speciVc models, for instance with light staus [253].
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Figure 10.1: Expected relative uncertainties on the signal strength for diUerent channels with the data of the LHC

Run II. The solid area represents the statistical+ experimental systematics uncertainty while the hashed area repre-

sents the theory uncertainty [250].
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Conclusion

“
Sometimes, the best answer is a more interesting question.

”Terry Pratchett

This thesis presented several aspects of the search and study of the Higgs boson at a mass of about
125 GeV using its diphoton decay channel at the ATLAS experiment.

The data Wow from the LHC collisions to the Vnal physics analysis was presented using the example
of the electromagnetic calorimeter. More detailed studies of the calorimeter pointing technique used to
reconstruct the unconverted photons direction were also discussed and a strange oscillation eUect was
observed in the electromagnetic calorimeter end-caps and was corrected, leading to an improvement
of the Higgs mass resolution in the diphoton channel of 0.5%.

After the discovery, my work was concentrated on the couplings measurements using the diphoton
channel. The analysis consists in isolating each of the main Vve Higgs production modes using the
particles produced in association with the Higgs. Especially, the introduction of a dilepton category
tagging ZH → llH production and the tuning of the existing one lepton and MET categories allow to
measure separately theWH and ZH production.

In parallel, the impact on the analysis of the Higgs pT modelling, in the ggH dominant produc-
tion mode, was quantiVed. The last developments from the theory side were taken into consideration
by developing a reweighting technique for the Higgs pT spectrum used in the analysis to match the
NNLO+NNLL predictions from HRes2.1. A special treatment to preserve the distribution of the num-
ber of jets, correlated to the Higgs pT , is also considered.

The Vnal analysis of the LHC 2011+2012 datasets in ATLAS shows evidence for the spin 0 nature of
the discovered particle, conVrming its agreement with the Standard Model scalar boson. At the ATLAS
combined mass ofmH = 125.4 GeV, the measured signal strength is:

µ = 1.15+0.28
−0.25 = 1.15+0.23

−0.22 (stat.)
+0.10
−0.08 (syst.)

+0.12
−0.08 (theory)

Its couplings measurements, with the γγ channel alone or combined with Vve other decay modes,
does not show statistically signiVcant deviations from the Standard Model expectations, but error bars
of some parameters are still large. For the γγ channel only, the ratio of the observed production modes
with respect to the Standard Model are: (atmH = 125.4 GeV)

µggH = 1.32+0.32
−0.32(stat.)

+0.23
−0.15(syst.)

µV BF = 0.78+0.72
−0.63(stat.)

+0.30
−0.29(syst.)

µWH = 0.97+1.64
−1.46(stat.)

+0.36
−0.17(syst.)

µZH = 0.13+3.62
−0.13(stat.)

+0.64
−0.00(syst.)

µttH = 1.55+2.62
−1.75(stat.)

+0.79
−0.36(syst.)

From a theory point of view, a Higgs at low mass does not exclude a lot of models, and many ex-
tensions of the Standard Model still survive this observation and could explain the still not understood
experimental observations outside of the Higgs sector.
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The next LHC data taking period starting in 2015 at an increased centre of mass energy of≈ 13 TeV
is expected to decrease the uncertainties on the couplings measurement and bring more constraints
on the Higgs and beyond Standard Model processes. However, for precise measurements of the Higgs
sector, electron-positron colliders such as the International Linear Collider will be needed.
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Appendix

A
Invariant mass distributions

per category

The following Vgures display the invariant mass spectra for each of the 12 categories described in
Chapter 7 for both the 2011 (left) and 2012 (right) datasets.
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Figure A.1: Invariant mass spectra in the untagged central categories for the 2011 and 2012 datasets.
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Figure A.2: Invariant mass spectra in the untagged forward categories for the 2011 and 2012 datasets.
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Figure A.3: Invariant mass spectra in the V BF categories for the 2011 and 2012 datasets.
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Figure A.4: Invariant mass spectra in the V H hadronic, Emiss
T and one lepton categories for the 2011 and 2012

datasets.
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Figure A.5: Invariant mass spectra in the V H dilepton and ttH categories for the 2011 and 2012 datasets.
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