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Abstract

This work deals with the design of a CMOS pixel sensor prototype (called
MIMOSA 31) for the outer layers of the International Linear Collider (ILC)
vertex detector. CMOS pixel sensors (CPS) also called monolithic active pixel
sensors (MAPS) have demonstrated attractive performance towards the re-
quirements of the vertex detector of the future linear collider. MIMOSA 31
developed at IPHC-Strasbourg is the first pixel sensor integrated with 4-bit
column-level ADC for the outer layers. It is composed of a matrix of 64 rows
and 48 columns. The pixel concept combines in-pixel amplification with a
correlated double sampling (CDS) operation in order to reduce the temporal
and fixed pattern noise (FPN). At the bottom of the pixel array, each column
is terminated with an analog to digital converter (ADC). The self-triggered
ADC accommodating the pixel readout in a rolling shutter mode completes
the conversion by performing a multi-bit/step approximation. The ADC de-
sign was optimized for power saving at sampling frequency. Accounting the
fact that in the outer layers of the ILC vertex detector, the hit density is in
the order of a few per thousand, this ADC works in two modes: active mode
and inactive mode. This thesis presents the details of the prototype chip and
its laboratory test results.

Keywords: CMOS pixel sensors (CPS), monolithic active pixel sensors (MAPS),
International Linear Collider (ILC), vertex detector, correlated double sam-
pling (CDS), analog to digital converter (ADC), column-level, self-triggered,
multi-bit/step approximation.
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R.1 Introduction

Les expériences de Physique des Hautes Energies, telles que le futur International Lin-
ear Collider (ILC), requièrent des détecteurs de vertex de haute précision qui doivent être
composés de capteurs à pixels très granulaires et minces. Profitant des conditions de fonc-
tionnement de l’ILC, qui sont beaucoup moins contraignantes que celles du Large Hadron
Collider (LHC), des spécifications physiques telles que la résolution spatiale peuvent être
privilégiées au détriment de la vitesse de lecture ou de la tolérance aux radiations. Les
capteurs CMOS à pixels (CPS), également appelés capteurs monolithiques à pixels actifs
(MAPS) et qui sont un axe fort de recherche à l’IPHC-Strasbourg (Institut Pluridisci-
plinaire Hubert Curien), ont montré des performances intéressantes pour les spécifica-
tions du détecteur de vertex. Ils peuvent facilement atteindre la granularité et le budget
matière recherché, et ne nécessitent pas la mise en place un système de refroidissement
qui augmente le budget matière dans le volume fiduciel du détecteur de vertex.

Le sujet de cette thèse est la conception d’un concevoir un prototype de capteur à pixel
CMOS adapté aux couches extérieures du détecteur de vertex ILD VTX. L’ILD VTX
impose des exigences strictes sur les capteurs à pixels CMOS. Il existe deux géométries
différentes pour le VTX, comme l’illustre la figure 1. L’un d’eux (VTX-SL) dispose
de 5 couches simples équidistants, alors qu’une option alternative (VTX-DL) dispose
de 3 couches doubles. Les capteurs équipant la couche la plus interne dans les deux
géométries doivent avoir une résolution spatiale inférieure à 3 µm et associée à un temps
d’intégration très court (moins de 50 µs) en raison du beamstrahlung. Dans les conditions
de fonctionnement de l’ILC, une milliseconde de collisions intenses est entrecoupée de 199
ms sans faisceau. Le bruit de fond du faisceau nécessite que pendant les collisions d’un
train de particule, les capteurs doivent être lu vingt fois ou plus afin de maintenir un
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Figure 1: Vertex detector geometries motivating the R&D. The ladders are either single-sided
and equip 5 layers (left) or double-sided and compose 3 layers (right).

Layer Radius Pitch tr.o. Nladders Npixels Nchannels Pinst
diss Pmean

diss

(mm) (µm) (µs) (106) (103) (W) (W)

SL1 15 14 25 15 70 270 ∼ 140 < 3

SL2 25 16 50 2x12 200 380 ∼ 190 < 4

SL3 37 33 . 100 2x12 50 90 < 90 < 2

SL4 48 33 . 100 2x16 70 120 < 120 < 3

SL5 60 33 . 100 2x20 90 150 < 150 < 3

Total 135 580 1010 < 700 < 15

Table 1: Target values for each of the 5 layers of a vertex detector composed of single-sided
ladders. The values shown include the layer radii, the pixel pitch, the read-out time, the number
of ladders, the number of pixels, the number of electronic channels, the instantaneous power
dissipation and its average value (assuming a duty cycle of . 2 %). The number of channels
corresponds to the number of columns of pixels read out in parallel.

7

Figure 1: Géométrie d’un détecteur de vertex. A gauche: 5 couches simples (VTX-SL).
A droite: 3 couches doubles (VTX-DL).

taux d’occupation de la matrice de pixels inférieur à 1%. Cette contrainte nécessite un
effort de R&D se focalisant sur un design à haute vitesse de lecture. Des pixels à faible
pitch terminés par un discriminateur est proposé. Les capteurs envisagés pour les couches
externes, qui sont les plus grandes, s’étendant sur près de 90% de la surface totale du
VTX, ont moins de contraintes en termes de résolution spatiale et de vitesse de lecture.
Une résolution spatiale de 3-4 µm combinée avec un temps d’intégration inférieur à 100
µs devrait constituer un compromis acceptable. Dans ce cas, l’effort de conception se
concentre sur la réduction de la consommation d’énergie. Un pixel avec un pitch de
35 µm combiné avec un convertisseur analogique-numérique (analog-to-digital converter,
ADC) de 4 bits est proposé, réduisant ainsi la consommation d’énergie tout en gardant
la résolution spatiale nécessaire.

R.2 Travail Doctoral

R.2.1 Partie 1

L’architecture du prototype nommé MIMOSA 31 comprend une matrice de pixels de
48 colonnes par 64 lignes, des ADC en bas de colonne et d’un microcircuit de lecture
numérique périphérique, comme l’illustre la figure 2.

Les pixels sont lus ligne par ligne en mode d’obturation roulant. Chaque pixel est



Résumé en Français xvii

Row0

Row63 C47C0

4-bit Column-Parallel ADC

Latch

Memory Buffer

AnaDriver[7:0]

B
ia

s
 c

ir
c

u
it

R
o

w
 S

e
q

u
e

n
c

e
r

Buf.

CTRL JTAG

Mux81 Mux81

FSM_ser

Pixel Array: 48 x 64

D47D0

Figure 2: Schéma de principe du capteur à pixels CMOS proposé.

composé d’une amplification interne avec une opération de double échantillonnage corrélé
(correlated double sampling, CDS), qui a été validé dans les capteurs précédents (MI-
MOSA 26 conçu pour le projet EUDET de téléscope de faisceau et ULTIMATE qui équipe
le sous-système STAR-PXL). Les ADCs de bas de colonne recoivent la sortie des pixels
en parallèle et réalisent la conversion en effectuant une approximation de multi-bit/step
défini ci-dessous. L’architecture de l’ADC est similaire à un convertisseur à approxima-
tions successives (successive approximation register, SAR), avec une faible consommation
d’énergie et une vitesse modérée (plusieurs méga-échantillons par second). Les proto-
types précédents ont permis de vérifier que le bruit du pixel est d’environ 1 mV. Afin
diminuer la résolution sur la position de reconstruction de la particule, le bit le moins
significatif (least significant bit, LSB) est fixé au niveau du bruit du pixel. Des études
de physique antérieures montrent que le codage approximatif de l’amplitude des pixels
ayant un fort signal dans un cluster ne dégrade pas la résolution spatiale. Par conséquent,
un encodage variable du signal est utilisé, allant d’un maximum de 4 bits pour les sig-
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Figure 3: Microphotographie du capteur.

naux de faible amplitude à seulement 2 bits pour les grands signaux. Après la conversion
analogique/numérique, les sorties numériques sont mémorisées, et transmises en série vers
l’extérieur à travers un multiplexeur de 8 vers 1. Les paramètres de réglage du capteur
sont programmables à distance à travers le protocole JTAG. Afin de comparer les perfor-
mances des circuits de lecture, le circuit possède également huit sorties analogiques.

Sachant que dans les couches externes de l’ILC VTX, la densité de pixels touchés est
de l’ordre de quelques pour mille, l’ADC est conçu pour fonctionner en deux modes (actifs
et inactifs) afin de minimiser la consommation d’énergie. L’ADC utilise une tension de
seuil pour déclencher la conversion. Si le signal du pixel est supérieur au seuil, l’ADC
fonctionne en mode actif et effectue la conversion, sinon, l’ADC fonctionne en mode inactif
et reste en sommeil jusqu’à la prochaine conversion. L’utilisation de cette méthode permet
d’économiser considérablement la puissance consomée.

Le prototype a été conçu et fabriqué dans une technologie CMOS 0.35 µm, 2 couches
de polysilicium et 4 niveaux de métal. La superficie totale du circuit est de 4 × 4.8 mm2,
comme l’illustre la figure 3. La matrice de pixels est de 48 × 64 pixels avec un pas de
35 µm. La matrice d’ADC en bas de colonnes est situés directement en dessous de la
matrice de pixels. La surface d’un ADC est de 35 × 545 µm2.
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Les résultats des tests préliminaires indiquent que MIMOSA 31 répond aux exigences
des spécifications de la conception. Les tests en laboratoire ont été effectués en trois
parties: le test de la matrice de pixels avec les ADCs, le test des pixels et enfin le test
des ADCs. Ces résultats des tests permettent de déterminer les performances de base, y
compris le bruit temporel, le bruit motif fixe (fixed pattern noise, FPN), le bruit équiv-
alente en charge (equivalent noise charge, ENC), le facteur de conversion charge-tension
(charge-to-voltage conversion factor, CVF), l’efficacité de collection des charges (charge
collection efficiency, CCE) et la non-linéarité.

Les courbes de transfert indiquant les performances en bruit, ont été obtenues par
balayage de la tension de seuil de l’ADC. A partir de ces courbes ayant une distribution
cumulative, on peut déduire le bruit temporel et le FPN. Un bruit temporel de 1.36 mV
et un FPN de 0.98 mV ont été mesurés sur l’ensemble pixel et ADC.

Le test des pixels seuls permet d’extraire un bruit équivalent en charge (ENC) cor-
respondant à 18.6 e−rms. Le facteur de conversion charge-tension mesuré (CVF) obtenu
pour un unique pixel est de 60 µV/e−. Afin d’étudier la répartition des charges, les per-
formances des groupes de pixels touchés ont été analysées. L’efficacité de la collection des
charges (CCE) mesuré sur p1 (pixel central), p4 (2 × 2 pixels), p9 (3 × 3 pixels) et p25
(5 × 5 pixels) sont respectivement de 18%, 49%, 66% et 74%.

Le test des ADCs seuls a permis d’analyser la non-linéarité. La non-linéarité différen-
tielle mesurée (differential nonlinearity, DNL) est de 0.49/-0.28 LSB et la non-linéarité
intégrale (integral nonlinearity, INL) est de 0.29/-0.20 LSB. Le temps de conversion de
l’ADC est de 80 ns avec une fréquence d’échantillonnage de 6.25 MHz. Il consomme
486 µW en mode inactif, qui est de loin le plus fréquent, cette consomation s’élève à
714 µW en mode actif.

R.2.2 Partie 2

Afin de réduire davantage la consommation d’énergie globale du capteur, une nouvelle
architecture auto-synchronisée de l’ADC à très faible puissance est proposée. La struc-
ture de cette nouvelle solution consiste en une amélioration de l’échantillonneur-bloqueur
(sample-and-hold, S/H) et l’ajout d’une technique d’auto-synchronisation. La partie de
S/H est renforcée par l’utilisation d’une architecture à double échantillonnage corrélé
(CDS) afin de réduire le bruit de motif fixe (FPN) du pixel et de l’amplificateur opéra-
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tionnel. Ceci permet d’éviter l’implémentation d’un condensateur d’auto-zéro supplémen-
taire, minimisant ainsi la consommation de puissance tout en maintenant la conversion
des signaux avec les fréquences souhaitées. L’efficacité du comparateur est améliorée
en utilisant des signaux auto-synchronisés, et en relâchant le temps de stabilisation du
préamplificateur. Avec améliorations la consommation totale d’énergie est réduite jusqu’à
54% en mode inactif et 40% en mode actif, par rapport à l’ADC implanté dans MIMOSA
31.

R.3 Conclusion

MIMOSA 31 est le premier prototype de capteur CMOS intégrant un ADC en bas de
colonne de 4-bit à une matrice de pixels dédiée aux couches externe d l’ILD-VTX. Les
résultats préliminaires indiquent que MIMOSA 31 répond au cahier des charges pour
cette couche de capteurs. La caractérisation de MIMOSA 31 sera complétée par des tests
en faisceau afin de mesurer la résolution spatiale. Le prototype a été conçu avec les
caractéristiques d’un capteur de taille finale c’est-à-dire environ 2 × 2 cm2, et peut donc
être facilement étendu dans des versions futures.

Un nouvel ADC auto synchronisé à puissance très faible est développé. La consomma-
tion totale d’énergie est considérablement réduite alors que dans le même temps l’ADC
maintient une vitesse de conversion élevée. Les résultats de la simulation démontrent que
la puissance consommée est réduite de 53% alors que les paramètres d’origine ont été
conservés.



Introduction

High Energy Physics (HEP) experiments, such as the future International Linear Col-
lider (ILC), have expressed an increasing demand for high precise vertex detectors, to be
equipped with very granular and thin pixel sensors. Taking advantage of the ILC run-
ning conditions, which are much less demanding than those at the Large Hadron Collider
(LHC), physics driven specifications such as spatial resolution can be privileged at the
expense of read-out speed or radiation tolerance. Since CMOS Pixel Sensors (CPS), also
called Monolithic Active Pixel Sensors (MAPS) are well developed at IPHC-Strasbourg
(Institut Pluridisciplinaire Hubert Curien), they have demonstrated attractive perfor-
mances towards the specifications of the vertex detector. They can easily match the
targeted granularity and material budget, and do not introduce a cooling system which
adds material budget in the fiducial volume of the vertex detector.

This thesis deals with the design of a CMOS pixel sensor prototype adapted to the ILC
vertex detector (VTX) outer layers. The International Large Detector (ILD) is one of the
detector concepts proposed for the ILC. The ILD VTX has driven stringent requirements
on the CMOS pixel sensors. There are two different geometries for the VTX. One of them
(VTX-SL) features 5 equidistant single layers, while an alternative option (VTX-DL)
features 3 double layers. Sensors equipping the innermost layer in both geometries should
exhibit a single point resolution better than 3 µm associated to a very short integration
time (less than 10 µs) because of the beamstrahlung background. In the ILC running
conditions one millisecond of intense collisions is interspaced with 199 ms without beam.
The beam background dictates that during the collisions of a single bunch train, sensors
are supposed to read out twenty or more times to maintain the pixel occupancy below
1%. This requirement motivates an R&D effort concentrating on a high read-out speed
design. A small pixel pitch terminated with a discriminator is proposed. The sensors
envisioned for the outer layers, which are the largest ones, standing for about 90% of the
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total VTX surface, have less constrains in term of spatial resolution and read-out speed.
A single point resolution of 3-4 µm combined with an integration time shorter than 100
µs are expected to constitute a valuable trade-off. In this case, the design effort focuses
on minimizing the power consumption. A larger pixel pitch of 35 µm combined with a
4-bit ADC is proposed, therefore reducing the power consumption and keeping necessary
spatial resolution.

This thesis is organized as follows:

• In chapter 1, the ILC physics programme and the ILD vertex detector will be in-
troduced. In this chapter, the physics motivation is outlined, highlighted by the
precision measurements of the Higgs Boson candidate that was recently discovered
at the LHC. Then the high precise vertex detector that exhibits excellent perfor-
mance in terms of flavour tagging and track reconstruction is presented. The CMOS
pixel sensors (CPS) proposed to equip the vertex detector is described in the end.
• In Chapter 2, the basic principle of the CMOS pixel sensor equipping the vertex

detector will be presented. In this chapter, the design specifications, architecture
and characteristic of the CPS will be described. With the state-of-the-art CPS
developed, these devices are close to comply with all major requirements for the
innermost layer and outer layers. Then a sizeable sensor prototype integrated with
4-bit column-level ADCs aiming to equip the outer layers is proposed.
• In Chapter 3, the column-level ADC suitable for our application will be addressed.

In this chapter, the performance parameters of an column-level ADC will be pre-
sented. Also different techniques will be described in order to eliminate the non-ideal
errors. Different ADC architectures are briefly reviewed, and then the column-level
architecture suitable for our application are presented, including its basic building
blocks.
• In Chapter 4, the design method of the sensor prototype will be presented. In the

first section, the system level design of the prototype chip will be described, and
then in the following sections circuit implementations including pixel and ADC will
be presented. Also the design requirements and considerations will be described in
more detail. Finally, the simulation results and layout of the prototype chip will be
provided.
• In Chapter 5, the test results are presented. In this chapter, the test board and

measurement setup for the sensor prototype will be described. Then the laboratory



Introduction xxiii

test results will be presented, which have been performed on pixels and column
ADCs in order to determine the basic performances including temporal noise, fixed
pattern noise (FPN), equivalent noise charge (ENC), charge collection efficiency
(CCE), charge-to-voltage conversion factor (CVF) and nonlinearity.
• In Chapter 6, improvements on CMOS pixel sensors will be addressed. In this

chapter, a zero-suppression method proposed for the digital outputs in MIMOSA
31 will be described in more detail. In the following sections, optimizations such as
power saving techniques for both of ADC and discriminator will be presented.
• The conclusions about the prototype chip will be provided at the end. The chip is

the first CMOS sensor prototype integrating 4-bit column-level ADCs for the ILC
VTX outer layers. It was designed with the specifications of the full size sensor
(about 2 × 2 cm2), and therefore can be easily extended in the future. Also the
perspectives of the CMOS pixel sensor for vertex detector are presented.





Chapter 1

ILC Vertex Detector

This initial chapter introduces the background for the ILC physics and detector. First,
the physics motivation is outlined, highlighted by the precision measurements of the Higgs
Boson candidate that was recently discovered at the LHC. Next, the chapter describes the
International Large Detector (ILD), one of the detector concepts at the ILC. It has the
ability to achieve an excellent vertexing and tracking in order to reconstruct the secondary
vertices and to measure precisely the momenta of tracks. The main topic of this thesis
is the ILC vertex detector. With the physical requirements, high precise vertex detector
that exhibits excellent performance in terms of flavour tagging and track reconstruction
is presented. The chapter ends with a description of the CMOS pixel sensors (CPS)
proposed to equip the vertex detector.

1.1 The ILC Physics Programme

High Energy Physics (HEP) experiments using particle accelerators convert matter into
energy and generate new particles by colliding in order to explore the most elementary
structure of the universe. During the next few years, experiments at CERN’s Large
Hadron Collider (LHC) will have the first direct look at Terascale physics. However,
the highly extreme data rate and the not well defined initial state of an event make
a very complicated realization in precision measurements. After the discoveries, more
precise measurements are needed which can be provided by lepton colliders instead of
hadron colliders. The advantage of lepton machine is the well defined initial state of the
collision due to the structureless leptons and less severe background level that leads to
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3Figure 1.1: Cross sections of physics processes as a function of the collision energy.

clean signatures in the detector frame. The International Linear Collider (ILC) where
electrons will collide with positrons is a strong candidate for the precision study of the
Higgs boson. It will operate in the center of mass energy range of 250 GeV to 500 GeV,
with the possibility for a later upgrade to 1 TeV. The main purpose of the ILC experiment
is to measure very precisely the properties of the Higgs particle and any new particles
that may exit, following the initial outcome of the LHC experiment.

The ILC programme will access all of the Higgs boson production reactions. Figure
1.1 show the cross sections of physics processes as a function of the collision energy. The
Higgs boson programme of the ILC begins at the energy of 250 GeV, near the peak of
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the cross section for e+e− → Zh. The presence of a Z boson at the energy tags the
Higgs boson events. This allows direct measurement of the Higgs boson branching ratios.
At higher energy, the WW fusion process of Higgs production turns on. Measurement
of this process at the full ILC energy of 500 GeV gives a model-independent precision
measurement of the Higgs boson. Experiments at 500 GeV also give first measurement
of the Higgs boson coupling to tt. At a center of mass energy of 1 TeV, all of the Higgs
boson production reactions are fully accessible.

The ILC thus offers a rich experimental programme that addresses the most important
open issues in elementary particle physics. In this respect, the ILC will be essential to
move forward on mechanism understanding.

1.1.1 The ILC Machine

The International Linear Collider (ILC) is a linear particle accelerator, the next generation
collider for high energy physics. Compared to the circular collider, the linear collider
avoids energy loss caused by synchrotron radiation, allowing to reach high energy. The
site for the accelerator has not yet been decided. The total footprint is between 31 km
and 50 km, plus two damping rings each with a circumference of 6.7 km. The interaction
region of the ILC is designed to host two detectors, which can be moved into the beam
position with a "push-pull" scheme. As already well documented in the ILC Reference
Design Report (RDR) [1], the ILC programme will extend and complement the physics
experiments of the Large Hadron Collider (LHC).2 The International Linear Collider

Figure 2.2: Footprint of the ILC in the baseline design [25]

mine cross sections or particle lifetimes. These measured quantities are compared with
physics model predictions.

2.2 The ILC Baseline Design
In the baseline design, the ILC will consist of two eleven kilometre long superconducting
linear accelerators, called linacs. The linacs are directed on a central interaction region
where collisions take place at an angle of 14mrad. Figure 2.2 shows the schematic ILC
layout in more detail.
In operation, �rstly beam particles are �lled into damping rings with a circumfer-

ence of 6.7 km. Therein, they circulate at an energy of 5GeV and the beam size is
reduced. The prepared beams are guided to the linacs which accelerate them towards
the interaction point. In between, the electrons pass an undulator where they produce
high energetic photons. These photons are shot onto a target and produce positrons
which are �lled back into the positron damping ring. This way, positrons are created
permanently on runtime, while electrons can be extracted from a conventional electron
source.
Both accelerator arms work at a nominal acceleration gradient of 31.5MeV/m and

allow for a maximal centre of mass energy of √s = 500GeV with energy �uctuations
due to the machine of less than 0.1%. The gradient can be adjusted to steer the beam
energy and operate the ILC at lower √s. Currently, runs at √s = 91GeV on the Z
resonance and at 161GeV at the W+W− threshold are under discussion. These are
called Giga-Z and Mega-W options, respectively.
Figure 2.3 illustrates the bunch structure of the ILC. In nominal operation, the ma-

chine will collide bunch trains with a repetition rate of 5Hz. Each bunch train contains
2625 bunches with 2 · 1010 particles per bunch. With the nominal beam parameters,
the ILC will reach a peak luminosity of L = 2× 1034 cm−2s−1.
The beams will be provided with a beam polarisation of up to 80% for the electron

beam and 30% for the positron beam. Beam polarisation an instrument well suited to
enhance signal rates since the cross sections of many signal processes depend on the

12

Figure 1.2: Schematic layout of the International Linear Collider.

Figure 1.2 shows a schematic view of the overall layout of the ILC. The electron
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source, the damping rings and the positron auxiliary source are centrally located around
the interaction region (IR) [2]. The major subsystems include:
• a polarized electron source based on a photocathode DC gun.
• an undulator-based positron source driven by the 150 GeV main electron beam.
• 5 GeV electron and positron damping rings (DR) located in a common tunnel at

the center of the ILC complex.
• beam transport from the damping rings to the main linacs, followed by a two-stage

bunch compressor system prior to injection into the main linac.
• two 11 km long main linacs (in future will be extended for an upgrade to 1 TeV),

utilizing 1.3 GHz SCRF cavities, operating at an average gradient of 31.5 MV/m,
with a pulse length of 1.6 ms.
• a 4.5 km long beam delivery system, which bring s the two beams into collision with

a 14 mrad crossing angle, at a single interaction point which can be share by two
detectors.

ILC has an unprecedented potential for precision measurements, with new windows
of exploration for physics beyond the Standard Model. This implies new requirements on
experimental accuracies. This in turn drives the need for more precise detectors.

1.1.1.1 Beam Related Background

Machine Related Issues

• 2 DIFFERENT MACHINE PROJECTS DRIVEN BY THE LC COMMUNITY :

> ILC (202X) : ∼ 0.2–0.5 ֌ 1 TeV

> CLIC (> 202X) : ∼ 0.5 – 3 TeV

• TWO MAIN ASPECTS GOVERN THE DETECTOR SPECIFICATIONS :

> beam related backgrounds :

◦ e+e− pairs and γγ collisions (CLIC )

◦ drive occupancy & radiation load

→֒ annual load: O(100) kRad & O(1011) neq /cm2 (< 10−3 LHC load !!!)

> beam time structure ⇛ < 1% duty cycle

◦ short bunch trains separated by ”long” beamless periods

◦ drives occupancy & power saving

• IMPACT OF DIFFERENT ILC AND CLIC RUNNING CONDITIONS :

> different vertex detector specification hierarchy

⇛ different vertex detector geometry and sensor optimisations

4

Figure 1.3: Illustration of the pinch effect in bunch collisions.

The ILC may provide a very clean experimental environment compared to hadron
colliders, but it is certainly not background-free. The most important source of unwanted
interactions are machine induced background. The beam interactions are described as
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follows. When the two opposite bunches approach each other, they exert a significant
electromagnetic force. The individual particles will be accelerated towards the center of
the oncoming bunch, as shown in figure 1.3. This mutual attraction is known as the pinch
effect and has both advantages and disadvantages. The pinch effect reduces the size of
the colliding bunches, increasing the luminosity by a factor of ∼ 2. On the other hand,
the deflection of particles by the charge of the opposite bunch will cause beamstrahlung
photons which degrade the energy of the beam. The rate of beamstrahlung pairs create
high occupancies that demand fast readouts.

1.1.1.2 Beam Time Structure

~ 1 ms

200 ms

×2820

369 ns

Bunch Spacing

Bunch Train

Analog power on Analog power off

Figure 1.4: Bunch timing scheme of the ILC.

Events at the ILC are accompanied by a beamstralung background. Each crossing
produces a large flux of electrons and protons caused by incoherent pair production and
bremstasslung in the intense fields at the interaction point. Figure 1.4 shows the beam
structure anticipated for the ILC, containing 2820 bunch crossings (BXs), each separated
by 369 ns and followed by a bunch gap of 199 ms [3]. The frequency of the bunch trains
is 5 Hz. Each bunch trains is about 1 ms, which translates into a machine duty cycle of
∼ 0.5%.

The low event rate and moderate background allow a variety of strategies to be con-
sidered to optimize the vertex detector. The long inter-train gap raised the possibility of
detector during the gap, rather than during the train. The low duty factor means that
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2 The International Linear Collider

e−

e+

z

ϕr beam axis

interaction point

Figure 2.6: Schematic view of the ILD detector concept with cylindric reference coor-
dinate system [4]

Finally, the achievable energy resolution is a sum of the energy resolutions of the
di�erent sub-detectors and a confusion term:

σ(E)

E
=
σ(Echarged)

E
⊕ σ(Ehadron)

E
⊕ σ(Eem.)

E︸ ︷︷ ︸
∼20%

√
E

⊕ σ(Econfusion)
E

)

The latter describes the systematic uncertainties associated with the allocation of
calorimeter energy deposits to the particles. Current calorimeter and tracking detector
performances allow for an ideal jet energy resolution in the order of 20%/√E.
Thus, the additional contribution due to the confusion term must be kept below about

20%/E to ful�l the aspired jet energy resolution. This imposes dedicated requirements
to the overall detector design:
• the detector must be as hermetic as possible to minimise the number of particles
which escape undetected
• the tracking system must be highly e�cient and allow for a precise momentum
measurement
• the material budget of the tracking system must be minimised to reduce multiple
scattering and conversation of particles before they reach the calorimetric system,
which would spoil the momentum measurement
• the calorimeter must be �ne segmented to allow for allow for a correct assignment
of calorimeter clusters to particles, even in the high particle densities of a jet

The performance of the particle �ow event reconstruction is closely connected to the
sub-detector performances and the reconstruction software algorithms.
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Figure 1.5: Schematic view of the ILD detector concept.

the average power can be reduced by cycling power off the apparatus in between bunch
trains, thereby reducing the mass needed for cooling.

1.2 ILD at ILC

Even if the effective collision energy at the LHC will be higher than that of the ILC,
measurements could be made more accurately at the ILC. Taking advantage of the ILC
running conditions, the physics experiments express a great demands on the high per-
formance detectors. This requires an excellent vertexing and tracking system in order
to reconstruct the secondary vertices and to measure precisely the momenta of tracks.
This objective translates into the necessity of a precise detector compared to the existing
state-of-the-art employed for hadron colliders.

The International Large Detector (ILD) [4] is a concept for a detector at the ILC,
as shown in figure 1.5. It is based on the Global Large Detector (GLD) [5] and the
Large Detector Comcept (LDC) [6, 7]. ILD combines excellent tracking and finely-grained
calorimetry system. This gives ILD the ability to obtain the best possible overall event
reconstruction, including the capability to reconstruct individual particles, known as the
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2.3 The ILD Detector Concept

Figure 2.7: Quadrant of the ILD detector concept with dimensions in millimetres [4]

2.3.2 The ILD Detector Layout

The ILD detector (see �gure 2.6) is optimised for the particle �ow concept. Figure 2.7
shows a schematic view of a quadrant of the ILD detector. Here the interaction point
is located at the lower left corner of the �gure. The foreseen tracking system consists of
pixel-vertex detectors and silicon strip detectors (VTX, SIT). These detectors measure
about 10 points per particle trajectory with a precision in the 10-µm region. In the
forward region, a system of silicon detector disks provides the low angle coverage. The
VTX and SIT systems are surrounded by a large-volume Time Projection Chamber
(TPC). The TPC records up to 224 three-dimensional space points per particle and
provides quasi-continuous tracking. The aspired resolution for the TPC is 100µm per
measured point in the r−ϕ-plane and 500µm in the z-direction. A development study
for this TPC is the main topic of part II of this thesis - there the detector principle is
described in detail. To improve the tracking, the ILD detector concept foresees another
layer of silicon strip detectors in front of the calorimeter system (SET).
Both calorimeters have very �ne granularity and are optimised the particle �ow prin-

ciple. The ECAL cell size is planed to be 1×1 cm2 in up to to 30 active layers whereas
the HCAL is segmented in 3× 3 cm2 large cells and consists of 48 layers.
The calorimeter system is completed by a system of radiation hard detectors in the

very forward region around the outgoing beam pipes. These specialised calorimeters
measure the luminosity and monitor the beam quality. Of particular importance is the
so-called beam calorimeter which is used to veto against backgrounds, for example in
the simulation study that is discussed in part III.
The mentioned detector components are embedded in a solenoid magnet (`Coil +
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Figure 1.6: Quadrant of the ILD detector concept.

Particle Flow approach. The precision that can be achieved by ILD is ideal for studies in
particle physics which call for accurate measurements of particles and their properties.

1.2.1 The ILD Layout

The ILD concept is designed as a multi-purpose detector. Figure 1.6 shows a schematic
view of the quadrant of the ILD detector concept. The proposed ILD detector has the
following components.

1.2.1.1 Vertexing

A Si-pixel based vertex detector (VTX) located at the outside of the beam pipe. It is com-
plemented by a silicon tracking system which is constituted by the Silicon Inner Tracker
(SIT) in the barrel and the Forward Tracking Disks (FTD) at the endcaps. The VTX
detector will consist of multiple layers of state-of-art silicon pixel sensors, with a purely
barrel geometry. It is optimized for excellent performance in terms of flavour tagging,
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long lived particles such as b- and c-hadrons identification and track reconstruction. The
main subject of this thesis is the VTX and more details are described in section 1.3.

1.2.1.2 Tracking

The tracking reconstruction is composed of three subdetectors. The main tracker is
a large volume time projection chamber (TPC), which plays an important role in the
tracking abilities. It is crucial for the reconstruction of the low momentum tracks and
the Forward Tracking Disks (FTD) that provide shallow angle coverage. Additional high
precision spatial measurements detectors for tracking reconstruction are Silicon Inner
Tracker (SIT), Silicon External Tracker (SET) and Endcap Tracking Detector (ETD).
The development of the tracking system was driven by the requirement to offer an overall
momentum resolution of δ(1/pT ) ' 2× 10−5/GeV/c.

1.2.1.3 Calorimetry

The physics program of the ILD requires a jet energy resolution of ∆EJet/EJet ∼ 3.5%.
This target translates into the necessity of high precise calorimetric system. The calorime-
ters, composed of Electromagnetic Calorimeter (ECAL) and Hadronic Calorimeter (HCAL)
are located inside the coil, in order to optimize the jet energy resolution. The ECAL will
be a sampling calorimeter using tungsten as an absorber while the HCAL uses stainless
steel.

1.2.1.4 Magnetic Field and Yoke

The ILD is designed to operate in a nominal magnetic field of 3.5 Tesla. The main mag-
netic field is generated by a large volume superconducting coil surrounding the calorime-
ters. The coil is surrounded by an iron yoke, which returns the magnetic flux. At the
same time, the iron is instrumented and serves as a muon detector.

1.3 Vertex Detector

To unravel the underlying physics mechanisms of newly observed processes, the identifica-
tion of heavy flavours will play a critical role. The Vertex Detector (VTX) is the key tool
to achieve very high performance flavour tagging by reconstructing displaced vertices [4].
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It also plays an important role in the track reconstruction, especially for low momentum
particles which don’t reach the main tracker or barely penetrate its sensitive volume.

The vertex detector requirements are mainly driven by two competing sources of con-
straints: the physics goals and the running conditions. The ILC physics goals dictate an
unprecedented spatial tree-dimensional point resolution and a very low material budget.
The running conditions at the ILC impose the readout speed and radiation tolerance. The
requirements are normally in contradiction. High granularity and fast readout compete
with each other and tend to increase the power dissipation. Increased power dissipation
in turn leads to an increased material budget. The challenges on the vertex detector are
considerable and significant R&D is being carried out on both the development of the
sensors and the mechanical support.

1.3.1 Requirements

In order to identify the flavor (b or charm) of heavy-flavor jets, measure the associated
vertex charge and recognize tau-lepton decays, the VTX needs to be optimized in single
point resolution. The high granularity necessary to achieve the single point resolution
needs to be complemented with a particularly low material budget allowing high precision
pointing with low momentum tracks.

The impact parameter resolution from the vertex detector is expressed by the usual
gaussian expression:

σip = a⊕ b/p · sin3/2(θ) (1.1)

where p and θ are the particle momentum and polar angle respectively. The parameters
a and b can be given by:

a = σs.p.
Rint ⊕Rext

Rext −Rint

(1.2)

b = Rint · 13.6MeV/c · z ·
√

x

X0sinθ
[1 + 0.038 · ln( x

X0sinθ
)] (1.3)

where σs.p. is the spatial resolution of the sensors, z is charge of the impinging particle,
x

X0sinθ
is the material crossed by the particle given in radiation length, Rint and Rext are

the inner and outer layers radii respectively.
From equation 1.2, the parameter a depends on the single point resolution σs.p. and

the level arm, which is equal to Rext−Rint. From equation 1.3, the parameter b depends
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on the distance of the innermost layer to the IP and the material budget (x/X0). The ILD
collaboration has set the targeted values for parameters a ≤ 5 µm and b ≤ 10 µm·GeV/c.
The values of a and b significantly exceed those achieved so far, as illustrated by the
comparison in table 1.1, which compares with vertex detector operated at LEP, SLC and
LHC as well as planned at RHIC.

Accelerator a (µm) b (µm·GeV/c)

LEP 25 70
SLC 8 33
LHC 12 70

RHIC-II 13 19
ILD < 5 < 10

Table 1.1: Anticipated impact parameter resolution for the ILD, compared to other col-
lider experiments.

Studies show that these specifications are met with the a single point accuracy of .
3 µm for a first measured point of tracks at ∼ 15 mm from the IP.The material budget
between the Interaction Point (IP) and the first measured point should not exceed a few
per mill of radiation length, which translates into an upper bound on the ladder material
budget in the order of 0.2% X0.

1.3.2 Geometries

The ILD vertex detector has been optimized for high spatial resolution and low material
budget. The high granularity, combined with the very powerful track reconstruction
capabilities of the other tracking detectors, allows integrating over several bunch-crossings
without deteriorating the flavour tagging performance. It is made of 5 or 6 cylindrical
layers, all equipped with . 50 µm thin pixel sensors. The innermost layer has a radius
of 15 - 16 mm, a value for which the beamrelated background rate is expected to still
be acceptable. And therefore the innermost layer intercepts all particles produced with a
polar angle (θ) that |cosθ| . 0.97.

Figure 1.7 shows the view of the vertex detector geometry. Its geometry appears in
two alternative options. One of them (called VTX-SL) consists of 5 equidistant single-
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Figure 1: Vertex detector geometries motivating the R&D. The ladders are either single-sided
and equip 5 layers (left) or double-sided and compose 3 layers (right).

Layer Radius Pitch tr.o. Nladders Npixels Nchannels Pinst
diss Pmean

diss

(mm) (µm) (µs) (106) (103) (W) (W)

SL1 15 14 25 15 70 270 ∼ 140 < 3

SL2 25 16 50 2x12 200 380 ∼ 190 < 4

SL3 37 33 . 100 2x12 50 90 < 90 < 2

SL4 48 33 . 100 2x16 70 120 < 120 < 3

SL5 60 33 . 100 2x20 90 150 < 150 < 3

Total 135 580 1010 < 700 < 15

Table 1: Target values for each of the 5 layers of a vertex detector composed of single-sided
ladders. The values shown include the layer radii, the pixel pitch, the read-out time, the number
of ladders, the number of pixels, the number of electronic channels, the instantaneous power
dissipation and its average value (assuming a duty cycle of . 2 %). The number of channels
corresponds to the number of columns of pixels read out in parallel.

7

Figure 1.7: Vertex detector geometries. Left: 5 single-sided ladders (VTX-SL). Right: 3
double-sided ladders (VTX-DL).

geometry
radius[mm] ladder length [mm]

VTX-SL VTX-DL VTX-SL VTX-DL

Layer 1 15.0 16.0/18.0 125.0 125.0
Layer 2 26.0 37.0/39.0 250.0 250.0
Layer 3 37.0 58.0/60.0 250.0 250.0
Layer 4 48.0 250.0
Layer 5 60.0 250.0

Table 1.2: Geometrical parameters of the two vertex detector options.

sided ladders (i.e. equipped with one layer of sensors), while the other (called VTX-DL)
features 3 double-sided ladders (i.e. each ladder being equipped with two layers of sensors
on both faces). Fore both geometries, the sensitive area of the innermost layer is 12.5 cm
long while it is 25.0 cm long in the other layers (a priori based on 2, 12.5 cm long, butted
ladders). The two sides of the double-sided ladders are about 2 mm apart.

Both conceptual designs meet the ILC goals for impact parameter resolution, with the
double ladder option giving an impact parameter resolution which is better, particularly
for high momentum tracks. Some of their main geometrical parameters are summarised
in table 1.2. The complete VTX-SL ladder thickness is equivalent to 0.11% X0, while the
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double ladders of VTX-DL represent 0.16% X0. These values assume 50 µm thin silicon
pixel sensors.

1.3.3 Sensor Technologies

The physics goals and running conditions call for sensor technology that offers a high
granularity, low material budget and high read out speed. A wide variety of options for
the sensor technology are investigated. The technologies presently concentrating most of
the R&D effort are charge coupled devices (CCD) [8, 9], Hybrid pixel detectors (HPD),
DEPFETs [10, 11] and CMOS Pixel Sensors (CPS) [12, 13].

The charge couple devices are widely used in imaging devices, especially in consumer
electronics. They were successfully used as vertex detectors in SLD with very high gran-
ularity. The high granularity makes CCD a very attractive solution for tracking devices.
However, the readout time is limited by the slow charge transfer. Also another limitation
of CCD used as tracking devices is their low radiation tolerance.

Hybrid pixel detectors are built from two separately processed silicon layers. The
sensing element and readout electronics are connected together using the flip-chip and
bump-bonding techniques. They can offer highly readout speed with the independent
electronics. However, they exhibit a series of disadvantages such as limited granularity,
large material and high power consumption.

The DEPFET device provides low noise performance and low power dissipation. How-
ever, the readout electronics use specialized external VLSI circuits that increase the com-
plexity of the system design. A sizeable size DEPFET detector with a fast readout and
low noise performance still needs to be demonstrated.

CMOS pixel sensors (CPS) are fabricated in standard CMOS1 process, featuring sev-
eral advantages such as low cost, low power, high speed and high integrity. Recently, CPS
are making steady progress towards the specifications of the ILD vertex detector, which
have shown that they are close to comply with all major requirements [14], in particular
the read-out speed needed to cope with the beam related background. They are consid-
ered a strong candidate for the ILD vertex detector. In the following section, we are going
to focus on the CMOS pixel sensor technology.

1standing for Complementary Metal-Oxide-Semiconductor.



1. ILC Vertex Detector 13

1.3.4 CMOS Pixel Sensors for VTX

The CMOS Pixel Sensors (CPS) also called Monolithic Active Pixel Sensors (MAPS)
used for charged particle detection are developed at IPHC-Strasbourg [15] since the late
nineties. Since earlier in 1990s, these devices were progressively replacing Charge Coupled
Devices (CCD) in commercial cameras. Initially these devices could not be straightly
used in particle tracking because of their low fill factor, which was in the range of 20-
30% caused by in-pixel transistors and metal interconnections. Later the fill factor was
increased to nearly 100% by using a barrier at the boundaries of the epitaxial layer. Taking
this advantage, CPS have been introduced for particle detection which depart from the
commercial visible light imagers, which were too slow, exhibited poor detection efficiency
and were radiation soft.

Since the start of the development pioneered at IPHC, most of the R&D effort is
invested in the sensor design, including both the detection system and integrated signal
processing micro-circuits, and into the characterization of sensor prototypes. In the last
12 years, more than 30 different MIMOSA1 prototypes have been designed and fabri-
cated. The sensors are manufactured by the CMOS industry and can be thinned down to
. 50 µm. The sensor R&D incorporates radiation tolerance and power dissipation con-
straints. The CMOS pixel sensors have demonstrated good performances for Minimum
Ionizing Particles (MIPS) detection [16, 17]. They have an attractive balance between
granularity, material budget, readout speed, radiation tolerance and power dissipation.
They make it possible to integrated both the sensing elements and readout electronics on
a single substrate, thus creating a detector-on-a-chip.

The ILD VTX has driven stringent requirements on the CMOS pixel sensors. Sen-
sors placed on the innermost layer in both geometries should exhibit a spatial resolution
better than 3 µm associated to a very short integration time (less than 10 µs) due to the
beamstrahlung background. This requirement motivates an effort concentrating on a high
read-out speed design. The sensors envisioned for the outer layers, which are the largest
ones, standing for about 90% of the total VTX surface, have less constrains in term of
spatial resolution and read-out speed. A single point resolution of 3-4 µm combined with
an integration time shorter than 100 µs are expected to constitute a valuable trade-off.
In this case, the design effort focuses on minimizing the power consumption. This thesis

1standing for Minimum Ionizing particle MOS Active pixel sensor.
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focuses on the design of a CMOS pixel sensor prototype suited to the outer layers of ILD
vertex detector.

1.4 Summary

The ILC physics programme are reviewed in this chapter and the ILD vertex detector
is presented which is the main subject of this thesis. Several sensor technologies are
compared and CMOS pixel sensors for the vertex detector emerged to take up the challenge
of such a high performance vertexing, which calls for high granular and thin sensors.
Moreover, they are rather swift and radiation tolerant. In the next chapter, more detail
of CPS for charged particle detection will be described.
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Chapter 2

CMOS Pixel Sensors for Charged
Particle Detection

CMOS Pixel Sensors (CPS) have been making steady progress towards the specifications
of the ILD vertex detector. They have an attractive balance between granularity, material
budget, readout speed, radiation tolerance and power dissipation. In this chapter, the
operation principle, the architecture and characteristic of the CPS will be presented.
Also the CPS design specifications for the vertex detector are described.

2.1 Detection Principle

CMOS pixel sensors have been proposed as an alternative option to CCD devices in image
sensor since the early in 1990s. They are designed and fabricated in a standard CMOS
technology. Usually there are two types of CMOS sensors: Passive Pixel Sensor (PPS)
and Active Pixel Sensor (APS). In the former, only a photodiode is integrated in a pixel
with selection switches and then directly connected to the readout circuit. However in
the latter, there is an amplifier employed in each pixel to buffer the signals to the output.
In this way the CMOS sensor can get better performances such as high signal-to-noise
ratio (SNR), high readout speed and good scalability.

The use of CMOS pixel sensors (CPS) for charged particle tracking in subatomic
physics emerged to take up the challenge of such a high performance vertexing, which
calls for high granular and thin sensors providing ∼ 100% detection efficiency. Moreover,
they are rather swift and radiation tolerant. In a CMOS sensor, the detector is integrated
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Development of MAPS for Charged Particle Tracking 

 In 1999, the IPHC CMOS sensor group proposed the first CMOS pixel sensor (MAPS) 
for future vertex detectors (ILC) 

 Numerous other applications of MAPS have emerged since then 

 ~10-15 HEP groups in the USA & Europe are presently active in MAPS R&D 
 

 Original aspect: integrated sensitive volume (EPI layer) and front-end readout 
electronics on the same substrate 

 Charge created in EPI, excess carries propagate  
thermally, collected by NWELL/PEPI , with help of reflection  
on boundaries with P-well and substrate (high doping) 

 Q = 80 e-h / µm  signal < 1000 e-  

 Compact, flexible 

 EPI layer ~10–15 µm thick 
 thinning to ~30–40 µm permitted 

 Standard fabrication technology  
 cheap fast around 

 Room temperature operation 
 

 Attractive balance between granularity, material budget, radiation tolerance, read 
out speed and power dissipation 

 BUT 
 Very thin sensitive volume impact on signal magnitude (mV!) 

 Sensitive volume almost un-depleted impact on radiation tolerance & speed 

 Commercial fabrication (parameters) impact on sensing performances & radiation tolerance 

 NWELL used for charge collection restricted use of PMOS transistors 

R.T. 

Figure 2.1: CMOS sensor operation principle.

on a substrate through the standard industrial process. The essential aspect for sensors
is the high doping, which realizes a sizable thickness of the depleted zone of a reversed
biased diode [1]. Figure 2.1 shows the operation principle of the CMOS pixel sensor. The
in-pixel transistors are integrated in the p-well (p+), while the sensing element is a reverse
biased p-n diode based on the junction of n-well (n+) and p-epitaxial layer. The p-well and
p++ substrate generate a reflective barrier because of the different doping. The operation
principle is described as follows. When the charged particles travel through the thin,
almost undepleted epitaxial layer, they liberate charges. The carriers of the signal charge
(electrons) diffuse thermally in the layer and are collected by the sensing diode. The
signal will be processed by the in-pixel amplifier and transferred to the signal processing
circuits by the source follower.

Because the epitaxial layer doping is a few orders of magnitude smaller than that
of p-well and p++ substrate, a potential barrier exists at their boundaries. The built-in
voltage is given by the following equation [2]

V = kT

q
ln
Nsub

Nepi

. (2.1)

where k is the Boltzmann constant, q is the electron charge, T is the absolute temperature,
Nsub and Nepi are the doping of the substrate and the epitaxial layer respectively.

The potential acts like a barrier to the charged carriers (electrons). The electrons lib-
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Fig. 1. Simpli"ed block diagram of a single array of the MIMOSA circuit. In the inset (right top) is the baseline architecture of a CMOS
imager. Transistor M1 resets the photosite to reverse bias, transistor M3 is a row switch, while transistor M2 is the input of a source
follower. The source follower current source (common to the entire row) and the column selection switch are located outside the pixel.

the output line for readout. In the latter, an ampli-
"er integrated in each pixel directly bu!ers the
charge signal. Today most CMOS imagers have an
APS structure because of its better performances.
The baseline architecture is shown in the inset of
Fig. 1. A photosite, usually a photodiode or
a photogate, is integrated in a pixel with three
transistors: a reset switch M1, the input M2 of
a source follower and a selection switch M3. Noise
levels of 5e~ rms have been obtained with such
architecture at room temperature [2].

A great interest in CMOS sensors in visible light
applications exists because of their characteristics:

f low cost, since they are fabricated in a standard
VLSI technology;

f low power, since the circuitry in each pixel is
active only during the readout and, contrary to
CCD's, there is no clock signal driving large
capacitances: the total power dissipation is usu-
ally in the range of 100 mW for a few millions
pixel device even with integrated analogue-

to-digital conversion (see, for example, Ref. [3]);
f random access, since each pixel can be addressed

directly for readout;
f increased functionalities, taking advantage of the

full capabilities of the CMOS technology: the
control logic, the analogue-to-digital converter
or other signal processing blocks can be integ-
rated in the same substrate as the sensor array.

Because of these features, CMOS sensors are the
favoured technology for demanding application,
which are typically found in space science.

They also look attractive for tracking applica-
tions because of the following features:

f spatial resolution: the pixel size is usually
between 10 and 20 times the Minimal Size
Feature (MSF) of the fabrication process,
which means that 10 lm or smaller pitch is pos-
sible, and hence spatial resolution better than
3lm even with a binary readout. Taking advant-
age of possible analogue readout and natural
charge spread between neighbouring pixels, for
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Figure 2.2: A simplified diagram of the CMOS pixel sensor.

erated by the radiation in the epitaxial layer diffuse towards the n-well diode, where most
of them are collected. Because of the reflective potential barriers, the whole pixel surface
is fully sensitive. Since minimum ionising particle generates typically ∼ 80 electron-hole
pairs per micrometer in the ∼ 5 - 15 µm thick epitaxial layer, the signal charge ranges
from a few hundreds to ∼ 1000 e−.

It should be noticed that the detector can be thinned down to a few tens of µm (∼ 50
µm) with the standard CMOS technology, which is close to the epitaxial layer without
degrading their mechanical support. This can greatly reduce the material budget. Also
the fabrications of the sensor are cheap and the their update is fast.

2.2 CPS Architecture

CMOS pixel sensor is composed of a pixel array and signal processing micro-circuits.
Figure 2.2 shows a simple architecture (MIMOSA-1) of the CMOS pixel sensor. In this
simplest version, each pixel is equipped with three transistors: the transistor M1 for
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resetting the sensing diode voltage, the transistorM2 connected to a source follower which
transfers the voltage to the outside and the transistor M3 for addressing the pixel for the
read-out and signal transfer. This architecture does not include any signal processing.
In later versions, as described in section 2.2.1, each pixel is implemented with an in-
pixel amplification for mitigating the noise sources of the signal, and a correlated double
sampling operation for subtracting the average pixel noise.

The readout of the pixel array is achieved with addressing logic and amplifier. The
addressing of the pixels is done with two shifters located on the left side and bottom of the
matrix. The signal is transferred to the central amplifier through a source follower. Cur-
rently an integrated micro-circuit architecture was developed, where the signals delivered
by the sensors are discriminated before being filtered by an integrated zero-suppression
logic (see section 2.2.2).

2.2.1 Pixel Circuit

The simplest 3 transistors (3T) pixel structure is shown in figure 2.3. The collected charge
is converted into voltage through the parasitic capacitor of the p-n diode. The reset
operation is used to compensate the leakage current. In this architecture, the leakage
current of the diode discharges the capacitor (Cparasitic), causing a voltage drop at the
node K. Thus it affects the common mode voltage of the source follower, introducing a
signal offset which significantly depends on the integration time. In general, this offset is
considered as fixed pattern noise (FPN).

An improved design is the self biased (SB) pixel architecture (right of figure 2.3). It
uses a forward biased diode while employing a reverse biased diode. In this structure, the
node K can be treated as a floating node. When the reverse biased diode collects charge,
the voltage of the node K drops. Simultaneously the capacitor (Cparasitic) is recharged by
the forward biased diode, and therefore the voltage can slowly recover with a large time
constant. This method compensates the leakage current while providing a constant bias
via the high resistive diode.

2.2.1.1 Noise Analysis

In this part, the noise analysis is based on the simple 3T architecture. The noise is
composed of fixed pattern noise (FPN) and temporal noise. The fixed pattern noise can
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2.2. Building a Sensor in a CMOS process

usually only in the order fA, but its presence has sets important constraints on the design of the
amplifiers.

K K

Figure 2.7.: Diagram of the 3T-Pixel (left) and of the SB-pixel (right).

Different preamplifiers have been developed in order to fulfill these requirements. Two of them
are of particular importance for this work. They both follow the same amplification strategy but
use different methods to compensate the leakage current. This either is done by restoring the
charge in the capacitors of the pixel by means of a classical reset, using a reset switch, or by
continues bias using a forward biased diode. The diagrams of both amplifiers is shown in figure
2.7. In the following, pixels containing an amplifier relying on a reset transistor will be referred
as 3T-pixels. Pixels with biasing diode will be called self-bias (SB)-pixel.

2.2.4.1. The charge-to-voltage conversion

The amplification stage of both amplifiers relies on a small (parasitic) capacitor and on a source
follower, which can be formed by an NMOS transistor connected to a current source located outside
of the chip. The first step for the amplification is done with the help of the capacity C, which
is dominantly formed by the capacity of the collecting diode. This capacity is initially charged
positively to a potential U1. This voltage is measured between the point K and ground (GND)
(see figure 2.7).

If the sensing diode collects charge carriers representing an amount of charge equal to QCol,
they discharge the capacitor and thus deliver an additional voltage signal given by

UCol =
QCol

C
=
Q2 −Q1

C
. (2.9)

where Q1 represents the charge initially present in the capacitor and Q2 stands for the charge
remaining after the collection process. As a consequence, the potential in the node K drops to a
new value

U2 = U1–UCol (2.10)

which is transferred to the gate of the source follower transistor M2.

This source follower converts a constant potential on its input node towards a voltage source
at its output, which has roughly the same potential as the input node. The signal at the output
of the source follower is consequently given by

UOut1 = gS · U1 UOut2 = gS · U2 (2.11)
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Figure 2.3: Structure of the 3T pixel (left) and self-biased (SB) pixel (right).

be reduced by the correlated double sampling (CDS) technique, as described in following
section. Thus the temporal noise has become dominant in the pixel. The noise must be
analyzed separately in the three operation phases, i.e. the reset, the integration and the
readout.

• Noise during reset

The reset transistor M1 (see left of figure 2.3) is used to remove the accumulated charge
and compensate the leakage current. In the real case, the reset operation should be done
few times in order to avoid the saturation of the diode. When the reset switch M1 is
closed, the readout switch M3 is open. Then the parasitic capacitor (Cparasitic) is charged
to almost VDD. In this case the average noise can be calculated by

V 2
n,rst = kT

Cd
. (2.2)

where Cd is the total parasitic capacitance at the node K. However in real systems the
steady state is not obtained because of the insufficient duration of the reset phase. There-
fore the average noise is divided by a factor of 2. The equation 2.2 changes to [3]

V 2
n,rst = 1

2
kT

Cd
. (2.3)

The reset noise is the dominant temporal noise and also can be mitigated by CDS tech-
nique.

• Noise during integration
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The main noise during the integration phase is the shot noise due to the diode leakage
current ileak. At room temperature the mean value of this current is in the order of several
fA, and the related noise contribution can be neglected in a large integration time (∼ a
few milliseconds). However, this noise should be taken into account when the integration
time increases. Without considering the second order effect the mean square value of the
noise during integration time is given by

V 2
n,int = qileak

C2
d

tint. (2.4)

• Noise during readout

During the read out phase, the switchM1 is open. The transistorsM2 andM3, the column
switch Mcol, the source follower Mcur and the line parasitic capacitor C1 become the main
noise sources. The noise contribution introduced by each transistor can be calculated by
the following equations

V 2
n,read,M2 = 2

3
kT

C1

1
1 + gm,M2 (gds,Mcol+gds,M3 )

gds,M3gds,Mcol

. (2.5)

V 2
n,read,M3 = kT

C1

1
1

gds,M3
+ 1

gds,Mcol
+ 1

gm,M2

. (2.6)

V 2
n,read,Mcol

= kT

C1

1
1

gds,Mcol
+ 1

gds,M3
+ 1

gm,M2

. (2.7)

V 2
n,read,Mcur

= 2
3
kT

C1
gm,Mcur(

1
gds,M3

+ 1
gds,Mcol

+ 1
gm,M2

). (2.8)

where gds,Mx and gm,Mx are the common source-output impedance and transconduc-
tance of the transistor Mx respectively.

• Total noise

The total noise at the output of the pixel is the sum of the noise in above, which is
given by

V 2
n = V 2

n,rst + V 2
n,int + V 2

n,read,M2 + V 2
n,read,M3 + V 2

n,read,Mcol
+ V 2

n,read,Mcur
. (2.9)
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be utilized, however they have not sufficient voltage gain
(< 5), when only nmos transistors has to be used in de-
sign:

Gain = Vout/Vin =
gm1

(gm2 + gmb2 + gds1 + gds2)

Figure 2: Standard (left) and improved (right) amplifier
schematics.

Special biasing with transistor M3 (see Figure 2) for the
load transistor (M2) has been introduced [5], and the gain
of the improved schematic increases, due to the cancella-
tion of gm2 for frequencies large than gm3/Cgs2:

Gain = Vout/Vin =
gm1

(gmb2 + gds1 + gds2)

The AC gain of the improved amplifier increases by about
a factor of two, but the DC operation point and DC gain
are almost not changed, which makes the circuit more re-
sistant to CMOS process variation. In addition to this,
negative feedback can be used to stabilize the operation
point of the amplifier. As a higher gain can be achieved
with the same gm1, one can slightly decrease gm1, which
can be performed by decreasing the drain current and the
power consumption will decrease.

III. IN-PIXEL AMPLIFIERS

The improved amplifier is equipped with the negative
feedback. The feedback is a low pass filter with very large
time constant (C1/gm4), it also provides biasing via high
resistive D2 for the charge collecting diode D1, and does
not decrease the AC gain. As the reverse leakage cur-
rent of diode D1 is very small, typically it is a few fA, the
forward biased diode D1 has large small-signal resistance
and the induced signal current is converted to a voltage at
the input parasitic capacitance. With this type of feedback
one can construct two circuits: one based on improved
common source (Figure 3, left) and one on improved cas-
code (Figure 3, right).

Figure 3: Common source and cascode schematics with feed-
back, the improved load use to increase the gain.

The low pass filter and diodes capacitances discharge
time are very large, so there will be unwanted memoriza-
tion of some fraction of signal, however reduced by the
correlated double sampling (CDS).

A better approach is to use time variant feedback (Fig-
ure 4), where the DC operational point is set by a short
pulse (set). The advantage of this schematic its simplicity
and even higher gain, the disadvantage is large crosstalk
to the sensing diode (D1) from the switch transistor (M3).

Figure 4: Amplifiers with time variant feedback. Left: standard
schematic, right: improved schematic.

One can reduce the crosstalk by lowering down the
controlling voltage pulse, or by increasing the diode size
and hence its capacitance.

Each pixel has a CDS circuit based on the clamping
technique: i.e. the first sample is the amplifier output volt-
age stored at the clamping capacitance, the second sample
is subtracted from the stored voltage. The pixel signal af-
ter CDS is buffered by the source follower and connected
via switch to common column readout line.
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Figure 2.4: Common source amplifier (left) and improved amplifier (right).

2.2.1.2 In-pixel Amplifier

In the 3T pixel structure, the signal generated by the charge collecting diode capacitor
(∼ 10 fF) is typically in the order of a few mV. This signal is read out by the source
follower and the voltage value is reduced by a gain factor (∼ 0.8). At the same time, the
small signal is influenced by the temporal noise which leads to a low signal-to-noise ratio
(SNR). And therefore in-pixel amplification becomes necessary to increase the signal-to-
noise ratio. The design of such an amplifier is constrained by several factors. It should be
compromised between speed, noise, gain and power consumption. In addition, the pixel-
to-pixel dispersion needs to be considered. It should be noted that in a twin-well CMOS
technology, the difficulty of in-pixel amplifier design is that only NMOS transistors can
be used, because any additional Nwell used to fabricate PMOS transistor would compete
with sensing Nwell diode for charge collection.

The noise contribution to the amplified signal can be significant. Thus in order to
maximize the signal-to-noise ratio, obtaining a higher amplifier gain is necessary. Standard
common source (CS) amplifier (left of figure 2.4) can be used in the pixel [4], but it can
not achieve a sufficient gain (less than 5). The gain of the amplifier is given by

Gain = Vout
Vin

= gm1

gm2 + gmb2 + gds1 + gds2
. (2.10)

where gm, gmb and gds are the transconductance, body-effect transconductance and com-
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be utilized, however they have not sufficient voltage gain
(< 5), when only nmos transistors has to be used in de-
sign:

Gain = Vout/Vin =
gm1

(gm2 + gmb2 + gds1 + gds2)

Figure 2: Standard (left) and improved (right) amplifier
schematics.

Special biasing with transistor M3 (see Figure 2) for the
load transistor (M2) has been introduced [5], and the gain
of the improved schematic increases, due to the cancella-
tion of gm2 for frequencies large than gm3/Cgs2:

Gain = Vout/Vin =
gm1

(gmb2 + gds1 + gds2)

The AC gain of the improved amplifier increases by about
a factor of two, but the DC operation point and DC gain
are almost not changed, which makes the circuit more re-
sistant to CMOS process variation. In addition to this,
negative feedback can be used to stabilize the operation
point of the amplifier. As a higher gain can be achieved
with the same gm1, one can slightly decrease gm1, which
can be performed by decreasing the drain current and the
power consumption will decrease.

III. IN-PIXEL AMPLIFIERS

The improved amplifier is equipped with the negative
feedback. The feedback is a low pass filter with very large
time constant (C1/gm4), it also provides biasing via high
resistive D2 for the charge collecting diode D1, and does
not decrease the AC gain. As the reverse leakage cur-
rent of diode D1 is very small, typically it is a few fA, the
forward biased diode D1 has large small-signal resistance
and the induced signal current is converted to a voltage at
the input parasitic capacitance. With this type of feedback
one can construct two circuits: one based on improved
common source (Figure 3, left) and one on improved cas-
code (Figure 3, right).

Figure 3: Common source and cascode schematics with feed-
back, the improved load use to increase the gain.

The low pass filter and diodes capacitances discharge
time are very large, so there will be unwanted memoriza-
tion of some fraction of signal, however reduced by the
correlated double sampling (CDS).

A better approach is to use time variant feedback (Fig-
ure 4), where the DC operational point is set by a short
pulse (set). The advantage of this schematic its simplicity
and even higher gain, the disadvantage is large crosstalk
to the sensing diode (D1) from the switch transistor (M3).

Figure 4: Amplifiers with time variant feedback. Left: standard
schematic, right: improved schematic.

One can reduce the crosstalk by lowering down the
controlling voltage pulse, or by increasing the diode size
and hence its capacitance.

Each pixel has a CDS circuit based on the clamping
technique: i.e. the first sample is the amplifier output volt-
age stored at the clamping capacitance, the second sample
is subtracted from the stored voltage. The pixel signal af-
ter CDS is buffered by the source follower and connected
via switch to common column readout line.
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Figure 2.5: Improved common source amplifier with feedback.

mon source-output impedance of the transistor, respectively.

In order to improve the gain of the amplifier, a special biasing transistor is used on the
common source amplifier (right of figure 2.4) [5]. The gain of the amplifier is improved
by reducing gm2 when the frequency is larger than gm3/Cgs2. The gain can be given by

Gain = Vout
Vin

= gm1

gmb2 + gds1 + gds2
. (2.11)

The improved gain of the amplifier increases by a factor of two. As a high gain can be
achieved with the same gm1, the power consumption can be reduced by slightly decreasing
gm1. However, the operation point of the amplifier will change due to the CMOS process
variation. Therefore a feedback method can be used to stabilize the operation point.

As shown in figure 2.5, the feedback in the amplifier is a low pass filter with a large
time constant (C1/gm4) while providing bias for the reverse diode D1 via high resistive
diode D2. As the same as the self biased pixel circuit, the leakage current of the reverse
biased diode D1 can be compensated by the forward biased diode D2.

The discharge time of the low pass filter and diode capacitance are very large, which
accumulate unwanted information at the output of the amplifier. However, this can be
reduced by the in-pixel correlated double sampling technique.
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Fig. 3. Schematics of the pixel used in the MIMOSA16 chip, (a) pixel with basic Common Source amplifier, (b) pixel with enhanced CS amplifier and feedback.

In order to maximize signal-to-noise ratio (S/N) of the pixel,
the gain of the amplifier should be increased as much as pos-
sible. The performances of the basic CS amplifier used in the
first pixel can be improved using additional transistors [4]. In
this pixel, a negative feedback loop is used to polarize the charge
collecting diode and to stabilize the operation of point of the am-
plifier, which makes the circuit more resistant to CMOS varia-
tions. More details on the amplifier used in this pixel can be
found in [4] and [5]. This pixel also uses a CDS circuit with a
serially connected clamping capacitor, a switch and a SF like
the first pixel (Fig. 2(b)).

In the sub-array S4 of M16_3, an additional SF is introduced
between the amplifier and the MOS capacitor (MOSCAP) to
better polarize this capacitor. However, this additional SF atten-
uates the signal by and introduces additional noise, also
one need to add a current source for the source follower, so the
circuit becomes more complex.

IV. LABORATORY TEST RESULTS

In order to determine the basic performances of the chip
(Temporal Noise, FPN, Charge-to-Voltage conversion Factor
and Charge Collection Efficiency), laboratory tests have been

performed on analog test outputs and discriminated binary
outputs, with and without a source (5.9 keV peak).

A. Analog Outputs

Fig. 4 shows the input referred rms Temporal and Fixed Pat-
tern Noises measured without source on a M16_2 chip as a func-
tion of the clock frequency up to 170 MHz. At high operating
frequencies, the dominant noise being generated by the elec-
tronics and the kTC noise of the charge collecting diode being
suppressed, no significant differences exist between the output
noise levels of S1–S3. For the pixels with basic CS amplifier, the
input referred noise is lower for the smallest diode (S1). The in-
crease of the Temporal Noise at low frequencies is probably due
to the increase of low-frequency noise; and the increase of FPN
above 100 MHz is due to the reduced time available to charge
the auto-zeroing capacitors. Note that the chip is optimized to
work at . The FPN remains well below the
Temporal Noise, as it is needed for on-chip data sparsification.
The noise results obtained for M16_1 and M16_3, which are
very close to the results of M16_2, will not be reported in this
section. However, the noise levels of the sub-arrays with best
performances in terms of S/N will be given in the beam tests
section together with other measured parameters. Note that the

Figure 2.6: In-pixel CDS and enhanced CS amplifier with feedback.

2.2.1.3 In-pixel CDS

Each pixel employs a correlated double sampling (CDS) circuit which is based on a clamp-
ing technique [6]. As shown in figure 2.6, the CDS consists of a MOSCAP and a clamping
switch (RST2). The MOS capacitor (MOSCAP) should remain in inversion for a better
linearity. The first sampled output voltage of the amplifier is stored on the clamping ca-
pacitor. The second sample is subtracted by the stored voltage. The enhanced common
source (CS) amplifier with feedback is controlled by a PWR_ON signal to reduce the
power consumption. The pixel signal after CDS is buffered by the source follower. RD
and CALIB are used to memorize the output signal level and the reference of the pixel out-
put stage, respectively. This second double sampling operation reduces the pixel-to-pixel
dispersion.

The use of CDS is beneficial in the reduction of the overall noise, which has the
following aspects:

• it suppresses the low frequency (1/f) noise.
• it removes the reset noise (kT/C).
• it mitigates the fixed pattern noise caused by pixel-to-pixel non-uniformity.
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2.2.2 Signal Processing Circuit

Since the CMOS pixel sensors were devoted to the achievement of a fast and full scale
sensor required for the vertex detector, the readout speed has become a major driving
parameter of the development of CPS, which needed to come close to 100 µs. Therefore full
digital output data and on-chip real time data processing are required for this purpose. An
integrated micro-circuit architecture was developed, where the signals transferred through
the column line are discriminated before being filtered by an integrated zero-suppression
logic. Also the fast readout is achieved by grouping the pixels in each column. Thus the
parasitic column line capacitance is greatly reduced. One of the front-end readout circuit
processing the signal from the pixel array employs the discriminator ending each column.
The other one after being discriminated combines a zero-suppressing logic to filter the
digital data.

2.2.2.1 Discriminator

Column-parallel readout architecture has become increasingly popular to achieve high
frame rate, allowing reading up to 10 k frames/s [7]. Therefore column-level analog-to-
digital converters (ADCs) will be implemented below the pixel array. Accommodating
the pixel readout in row by row rolling shutter mode, the ADCs have to convert those
signals into digital data at high conversion speed. Thus a high speed ADC with low
power consumption and small layout area is required. The choice of the number of bits
depends on the required spatial resolution and the pixel size. Here, in order to achieve low
power consumption and high speed without losing the spatial resolution, a column-level
discriminator is employed [8]. The discriminator (i.e. comparator) transforms the analog
output signal of the pixel into a 1-bit digital data by comparing it with a threshold value.
As the signal from the pixel is very small (∼ 1 mV), the discriminator needs to have a
high accuracy comparison (small offset) while maintaining a high speed. Therefore the
design of this discriminator is not a trivial task.

For cancelling the offset of the discriminator, a better way is to use the auto-zeroing
technique [9, 10]. The principle of this technique is as follows. First, the offset voltage
is sampled and stored in a capacitor (called auto-zeroing capacitor). This stored voltage
can be referred to the input voltage. Then in the next phase the stored offset voltage is
subtracted at the output and eventually cancelled. There are two different auto-zeroing
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is given by

VOSR ¼
DVoff ;G1

G0ð1þ G1Þ
þ

DQ

G0C
þ
DVoff ;Latch

G0G1
(2)

where G0 and G1 are the static gains of pre-amplifiers, DVoff,G1 and
DVoff,Latch are respectively, the input-referred offsets of preampli-
fier 1 and latch, DQ is the charge injected mismatch from S4–S40.

A more detailed schematic of the comparator is shown in Fig. 5.
The cascade of low-gain differential gain stages allows high
operation speed together with high pre-amplifying gain. The input
switches were modified to sample voltage signal values. If MOS
capacitors are used in a digital process, to obtain a good linearity,
the capacitors have to be biased in the deep inversion regime. SFs
as level shifters before capacitors were used for this purpose.
These SFs increase the operation speed by lowering the output
impedances of the gain stages. The gain stage used in the
comparator is shown in Fig. 5b. This is a very simple differential
amplifier with diode-connected PMOS transistor loads. The static
voltage gain is about 4. The cascade of four gain stages guaranties
a total gain of above 200. The output common voltage of this
amplifier being well-defined, it does not need a common-mode
feedback circuit. The detailed schematic of the dynamic latch used
is shown in Fig. 5c. A dynamic latch is very fast and has no static
power dissipation.

The total static power dissipation of the comparator is
70mA�3.3 Vffi230mW.

Three phases are needed for a complete offset auto-zero and
pixel output stage offset cancellation:

� Firstly, when f1 is activated, S1–S10, S3–S30 and S4–S40 are
switched on, S2–S20 are switched off. During this time, the
offsets of the gain stages are memorized in C1–C10 and C2–C20.
Besides, f1 is equivalent to the RD phase used to read out the
signal level of the pixel (Fig. 2), this signal is also amplified and
stored in C1–C10. Moreover, this signal includes the non-
corrected offset of the in-pixel SF which varies from one pixel
to another. This offset is corrected during next phase. The

external threshold value (Vref1) of the comparator is also
sampled during this phase.
� When f2 is activated, S2–S20 are switched on, the other

switches are switched off and the comparator enters its auto-
zeroing mode. As f2 is equivalent to the CALIB phase of the
pixel, the pixel output stage’s offset value is readout once and
automatically used to compensate the offset value stored in
C1–C10 capacitors during f1. The threshold common mode
value (Vref2) of the comparator is also sampled during this
phase and is compared with the pixel output signal value. The
effective threshold value is DVth ¼ Vref1-Vref2.
� At last, the activation of f3 (LATCH), while f2 is still activated,

activates the latch, which rapidly amplifies the difference
between the pixel output signal and the comparator threshold
level. A logical signal is given according to the difference. If the
difference is positive, the output of latch is 1; on the contrary,
it is 0.

In addition to compensation of the pixel output stage offset and
the offsets of amplifiers, the charges injected by the switches used
in comparators and the parasitic effects related to substrate
coupling in the mixed-signal environment are also effectively
reduced thanks to the fully differential architecture.

4. Chip implementation and experimental results

Using the two blocks described in the previous sections, two
chips with very similar architectures were designed on two
different CMOS processes. The first process used is the TSMC
0.25mm CMOS digital process featuring �8mm epi-layer (MIMO-
SA8 chip), and the second is the AMS 0.35 mm CMOS Opto process
without epi-layer (MIMOSA16). The latter has the advantage of
being a mixed-signal process featuring poly–poly capacitors.

Each chip includes a serially programmable sequencer, an array
of 128�32 pixels, 24 column-level comparators and a serial-
ization logic block. Eight columns of pixels are output directly to
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(a)

is given by

VOSR ¼
DVoff ;G1

G0ð1þ G1Þ
þ

DQ

G0C
þ
DVoff ;Latch

G0G1
(2)

where G0 and G1 are the static gains of pre-amplifiers, DVoff,G1 and
DVoff,Latch are respectively, the input-referred offsets of preampli-
fier 1 and latch, DQ is the charge injected mismatch from S4–S40.

A more detailed schematic of the comparator is shown in Fig. 5.
The cascade of low-gain differential gain stages allows high
operation speed together with high pre-amplifying gain. The input
switches were modified to sample voltage signal values. If MOS
capacitors are used in a digital process, to obtain a good linearity,
the capacitors have to be biased in the deep inversion regime. SFs
as level shifters before capacitors were used for this purpose.
These SFs increase the operation speed by lowering the output
impedances of the gain stages. The gain stage used in the
comparator is shown in Fig. 5b. This is a very simple differential
amplifier with diode-connected PMOS transistor loads. The static
voltage gain is about 4. The cascade of four gain stages guaranties
a total gain of above 200. The output common voltage of this
amplifier being well-defined, it does not need a common-mode
feedback circuit. The detailed schematic of the dynamic latch used
is shown in Fig. 5c. A dynamic latch is very fast and has no static
power dissipation.

The total static power dissipation of the comparator is
70mA�3.3 Vffi230mW.

Three phases are needed for a complete offset auto-zero and
pixel output stage offset cancellation:

� Firstly, when f1 is activated, S1–S10, S3–S30 and S4–S40 are
switched on, S2–S20 are switched off. During this time, the
offsets of the gain stages are memorized in C1–C10 and C2–C20.
Besides, f1 is equivalent to the RD phase used to read out the
signal level of the pixel (Fig. 2), this signal is also amplified and
stored in C1–C10. Moreover, this signal includes the non-
corrected offset of the in-pixel SF which varies from one pixel
to another. This offset is corrected during next phase. The

external threshold value (Vref1) of the comparator is also
sampled during this phase.
� When f2 is activated, S2–S20 are switched on, the other

switches are switched off and the comparator enters its auto-
zeroing mode. As f2 is equivalent to the CALIB phase of the
pixel, the pixel output stage’s offset value is readout once and
automatically used to compensate the offset value stored in
C1–C10 capacitors during f1. The threshold common mode
value (Vref2) of the comparator is also sampled during this
phase and is compared with the pixel output signal value. The
effective threshold value is DVth ¼ Vref1-Vref2.
� At last, the activation of f3 (LATCH), while f2 is still activated,

activates the latch, which rapidly amplifies the difference
between the pixel output signal and the comparator threshold
level. A logical signal is given according to the difference. If the
difference is positive, the output of latch is 1; on the contrary,
it is 0.

In addition to compensation of the pixel output stage offset and
the offsets of amplifiers, the charges injected by the switches used
in comparators and the parasitic effects related to substrate
coupling in the mixed-signal environment are also effectively
reduced thanks to the fully differential architecture.

4. Chip implementation and experimental results

Using the two blocks described in the previous sections, two
chips with very similar architectures were designed on two
different CMOS processes. The first process used is the TSMC
0.25mm CMOS digital process featuring �8mm epi-layer (MIMO-
SA8 chip), and the second is the AMS 0.35 mm CMOS Opto process
without epi-layer (MIMOSA16). The latter has the advantage of
being a mixed-signal process featuring poly–poly capacitors.

Each chip includes a serially programmable sequencer, an array
of 128�32 pixels, 24 column-level comparators and a serial-
ization logic block. Eight columns of pixels are output directly to
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Figure 2.7: (a) Block diagram of the discriminator and (b) related timing.

technique. One is called the input offset storage (IOS) technique and the other is called
the output offset storage (OOS) technique. More details about these two techniques are
described in Chapter 3.

In order to achieve a higher accuracy comparison, the discriminator combines these two
offset cancellation techniques. Figure 2.7(a) shows the architecture of the discriminator.
It is composed of two preamplifiers, a latch and a pair of auto-zeroing capacitors. The
preamplifier provides sufficient gain to compensate for the input referred offset voltage
of the dynamic latch and isolates the latch kickback noise. The dynamic latch does not
consume static current, which is suitable for power efficient design.

Figure 2.7(b) shows the timing of the discriminator. The operation is as follows.
During the offset cancellation mode or φ1 clock phase, switches S1, S1’, S4 and S4’ are
turned on while other switches are turned off. The auto-zeroing capacitor (C1 and C2)
will be charged with the offset of the amplifier (G0 and G1). During the tracking mode
or φ2 clock phase, switches S1, S1’, S4 and S4’ are turned off which opens the offset
compensation. In order to avoid the shared voltage between Vref1 and Vref2, switch S1
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is turned off earlier while switch S2 is turned on. Then the input signal starts to be
amplified by a gain factor of the preamplifier, resulting an output voltage by subtracting
the stored offset. During the comparing mode or φ3 clock phase, the latch compares the
difference between the two outputs of the preamplifier. In this method, the total input
referred residual offset of this discriminator is given by

VOSR = ∆Voff,G1

G0(1 +G1) + ∆Q
G0C

+ ∆Voff,Latch
G0G1

. (2.12)

where G0 and G1 are the static gains of the preamplifiers, ∆Voff,G1 and ∆Voff,Latch are
the referred input offsets of the preamplifier and latch, respectively, ∆Q is the subtraction
of the charge injection between switch S4 and S4’.

All column-level discriminators use a threshold value for comparisons. Then it will be
adjustable and optimal to set its value (usually ∼ 5-6 times of the noise standard devia-
tion) to ensure ∼ 100% detection efficiency and low fake rate (∼ 10−4). The discriminator
can get a low power consumption of ∼ 250 µW (MIMOSA-22) [11]. The "S" curves can
be achieved by scanning the external threshold voltage in order to evaluate the offset,
temporal noise and fixed pattern noise (FPN) [12, 13].

2.2.2.2 Zero Suppression

The raw data flow of MAPS for high energy physics experiments can reach up to several
Gbits/s per chip. This implies the use of a fast zero-suppression technique in order to
increase the readout speed. The zero suppression micro-circuit is based on row by row
sparse data scan readout [14, 15], which is located at the end of the discriminator. This
allows a data compression factor ranging from 10 to 1000, depending on the hit density
per frame.

Figure 2.8 shows the hit recognition and encoding of the pixels in a matrix frame [16].
The encoding of the pixels delivering a signal above the threshold voltage is performed in
terms of "states". Each state implies a group of successive pixels in one row. The format
of the state is composed of the address of the first hit pixel with two extra bits encoding
continuous pixels.

The principle of the zero-suppression circuit is shown in figure 2.9 [17]. Here, we take
an example of a full scale sensor (called MIMOSA-26) incorporating the zero suppression
logic. It includes a pixel array of 1152 columns of 576 pixels. The zero suppression is
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Abstract 

The EUDET-JRA1 beam telescope and the STAR 
vertex detector upgrade will be equipped with CMOS pixel 
sensors allowing to provide high density tracking adapted 
to intense particle beams. The EUDET sensor Mimosa26, is 
designed and fabricated in a CMOS-0.35µm Opto process. 
Its architecture is based on a matrix of 1152x576 pixels, 
1152 column-level Analogue-to-Digital Conversion (ADC) 
by discriminators and a zero suppression circuitry. This 
paper focused on the data sparsification architecture, 
allowing a data compression factor between from 10 and 
1000, depending on the hit density per frame. It can be 
extended to the final sensor for the STAR upgrade. 

I. INTRODUCTION 
CMOS Monolithic Active Pixel Sensors (MAPS) are 

characterized by their detection efficiency close to 100 % , 
high granularity (~µm), fast read-out frequency                
(~k frame/s), low material budget (~30 µm Si) and 
radiation tolerance (~1 Mrad, ~1013 neq/cm2). They are 
foreseen to equip new generation of vertex detectors in 
subatomic physics experiments [1]. Their first application 
coincides with the upgrade of the Heavy Flavor Tracker 
(HFT) in the STAR (Solenoidal Tracker at RHIC) 
experiment [2]. They will also equip the beam telescope of 
the European project EUDET [3]. The aim of the EUDET-
JRA1 project is to support the infrastructure for doing 
detector R&D (Detector R&D towards the Internal Linear 
Collider). One of activities is to provide a CMOS pixel 
beam telescope to be operated initially at the DESYII 6 
GeV electron test beam facility, near Hamburg in Germany. 
The high precision beam telescope will be built with up to 
six measurement planes equipped with CMOS Monolithic 
Active Pixel Sensors (MAPS).  Both of these two 
applications need sensors with digital output and with 
integrated zero suppression circuit in order to increase the 
read-out frequency per frame with the aim to reduce the 
frame occupancy. The zero suppression circuit integrated in 
a CMOS pixel sensor is located at the bottom of a matrix 
and after an analogue to digital conversion circuit. 
Mimosa26 [4] designed for the EUDET telescope, 
implements such architecture. It consists of a pixel array of 
576 rows and 1152 columns with a pixel pitch of 18.4 µm. 
Each pixel includes amplification and a Correlated Double 
Sampling (CDS) and each column of pixels ends with a 
discriminator performing the analogue to digital 
conversion. The data from 1152 discriminators are 

processed by the zero suppression circuit. Before its 
integration into a final sensor, the concept of the zero 
suppression logic has been validated. SUZE-01, a reduced 
scale, fully digital circuit, able to treat and format 128 
emulated discriminator outputs, has been successfully 
fabricated and tested in 2007. The test shows that the 
algorithm of hits pixel selection is fully operational. This 
concept is now implemented into the Mimosa26 chip. The 
first part of this paper describes the overview of the readout 
sensor architecture. The second part presents the zero 
suppression algorithm for MAPS architecture witch is 
structured in 3 steps. The last section is dedicated to the test 
methodology for digital output sensor. 

II. OVERVIEW OF THE SENSOR ARCHITECTURE 

A. Hit recognition and encoding format 
The sensor is read out in a rolling shutter mode, the 

rows being selected sequentially by activating a multiplexer 
every 16 clock cycles. Figure 1 shows an example of digital 
matrix frame with some hits. Their coding is performed in 
terms of “states”, each representing such a group of 
successive pixels giving a signal above discriminator 
threshold in a row. The “state” format includes the column 
address of the first hit pixel, followed by 2 bits encoding 
the number of contiguous pixels in the group delivering a 
signal above threshold. The row address is represented by 
an 11 bit number and is common to all “states” in a row. 
Up to M “states” by row can be processed. This limit was 
derived from a statistical study based on the highest 
occupancy expected in the pixel array. 

 
Figure 1: Schematic view illustrating the encoding of the pixels 
delivering a signal above discriminator threshold 
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Figure 2.8: Hit recognition and encoding of the pixels.

organized in 3 stages. In the 1st stage, the 1152 columns are separated into 18 banks,
each bank including 64 columns. A parallel scan based on a priority look ahead (PLA)
encoding is performed in each bank. This allows finding up to N states per bank which
result from the encoding of 4 contiguous hit pixels (first output equals "1"). This stage
handles the column address encoding and the continuity of the algorithm between the
adjacent banks for the entire row. The 2nd stage combines the results of 18 banks with
PLA. Its multiplexing logic accepts up to M states per row and includes row and bank
address. The values of N and M are derived from a statistical study based on the hit
density. The results are stored in the 3rd stage, i.e. a memory of 2 foundry’s IP SRAMs,
with a capacity up to 48 Kbits. The two SRAMs allow a continuous readout. While one
buffer stores the compressed data of a frame, the other one is transmitted to the outside
via two LVDS transmitters at a frequency of up to 160 MHz. The memory capacity and
the transfer frequency are adapted to each application.

The zero suppression circuit has been well used in MIMOSA-26 designed for EUDET
beam telescope and ULTIMATE equipping the STAR-PXL sub-system. The results shows
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terminations are distributed over 18 banks (see Figure 11) 
which perform a parallel scan, based on a priority look ahead 
(PLA) encoding. This allows finding up to N states per bank 
which result from the encoding of up to 4 contiguous hit 
pixels (discriminator output set to “1”). This stage handles 
also the column address encoding and the continuity of the 
algorithm between the adjacent banks for the entire row. The 
2nd stage combines the outcomes of 18 banks of PLA. Its 
multiplexing logic accepts up to M states per row and adds 
row and bank addresses. The choice of values for N and M 
depend on the hit density. The outcome is stored in the 
3rd stage, i.e. a memory made of 2 foundry’s IP buffers, with a 
capacity up to 48 Kbits. The 2 buffers allow a continuous 
readout. While one buffer stores the compressed data of a 
frame, the other is read out via two LVDS transmitters at a 
frequency of up to 160 MHz. The memory capacity and the 
transfer frequency are adapted to each application. 
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Figure 11: Block diagram of the sensor readout architecture 

A reduced scaled prototype, SUZE [12], has been realised 
to verify the concept above. It incorporates all the logic 
needed to read out a pixel array for the STAR and EUDET 
applications. All critical paths of the design were checked in 
the laboratory. The result shows that the zero suppression 
circuit decodes correctly column and row addresses of a hit 
pixel with no information loss. The estimated digital power 
consumption for the full size logic is about 135 mW. 

D. General considerations 
For such reticule size chips, one has to focus on design 

optimisation in order to improve the trade-off between power 
consumption and speed. For example, the power of the row 
sequencer (RS) drives metal lines of 2 cm for the control of 
the pixels. It has to be carefully checked to ensure correct 
timing with minimum consumption. Due to a 4-metal levels 
limited process, the RS has been implemented at left hand of 
the pixel array (~350 µm wide). This creates a dead, but still 
acceptable, region in the detection zone when the MAPS are 
abutted in order to encompass a large detection area. The total 
power for the RS with its clock distribution is about 10 mW, 
which leads to a total consumption ~140 mW/cm2 for the 
Ultimate sensor, ~40 % in excess of the STAR final goal. 
Studies in progress will improve this parameter. 

The testability is another point to be considered. Several 
test points will be implemented in the design all along the data 
path, i.e. pixels, discriminators, zero suppression circuit and 

data transmission. These MAPS will be programmable, like 
previous sensors [6], via a boundary scan controller, for bias 
supplies and test mode settings. 

For the MAPS used for the STAR vertex upgrade, some 
additional tests like Single Event Upset (SEU) and Single 
Event Latch-up (SEL), have still to be performed. Some 
digital circuit layout may have to be redesigned consecutively, 
especially the memory IP block. 

IV. CONCLUSION 
In this paper, a fast readout architecture of MAPS which 

integrates on-chip data sparsification has been presented. Its 
feasibility was verified with two prototypes. The readout 
speed reaches 10 kframe/s. This architecture seems to be an 
optimum choice for the chosen process technology. The final 
MAPS for the EUDET telescope will be sent to fabrication 
before the end of this year and the ultimate sensors for the 
STAR upgrade in 2009. 
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Figure 2.9: Block diagram of the zero suppression.

that the zero suppression circuit decodes correctly column and row addresses of a hit pixel
with no information loss. The estimated digital power consumption for the full size logic
is about 135 mW.

2.3 State-of-the-art CPS

More than 30 different CMOS pixel sensors have been designed and fabricated. They
offer attractive features for the requirements and easily match the targeted granularity
and material budget, and do not necessitate a cooling system adding substantial material
budget inside the fiducial volume of the detector.

The sensor MIMOSA-26 [18]and ULTIMATE (called MIMOSA-28) [19, 20] are con-
sidered as the state-of-the-art of the CPS technology for charged particle detection. They
are designed to equip the EUDET beam telescope and the new STAR vertex detector,
respectively. Both of them are fabricated in the AMS 0.35 µm CMOS technology. Their
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Figure 2.10: EUDET beam telescope.

pixels are grouped in columns readout and terminated with column-level discriminators.
Inside each column, the pixels are readout in parallel with a typical readout time of ≤
200 ns per row. This so-called rolling shutter mode exhibits the great advantages of re-
ducing the power consumption of the whole pixels array. MIMOSA-26 and ULTIMATE
have power consumption of about 250 and 150 mW/cm2 respectively.

The pixel pitch is around 20 µm for both sensors. Each pixel incorporates a correlated
double sampling based on a clamping technique to reduce the average pixel noise. A
preamplifier in each pixel is used to improve the signal to noise ratio (SNR). The setting
parameters of the sensor are remotely programmable through the JTAG circuits integrated
in the sensor. A zero-suppression micro-circuit integrated in the chip compresses the
signals above the threshold voltage. Then the compressed data including the hit pixel
addresses are buffered in 2 SRAMs before being transmitted to the outside.

2.3.1 MIMOSA 26

EUDET is a coordinated European effort based on research and development for the
next generation of large scale particle detectors for the ILC. The beam test has been
performed by joint research activity (JRA). The telescope is composed of 2 arms of 2 ×
3 CPS measurement plans, as shown in figure 2.10, providing an extrapolated resolution
better than 2 µm. The reference detectors have to cover a sensitive area of more than
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Figure 2.11: Block diagram of MIMOSA-26.

2 cm2 to be read in 10 K frames per second and to cope with a rate of 106 particles/cm2/s.
MIMOSA-26 is the first full scale sensor aiming to equip the final version of the EU-

DET beam telescope [21]. It combines the architecture of two earlier prototypes: one
is MIMOSA-22 addressing the upstream part of the signal detection and the signal pro-
cessing chain; the other one is SUZE-01 dedicated to data sparsification and formatting.
Figure 2.11 shows the overall architecture of MIMOSA-26, covering an area of 224 mm2.
It is composed of 1152 columns of 576 pixels with pixel pitch of 18.4 µm. With row by
row rolling shutter mode at a 80 MHz main clock frequency, the whole pixel matrix is
read out in 112 µs.

The organization of the structure is as follows. The rolling shutter mode is steered
through a row selector and pixel sequence located on the left side. The collecting charges
are converted into signal voltage through an Nwell/Pepi diode, and then amplified in each
pixel by an in-pixel amplification stage. The useful information is obtained on the sub-
traction of two successive frames. Each column is terminated with a offset compensated
discriminator. The discriminator outputs are connected to a zero suppression circuit,
organised in pipeline mode. An optional PLL allows a high frequency clock generation
based on a low frequency reference input clock. The on-chip programmable biases circuit
and the test block are set via a JTAG controller.

The detection performance of several sensors were assessed with minimum ionising
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and 150 mW/cm2 respectively, the spread between both values reflecting the geometry
differencies of the two sensors.

The pixel pitch is around 20 µm for both sensors. Each pixel incorporates a micro-circuit
allowing for correlated double-sampling for the purpose of average pixel noise subtraction,
and a pre-amplification stage mitigating the impact of the noise sources of the signal pro-
cessing chain downstream of the pixels. The discriminator thresholds, as well as the settings
of most of the sensors’ steering parametres, are remotely programmable through a JTAG
circuitry integrated on the sensor. A zero-suppression circuit integrated in the chip periph-
ery transforms the signals in excess of the discriminator thresholds into hit pixel addresses
which are buffered in integrated SRAMs before being transmitted to the outside world.

3 Achieved detection performances

The detection performances of severals tens of sensors were assessed with minimum ionising
particle beams at CERN and DESY. Numerous measurements were performed with 50 µm
thin sensors, at various operation temperatures and after exposures to various integrated
ionising and non-ionising radiation doses. Figure 1 shows typical values of the detection
efficiency, pixel fake hit rate (due to noise fluctuations above threshold) and single point
resolution obtained with a MIMOSA-26 sensor at a temperature of about 20◦C for various
values of the discriminator thresholds.

Figure 1: MIMOSA-26 beam test results ob-
tained at the CERN-SPS with ∼ 102 GeV
charged particles. The detection efficiency (in
black), the fake hit rate (in blue) and the sin-
gle point resolution (in red) are shown for var-
ious values of the discriminator thresholds.

One observes that the detection effi-
ciency stays close to 100 % for threshold
values high enough to keep the fake hit rate
at a negligible level (e.g. . 10−4). The
single point resolution is only slightly in ex-
cess of the ILD specification of 3 µm [5]. It
results from an impact position reconstruc-
tion based on the centre of gravity of the
positions the few pixels composing a cluster.
The value obtained is well below the digital
resolution reflecting the 18.4 µm pixel pitch
of MIMOSA-26 (i.e. 5.3 µm) despite the
binary charge encoding. It follows that a
pitch of . 17 µm would allow complying
with the 3 µm spatial resolution required
for the ILD vertex detector. It was actu-
ally checked that the discriminators ending
the columns would fit within <17 µm wide
columns. These performances hold for irra-
diated sensors (e.g. MIMOSA-28 was vali-
dated for 150 kRad and 3×1012neq/cm

2 at
a temperature of 30-35◦C).

The 576 pixels composing the 1152, 10.5 mm long, columns of MIMOSA-26 are read out
from one side in about 100 µs. The read-out would be twice faster, i.e. ∼ 50 µs short, in case
of a double-sided read-out architecture where each column is split in two opposite halves.
As explained later in this paper, this value is expected to be appropriate for the innermost
layer of the ILD vertex detector, which is exposed to the highest particle rate. The twice

LCWS11 2

Figure 2.12: MIMOSA-26 beam test results obtained at the CERN-SPS with ∼ 120 GeV
charged particles. The detection efficiency (black curve), the fake hit rate (blue curve) and
the single point resolution (red curve) are evaluated with various discriminator thresholds

particle beams at CERN and DESY. Figure 2.12 shows the beam test results with ∼ 120
GeV pions at the CERN-SPS. Typical values including the detection efficiency, pixel
fake hit rate (due to noise fluctuation above threshold) and single point resolution are
obtained at a temperature of about 20◦C with various threshold voltages. The detection
efficiency is close to ∼ 100% for low enough threshold value, corresponding to ∼ 6 times
the noise standard deviation, to keep the fake hit rate below 10−4. The single point
resolution is slightly higher than the ILD specification of 3 µm. It results from an impact
position reconstruction based on the center of gravity of the hit pixels in a cluster. These
performances allow its straightforward extension for the PIXEL vertex detector for the
STAR experiment.

2.3.2 ULTIMATE

The STAR experiment at the Brookhaven National Laboratory has upgraded its inner
detector (Heavy Flavor Tracker) based on CMOS pixel sensor. The requirements for the
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Table 1. Sensor requirements in STAR-PXL detector.

STAR-PXL Detector Sensors requirements
Sufficient resolution to resolve the sec-
ondary decay vertices from the primary
vertex

Sensor spatial resolution < 10 µm

Multiple scattering minimisation
X/X0 = 0.37% per layer

Sensors thinned to 50 µm, mounted on a flex kapton, alu-
minium cable

Luminosity = 8×1027 /cm2 /s at RHIC ∼ 200–300 hits/sensor (∼ 4 cm2) in the integration time
window (≤ 200 µs)

Low mass in the sensitive area of the detec-
tor => airflow based system cooling

Sensor work at ambient temperature (∼ 30–35◦C)
Power dissipation ≤ 150 mW/cm2

Sensors positioned close to the interaction
region (2.5 – 8 cm radii)

Radiation environment: ∼ 150 kRad /year, few 1012 neq

/cm2 /year

Figure 1. Functional block diagram of ULTIMATE (left) and Picture of the sensor on its PCB (right).

according to a ping-pong arrangement allowing for a continuous readout. This architecture is ca-
pable to cope with a hit rate of 106 hits/cm2/s. The sparsified data are multiplexed onto two 160
Mbits/s LVDS outputs. The sensor includes enhanced testability with large number of configura-
tions to validate the functionality of each part (pixels, discriminators, zero suppression and data
transmission).

The on-chip programmable bias DACs, the threshold voltages for the discriminators, the test
mode selection are set via a JTAG controller. An on-chip voltage regulator is used to provide the
pixel clamping voltage (Vcl in figure 2) in order to minimise interferences on this critical node. PLL
and voltage regulators for analogue power supply were implemented as individual blocks [4, 5] for
performances evaluation in view of the next step of the development.

2.1 Pixel

Figure 2 displays the schematic of the pixel, including a sensing diode for charge collection as well
as a CDS and amplification circuitry [6]. The latter is based on NMOS transistors only. An adapta-
tive feedback (M4, C1, D2) is used to stabilise the operating point of the common source amplifier.
This ensures optimal working conditions for all pixels (∼ 106) with respect to temperature changes,
irradiation and process parameters variations. The load transistor of the amplifier (M2) biased with
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Figure 2.13: Block diagram of ULTIMATE.

STAR pixel detector are similar to those of EUDET. ULTIMATE is the final sensor for
this application, which is the extension from MIMOSA-26 [22]. Figure 2.13 shows the
block diagram of ULTIMATE. It includes a pixel array of 960 × 928 pixels with pixel
pitch of 20.7 µm, covering an area of ∼ 3.8 cm2. The whole pixel matrix has an integration
time of 185.6 µs with rolling shutter mode read out of 200 ns per row.

The discriminator outputs are processed through an integrated zero suppression logic
and the the results are stored in 2 SRAMs allowing a continuous readout. This architecture
is capable to cope with a hit rate of 106 hits/cm2/s. The sensor also includes enhanced
testability with large number of configurations in each part (pixels, discriminators, zero
suppression and data transmission). The on-chip programmable bias DACs, the threshold
voltage for the discriminators, the test mode selection are set via a JTAG controller. An
on-chip voltage regulator is used to provide the pixel clamping voltage in order to minimize
interferences on the critical node. PLL and voltage regulators for analogue power supply
were implemented as individual blocks in order to evaluate their performances.
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Figure 7. Performances of the ULTIMATE sensor with 20 µm thick epitaxial layer, measured at 15 and
30◦C and for Vdda= 3.3 V, before (left) and after (right) exposure to a dose of 150 kRads.

Figure 8. Performances of the ULTIMATE sensor with 20 µm thick epitaxial layer, before (left) and after
(right) exposure to a dose of 150 kRads, measured at 30◦C and for Vdda= 3 V.

threshold. In figure 8, the performances are displayed before and after irradiation, measured at
30◦C and for Vdda= 3 V.

An efficiency above 99.5% was obtained for a very low average fake hit rate (< 10−4). The
single point resolution is better than 4 µm. The performances of ULTIMATE remain almost un-
changed when lowering the analogue power supply to 3 V. Operating the sensor with Vdda at 3 V
allows mitigating by 6% the total power consumption, thus reducing it below 150 mW/cm2.

The influence of the epitaxial layer thickness on the sensor detection performances is under
study, based on test beam data of sensors fabricated with either a 15 or a 20 µm thick layer. Present
results show that both sensors exhibit very similar values of the detection efficiency, fake rate and
spatial resolution for nearly all operating conditions investigated up to now.

4 Conclusion and perspectives

A reticle size CMOS sensor with integrated sparsification has been fabricated for the upcoming
vertex detector (PXL) of the STAR experiment at RHIC. The architecture is based on a column par-
allel readout with in-pixel amplification and CDS. Each column is terminated with a high precision
discriminator and is read out in a rolling shutter mode. The discriminators outputs are processed
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Figure 2.14: Beam test results of ULTIMATE with power supply of 3.3 V, before (left)
and after (right) exposure to a dose of 150 kRads.
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Figure 7. Performances of the ULTIMATE sensor with 20 µm thick epitaxial layer, measured at 15 and
30◦C and for Vdda= 3.3 V, before (left) and after (right) exposure to a dose of 150 kRads.

Figure 8. Performances of the ULTIMATE sensor with 20 µm thick epitaxial layer, before (left) and after
(right) exposure to a dose of 150 kRads, measured at 30◦C and for Vdda= 3 V.

threshold. In figure 8, the performances are displayed before and after irradiation, measured at
30◦C and for Vdda= 3 V.

An efficiency above 99.5% was obtained for a very low average fake hit rate (< 10−4). The
single point resolution is better than 4 µm. The performances of ULTIMATE remain almost un-
changed when lowering the analogue power supply to 3 V. Operating the sensor with Vdda at 3 V
allows mitigating by 6% the total power consumption, thus reducing it below 150 mW/cm2.

The influence of the epitaxial layer thickness on the sensor detection performances is under
study, based on test beam data of sensors fabricated with either a 15 or a 20 µm thick layer. Present
results show that both sensors exhibit very similar values of the detection efficiency, fake rate and
spatial resolution for nearly all operating conditions investigated up to now.

4 Conclusion and perspectives

A reticle size CMOS sensor with integrated sparsification has been fabricated for the upcoming
vertex detector (PXL) of the STAR experiment at RHIC. The architecture is based on a column par-
allel readout with in-pixel amplification and CDS. Each column is terminated with a high precision
discriminator and is read out in a rolling shutter mode. The discriminators outputs are processed
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Figure 2.15: Beam test results of ULTIMATE with power supply of 3 V, before (left) and
after (right) exposure to a dose of 150 kRads.

The detection performances of ULTIMATE were evaluated with a ∼ 120 GeV π−

beam at the CERN-SPS. Six sensors with a 20 µm thick high-resistivity epitaxial layer
were mounted in a beam telescope configuration. One of them was exposed to a dose
of 150 kRads. The tests were performed at 30◦C before and after irradiation, with an
analogue power supply of 3.3 V and 3 V, respectively. Figure 2.14 and figure 2.15 show
the test results of the detection efficiency, pixel fake hit rate and single point resolution
as a function of the discriminator threshold. An efficiency above 99.5% was obtained
with a fake hit rate below 10−4. The single point resolution is better than 4 µm. The
performances of ULTIMATE even do not change with low power supply of 3 V. The
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total power consumption can be reduced by 6% with the low power supply, and therefore
allowing it below 150 mW/cm2. These results comply with the STAR-PXL specifications.

The influence of the epitaxial layer thickness on the sensor detection performance is
under studies, based on beam tested sensor with either a 15 or a 20 µm thick layer.
Present results show that both sensors exhibit almost similar performances in terms of
the detection efficiency, pixel fake hit rate and single point resolution with all operating
conditions.

2.4 Sensor Concept for the ILD Vertex Detector

As described in the previous section, the compliance of CPS with the single point resolu-
tion and material budget specifications of the ILD vertex detector are not questionable.
The measured radiation tolerance of MIMOSA-26 and ULTIMATE is also expected to be
sufficient for the running conditions. The remaining challenges are whether the readout
speed can accommodate the high hit rate generated by the beam related background.
Also the power consumption should be compliable with a non-disturbing cooling stuff
such as air flow.

The particle rate is dominated by beamstrahlung electrons, and decrease rapidly when
moving away from the interaction region. For instance, the three double-sided layers
featuring average radii of 17, 38 and 59 mm, faces a hit density varying by one order of
magnitude from one layer to the next. On the other hand, the innermost layer, which is by
far the most exposed to beamstrahlung background, is also the smallest one, standing for
only ∼ 10% of the total detector surface. These features guide the sensor concept, together
with design specifications. The double sided option offers several important advantages,
and will be discussed in more detail below. Three different sensors are considered here,
each optimised for a balance between the single point resolution, the read out speed and
the power consumption.

2.4.1 Sensor Equipping the Innermost Layer

CPS complying with vertex detector specifications are derived from MIMOSA-26, with
modified spatial resolution and read-out time, and adapted to different requirements for
distinct layers. The innermost layer should exhibit a single point resolution better than
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higher power consumption resulting from the double-sided read-out is still expected to be
compatible with low mass air cooling.

4 Concept developed for the ILD vertex detector

As indicated in the previous section, the compliance of CPS with the single point resolution
and the material budget specifications of the ILD vertex detector are not questionable. The
measured radiation tolerance of MIMOSA-26 and -28 is also expected to be sufficient for
the running conditions foreseen. The remaining questions are whether the read-out speed
can accommodate the hit rate generated by the beam related background, and whether the
power consumption is compatible with a non-disturbing cooling mean such as air flow.

The particle rate is dominated by beamstrahlung electrons, and decreases rapidly when
moving away from the interaction region [5]. For instance, a detector geometry based on
three cylindrical double-sided layers featuring average radii of 17, 38 and 59 mm, faces a
hit density varying by one ordre of magnitude from one layer to the next. On the other
hand, the innermost layer, which is by far the most exposed to beamstrahlung background,
is also the smallest one, standing for only about 10 % of the total detector surface. These
features are exploited in the concept developed here, together with the design flexibility and
the moderate cost of the CPS technology.

Three different sensors are foreseen, each optimised for a different balance between the
single point resolution, the read-out speed and the power consumption. The . 3 µm res-
olution and the fast read-out needed for the innermost layer are provided by two different
sensors, implemented on the two faces of the ladders equipping the layer.

Figure 2: Schematic view of the combination
of AROM (elongated pixels) and MIMOSA
(square pixels) sensors equipping a 2 mm thick
double-sided ladder.

One sensor, called MIMOSA-in, pro-
vides the spatial resolution with 17×17 µm2

pixels read out in ∼ 50 µs. The other sen-
sor, called AROMa, features 17×85 µm2

pixels elongated in the direction of the
columns. It is therefore read out in ∼ 10 µs,
the columns being composed of ∼ 5 times
less pixels. Based on beam test results of a
sensor prototype featuring 18.4×73.2 µm2

pixels, its spatial resolution is expected to
be . 6 µm in both directions with staggered
pixels [6].

Particles traversing the layer will thus
get assigned a spatial resolution of . 3 µm
combined with a ∼ 10 µs time stamp from
their two, ∼ 2 mm apart, impacts. The ap-
proach is illustrated in Figure2. The ambitionned ladder total material budget amounts to
. 0.3 % of radiation length. Details on the ladder design and development may be found
in [7].

The outer layers, which are less demanding in terms of spatial resolution and read-out
speed, are foreseen to be equipped with a sensor consuming at least 3 times less power,
called MIMOSA-out. It is supposed to provide a single point resolution of ∼ 4 µm and

a AROM stands for Accelerated Read-Out Mimosa sensor.

3 LCWS11

Figure 2.16: Schematic of the combination of AROM (elongated pixels for time resolution)
and MIMOSA (square pixels for spatial resolution) sensors equipping the double-sided
ladder.

3 µm associated to a short integration time (less than 10 µs) because of the ILC beam
structure and the massive pair background. The beam background dictates that during
the collisions of a single bunch train, sensors are supposed to read out twenty or more times
to maintain the pixel occupancy below 1% [23]. The conflict between high granularity
and fast read-out is resolved by equipping the innermost ladders with two different types
of sensors [24], one achieving the required spatial resolution and one proving a fast time
stamp. The combination of the two different sensors are shown in figure 2.16.

The inside sensor, called MIMOSA-in, aims to provide the spatial resolution. Equip-
ping the inside ladder with square pixels of 16 µm pitch and binary read-out, the required
≤ 3 µm spatial resolution can be achieved. A crucial step here is to extend the MIMOSA-
26 with a pixel pitch of 18.4 µm to ∼ 16 µm. In the rolling shutter mode, the read-out
time is proportional to the number of pixels per column. Therefore the read out would
be twice faster, i.e. ∼ 50 µs short, in case of a double-sided read out architecture where
each column is split into two halves [25]. This value is expected to be appropriate for the
innermost layer, which is exposed to the highest hit rate.

The other sensor, called AROM1, features rectangular pixels with a 4-5 times longer
pitch, resulting in five times less pixels per column and therefore in a 10 µs time resolution.

1standing for Accelerated Read Out MIMOSA sensor.
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The spatial resolution of elongated pixels has been studied with the MIMOSA-22 AHR
sensor, which features 18.4 × 73.2 µm2 pixels. Based on beam test results, its spatial
resolution is expected to be ∼ 6 µm in both directions with staggered pixels.

During the last quarter of 2011, a prototype sensor (called MIMOSA-30) was fabricated
aiming to demonstrate the feasibility of the VTX inner layer sensors. It is composed of two
parts featuring the design concepts for each side of the sensors. The first part, optimised
for high spatial resolution, consists of square pixels of 16 µm pitch; the second part,
optimised for timing stamping, consists of elongated pixels of 16 × 64 µm2. The pixel
matrix are read out in double side, terminated with a discriminator in each column. The
expected performances for the first part is a spatial resolution of ≤ 3 µm and a read-
out time of ≤ 50 µs, while for the second part, the expected spatial resolution and time
resolution are ∼ 6 µm and ∼ 10 µs, respectively. First test results of the sensor show that
these integration times have been achieved.

The double-sided sensor, with ∼ 2 mm apart, combing a very precise sensor with a
much faster one provides a tight correlation between the two. It will thus achieve a spatial
resolution of ≤ 3 µm combined with ∼ 10 µs time stamp. The ladder is implemented
with the PLUME1 collaboration and aims to provide a total material budget of 0.3% of
radiation length.

2.4.2 Sensor Equipping the Outer Layers

Due to the reduced beamstrahlung induced hit density, the outer layers have less con-
strains in term of spatial resolution and read-out speed. A single point resolution of ∼
4 µm combined with an integration time shorter than 100 µs are expected to constitute
a valuable trade-off. Moreover, the outer layers, which are the largest ones, standing
for about 90% of the total VTX surface. The sensors equipping the outer layers, called
MIMOSA-out, are expected to have 3 times less power consumption [26]. In this case,
the design effort focuses on minimizing the power consumption. In the rolling shutter
read-out architecture, the power consumption is proportional to the number of columns.
Thus the sensor will be read out in one side and implemented with pixels of 35 × 35 µm2,
i.e. 4 times larger than the pixels of the innermost layer. The resolution versus pixel
pitch is shown in figure 2.17 [27]. In this way, the number of columns, thus the power

1standing for Pixelated Ladder with Ultra-low Material Embedding.
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Figure 2.17: Resolution vs pixel pitch.

Pixel pitch (µm) 20 20 30 35 40

Number of bits 12 4 12 4 12

Epitaxial layer low R low R low R high R low R

Spatial resolution measured reprocessed measured extrapolated measured
(µm) 1.5 1.7 2.1 ≤ 4 3

Table 2.1: Extrapolation from previous measurements. The spatial resolution depends on
the pixel pitch, epitaxial layer and number of bits.

consumption, is reduced by a factor of 4 with respect to the innermost layer. The loss in
spatial resolution due to the sizeable pitch can be compensated by replacing the end of
column discriminators with ≤ 4-bit ADCs. The proposed architecture with pixel pitch of
35 µm, ended with ≤ 4-bit ADCs, is estimated to provide a single point resolution of ∼
3.5 µm. The extrapolated result is shown in table 2.1 [28]. Indeed the impact position
estimation improves when using the charge center of gravity for instance. Therefore using
this way can reduce the power consumption while keeping necessary spatial resolution.

This thesis dedicates to the design of a sizable sensor prototype with 4-bit column-level
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ADCs aiming to equip the outer layers. This is the first CMOS pixel sensor integrating
column-level ADCs for the ILD vertex detector. The column-parallel ADC needed for
the sensors requires seeking a compromise among low noise, low power consumption, high
conversion rate and minimal active area.

In this application, the design of such a column-parallel ADC is constrained by several
factors. The ADC needs continuous signal conversion, and therefore does not have dead
time. In order to achieve an integration of 100µs in a full size sensor (about 2 × 2 cm2),
the ADC accommodating the pixel read-out in parallel is required to work at a frequency
of 6.25 MHz (160 ns/row). Due to the cooling system limitation which contributes as
well as to the material budget, the power consumption of the column ADC must be
minimized, which should be less than 500 µW. To decrease the dead zone of the sensor,
the dimension should be minimized (less than 1 mm), enabling the pixel array with
the available space expected during environment vertex detecting. The readout chain
ought to introduce very low noise in order to accommodate the modest pixel signal. Also
offset compensation between different column ADCs should be considered. In Chapter
3, the ADC architectures are reviewed and the choice of the suitable architecture to our
application is presented.

2.5 Summary

CMOS pixel sensor are making steady progress towards the specifications of the ILD
vertex detector. The detection principle of CPS has been reviewed in this chapter and
the components including pixel and signal processing circuit are described in more detail.
Recent developments are summarized, which show that these devices are close to comply
with all major requirements. The requirements are guided by the double-sided ladder
concept, which allows combining two different sensors for instance, one dedicated to spa-
tial resolution and the other one to time resolution. In particular, the innermost layer
motivates an effort concentrating on a high read-out speed design because of the beam-
strahlung background. The outer layers have less constrains in term of spatial resolution
and read-out speed, moving the design effort on minimizing the power consumption. The
thesis dedicates to the design of a sizable sensor prototype integrated with 4-bit column-
level ADCs in order to equip the outer layers. In the next chapter, a detailed description
of the column-level ADC suitable for the sensor prototype will be presented.
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Chapter 3

Column-Level Analog-to-Digital
Converter for CPS

The sensor concept for the ILD vertex detector has been introduced in the previous
sections. The framework of this thesis was motivated on designing a sensor prototype
integrated with column-level A/D converters (ADC) for the outer layers. In this chapter,
the column-level ADC is described in more detail. The performance of an ADC can be
specified in various aspects, including DC specifications and dynamic specifications. The
first section of this chapter describes the performance parameters of a column-level ADC.
Also different techniques are presented in order to eliminate the non ideal behaviors. In
the next section, different ADC architectures are briefly reviewed, and then the column-
level architecture suitable for our application are presented, including its basic building
blocks.

3.1 Specifications of A/D Converters

3.1.1 Quantization Error

An ideal ADC represents all analog inputs within a certain range by a limited number of
digital output codes. Figure 3.1 shows the diagram of the 3-bit ADC. Each digital code
represents a fraction of the total analog input range. Since the analog scale is continuous,
while the digital codes are discrete, there is an introduced quantization error [1]. As
the number of digital codes increases, the corresponding step width gets smaller and the
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Figure 3.1: The ADC transfer function.

transfer function curve approaches an ideal straight line. The steps are designed to have
transitions such that the midpoint of each step corresponds to the point on the ideal line.

The width of one step is defined as 1 LSB (least significant bit) and this is often used
as the reference unit for other specifications. It is also a measure of the resolution of the
converter since it determines the number of divisions or units of the full analog input
range. Therefore, one half LSB represents on half of the analog resolution. The resolution
of an ADC is usually expressed as the number of bits in its digital code. For example,
an ADC with an n-bit resolution has 2n possible digital codes which define 2n steps. The
first step and the last step are only on half of a full width, therefore the full scale range
(FSR) is divided into 2n-1 steps. Hence, 1 LSB in an n-bit converter can be described as
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the following equation:
1LSB = VFSR/(2n − 1). (3.1)

3.1.2 Differential Nonlinearity

The differential nonlinearity (DNL) error describes the difference between an actual step
width and the ideal value of 1 LSB. Thus it can be defined as follows:

DNL(k) = SW (k)− 1LSB. (3.2)

where SW(k) represents the step width of the output code k. If the step width equals
to 1 LSB, the differential nonlinearity error is zero. If the DNL exceeds 1 LSB, that
means the converter can become nonmonotonic and miss the digital code. The differential
nonlinearity error is shown in figure 3.2.
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3.1.3 Integral Nonlinearity

The integral nonlinearity (INL) error, as shown in figure 3.3 is the deviation of the output
code of the actual function from a straight line. This straight line can be drawn between
the two end points of the transfer function, connecting the mid points of the ideal transfer
function. The integral nonlinearity is a relative accuracy, which can be expressed as:

INL(k) =
k∑
i=1

DNLi. (3.3)

As defined in equation 3.3 the integral nonlinearity of code k derives from the integration
of the differential nonlinearities from code 0 to code k.

The nonlinearity errors are usually used to characterize the static performance, and
therefore they are measured by using a low frequency input signal. It should be notable
that a converter is always monotonic when the integral nonlinearity specification is less
than or equal to ± 1/2 LSB.
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3.1.4 Offset Error

Building blocks such as amplifiers and comparators in practical circuits inherently have a
build-in offset voltage. This offset is caused by the mismatch of the transistors, resulting
in a nonzero input while the digital output is zero. This is often called "zero-scale" error,
as shown in figure 3.4 indicating how well the actual transfer function matches the ideal
transfer function at a single point. Offset error affects all codes by the same amount and
can usually be compensated by an auto-zero technique. Further more, care must be taken
during the layout of the circuit in order to avoid the mismatch and thermal coupling.

3.1.5 Signal-to-Noise ratio

Signal-to-noise ratio (SNR) is an important dynamic specification of a converter, which
depends on the resolution of the converter and includes the specifications of linearity,
distortion, noise and settling time. It is the ratio of the power of the desired signal to the



50 3.1. Specifications of A/D converters

power of the noise signal. The SNR can be expressed as:

SNR = 10logSignal power
Noise power

dB. (3.4)

Here, the noise include the quantization noise, thermal noise, clock jitter, etc. Theoret-
ically, the maximum SNR is the ratio of the full scale analog input to the quantization
error. The maximum SNR can be described as:

SNRmax = 6.02n+ 1.76 dB. (3.5)

3.1.6 Noise

The noise is an important feature for the column-level ADC because the input signal
from sensing element (pixel) is very small (∼ 1 mV). In some extreme cases, some different
analog input signals with different voltages are represented by the same digital code. That
means some information has been lost and distortion has been introduced into the signal.
This is called quantization noise. Beside this, thermal noise also called white noise of
amplifiers, resistors and so on, adds to the quantization noise. Therefore the total noise
of the system can be described as [2]:

Nsystem =
√
N2
quantization +N2

thermal (3.6)

where Nquantization is the quantization noise power and Nthermal is the thermal noise power.
The thermal noise is a dominant error generated by random electrons in transistors and
resistors.

3.1.6.1 Resistor Thermal Noise

The thermal noise of a resistor is proportional to the absolute temperature and its power
spectral density can be expressed as [3]:

V 2
n = 4KTR (3.7)

where K = 1.38 × 10−23 J/K is the Boltzmann constant, T is the temperature in Kelvin’s
and R is the resistor value. Note that V 2

n is expressed in V 2/Hz.



3. Column-Level Analog-to-Digital Converter for CPS 51

Vclk

Vin Vout

C

R
Vout

C

Vin

VR

+-

Figure 3.5: Simple sampling circuit (left) and thermal noise equivalent circuit (right).

In the sampling circuit, the resistor thermal noise can be derived from the finite
resistance of the MOS transistor switches and stored in the sampling capacitor. Figure
3.5 shows a schematic of the sampling circuit. The on-resistance of the MOS switch
introduces thermal noise at the output and, when the switch turns off, the noise is stored
on the capacitor along with the input signal. Modeling the noise of the on-resistance by
a voltage source VR, the transfer function of the low-pass filter is:

Vout
VR

(s) = 1
1 +RCs

(3.8)

The white noise of the resistor is shaped by the low-pass filter, and the total noise power
at the output can be obtained by:

Pn,out =
∫ ∞

0
SR(f)|Vout

VR
(jw)|2df (3.9)

=
∫ ∞

0

4KTR
4π2R2C2f 2 + 1df (3.10)

= 2KT
πC

arctan(f)|∞0 (3.11)

= KT

C
(3.12)

Note the unit of KT/C is V 2. Equation 3.12 implies that the total noise at the output
of the sampling circuit is independent of the resistance value. This is also called KT/C
noise. The KT/C noise limits the high precision performance. In order to reduce the
thermal noise, the sampling capacitor must be sufficiently large, but this large capacitor
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load will increase the response time and consequently, reduce the speed of the device.

3.1.6.2 Transistor Thermal Noise

MOS transistors also exhibit thermal noise [4]. It can be modeled by a current source
connected between the drain and source terminals for long-channel MOS devices operating
in saturation. The spectral density is given by:

I2
n = 4KTγgm (3.13)

where the coefficient γ is derived to be equal to 2/3 for long-channel transistor and gm is
the transconductance of the transistor. With the current source noise model, the thermal
noise of the amplifier can be calculated.

3.1.7 Settling Time

The settling time of a system is defined as the time from the transition starting until
the time the output achieves the new value within the specified accuracy. The settling
time specification of the sample-and-hold (S/H) circuit, comparator and digital-to-analog
converter is very important for applications of the ADC, especially in successive approx-
imations register ADC configuration.

3.2 Error Reduction Techniques

In order to reduce the linearity errors of the converter, some techniques have been devel-
oped. In this section, more details on offset cancellation and switchs considerations are
described.

3.2.1 Offset Compensation

As mentioned above, offset inherently exits in the amplifiers and comparators, which is
caused by the mismatch of the MOS transistors. In order to cancel the offset, simple
methods such as increasing the input capacitance can be used. However, it will severely
limit the circuit speed and increase the power consumption, especially for column-parallel
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Figure 3.6: Output offset storage architecture.

A/D converter. For this reason, many high precision systems require electronic offset
cancellation.

Auto zeroing technique has been developed in order to cancel the offset [5, 6]. The
principle is described as follows. Firstly, the input voltage being equal to the offset error
is measured and stored on an auto zeroing capacitor. Then the input signal is added to
the offset voltage. Only the changes of the input signal is amplified at the output node.
Thus the offset is canceled.

There are two kinds of auto zeroing architectures [7, 8]. One is call output offset
storage (OOS) architecture and the other is called input offset storage (IOS) architecture.
As the first step towards an analysis of the offset cancellation, a differential amplifier
having capacitive coupling at the output is considered here. The output offset storage
architecture is shown in figure 3.6. The differential amplifier has an input referred voltage
VOS and is followed by two auto zeroing capacitors.

The operation of the OOS technique is described as follows. During the offset storing
phase, switches S1 and S2 are turned off while the other switches S3 to S6 are turned on.
Then the inputs of the amplifier are connected to a common mode voltage. The input
referred offset voltage is amplified and stored on the capacitors, driving the output to
Vout = AvVOS across C1 and C2. For the moment a zero differential input results a zero
difference at the output node. Thus the circuit consisting of the amplifier and two series
capacitors exhibits a zero offset voltage.
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During the amplification phase, switches S1 and S2 are turned on while the other
switches S3 to S6 are turned off. The input signal is added to the offset voltage, only
the changes of the input signal is amplified at the output node. Therefore the offset
is canceled by measuring the output together with setting the differential input to zero
voltage and storing the results on capacitors. However, switches S5 and S6 inject charges
on the capacitors when they are turned off. The offset from the charge injection is divided
by the gain of the amplifier. In order to reduce this error, Av should be large, but Av VOS
could saturate the amplifier in an open loop configuration. For this reason, Av is typically
chosen to a low value.

Another architecture is input offset storage, as shown in figure 3.7, where a high gain
amplifier is required. This approach incorporates two auto zeroing capacitors at the input
and the amplifier is connected as a unity-gain negative-feedback loop during the offset
cancellation. The principle is described as follows. During the offset compensation phase,
switches S1 and S2 are turned off while the other switches S3 to S6 are turned on. The
amplifier is placed in a unity-gain negative-feedback loop and the capacitors C1 and C2

are charged with the offset voltage. Now, the output of the amplifier is given by:

Vout = Av
1 + Av

VOS (3.14)

where the output is equal to VOS if the gain of the amplifier is very large. Now, for a zero
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differential input, the differential output is equal to VOS.
During the amplification phase, switches S1 and S2 are turned on while the other

switches S3 to S6 are turned off. Now, the input referred offset of the total circuit is equal
to VOS/Av. The input signal is added to the offset voltage, only a change of the input
signal is amplified at the output node. In addition to the offset voltage, nonlinearities
can be introduced, such as the mismatch of the switch. The charge injection mismatch of
switches S5 and S6 may saturate the amplifier if the gain is very large. It can be minimized
by using a small switch or a large auto zeroing capacitor, thus limiting the signal speed.
Therefore, the effect from the charge injection of the OOS architecture is smaller than
that of the IOS architecture. Usually a combination of OOS and IOS architecture can be
used in order to achieve high precision with very low offset error.

3.2.2 Sampling Switches

The sample-and-hold circuit is composed of MOS switches and capacitors. The MOS
switches operating in deep triode region can cause non-linearities such as nonlinear on-
resistance, charge injection and clock feedthrough [9].

NMOS switches are also called "zero-offset" switches to denote that they have no dc
shift between the input and output voltage of the sampling circuit. However, there is
an output voltage drop of VTH while the input approaches VDD, which means that the
output voltage can not exceed VDD − VTH . That causes the nonlinearity and introduces
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the distortion. From another point of view, the on-resistance of the switch is input signal-
dependent, which is considerably increased as the input signal gets close to VDD. In the
triode region, the on-resistance of the switch is given by:

Ron = 1
µnCox

W
L

(VDD − Vin − VTH)
(3.15)

In order to accommodate the on-resistance of the NMOS switch, a PMOS switch is
added because its on-resistance decreases as the input signal approaches VDD. Therefore,
CMOS switches are used as complementary switches to achieve input signal-independent
on-resistance. The on-resistance of the complementary switches can be described as:

Ron,eq = Ron,N ||Ron,P (3.16)

= 1
µnCox(WL )N(VDD − Vin − VTHN)

|| 1
µpCox(WL )P (Vin − |VTHP |)

(3.17)

= 1
µnCox(WL )N(VDD − VTHN)− [µnCox(WL )N − µpCox(WL )P ]Vin − µpCox(WL )P |VTHP |

(3.18)

From the equation 3.18, if µnCox(WL )N = µpCox(WL )P , then Ron,eq is independent of the
input signal. Figure 3.8 shows the complementary switch and the on-resistance behavior.

Consider the sampling circuit as shown in figure 3.9, a channel exists between drain
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and source. Assuming Vin = Vout, the total charge in the channel can be obtained by:

Qch = WLCox(VDD − Vin − VTH) (3.19)

where L denotes the effective channel length. When the MOS switch turns off, the charge
in the channel will exit through the drain and source terminals, which is called "charge
injection" [10, 11]. The charge injection to the source terminal is absorbed by the input
signal, creating no error. However, the charge injection to the drain terminal will be
stored on the sampling capacitor, causing an error to the sampled signal voltage. The
resulting error appears as a "pedestal noise" at the output, and its value depends on the
input signal voltage. The fraction of charge injected in the drain terminal is a relatively
complex function of various parameters such as the impedance of each terminal and
the transition time of the clock. In reality, the charge distribution in terms of such
parameters is unpredictable and most circuit simulation programs model charge injection
quite inaccurately. Therefore it is assumed that the entire channel charge is injected on
the sampling capacitor as a worst case estimation.

In addition to the channel charge injection, another error called clock feedthrough
exists in the parasitic capacitor of MOS switch [12]. The clock signal is coupled to the
sampling capacitor through the gate-drain or gate-source overlap capacitance. As shown
in figure 3.10, the error is introduced into the sampled output voltage. The effect can be
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given by:
Verror = VCLK

WCov
WCov + CH

(3.20)

where Cov is the overlap capacitance per unit width of the switch. Note that the error
is input signal-independent and directly proportional to the size of the switch and the
power supply of the clock. Charge injection and clock feed through introduce errors into
the sampled signal, and both of them can be canceled by some techniques.

The first technique to reduce the charge injection incorporates a CMOS switch. When
the switch turns off, the opposite charge (electrons and holes) injected by NMOS and
PMOS switches cancel each other. The clock feedthrough can be minimized but not
completely canceled because the devices do not have the same overlap capacitance.

Another approach to remove the charge injection is adding a second transistor, called
"dummy" switch. As shown in figure 3.11, the dummy switchM2 is driven by the opposite
clock. When M1 turns off, M2 turns on, therefore the channel charge injection stored on
the capacitor is absorbed by the second transistor. In order to keep the charge completely
absorbed, the size of M2 should be equal to half of the transistor M1. Interestingly, the
effect of clock feedthrough can be suppressed with the same method.
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3.3 A/D Converter Architectures

The ADC architecture determines how well it can meet the required targets for our ap-
plication. The A/D converter must be fast in order to realize a high frame readout speed
sensor. In this section, several high-speed ADC architectures are reviewed.

3.3.1 Flash ADC

The well known architecture for a high-speed analog-to-digital converter is the flash con-
verter, which is the simplest and the fastest converter [13]. In this structure an array
of comparators compares the input signal voltage with a series of increasing reference
voltages. Consequently, the comparator outputs constitute a thermometer code, which
is converted to a binary weighted output code. The flash architecture exhibits a good
performance and can be easily implemented with the repetition of simple comparator and
a decoder.

Figure 3.12 shows a block diagram of an N-bit flash ADC. The converter is composed
of 2N − 1 comparators, a resistor ladder including 2N − 1 references and a decoder.
The ladder subdivides the main reference into 2N − 1 equally spaced voltages and the
comparators convert the sampled input signal into a thermometer digital code. This code
is converted into a binary output by using a decoder. The performance of the flash ADC
is determined by that of the constituent comparators, which usually incorporate a clock
controlled architecture including a preamplifier and a latch. Therefore the flash ADC can
achieve high speed (several GS/s) [14, 15, 16, 17].

The flash ADC suffers from a number of drawbacks such as the comparator offset,
high power consumption and large area [18, 19]. Since the number of comparators grows
exponentially with the number of bits, the ADC requires a large area and power con-
sumption for a high resolution. Furthermore the large number of comparators can bring
many problems such as the deviation of the reference generated by the resistor ladder, the
offset of the comparator, large input capacitance and the kickback noise at the expense
of silicon area and power as 2N − 1 comparators are required. Hence, flash architecture
is not suitable for the column level A/D converter.



60 3.3. A/D Converter Architectures

Vref Vin

D
e

c
o

d
e

r

Digital output 

N bits

Figure 3.12: Block diagram of an N-bit flash ADC.

3.3.2 Two-Step ADC

In order to avoid some of the problems encountered with the flash ADC, the two-step
ADC also called half-flash ADC was developed [20, 21]. The two-step architecture is one
of the residue type ADC structures, as shown in figure 3.13, which is composed of a coarse
ADC, a digital-to-analog converter, a subtractor, an inter-stage gain block, a fine ADC
and a bit combiner.

The operation principle is described as follows. Firstly, the sampled input signal is
quantized by a coarse ADC with B1 most significant bits (MSB). After the coarse quanti-
zation the outputs containing large quantization error are converted into an analog value
again by using a D/A converter. This analog value is subtracted from the input signal
and the computed missing voltage is quantized by a fine ADC with B2 least significant
bits (LSB). The fine converter has to have the full-scale range of 1 LSB of the coarse
quantizer (FSfine = FScoarse/2B1) to achieve the precision in the order of the overall
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ADC half-LSB. Therefore a high precision fine converter is required. In order to relax
the accuracy of the fine ADC, an amplifier with a gain factor of 2B1 is used before fine
quantization. Thus the fine ADC has the same resolution as the coarse ADC, and they
can use identical stages. The outputs of the coarse and fine ADCs are combined by an
error correction logic, having the overall resolution of (B1 + B2) bits.

In this architecture less comparators are used than the full-flash ADC. Higher reso-
lution can be easily obtained without large area and high power consumption [22, 23].
However, the D/A converter in this application needs to have the full accuracy of the
ADC. Furthermore a sample-and-hold amplifier is employed to store the residue of input
signal for fine quantization, and therefore coarse and fine ADCs can operate concurrently
during one clock cycle. In this way the conversion time can be significantly decreased.

3.3.3 Subranging ADC

The subranging converter architecture is based on a two-step architecture [24]. However,
in the subranging architecture no subtraction stage between the coarse and fine converter
is used. Figure 3.14 shows the typical architecture of the subranging ADC. It is composed
of a sample-and-hold circuit, a coarse converter, a fine converter, a resistor ladder, a
multiplexer and a bit combiner.
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The subranging converter has less area and lower power dissipation [25, 26]. The
number of the comparators is 2N/M , where N is the overall ADC resolution, and M is
the number of stages. Furthermore the resistor ladder can generate 2N − 1 references.
The operation principle is as follows. Firstly the sampled input signal is quantized by a
coarse ADC that determines the B1 most significant bits. When the coarse information is
obtained, the fine resistor ladder taps are addressed by the results from the coarse ADC.
Then the fine conversion takes place and transmits the B2 least significant bits. The
overall resolution of (B1 + B2) bits are produced by a combiner at the output.

The conversion in subranging architecture needs a clock multiplexer instead of one
clock as in a flash ADC. Therefore the conversion speed decreases as the number of
subranging stages increase [27]. The comparator required for the coarse converter has less
gain than that of the fine converter, which should have an accuracy of the overall ADC
resolution.
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3.3.4 Pipeline ADC

The pipeline architecture is another residue type ADC [28, 29]. The principle is based on
cascading several low resolution stages to obtain high overall resolution. For example, a
10-bit ADC can be built with series of 10 ADCs of each 1 bit only. Each stage performs
coarse A/D conversion and computes the quantization error. In order to achieve a high
conversion rate, all stages operate concurrently.

Figure 3.15 shows the architecture of the pipeline ADC. It consists of a cascade of
identical stages that are separated by a sample-and-hold block, which is part of the sub-
converter stage. Following the S/H circuit, a sub-converter including a sub-ADC, a sub-
DAC, a subtracter and an inter-gain amplifier produces Bi bits digital outputs. The
operation principle is as follows. First the sampled input signal is quantized by the sub-
ADC, and then reconstructed by the sub-DAC, which has an accuracy of the overall ADC
resolution. This quantized analog signal is subtracted from the sample input signal of the
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stage. After the subtraction, the residue is amplified by the gain stage and then applied
to the following sub-converter stage.

Because the bits from each stage are determined at different points in time, where
each stage introduces at least 1/2 clock cycle latency, all the bits corresponding to the
same sampled input signal are time-aligned with shift registers. Furthermore a redundancy
circuit often called "digital error correction" is used in order to deal with the non-idealities
with sub-ADCs, sub-DACs and gain stage [30, 31]. Note that each stage can produce the
bits when the previous stage starts processing the next sample. Therefore the overall
throughout does not depends on the number of stages, but limited by the speed of one
stage.

3.3.5 Folding ADC

The folding ADC is based on a flash architecture and combined with a two-step solution
[32]. However, it has fewer comparators than the flash, thus exhibits less area and lower
power consumption [33, 34]. The number of comparators is determined by a folding
factor which represents the number of folder times. Figure 3.16 show the architecture of
the folding ADC. It is composed of a coarse flash ADC, a fine flash ADC, a folding circuit
and a bit combiner.

No sample-and-hold circuit is required in the folding ADC. The architecture uses
analog preprocessing to transform the input signal into a repetitive output signal to
be applied to the fine converter. In this architecture the B1 most significant bits are
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determined by the coarse converter, which also determines the number of times a signal
is folded. The fine B2 least significant bits are determined by the fine quantizer which
converts the preprocessed "folded" signal into the fine code. The two ADCs operate in
parallel, thus a high conversion rate can be achieved. The overall resolution of (B1 +
B2) bits are produced by a combiner at the output. In this way, the number of the
comparators can be significantly reduced.

The folded signal is similar to the residue signal in a two-step ADC, but it is not
generated from the coarse quantization. However in CMOS circuit the folder transfer
curve is rounded and only the zero-crossing is accurate. In fact, most folding ADCs do
not use the folded waveforms, but only the zero-crossings. The number of folding stages
can be further reduced by interpolation technique.

3.3.6 Successive Approximation Register ADC

The architecture of a successive approximation register (SAR) ADC is shown in the top
part of figure 3.17. The basic converter consists of a sample-and-hold amplifier, a com-
parator, a digital-to-analog (DAC) converter and a SAR logic.

The SAR ADC basically employs a successive approximation algorithm [35]. The
operation principle is as follows. At the beginning of the conversion the most significant
bit (MSB) is set to 1 by the SAR logic. Then the sampled input signal is compared
to the output signal of the D/A converter. When the input signal is larger than the
midscale of the reference voltage (Vref ), then the MSB remains at 1. Otherwise, the
MSB of the register is cleared to 0. The SAR logic then switches on the next bit and
another comparison will be performed. The procedure continues all the way down to the
lest significant bit (LSB). Once this is done, the conversion is complete and the digital
output is available in the SAR logic. In the bottom part of figure 3.17 an example of a
4-bit conversion procedure is shown. The output value in the figure is 1001. A complete
conversion in the SAR architecture requires N switching and comparison operations to
convert the input signal into an N-bit digital output.

The two critical components of a SAR ADC are the comparator and the DAC. The
comparator should resolve the small differences in Vin and VDAC within the specified time.
The speed of a SAR ADC is limited by the settling time of the DAC, which requires to
settle within 1/2 LSB of the overall ADC resolution. Also the linearity and accuracy of
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this architecture depend on the performance of the DAC. The SAR ADC is frequently
the architecture of choice for medium-to-high resolution with moderate sampling rate.
The primary advantages of SAR ADCs are low power consumption, high resolution and
accuracy [36, 37]. Therefore it is suitable to a power efficient ADC design, which will be
discussed in more detail in section 3.4.

3.3.7 Sigma-Delta ADC

All the ADC architectures described in previous sections are often called Nyquist rate
ADCs. In this section a sigma-delta converter also called oversampling ADC is presented,
i.e. the sampling rate is much higher than the Nyquist rate [38, 39]. A block diagram of a
sigma-delta ADC is shown in figure 3.18. The converter consists of a S/H, a sigma-delta
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modulator, a low-pass digital filter and a down sampler. The sigma-delta modulator in-
cludes an integrator, an internal A/D converter and a D/A converter used in the feedback
path.

The sigma-delta converter’s primary internal cells are the Σ∆ modulator and the
decimation filter. The Σ∆ modulator samples the input signal at a very high rate into a 1-
bit stream. It uses a function called noise-shaping that pushes low-frequency quantization
noise up to higher frequencies where it is outside the band of interest. Then the out-of-
band quantization noise can be removed by a digital low-pass filter following the ADC.
After the low-pass filtering is performed, the digital signal can be downsampled to the
Nyquist rate without affecting the signal to noise ratio. The collective operation of low-
pass filtering and downsampling is known as decimation filter.

The resolution of the sigma-delta ADC can be improved by increasing the order of
the modulator [40]. Multi-order modulators shape the quantization noise to even higher
frequencies than the lower-order modulators. However, some of the disadvantages of the
second- or multi-order modulators appear including increased complexity, multiple loops
and design difficulty.
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3.4 Column-Level ADC Suitable to Vertex Detector

Since more than 30 different MIMOSA1 prototypes are designed and fabricated, column-
parallel readout architecture has become increasingly popular to increase the readout
frequency, allowing reading up to 10 k frames/s. The sensors foreseen for the outer layers,
which are the largest ones, standing for about 90% of the total VTX surface, have less
constrains in term of spatial resolution and read-out speed. A single point resolution of
3-4 µm combined with an integration time shorter than 100 µs are expected to constitute
a valuable trade-off. In this case, the design effort focuses on minimizing the power
consumption. A larger pixel pitch of 35 µm combined with a 4-bit ADC is proposed,
therefore reducing the power consumption and keeping necessary spatial resolution. Thus
a power efficient column-level ADC architecture is quite necessary for the outer layers.

In order to achieve an integration of 100µs in a full size sensor (about 2 × 2 cm2),
the ADC accommodating the pixel read-out in parallel is required to work at a frequency
of 6.25 MHz (160 ns/row). Figure 3.19 shows the power efficient of the different ADC

1standing for Minimum Ionizing particle MOS Active pixel sensor.
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architectures [41]. The operation rate of the ADC for the sensor is located in the blue
zone. It can be derived that the successive approximation register (SAR) ADC is the
best choice for our application. The SAR ADC employs only one comparator, thus has
a lower power consumption at moderate speed. As described in Chapter 4, the power
consumption can be controlled by using an intelligent logic to achieve an ultra low value,
and techniques are developed to achieve a significantly low-area while maintaining the
conversion of signals within the expected frequencies.

3.5 Summary

Performance of the ADC have been reviewed in this chapter including DC specifications
and dynamic specifications. Some error reduction techniques are described. A brief
introduction of different ADC architectures has been presented, including flash ADC,
two-step ADC, subranging ADC, pipeline ADC, folding ADC, successive approximation
register ADC, and sigma-delta ADC. A power efficiency comparison of these architectures
has been analyzed and the SAR architecture is chosen for the column-level ADC in the
CMOS sensor prototype. A detailed description of the design of the sensor prototype will
be presented in the next chapter.
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Chapter 4

Design of a Sensor Prototype

The performance and characteristics of different ADC architectures have been described
in the previous sections. The architecture suitable for the CMOS pixel sensor has been
selected. In this chapter, a sizable sensor prototype consisting of a pixel array integrated
with 4-bit column-level ADCs is presented. The first section of this chapter describes the
system level design of the prototype chip. In the following sections circuit implementations
including pixel and ADC are presented. Also the design requirements and considerations
are described in more details. The simulation results of the prototype chip are presented,
and finally, a short conclusion about this design is provided.

4.1 Global Architecture

The sensor prototype is composed of a matrix of 48 × 64 pixels with a 4-bit column-
parallel analog-to-digital converter (ADC). Figure 4.1 shows the overall architecture of
the proposed CPS. The sensor is composed of a pixel array, column sample-and-hold (S/H)
circuits, 4-bit column-level ADCs, reference buffers, latch array, memory buffers, 8 to 1
multiplexers, timing control circuits, a finite state machine sequencer, JTAG controller, a
row sequencer, bias circuits and analog drivers. Each pixel, with 35 µm pitch, incorporates
in-pixel amplification for mitigating the noise sources of the signal, and a correlated double
sampling operation for subtracting the average pixel noise. The pixel array is readout in
a rolling shutter mode which is steered through a row sequencer located on the left side.
In order to realize a fast frame rate, the 48 pixels per row are simultaneously read out in
160 ns (one horizontal scanning time).
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Figure 4.1: Global architecture of the CMOS pixel sensor.

As described later, the ADCs accommodating the pixel readout in parallel complete the
conversion by performing a multi-bit/step approximation. The ADC design resembles the
successive approximation register architecture (SAR), featuring low power consumption
with moderate speed (several MS/s). Previous prototypes allowed to check that the
noise floor of the pixel is about 1 mV. Since the particle position reconstruction improves
when using the charge center of gravity, the small signals (a few mV) approaching to
the noise are much more important. In order to improve the resolution on the particle
position reconstruction, the least significant bit (LSB) is set at the level of the noise.
Earlier physics studies show that a rough encoding of the high amplitude delivered by
those pixels in a cluster does not degrade the resolution. Therefore a variable charge
encoding is employed, ranging from a maximum of 4 bits for signals of small magnitude
to only 2 bits for large signals. After the A/D conversion, the digital outputs are loaded
in memory buffers, which will be serially transmitted to the outside through the 8 to 1
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multiplexer. The setting parameters of the sensor are remotely programmable through
the JTAG circuits. In order to compare the performance of the readout circuits, the chip
is integrated with eight analog drivers.

4.2 Pixel Circuit

In order to improve the spatial resolution and tracking performances of detectors equipped
with CMOS sensors, the performance of the pixel circuit such as the signal-to-noise ratio
should be increased. Therefore an in-pixel amplifier is used in the pixel circuit. The
objective of the in-pixel amplifier is to maximize the signal-to-noise ratio for a given pixel
pitch size and Nwell charge collection diode size, and minimize the power consumption.
Also the pixel circuit should exhibit a small pixel-to-pixel performance difference due to
the CMOS process variation.

Figure 4.2 shows the schematic of the pixel, which has been well used in previous sen-
sors (MIMOSA 26 designed for EUDET beam telescope [1], [2] and ULTIMATE equipping
the STAR-PXL sub-system [3], [4]). The pixel concept combines in-pixel amplification
with a correlated double sampling operation. In a twin-well CMOS technology, the dif-
ficulty of in-pixel circuits design is that only NMOS transistors can be used, because
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Table 4.1: The simulation results of the pixel circuit

Parameter Value

Pixel size 35 µm × 35 µm

Power supply 3.3 V

ENC (equivalent noise charge) 11 e−

Conversion gain 80 µV/e−

Current in pixel 3 µA

Current in SF 50 µA

Read-out time 160 ns

any additional Nwell used to fabricate PMOS transistors would compete with the sensing
Nwell/Pepi diode for charge collection.

The collected charges are converted into signal voltage through an Nwell/Pepi diode.
In order to maximize the signal to noise ratio, a common source amplifier with enhanced
gain and feedback featuring low offset was employed [5]. The amplifier uses a cascode
architecture, including transistorM2,M3,M4 andM5. With a biasing transistor (M6), the
gain of the amplifier is significantly improved. The feedback is composed of a transistor
(M1) and a capacitor (C1), which features a low pass filter with a large time constant
(C1/gm1) and provides bias via high resistive diode (D2) for the sensing diode (D1).
Due to the low pass filter and diodes capacitances, the resulting discharge time is very
long, but can be accepted at low occupancy rates. Both the discharge time and the
diode capacitance are very large, resulting in the storage of low frequency noise at the
output of the amplifier. Thus a correlated double sampling (CDS), based on a clamping
technique (M7 and C2), is used to reduce the low frequency noise. Here both capacitors
are implemented with NMOS transistors. The pixel circuit can be selected by a select
transistor (M9). The pixel output signal after clamping is buffered to the ADC by a
source follower (M8). At each scanning time, only one row is powered on, reducing the
pixel array’s power consumption to one row only.

The designed layout is simulated using Spectre, taking into account the extracted
parasitic capacitances. The pixel circuit is powered with an analog power supply of 3.3
V during a readout time of 160 ns. Thus the readout time of the pixel circuit is 160 ns.
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The pixel circuit has been simulated at the room temperature. The simulation results of
the pixel circuit are summarized in table 4.1.

4.3 Column-Level ADC

The fundamental building blocks of this ADC are a S/H circuit, a comparator, digital
logic and a DAC. In this section, the design considerations of the fundamental building
blocks are described.

4.3.1 Design Requirements

In this application, the design of such a column-parallel ADC is constrained by several
factors. The ADC needs continuous signal conversion, and therefore does not have dead
time. In order to read out a 2 cm long sensor in about 100 µs or less [6], the column ADC
requires a high sampling rate. Due to the cooling system limitation which contributes
as well as to the material budget, the power consumption of the column ADC must be
minimized, which should be less than 500 µW [7]. The dimensions of the dead zones
should be minimized to enable the pixel array to fit in the available space allowed by the
vertex detecting environment. The readout chain ought to introduce very low noise (less
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than 1 mV) in order to get a reasonable signal to noise ratio. Also, offset compensations
between different column ADCs should be considered.

4.3.2 Operation principle

The main components of the ADC are a sample-and-hold (S/H), a digital-to-analog con-
verter (DAC), a comparator, and a digital state machine (FSM) [8], [9]. A block diagram
of this ADC is shown in figure 4.3. A pipelined front-end S/H is employed to sample
and amplify the pixel signal. A switched DAC generates reference voltage based on the
computed digital value from the FSM. The comparator includes a buffer, a preamplifier
and a dynamic latch to decide whether the DAC output is positive or negative, serially
producing the digital output bits. According to the comparison result, the digital logic
performs the multi-bit approximation algorithm and drives the switches of the DAC.
Additionally, the Clock Manager block and Overthreshold signal are used to generate a
dedicated power-saving timing.

The flow of the ADC approximation procedure is shown in figure 4.4. As for the
successive approximation, this architecture performs four comparisons and requires four
clock cycles to produce a digital output. One of the major differences is that the common-
mode voltage of the reference DAC gradually increases from ground (Vthreshold) to Vref .
Previous prototypes allowed to check that the noise floor of the pixel is about 1 mV. In
order to improve the resolution on the particle position reconstruction, the least significant
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5.2.1 Sequence of the ADC 

 The sequence of the ADC is shown in figure 5 (page 17). 
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Figure 4.5: Input/output characteristic of an ideal multiple-bit/step ADC.

bit (LSB) is matched to the level of the noise.
Earlier physics studies have shown that a rough encoding of the high amplitude deliv-

ered by those pixels in a cluster did not degrade the resolution on the reconstructed impact
position. Therefore a variable charge encoding is employed, ranging from a maximum of
4 bits for signals of small magnitude to only 2 bits for large signals. The ADC operation
is described as follows. At the sampling phase, the output of the DAC is switched to
ground (Vthreshold). Next, the comparator makes the first comparison. If Vin is higher
than Vthreshold, the switching sequence requires an upward transition by a step of four
least significant bit (LSB) voltages to do the next comparison. Otherwise, the conversion
stops, producing the digital output value and the DAC is still connected to ground until
the next conversion. At the second phase, the comparator does the comparison again. If
the comparison result is positive, the switching sequence repeats the same upward tran-
sition. Otherwise, the ADC performs a downward successive approximation until the
output is decided, with the DAC reference changing by each step of one LSB voltage. At
the third phase, the ADC repeats the same procedure. However, the successive step of the
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Figure 4.6: ADC operation waveforms showing (a) operation plan (b) timing control.

reference increases to two LSB voltages for downward successive approximation. At the
last phase, the output is produced directly according to the comparison result. Therefore
8 references are required in this ADC. Figure 4.5 shows the input/output characteristic
of an ideal multiple-bit/step ADC.

4.3.3 Optimal Power Saving

Accounting the fact that in the outer layers of ILD-VTX, the hit pixel density is in the
order of a few per thousand, the ADC is designed to operate in two modes in order to
minimize the power consumption. The ADC employs a threshold voltage (Vthreshold) as a
trigger. If the pixel signal (Vin) is higher than Vthreshold, the ADC works in active mode
and does the conversion. Otherwise, the ADC works in inactive mode and goes asleep
until the next conversion.

The operation plan of this ADC is shown in figure 4.6(a). In order to increase the
readout speed at a time, the auto-zeroing and sampling operations are implemented asyn-
chronously, thus acting a pipelined stage. As a consequence, this ADC architecture re-
quires a separated sample-and-hold (S/H) circuit. The conversion starts after auto-zeroing
and converts the signal voltage from the last sampling. Furthermore, as described below,
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this approach improves the operation speed and eliminates fixed pattern noise (FPN) of
the column ADC.

Figure 4.6(b) shows the timing control of the ADC. The power consumption of both
digital circuits and analog circuits is directly proportional to their operating speeds at a
constant supply voltage. This suggests that the ADC power dissipation can be scaled by
increasing the clock period and reducing the analog bias currents if the ADC is not always
running at a fixed (maximum) sampling rate (i.e., speed-on-demand). These approaches
have been implemented successfully in [10], [11]. Alternatively, power scaling can also be
achieved by clock-gating the digital circuits and power-gating the analog circuits between
sleep-active conversions at a constant operating rate. In the case of digital circuits, the
clock cycle is disabled during an inactive conversion. In the case of an analog circuit,
the bias current is controlled by a switch similar to [12], thus working in the discrete-
time domain. In our application, the operation speed (i.e., sampling rate) is fixed, and
therefore the latter approach has been used. Due to the fact that the sampling circuit
is always running through the entire operation plan in order to avoid the dead time, the
power scalability can only be performed in auto-zeroing and bit-cycling phases. During
the auto-zeroing, the dynamic latch of the comparator and digital logic are disabled by a
clock-gating control. During the active conversion, however, the events occur at irregular
intervals, hence the analog bias current and clock are power-gated according to the first
comparison result. If the first comparison result is zero (i.e., Vin < Vthreshold), the bias
current and clock are disabled. Specifically, the signal Sleepmask clock-gates the dynamic
latch and finite state machine, and in active conversion, the signal Overthreshold in figure
4.3 power-gates the analog bias current and clock. This approach can significantly save
power consumption.

4.3.4 Sample-and-hold

4.3.4.1 Capacitive Feedback Analysis

The sample and hold circuit is based on a switched-capacitor (SC) circuit. Figure 4.7
shows the typical architecture of a switched-capacitor circuit. It is composed of switches,
a sampling capacitor (Cs), a feedback capacitor (Cf ) and a operational amplifier. The
operation needs non overlapping clocks in order to sample and amplify the input signal.
The SC circuit is often used for an integrator. The input signal is sampled first in the
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Figure 4.7: Typical sample-and-hold circuit.

sampling capacitor (Cs) and in the next clock phase the sampled charge is moved to the
feedback capacitor (Cf ). Then the voltage at the output can be amplified by the gain
stage. The transfer function of the SC circuit is given by:

Vout
Vin

= −Cs
Cf

(4.1)

The noise power of the output samples is equal to the power spectral density of Vout
(during amplification phase) integrated over all frequencies.

Vout

Cs

Cf

GmVx I
Cp

Vx

Ro CL

Figure 4.8: Small signal model of the switched-capacitor (SC) circuit.

In order to determine the stability and closed loop gain characteristics, the loop gain
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of the SC circuit is analyzed [13]. Figure 4.8 shows the small signal model of the SC
circuit. The loop transmission can be given by:

T (s) = β ·Gm · (R0 ‖
1

sCLtot
) (4.2)

where β is the feedback factor and CLtot is the total capacitor load. The feedback factor
is

β = Cf
Cf + Cs + Cp

(4.3)

where Cp the parasitic capacitor at the input node of the operational amplifier. And the
total capacitance is

CLtot = CL + (1− β)Cf (4.4)

From equation 4.2, the loop transmission is equal to βGm/sCLtot at high frequencies.
Therefore the unity gain (crossover) frequency of T(s) is

| βGm

jωcCLtot
| = 1⇒ ωc = βGm

CLtot
(4.5)

Note that the resistance load R0 is irrelevant at high frequencies. The closed loop transfer
function can be given by

A(s) = −Cs
Cf
· T (s)

1 + T (s) (4.6)

Therefore the -3dB frequency of the closed loop circuit is

| ωc
jω−3dB + ωc

| = 1√
2
⇒ ω−3dB = ωc (4.7)

Note that the closed loop bandwidth is equal to unity gain frequency of T(s). In capacitive
feedback circuit, the stability and phase margin can be determined by the phase of T (jω)
at its unity gain frequency.

4.3.4.2 Operational Amplifier

The operational amplifier used in a switched capacitor circuit is an important building
block, which limits the performance such as the accuracy, the speed, the noise and the
power consumption. In this section, the design considerations of the operational amplifier
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are described.
In switch capacitor circuit, the finite open loop gain of the amplifier can cause static

error. Also the operational amplifier needs fast settling to voltage steps at the input in
order to reduce the dynamic error. The step response of the SC circuit can be given by
[14]

Vout(t) = −Cs
Cf
· Vstep ·

T0

1 + T0
· (1− e−t/τ ) (4.8)

where T0/(1 + T0) results in the static error ε0 and 1− e−t/τ results in the dynamic error
εd, respectively. Here, T0 is equal to β ·GmR0 and τ is equal to 1/ω−3dB.

The gain of the operation amplifier can be derived from the tolerable static error,
which is

ε0 = 1
T0

= 1
βA0

(4.9)

where A0 is the finite gain of the amplifier. The settling time ts can be defined by the
tolerable dynamic error, which is

εd,tol = e−ts/τ ⇒ ts = − 1
ω−3dB

· ln(εd,tol) (4.10)

where ω−3dB is equal to βGm/CLtot. Here Gm/CLtot can be considered as the unity gain
frequency of the operational amplifier. The switch capacitor circuit operates in non over-
lapping clocks. Thus the required number of time constants within 1/2 period of the
sampling clock can define the minimum bandwidth, which is

ts = − 1
ω−3dB

· ln(εd,tol) <
1
2

1
fCLK

(4.11)

where ω−3dB is equal to ωc. Therefore equation 4.11 can be changed to

fc
fCLK

> − ln(εd,tol)
π

(4.12)

For example if the dynamic error is 1%, the ratio of fc/fCLK is equal to 1.5. Furthermore,
if the error is decreased to 10−6, the ratio is only ∼ 3 times larger up to 4.4.

The dominant noise in capacitive feedback amplifier is thermal noise, which is related
to the kT/CLtot noise. In order to reduce the noise, the capacitor load needs to be
increased. However, that would cause a large current to drive in the amplifier. Therefore
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Figure 4.9: (a) Sample and hold architecture and (b) related timing diagram.

a tradeoff should be taken between noise and power consumption.

4.3.4.3 S/H Implementation

This ADC employs a sample-and-hold (S/H) circuit at the front-end to eliminate the con-
version dead time. In order to realize high speed and low noise performances, a pipelined
dual correlated double sampling (CDS) architecture is proposed. Figure 4.9(a) shows the
architecture of the S/H circuit, which is composed of a charge redistribution circuit (i.e.,
first CDS circuit), an auto-zeroing capacitor (Coffset) and two analog memories (C1 and
C2). The first CDS circuit is a commonly used switched capacitor circuit, which consists
of an operational transconductance amplifier (OTA), an input capacitor (Cs), a feedback
capacitor (Cf ) and MOS transistor switches.

The timing diagram is shown in figure 4.9(b). This dual CDS architecture can get
a high noise suppression because the FPN cancelation is performed twice. Each CDS is
used to eliminate the offset of the pixel and OTA individually. The first CDS sequence
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is as follows. Firstly, the pixel output signal charge is placed on Cs during the sampling
(Read) phase. After that, there is a pixel clamp operation causing the reset level of the
pixel output to appear at Vpixel_out. This eliminates the offset of the pixel outputs which
causes FPN. During the amplification (Calib) phase, the MOS transistor switch controlled
by Calib is reconnected to the pixel output signal, and the charges transfer from Cs to
Cf . Therefore the sampled signal voltage is amplified by the ratio of Cs to Cf . The use
of column S/H circuits causes FPN due to variations in the OTAs. To reduce the offset
of the column OTA, a second CDS circuit is employed, which consists of an auto-zeroing
capacitor (Coffset), two analog memories (C1 and C2) and MOS transistor switches. The
auto-zeroing capacitor stores the offset of the OTA during the sampling phase and corrects
the output value during the amplification phase. The two memory capacitors are used to
realize a pipelined stage. While one is sampling the input signal, the other one is holding
the output voltage to be processed. This pipelined architecture strongly increases the
readout speed.

The gain of this S/H circuit is given by

GS/H = Vout
Vpixel_out

≈ Cs
Cf
· Coffset
Coffset + C1,2

. (4.13)

Here, Cs/Cf is the gain of the switched capacitor circuit. The value of C1,2 is chosen to
limit the kT/C noise effect. In order to maximize the gain, Coffset should be maximized;
however, that would produce a large parasitic capacitor causing a large current to drive
in the OTA. Therefore a tradeoff should be taken between gain and power.

The performances of the S/H circuit can be affected by non-idealities such as capacitor
mismatch, finite operational amplifier (opamp) gain and incomplete settling. To reduce
the error due to capacitor mismatch, symmetric capacitor layout is mandatory. The
opamp must have a high gain and a large bandwidth to meet the accuracy and speed
requirements. For a n-bit converter, the error due to finite gain and incomplete settling
must be less than 1/2 LSB. Therefore the requirements for the opamp gain and unity-gain
bandwidth have to satisfy the following condition

( 1
A0 · β

+ e−ωµ·β/2fs) < 1
2n+1 (4.14)

where A0 is the opamp dc gain, β = Cf/(Cs + Cf ) denotes the feedback factor, ωµ is the
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Figure 4.10: OTA schematic.

opamp unity-gain bandwidth and fs is the ADC sampling frequency. For simplicity, each
of the errors should be less than 1/4 LSB. Thus, the two requirements for the opamp are

A0 >
2n+2

β
(4.15)

ωµ >
2fs · (n+ 2) · ln2

β
. (4.16)

The speed of a S/H circuit is determined by the settling time of the opamp that can
be categorized into the nonlinear slewing time and the quasilinear settling time. For our
application, the period of the sample-and-hold circuit is 160 ns and the time allocated
for settling (Calib) is 50 ns. The opamp unity gain bandwidth is directly related to the
capacitive load. The larger the load capacitance, the higher the power is required to
achieve a given bandwidth. From equation 4.15 and 4.16, the required gain and unity
gain bandwidth of the OTA for a 4-bit ADC can be calculated.

The simplest way to design a high-gain amplifier is to use a telescopic cascode archi-
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Figure 4.11: Loop gain and phase margin of the OTA.

tecture. The single-stage telescopic cascode architecture can achieve the same gain as
a two-stage amplifier with only two current legs, therefore having maximum power effi-
ciency. An issue of the telescopic amplifier is its low output swing. In order to get a high
output voltage swing, an auxiliary biasing branch is inserted in the structure. Figure 4.10
shows the schematic of the high-gain OTA.

The gain of the telescopic amplifier can be given by

Av ∼= gm1,2[(gm3,4ro3,4ro1,2) ‖ (gm7,8ro7,8ro5,6)] (4.17)

where gmi and roi are the transconductance and the resistance of the transistor, respec-
tively. The unity gain frequency of the amplifier is given by

ωu = gm1,2

CLtot
(4.18)

where gm1,2 is the transconductance of the input transistor M1, M2 and CLtot is the load
capacitance. The input referred noise voltage can be given by

V 2
n = 16

3 kT ·
1

gm1,2
(1 + gm5,6

gm1,2
) + 2 KN

(WL)1,2Coxf
+ 2 KP

(WL)5,6Coxf

g2
m5,6

g2
m1,2

(4.19)
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Table 4.2: The simulation results of the OTA

Parameter Value

Power supply 3 V

Loop gain 46.5 dB

Phase margin 86.5◦

Closed loop bandwidth 19.1 MHz (Cload = 500 fF)

Offset with Monte Carlo simulation
Mean value = 0.39 mV
Standard deviation = 2.7 mV

Current 87 µA

Input referred noise 68.3 µV

Total area of S/H 35 µm × 193 µm

where k is Boltzmann constant, T is the Kevin temperature, gmi is the transconductance
of the transistor, KN , KP are the process-dependent constants of NMOS and PMOS
transistors, respectively. The first item is thermal noise and the last two items are flicker
noise, also called 1/f noise. The flicker noise can be ignored. From the equation 4.19,
the input referred noise can be reduced by increasing the transconductance of the input
transistors, or decreasing the transconductance of the load transistors.

The gain of the sample-and-hold circuit is designed by 4. Considering the parasitic
capacitance at the input node, the feedback factor is set to 0.13. According to equation
4.15 and 4.16, the required loop gain and closed loop bandwidth are calculated as 36 dB
and 13.2 MHz. In practise, the actual opamp gain and bandwidth should be larger than
this calculated value considering any process variation. Figure 4.11 shows the loop gain
and phase margin simulation curve. The simulation results of the capacitive feedback
OTA are summarized in table 4.2.

4.3.5 Comparator

4.3.5.1 Principle

The comparator is one of the most important functional blocks in the SAR ADCs. The
performance of the converter strongly depends on its constituent comparator to achieve
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Figure 4.12: Input/output characteristic of an ideal comparator and a high-gain amplifier.

high resolution and speed. The comparator can be considered as a 1-bit converter, which
compares the given input signal with a reference and then produces an output voltage
depending on the polarity of the input. Here, the output voltage works as a logic output
of ONE or ZERO. The critical performance parameters of the comparator are gain, speed
and offset. In the following sections the parameters are described in more detail.

Figure 4.12 (the left) shows the input/output characteristic of an ideal comparator with
infinite gain [15], indicating a steep transition while Vin is equal to Vref . The nonlinear
characteristic can be approximated with that of a high-gain amplifier, as shown in the
right of the figure 4.12. Here, the slope of the transfer curve around the crossing point
(Vin = Vref ) is equal to the DC gain of the amplifier. Therefore in order to achieve
high resolution, the gain of the amplifier should be increased. However, a comparator
using a high-gain amplifier will suffer from the trade-offs among speed, gain and power
consumption. Usually the comparator incorporates positive feedback to obtain a very
large gain and a high speed.

Regenerative latches can be used as a positive-feedback amplifier to realize high gain
and speed. In order to avoid unwanted latch-up, a strobe clock signal is used to enable the
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Figure 4.14: A simplified small signal model of the latch.

latch at the proper time. The latch amplifies small inputs by the positive feedback to a
digital output in the regeneration phase. The time response of a simple latch is analyzed
in the following.

Figure 4.13 shows a simple latch comprising two identical back-to-back amplifiers with
a single-pole response. The simplified small-signal model of the latch is shown in figure
4.14. From the small signal circuit, we can write

−GmVin = Vout
R0

+ CL
dVout
dt

(4.20)

−GmVout = Vin
R0

+ CL
dVin
dt

(4.21)

The above equations can be rearranged to

−GmR0Vin = Vout +R0CL
dVout
dt

(4.22)
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−GmR0Vout = Vin +R0CL
dVin
dt

(4.23)

Here, GmR0 and R0CL denote the gain (A0) and time constant (τ0) of the amplifiers,
respectively. Then we have

− A0Vin = Vout + τ0
dVout
dt

(4.24)

− A0Vout = Vin + τ0
dVin
dt

(4.25)

Subtracting the second equation from the first one, we have

Vout − Vin = τ0

A0 − 1 ·
d(Vout − Vin)

dt
(4.26)

If the initial voltage (Vout − Vin)|t=0 = V0, then

Vout − Vin = V0 · exp[(A0 − 1) t
τ0

] (4.27)

In a typical latch, A0� 1, resulting in a positive exponential function. Therefore Vout−Vin
can regenerate very quickly in a short time. The regeneration time constant is equal to
τ/(A0 − 1). Figure 4.15 shows the time response of the latch.

The settling time of the latch used for the comparator is the time needed to produce
a logic output to trigger the following digital circuit. If Vout − Vin is required to reach a



4. Design of a Sensor Prototype 95

clock

Preamp

enable

Vin-

Vin+

Latch

Vout

Figure 4.16: Offset compensated comparator with preamplifier.

certain value V1, then the settling time is given by

T1 = τ0

A0 − 1 ln
V1

V0
(4.28)

Equation 4.28 indicates that T1 can be reduced by decreasing τ or increasing A0. The
required time should be shorter than the allocated time in the regenerative phase. If T1

is quite long, the phenomenon called "metastability" occurs.
The latch used for comparator can achieve high gain and speed. However, the res-

olution is limited by its large offset, which is an important parameter to be considered.
In order to reduce the offset of the latch, a preamplifier is usually used [16], which is
placed in front of the latch. Figure 4.16 shows the architecture of the offset compensated
comparator. The offset of the comparator is reduced by the gain of the amplifier so that
the precision is improved. Also the kickback noise generated from the regenerative latch
can be decreased by the preamplifier. Note that the use of the preamplifier introduces
static power consumption, which is larger than the dynamic power consumption of the
latch. In order to reduce the static power consumption, the preamplifier can be disabled
by a clock signal when appropriate.

4.3.5.2 Implementation

The comparator is responsible for resolving small inputs into digital values. It is composed
of a buffer, a preamplifier, a regenerative latch and a static flip-flop, as shown in figure
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4.17. The preamplifier provides sufficient gain to compensate for the input referred offset
voltage of the dynamic latch and isolates the latch kickback noise. Additionally, the buffer
is used to improve the drive capability of the input. In order to reduce their contribution
to the comparator offset, an output offset storage (OOS) architecture is used.

The differential inputs of the preamplifier are the pixel output and the DAC output
individually. Specifically, the pixel output voltage is stored on the memory capacitor (C1

or C2). This value is sensitive to the kickback noise, and therefore a buffer is added
in the front of the preamplifier to mitigate the kickback noise. Figure 4.18 shows the
circuit diagram with the buffer. During the conversion period, either Sample1 or Sample2
is closed and the pixel output voltage is actively settled. When the switch Offsetcancel
is closed, the charge on the capacitor is shared with the parasitic capacitance (Cip).
Consequently, a low input capacitor buffer is employed to reduce this error. Additionally,
in order to avoid an accumulated error between different conversions, the charge on the
parasitic capacitor should be reset before the sampling switch is closed.

The preamplifier employs two stages to get reasonable gain and speed, as shown in
figure 4.19. The first stage is a differential nMOS input pair with diode-connected loads,
which determines the gain of the preamplifier. The second stage is a pMOS source follower
(SF) to improve the speed, which does not have body effect. Due to the required bias
current, the preamplifier consumes static power, which is larger than that of the dynamic
latch. In order to reduce the average current draw, the preamplifier is enabled using M9
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to turn off the current when appropriate. During the conversion period, when the first
comparison result is zero (i.e., Vin < Vthreshold), M9 is turned off and the current through
the preamplifier is disabled until the next conversion. The power savings are proportional
to the amount of time that the preamplifier is disabled.

The preamplifier biases are chosen to satisfy four specifications: offset, noise, gain and
speed. The offset and noise of the preamplifier are eliminated by the OOS architecture.
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Therefore only gain and speed are considered. Note that the input to the comparator has
been amplified by the sample and hold, and the preamplifier must settle the input in half
of the clock period, with the dynamic latch using the other half. Thus, the requirements
for the preamplifier gain and speed are given by [17]

AV
C0

C0 + CL
>
VOS
VFS
· 2n+2

GS/H

(4.29)

ω−3dB > 2fclk · (n+ 2) · ln2 (4.30)

where C0 is the auto-zeroing capacitor limited by the kT/C noise constraint, CL is the
input capacitance of the latch, VOS is the input referred offset voltage and VFS is the
full scale input voltage. Note that AV ≈ gm1/gm3, where gm is the transconductance of
the transistor. Thus, in order to improve the preamplifier gain with limited current, the
current efficiency (gm/ID) of the input devices should be improved, which suggests the
MOS transistors operate in moderate to weak inversion. However, the cutoff frequency
(fT ) of the transistors drops significantly in weak inversion, and therefore a suitable
current density (ID/W ) in moderate inversion has been chosen to satisfy the operating
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Table 4.3: The simulation results of the preamplifier

Parameter Value

Power supply 3 V

Gain 16.3 dB

Bandwidth 186 MHz (Cload = 100 fF)

CMRR 60 dB

Offset
Mean value = 0.87 mV
Standard deviation = 6.6 mV

Current 60 µA

Output swing 1.8 V

Area 35 µm × 28 µm

speed constraint.
In order to allocate the settling time for the amplifier, the required time for the offset

cancellation is analyzed. When the switch Offsetcancel is closed or opened, the comparator
needs time to be stable. Figure 4.20 shows the dynamic error versus the settling time
during the offset cancellation. Here, the simulation is performed with 500 ADCs because
the sensor prototype aims to be extended to the full size sensor of 2 × 2 cm2 in the future.
For our application, the readout time of each row is set to 160 ns. Thus the required time
for the offset cancellation is set to 40 ns in order to get a low dynamic error. Therefore
the settling time allocated for the amplifier is 10 ns. According to equation 4.29 and 4.30,
the required gain and bandwidth of the amplifier should be larger than 8 dB and 66 MHz.
The simulation results of the amplifier are summarized in table 4.3.

The dynamic latch employs a cascode architecture, as shown in figure 4.21. It does
not consume static current, thus it is suitable for power efficient design. The latch is a
conventional sense-amplifier flip-flop [18], which must be reset after every bit-decision.
The operation principle is as follows. When Clk_comp is low, the two switches M7 and
M8 are closed, and transistor M13 is turned off. The latch outputs are reset to low.
When Clk_comp goes to high, two switches M7 and M8 are opened. The transistor M13
is turned on and starts regeneration. The input devices (M1−M2) compare the two input
voltages since the gain from the inputs to their drains can cause a large difference in
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Table 4.4: The simulation results of the dynamic latch

Parameter Value

Power supply 3 V

Response time 2 ns

Offset
Mean value = 61.6 µV
Standard deviation = 2 mV

Input capacitance 89.2 fF

Area 35 µm × 31 µm

their drain voltages. This causes a difference in the current through the regenerative
loads (M3−M6). As a result, the branch currents get disturbed depending on the input
voltages, and therefore the latch regeneration is triggered.

The offset voltage of this dynamic latch can be expressed as [19]

VOS = ∆VTH1,2 + (VGS − VTH)1,2

2 (∆S1,2

S1,2
+ ∆R

R
) (4.31)
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where ∆VTH1,2 is the threshold voltage mismatch of the input transistors (M1−M2),
(VGS − VTH)1,2 is the overdrive voltage of the input differential pair, ∆S1,2 is the physical
dimension mismatch between M1 and M2, and ∆R is the load resistance mismatch intro-
duced by M3−M6. Note that the first term is a static offset which has a relationship with
the size of the differential pair, and the second term is a dynamic offset correlated to the
overdrive voltage of the input pair. Thus, the offset can be mitigated by enlarging the
size of the differential pair and reducing (VGS−VTH)1,2. However, a large input transistor
size introduces a large parasitic capacitor, which decreases the gain of the preamplifier.
In this dynamic latch, the size of the input differential pair is set by considering 4.29. In
order to reduce the input overdrive voltage, a simple way is to control the tail current of
the input pair. Therefore a biased MOS transistor (M14) is cascoded at the bottom of the
switched MOS transistor (M13), as shown in figure 4.21. Thus the offset can be signifi-
cantly reduced with this method. In the Monte Carlo simulation, this dynamic latch has
an offset of less than 2 mV. The simulation results of the dynamic latch are summarized
in table 4.4.

4.3.6 Digital Logic

The digital logic directly drives the switches in the DAC, which must respond fast to ensure
a sufficiently short settling time of the DAC. The logic for a successive approximation
ADC is usually implemented with a finite state machine. It is based on a shifter and
consumes energy that grows approximately with the number of the shifters. Note that a
multi-bit/step approximation algorithm starting from the ground reference is used for our
application, and four comparison periods are required for a 4-bit ADC. Therefore total 8
states are required in the state machine.

In order to implement a power efficient logic controller, this digital logic uses a Clock
Manager to generate the necessary clock signals. Figure 4.22 shows a schematic and
a timing diagram of the control logic, which considers the auto-zeroing operation and
the four bit-cycles. Sleepmask is the control signal for clock-gating the dynamic latch
(i.e., signal Clk_fsm) and state machine (i.e., signal Clk_comp) during auto-zeroing. As
shown in figure 4.22(b), both clocks are disabled at the high level of Sleepmask. The
Overthreshold signal is used to power-gate the comparator and state machine during bit-
cycling, according to the first comparison result. If the first comparison result is high,
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Figure 4.22: (a) clock manager and (b) related timing diagram.

the Overthreshold value keeps high. Then the relevant DAC reference is switched from
ground (Vthreshold) to Vref . If the the first comparison result is low, the Overthreshold
value goes low, causing the relevant DAC reference is kept connected to ground. Thus,
the comparator and the logic are put into sleep until the next conversion. Using this
timing arrangement avoids unnecessary energy consumption.

4.3.7 DAC

In a typical SAR ADC, the DAC is implemented with a capacitor array, which is a set
of binary-weighted capacitors and an extra unit capacitor. For a n-bit converter, the
number of unit capacitors in a capacitor array is 2n and the unit capacitor size is chosen
by the kT/C noise specification. In this ADC, the unit capacitor is chosen at least 100fF.
Therefore, the capacitor array can occupy a large area and needs a large current to drive.
With the simulation of a full scale array (about 576 × 576) with the column pitch of
35 µm in our application, the total capacitor network needs eight analog buffers to satisfy
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Figure 4.23: DAC diagram.

(a) (b)

Figure 4.24: Simulated DAC (a) output voltage and (b) dynamic error.

the speed constraint of the ADC. During the bit-cycling, the capacitor is charged by
a buffered analog voltage and the amount of charge is proportional to the size of the
capacitor array. Thus, the total switching energy in each conversion can be derived as
[20]

ED/A = N
n∑
i=1

αDiCunitV
2
ref (4.32)
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Figure 4.25: Simulated (a) DNL and (b) INL versus code.

where N is the number of column, αDi is a parameter corresponding to the digital input
code Di. In order to minimize the energy of the binary-weighted capacitor array, the
unit capacitor should be minimized; however, that would not satisfy the kT/C noise
requirement.

Therefore, the concept of completely removing the capacitor network is proposed. Due
to the fact that this ADC only needs eight references, the DAC can be implemented with
a switch multiplexer, as shown in figure 4.23. Here, the switches are implemented with
CMOS switches. The smaller switch size is employed in this DAC to reduce the capacitive
load of the reference buffer, and therefore improves the speed. With the switches directly
driven by the digital logic, the DAC still needs eight reference buffers. In simulations of
the full size array, these eight buffers are enough to drive the total switched DAC. Figure
4.24 shows the output voltages and dynamic error of the DAC in a full-size array. In this
approach, the DAC takes a much smaller area and consumes less power while using the
equivalent number of reference buffers.

4.4 Simulation Results and Layout

The simulation is implemented with a basic clock of 100 MHz. Simulation results show
that the equivalent noise charge (ENC) of the pixel circuit is 11e− with the pixel conversion
gain of 80 µV/e−. The ADC features a variable encoding. Fig.4.25 shows the simulated
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Table 4.5: Performance Summary

Parameter Value

CMOS technology 0.35 µm 2P4M

Array size 48 × 64

Pixel size 35 µm × 35 µm

ENC 11 e−

Conversion gain 80 µV/e−

Current in one row 53 µA

ADC resolution 4/3/2

LSB 1 mV

Input range 16 mV (single-ended)

ADC DNL 0.14/-0.09 LSB

ADC INL 0.05/-0.15 LSB

Conversion time 80 ns

Row time 160 ns

Inactive power (without hit) per ADC 486 µW @ 3V

Active power (with hit) per ADC 714 µW @ 3V

ADC active area 35 × 545 µm2

differential nonlinearity (DNL) and integral nonlinearity (INL) of the ADC. The maximum
DNL and INL are 0.14/-0.09 LSB and 0.05/-0.15 LSB, respectively. The conversion time of
the ADC is 80 ns at a sampling frequency of 6.25 MHz and consumes 486 µW without hit,
which is by far the most frequent. This value rises to 714 µW with hit. The specifications
and simulation results are summarized in Tab.4.5.

This prototype sensor was designed and fabricated in a 0.35 µm 2-poly 4-metal CMOS
process through the Austria Mikro System (AMS) company. The layout of the whole chip
is shown in figure 4.26. The total area of the chip is 4 × 4.8 mm2. The pixel array has 48
× 64 pixels with 35-µm pitch. Column-parallel ADC arrays are located below the pixel
array. The area of an ADC is 35 × 545 µm2.
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4.5 Summary

In this chapter, a CMOS pixel sensor integrated with 4-bit column-level ADC aiming for
the ILD-VTX outer layers has been presented. The architecture includes a pixel array
of 48 columns of 64 pixels, column-level ADCs and peripheral digital read-out micro-
circuit. Each pixel combines in-pixel amplification with a correlated double sampling
operation. The ADC uses an efficient power management to minimize digital power
dissipation. For further power saving, the static bias current in the preamplifier can
be selected dynamically. The proposed switching DAC leads to both lower energy and
smaller area. The post simulation results demonstrate the power and area efficiency. In
the next chapter, the test results of the prototype will be presented.
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Chapter 5

Experimental Results

The prototype sensor described in the previous chapter was fabricated in a 0.35 µm 2-poly
4-metal CMOS process. In this chapter, the test results of the chip are described. In the
first section, the test board and measurement setup for the sensor prototype are described.
Then the laboratory test results are presented, which have been performed on pixels and
column ADCs in order to determine the basic performances including temporal noise,
fixed pattern noise (FPN), equivalent noise charge (ENC), charge collection efficiency
(CCE), charge-to-voltage conversion factor (CVF) and nonlinearity.

5.1 Test Board and Setup

The test board named proximity board where the chip is bounded should be designed with
minimal features in order to minimize the size. It includes few front-end electronics, such
as signal buffering and amplification for the critical signals. Furthermore the buffered
signals can be transmitted from the chip to the outside or from the outside to the chip.
All the test points for the bias are provided on the proximity test board, therefore they
can be measured and injected from outside if needed. Figure 5.1 shows the photograph
of the proximity board used in the experimental evaluation.

Due to the LVDS circuit inside the chip, the proximity board is provided with 100
MHz basic clock. A slow control JTAG circuit is integrated in the chip in order to
remotely program the parameters of the bias reference, signal selection, pattern value,
ADC selection and voltage reference. The JTAG configuration will be done by a software
under Windows. The synchronization of the chip is realized by two signals of START and
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Figure 5.1: Proximity test board.

SPEAK. The 48 columns are multiplexed to 12 serial digital outputs, combining with a
programmable pattern header. There are 8 analog parallel outputs, which are buffered to
increase the drive capability. The analog buffers are designed with a gain of 2.35. The
analog and digital outputs have their own markers in each matrix in order to trigger the
Data Acquisition System (DAQ). In order to obtain the characteristic of the ADC, two
test voltages are built in the chip. They can be injected from outside if necessary. Also
the required 8 voltage references for the DAC can be supplied with external sources if
needed.

The data are acquired by a logic analyzer and NI FlexRIO DAQ system. The proximity
board is interfaced with the DAQ system by two auxiliary boards. One is called digital
auxiliary board, which has been well used for the test of MIMOSA 22 [1]. It generates the
default 100 MHz clock by a quartz mounted on the board, buffering the digital outputs
and the JTAG configurations. This board makes all the signals from the chip available in
LVDS standard and transmits them through RJ45 connectors. It provides also the power
supply of the chip and the proximity board. The other one is called RJ45 or PXIe digital
board, which accommodates RJ45 connectors from digital auxiliary board and converts
them to VDHCI connectors (LVDS) for NI DAQ system and Berg connectors for logic
analyzer respectively.
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Figure 5.2: Microphotograph of wire-bonded chip.

The chip has been integrated with eight analog drivers in order to compare with
the performance of the readout circuits. An another board also called "analog auxiliary
board" can be provided for measuring the analog outputs only, which is ever used for the
MIMOSA 22 analog test. This board buffers the 8 analog signals into differential signals
to transmit in a long distance. The acquisition of the 8 channels is done by two VME and
USB2 imager cards [2]. Each card has four 12-bits ADCs with 40 MHz and four buffers,
used to perform the CDS operation, allowing therefore to measure the performance of the
pixel.

The prototype chip is unpackaged in order to avoid package parasitic capacitances
and resistances. The unpackaged chip is mounted on the Printed Circuit Board (PCB)
and wire bonded directly on the back of the board in order to perform test with a 55Fe
source. The microphotograph of the fabricated chip is shown in Fig.5.2.

5.2 Test Results

MIMOSA 31 has been tested since late November 2012. Preliminary test results indicate
that MIMOSA 31 should meet the requirements of the design specifications. Laboratory
tests have been performed in three parts: pixel array with column ADCs, pixel test and
column ADC test. The test results are used to determine the basic performances includ-
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ing temporal noise, fixed pattern noise (FPN), equivalent noise charge (ENC), charge
collection efficiency (CCE), charge-to-voltage conversion factor (CVF) and nonlinearity.

5.2.1 Noise Performance

The transfer curves indicate the noise performance, which have been obtained by sweeping
an external threshold voltage. Using the method described in [3], each curve is normalized
by calculating the probability of "1" over a large quantity of cycles. The ADC starts a
conversion while the signal is larger than the threshold voltage. Therefore the ADC
can be considered as a comparator responding with an "S" curve. The output is either
"1" or "0". When the signal is close to the threshold voltage, the ADC is self triggered
giving a random output. Fig.5.3 shows the transfer curves of the pixel array with ADCs.
All the measurements are provided with a 100 MHz main clock frequency. From these
curves, which follow the cumulative distribution, one can estimate the temporal noise and
the FPN. These results have been analyzed using ROOT software. Fig.5.4 shows that
the measured temporal noise and FPN are 1.36 mV (∼ 23 e−) and 0.98 mV (∼ 16 e−),
respectively.
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Figure 5.4: (a) Measured temporal noise (b) fixed pattern noise

5.2.2 Pixel Performance

The prototype chip has 8 analog channels in order to measure the pixel performance. A
DAQ system developed by the IPHC group is used to acquire the raw data. It includes
eight 12-bits ADCs on the boards and quantizes the signal information into digital codes
stored into a memory. A row of eight pixels is read in 160 ns at a 100 MHz clock frequency.
The output signal is sampled twice (Read and Calib), and therefore the useful information
is calculated as the subtraction of two successive frames. Such approach is based on the
clamping technique in order to perform in-pixel correlated double sampling (CDS).

The experimental data has been analyzed by a MIMOSA Analysis Framework (MAF)
[4] and the ROOT analysis software [5]. In particular, MAF is implemented in the Labview
environment. This software is dedicated to the laboratory test results with a 55Fe source
calibrations. It was optimized for off-line data treatment, which has proved to be efficient
and reliable. MAF has been used for off-line calibration of other CMOS sensor prototypes.

The analog test has been performed by using a soft X-ray source of 55Fe, which emits
5.9 keV photons. Each photon generates a charge of 1640 electrons, and therefore can be
used to calibrate the pixel conversion gain and equivalent noise charge (ENC). In the sin-
gle pixel, the calibration peak (assuming 100% charge collection efficiency) corresponding



116 5.2. Test Results

p1
Entries  50615
Constant  4.911
Mean        237
Sigma     9.623

ADC counts
120 140 160 180 200 220 240 260 280

E
n

tr
an

ce
 n

u
m

b
er

0

5

10

15

20

25

30 p1
Entries  50615
Constant  4.911
Mean        237
Sigma     9.623

Central pixel p4
Entries  50615
Constant   1170
Mean      116.7
Sigma     9.434

ADC counts
105 110 115 120 125 130 135

E
n

tr
an

ce
 n

u
m

b
er

400

600

800

1000

1200

p4
Entries  50615
Constant   1170
Mean      116.7
Sigma     9.434

Cluster of 4 pixels

p9
Entries  50615
Constant  866.7
Mean      156.4
Sigma     12.91

ADC counts
140 145 150 155 160 165 170 175 180

E
n

tr
an

ce
 n

u
m

b
er

200

300

400

500

600

700

800

900

p9
Entries  50615
Constant  866.7
Mean      156.4
Sigma     12.91

Cluster of 9 pixels
p25

Entries  50615
Constant  599.5
Mean      175.1
Sigma     19.48

ADC counts
150 160 170 180 190 200 210 220

E
n

tr
an

ce
 n

u
m

b
er

0

100

200

300

400

500

600

p25
Entries  50615
Constant  599.5
Mean      175.1
Sigma     19.48

Cluster of 25 pixelsFigure 5.5: Calibration results with 5.9 keV X-ray photons for a single pixel. The tested
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to 5.9 keV is ∼ 237 ADC units with a Gaussian fit function, as shown in Fig.5.5. The
calibration peak of the source corresponds to relatively rare events when all the charges
liberated by photons are collected by one diode. This is the reason why the calibration
peak has a low amplitude. The ADC has a 12-bit resolution, and is mounted on the ac-
quisition board. Therefore, the conversion performance can be obtained from the readout
chain. The measured charge-to-voltage conversion factor (CVF) obtained for single pixel
is ∼ 60 µV/e−. Here, the tested pixel is with standard epitaxial layer.

In order to study the charge distribution, the performance of pixel clusters were an-
alyzed. The software allows performing different cluster sizes (2 × 2, 3 × 3 and 5 × 5)
built around the central pixel. Fig.5.6 shows the total charge collection peak in differ-
ent clusters. With the calibration peak, the charge collection efficiency (CCE) has been
evaluated. The measured CCEs on p1, p4, p9 and p25 are 18%, 49%, 66% and 74%,
respectively.

The noise (∼ 2.69 ADC) is a measured root mean square (rms) value derived form
temporal noise and pedestal noise. The measured equivalent noise charge (ENC) corre-
sponds to ∼ 18.6 e−rms. The row temporal noise was affected by the clamping voltage.
Since the clamping capacitor is implemented with a MOS transistor, the kT/C noise will
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Figure 5.6: Total charge collection with 5.9 keV X-ray photons for different clusters. The
test is performed at room temperature.

be slightly reduced by increasing the clamping voltage. Moreover, this high voltage causes
the source follower to operate into the linear region.

5.2.3 ADC Performance

In order to obtain the basic performance of the column-level ADC, the test was performed
without pixel signal. The test bench, as shown in figure 5.7, is used to measure the
temporal noise, the FPN and the nonlinearities. The digital control is composed of a
JTAG configuration to set the timing, and a digital oscilloscope to monitor the signal
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5.2.1 Sequence of the ADC 

 The sequence of the ADC is shown in figure 5 (page 17). 

Read

Calib

Sample1

Sample2

Sleepmask

Offsetcancel

ClkADC

InitADC

0 3 91 2 4 865 710 ns A B C D E F

160 ns

100 MHz

Row n

Row n+1

Clamp Row n Row n+1

 
Timing diagram of ADC 

 

 

 

 

 

 

 

 

Figure 5.8: Timing diagram of the ADC measurement.

generator. The threshold voltage generator generates two kinds of voltages. One is used
as a common mode voltage, and the other one is as a variable threshold signal. The
digital board provides power supply and data transmission. The digital output of the
column-level ADC is buffered with LVDS drivers, due to the large parasitic capacitance
of the lines, and captured by the logic analyzer with a PC interface. A digital marker is
also provided to the logic analyzer to synchronize the ADC.

The ADC was measured with two built-in test voltages, giving an analog stimulus
with variable amplitude similar to the signal from the pixel. Each ADC can be disabled
by a JTAG register. The digital control JTAG configuration is implemented in a LabView
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Figure 5.10: (a) Measured temporal noise and (b) fixed pattern noise

environment. A timing diagram for the ADC measurement is shown in figure 5.8. The
signal Read and Calib are used for CDS, and the signal Sample1 and Sample2 are used
for the pipelined sample-and-hold. The signal Sample1 samples the pixel signal of row n
while Sample2 samples the pixel signal of row n+1. The ADC requires 8 references, which
can be provided by either the JTAG controlled DAC references or the external source via
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the pads.
Fig.5.9 shows the normalized response versus threshold voltage, measured on the full

column ADCs. All the ADCs measured here are provided with 100 MHz main clock
frequency. From these curves, which follow the cumulative distribution, one can estimate
the variance σ value of the temporal noise and FPN. These results have been analyzed
using the ROOT software. Figure 5.10 shows the measured temporal noise and FPN of
the column ADCs which are 0.96 mVrms and 0.40 mVrms, respectively.

In order to obtain the nonlinearity of the ADC, the decision levels such as the input
voltages at all code boundaries need to be determined. A popular way is to use the
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Figure 5.13: (a) Measured DNL and (b) INL versus code.

histogram testing method to find code transitions. The basic histogram test setup is
shown in figure 5.11. It employs a very slow ramp signal as the input signal. The speed
of the ramp signal is adjusted to provide the nonlinearity resolution, e.g. an average of
10 outputs of each code represents 1/10 LSB resolution. Figure 5.12 shows the number
of counts of each code. From these counts, differential nonlinearity (DNL) can be derived
from the total number of occurrences of each code. The digital outputs are processed in
histograms described as follows. Step one removes the over-ranged bins, i.e. 0 and 12
for this ADC. Step two divides the count of each code by the average count. Step three
subtracts one from the result. Then the result is DNL, which is given by

DNLb = Countb
Average count

− 1 (5.1)

The integral nonlinearity (INL) is obtained simply using the running sum of the DNL,
given by

INLb =
b−1∑
i=1

DNLb (5.2)

This ADC features a variable encoding. Fig.5.13 shows the measured differential non-
linearity (DNL) and integral nonlinearity (INL) obtained from single column ADC. The
measured extremum DNL and INL are 0.49/-0.28 LSB and 0.29/-0.20 LSB, respectively.
The conversion time of the ADC is 80 ns at a sampling frequency of 6.25 MHz and con-
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Table 5.1: Performance Summary of the Sensor Prototype

Parameter Value

CMOS technology 0.35 µm 2P4M

Array size 48 × 64

Pixel size 35 µm × 35 µm

Row time 160 ns

Current per pixel 3 µA

ENC 18.6 e−rms
Conversion gain 60 µV/e−

ADC resolution 4/3/2

Conversion time 80 ns

Temporal Noise 0.96 mVrms

Column FPN 0.40 mVrms

ADC DNL 0.49/-0.28 LSB

ADC INL 0.29/-0.20 LSB

Inactive power (without hit) per ADC 486 µW @ 3V

Active power (with hit) per ADC 714 µW @ 3V

ADC active area 35 × 545 µm2

sumes 486 µW without hit, which is by far the most frequent. This value rises to 714 µW
with hit. These computations indicate an average power consumption of each column in
the order of 487 µW, assuming a typical occupancy of ∼ 0.5% [6] in the whole sensor.
This value slightly rises to 489 µW with a safety factor of 3. The experimental results are
summarized in Tab.5.1.

5.3 Summary

MIMOSA 31 is the first CMOS sensor prototype integrating 4-bit column-level ADCs for
the ILD-VTX outer layers. The preliminary test results indicate that MIMOSA 31 should
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meet the requirements of the design specifications. The characterization of MIMOSA
31 will be completed by the beam tests. The prototype sensor was designed with the
specifications of the full scale sensor (about 2 × 2 cm2), and therefore can be easily
extended in the future. In the next chapter, improvements on MIMOSA 31 will be
presented.
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Chapter 6

Improvements on MIMOSA 31

Improvements on the CMOS pixel sensors for the outer layers have been studied since
the sensor prototype was designed and fabricated. Due to the massive beamstrahlung
background expected at the ILC, and the correspondingly increased raw data rates, it is
necessary to develop faster, sparsified readout architecture for the CMOS pixel sensors.
Based on the physical model of clusterized hit patterns in CMOS sensors, a zero suppres-
sion algorithm and circuit have been analyzed to reduce the sensor data rate by more than
an order of magnitude, and to reduce the load on data acquisition by performing a fist
reconstruction on-chip. In this chapter, a zero suppression method for the digital outputs
in MIMOSA 31 is described in more detail. Also, in the following sections, optimizations
such as power saving techniques for the column ADC are presented, which can be also
extended to the discriminator.

6.1 Zero Suppression for MIMOSA 31

The raw data flow of CMOS pixel sensors integrated with column-level 4-bit ADCs can
reach up to 80 Gbits/s per frame, which is impossible to transmit to the outside. This
implies the use of a fast zero-suppression circuit in order to increase the readout speed.
The zero-suppression micro circuit allows a data compression factor ranging from 10 to
1000, depending on the hit density per frame.

In this section, we start by presenting physical characteristics as a way of calculating
hits due to particles, and how these hits are modeled in a pixel matrix with 4-bit digital
outputs. Then the sparsified readout architecture suitable to MIMOSA 31 is presented
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Figure 6.1: Characteristics of the full size sensor in the outer layers.

and the separated sparse banks in pixel matrix are described.

6.1.1 Physical Characteristics

Figure 6.1 shows the characteristics of the full size sensor in the outer layers. The beam
structure anticipated for the ILC, contain 2820 bunch crossings (BXs), each separated
by 369 ns and followed by a bunch gap of 199 ms. The physic environment can be used
to calculate counts of hits traveling through the sensor. Due to a frame readout time
of typically 100 µs, there are 271 bunch crossings per image in the CMOS sensor. The
hit density in the outer layers is about 0.03 hits/cm2/BX for instance, which contributes
to 8.1 hits/cm2 in one frame. The full size sensor with a pixel pitch of 35 µm is about
2 × 2 cm2, containing a matrix of 576 × 576 pixel array. Then, each frame can cause
about 33 hits in the outer layer. Assuming each hit is reconstructed by a regular cluster
of 5 pixels (one central pixel with four surrounding pixels), therefore the occupancy of
the pixel matrix can be calculated as 0.05%.

6.1.2 Hit Recognition

The CMOS sensor operates in a rolling shutter mode and transmits the serialized digital
outputs by activating a multiplexer in 16 clock cycles. The digital matrix is processed
row by row containing the hits being encoded and addressed. This is performed in terms
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Figure 6.2: Schematic of the pixels delivering signal above threshold.

of states, which contains the column address of the first hit pixel and digital outputs of
the associated pixels. Figure 6.2 shows a concept of digital matrix with hits. Each row
includes M states to be processed, which is derived from a statistical study based on the
highest occupancy expected in the pixel matrix.

6.1.3 Data Sparsification Algorithm

The data sparsification architecture for the CMOS sensors can be chosen according to the
readout strategy. As already introduced in previous section, the integration time of the
CMOS sensor in the outer layers is less than 100 µs with row by row rolling shutter mode.
Therefore the data sparsification algorithm for analyzing the pixel matrix is similar to
that of MIMOSA 26, which is based on a row by row sparse data scan readout.

In CMOS pixel sensors, it is assumed that a regular cluster is composed of a central
pixel and four crown pixels, as shown in figure 6.3. For a one-dimensional row analysis,
the combination of sparse scan and state encoding can be used to identify and encode
patterns of hits in a row. The sparse data scan operates as a sliding window, processing
each row from left to right. Each hit can be recognized by providing the address of the first
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Row i

Row i+1

Row i-1

Figure 6.3: Concept of a hit represented by a regular cluster.

Figure 6.4: Concept of sparse scan including searching states and identifying hits with a
group of three pixels.

pixel in a cluster and the digital outputs value of the hit pixels. The operation principle
is shown in figure 6.4.

The architecture performs zero suppression by encoding groups of neighbouring hit
pixels in each row. With the state encoding, the pixel matrix is processed line by line
within several segments. The circuit for identifying and encoding states has been well
used in MIMOSA 26, as shown in figure 6.5.

The state encoding circuit employs a pipelined datapath. The operation principle is
as follows. The digital outputs of each ADC are transmitted to a combinational state
encoder, going through a NOR gate to identify every pixel that corresponds to the first
pixel in a state. For each pixel identified as the first pixel of a state, an enable signal is
validated, together with the corresponding 4-bit digital outputs for every such pixel.

In order to select the enabled state, a sparse scan based on a priority look ahead
(PLA) encoding is performed from left to right until being blocked by the enabled first
pixel. Then the corresponding digital outputs are selected. This stage also handles the
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Figure 6.5: Block diagram of the state encoding circuit.

column address encoding. In the next state, the encoded state including column address
and digital outputs are transmitted.

6.1.4 Separated Sparse Banks in Pixel Matrix

The long path of the sparse scan going through the state encoding circuit dictates the
speed of looking ahead. The delay through the sparse chain gives the minimally allowed
clock periods, while the hit density gives the maximum number of states to be extracted
from a line, and therefore the minimally required clock periods. As a consequence, with a
2 cm long sensor, the required clock frequency becomes higher than the maximum clock
frequency. Therefore it is necessary to split the state encoding circuit into separated sparse
banks, which allows finding up to N states per bank which result from the encoding of 3
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contiguous hit pixels. The outputs of different banks can be collected in the next stage
by a multiplexer structure that is used to select states for the entire line.

With the simulation of the state encoding circuit, up to six states are extracted during
the processing of each line. Each hit represents a regular cluster size of 3 × 3 dimensions
and can be encoded in three states. This allows up to 2 hits per line to be processed in a
matrix without missing hits. Therefore the maximally tolerated segment width for a give
hit density can be calculated with the maximally allowed number of hits per bank.

The probability of having exactly n bits in a bank can be given by the Poisson equation,
which is

P (n, λl) = λnl × e−λl
n! (6.1)

where λl is the average number of hits per line. If λl � 1, e−λl can be equal to (1 - λl).
Then equation 6.1 changes to:

P (n, λl) = λnl × (1− λl)
n! = λnl

n! (6.2)

The average number of hits per line can be calculated as:

λl = hits/frame

number of lines
(6.3)

In order to process separated banks, it has to start with the average number of hits
per frame and divide by the number of lines to obtain the average number of hits per line
in a group. Then the number of hits per line has to be divided by the assumed number of
banks. With the cumulative Poisson distribution function, the probability of a hit within
each bank can be found. Having the probability of a hit in a bank, it can be used to
verify if the number of banks is suitable to keep the probability below an acceptable level.
As a design rule of thumb, a probability of 10−3 for hits in a line has been considered
acceptable for the CMOS sensors. As a result, the pixel matrix of MIMOSA-out can be
divided into 9 banks of 64 columns.

6.2 Self-Timed ADC

The ADC in MIMOSA 31 has proven to offer attractive performances while maintaining
low power consumption and small area. In order to further reduce the power consumption,
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an ultra-low power column-level ADC is developed. The structure of the new solution
consists of an improved sample-and-hold circuit and a self-timed comparator. The total
power consumption is significantly reduced while at the same time the ADC keeps a high
conversion speed. The post simulation results demonstrate that the improvements are
close to 53% while all the parameters are kept identical.

The circuits including sample-and-hold and bit-cycling have been optimized to further
reduce the power consumption of the column-level ADC in MIMOSA 31. The multi-
bit/step self-triggered ADC has demonstrated its power and area efficiency within the
expected frequency range. As a result, the multi-bit/step architecture is preferred. In this
section, the column-level multi-bit/step ADC is reviewed, and techniques are described
in more detail to achieve ultra-low power consumption while maintaining the conversion
of signals with the frequencies expected.

6.2.1 Architecture Design

Figure 6.6 shows the overall architecture of the self-timed 4-bit ADC, which is similar
to that of MIMOSA 31. The main components of the ADC are a front-end sample-
and-hold (S/H), a reference voltage based digital-to-analog converter (DAC), a self-timed
comparator, and a digital logic. A pipelined front-end S/H is employed to sample and
amplify the pixel signal. A switched DAC generates a reference voltage based on the
computed digital value from the logic. The comparator includes a buffer, a preamplifier
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Figure 6.7: (a) Enhanced sample and hold architecture and (b) related timing diagram.

and a dynamic latch to decide whether the DAC output is positive or negative, serially
producing the digital output bits. Based on the output of the comparator, the digital
logic performs the multi-bit approximation algorithm and drives the switches of the DAC.
Additionally, a Done feedback signal from the comparator is employed for self-timed bit-
cycling.

6.2.2 Enhanced S/H Circuit

This ADC still employs a sample-and-hold (S/H) circuit at the front-end to eliminate
the conversion dead time. In order to realize high speed and low noise performances, a
pipelined correlated double sampling (CDS) architecture is used. The S/H is enhanced by
using single correlated double sampling (SCDS) architecture to reduce the fixed pattern
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noise (FPN) from the pixel and operational amplifier. This avoids an extra auto-zeroing
capacitor, minimizing the power consumption and area while maintaining the conversion
of signals within the expected frequency range. Figure 6.7(a) shows the schematic of
the proposed CDS circuit. The CDS circuit is composed of an OTA, an input capacitor
(Cs), a feedback capacitor (Cf ), two analog memories (C1 and C2) and MOS transistor
switches.

The timing diagram is shown in figure 6.7(b). The S/H operation is controlled by two
nonoverlapping clock phases (Read and Calib) and two sampling phases (Sample1 and
Sample2). During the Read period, the pixel output voltage is sampled in Cs while the
offset voltage (Vos) of the OTA is sampled in both of Cs and Cf . Thus Cs is charged to
Vin − Vos, and Cf is charged to Vos. After that, there is a pixel clamp operation causing
the reset level of the pixel output. This eliminates the offset of the pixel outputs which
causes FPN. And then, Calib is turned on to correspond the signal level pixel output in
Cs. Since capacitors Cs and Cf hold the OTA offset voltage, they are always connected
to the virtual ground node X. Then when the switch driven by Calib turn on, the total
charge entering node X is CsVin+CfVout = 0, which leads to the relation between Vin and
Vout independent of Vos [1], [2]. Therefore the OTA offset is eliminated and the charge in
Cs transferred into Cf . As a result, the transfer function of the CDS circuit is given by

Vout = Cs
Cf
Vin. (6.4)

The two memory capacitors chosen from the kT/C noise constraint are used to realize
a pipelined stage. While one is used to sample the input signal, the other one is used to
holde the output voltage to be processed. This pipelined architecture strongly increases
the readout speed.

The performances of the S/H circuit can be effected by non-idealities such as capacitor
mismatch, finite operational amplifier (opamp) gain and incomplete settling. To reduce
the error due to capacitor mismatches, a symmetric capacitor layout must be necessary.
During the Calib intervals the output is pulled to Vos, and the opamp must have a high
slew rate and fast settling time to enable Vout to slew back. Also the closed-loop gain of
the stage is affected by the dc gain of the opamp. Therefore the opamp must have high
gain and wide bandwidth to meet the accuracy and speed requirements.

As mentioned in 4.3.4.3, The simplest way to design a high-gain amplifier is to use a
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telescopic cascode architecture. The single-stage telescopic cascode architecture is similar
to that of MIMOSA 31, which can achieve the same gain as two stage amplifier with only
two current legs, therefore having maximum power efficiency. An issue of the telescopic
amplifier is its low output swing. In order to get a high output voltage swing, an auxiliary
biasing branch is inserted in the structure. Figure 6.8 shows the schematic of the high-gain
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Table 6.1: The simulation results of the OTA

Parameter Value

Power supply 3 V

Loop gain 41.3 dB

Phase margin 87.9◦

Closed loop bandwidth 25.5 MHz (Cload = 240 fF)

Current 40 µA

Input referred noise 75 µV

Total area of S/H 35 µm × 129 µm

OTA.
The gain of the sample-and-hold circuit is designed by 4 (Cs = 400fF , Cf = 100fF ).

Considering the parasitic capacitance at the input node, the feedback factor is set to 0.18.
According to equation 4.15 and 4.16, the required loop gain and closed loop bandwidth
are calculated as 36 dB and 13.2 MHz. In practice, the actual opamp gain and bandwidth
should be larger than this calculated value considering any process variation. Figure 6.9
shows the loop gain and phase margin simulation curve. The simulation results of the
capacitive feedback OTA are summarized in table 6.1.

6.2.3 Self-Timed Comparator

The efficiency of the comparator is improved by using a self-timed bit-cycling, and the
preamplifier settling time is relaxed, thus reducing the current. Together with the self-
timed comparator the total power consumption is significantly reduced up to 54% in
inactive mode and 40% in active mode, compared with the ADC in MIMOSA 31.

One disadvantage of the ADC architecture is the feedback required between successive
clock periods, which limits the speed of the converter. Specially, the result of the previous
comparison is necessary to generate an improved estimation for determining the next
bit. While this feedback path is entirely digital, its latency must be minimized to allow
maximum time for analog signals to settle in the switched DAC array and preamplifiers.

In order to decrease the latency during bit-cycling, a self timing technique is used [3],
[4], wherein the latch triggers the start of the next bit-cycle when it has determined a
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Figure 6.10: Waveforms showing (a) standard bit-cycling (b) self timed bit-cycling.

value. Self-timing is particularly useful because the latch typically resolves in much less
than 2 ns (10% of the clock period).

A standard timing scheme for controlling bit-cycling is shown in figure 6.10(a). The
dynamic latch starts comparing during the first half of the clock cycle. After the latch
output has settled, the remaining of the second half of the clock is used by the DAC and
preamplifiers for the next bit. Figure 6.10(b) shows the self-timed bit-cycling used in this
design. During the bit-cycling, the regeneration of the latch is always triggered by the
rising edge of Clk_comp. In the first bit-cycle, the latch resolves quickly, asserting the
Done signal (NAND of the latch outputs). This causes the rising edge Clk_fsm, the clock
for the finite state machine of the digital logic, to set the next bit immediately, rather
than waiting for the falling edge of Clk_comp. Then the DAC and preamplifiers start
settling to the corresponding value. Consequently, their settling time can be increased
to nearly one whole clock cycle. This relaxes the requirements for the preamplifier, and
correspondingly reduces the power consumption.

In case of metastability of the latch that may not trigger, the rising edge of Clk_fsm is
triggered by ClkADC, and the bit-cycling continues as normal. In this way, the self-timed
bit-cycling increases the time given to settle the DAC array and preamplifiers by up to
60%.
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The remaining limiting part of the converter is the comparator, which is crucial for
the overall power consumption. It is composed of a buffer, a preamplifier, and a regener-
ative latch, as shown in figure 6.11. It has been modified by simplifying the preamplifier
and dynamic latch. The preamplifier provides sufficient gain to compensate for the input
referred offset voltage of the dynamic latch and isolates the latch kickback noise. Addi-
tionally, the buffer is used to improve the drive capability of the input. In order to reduce
their contribution to the comparator offset, an output offset storage (OOS) architecture
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Table 6.2: The simulation results of the preamplifier

Parameter Value

Power supply 3 V

Gain 13.2 dB

Bandwidth 45.8 MHz (Cload = 100 fF)

Current 20 µA

Output swing 1.2 V

Area 35 µm × 19 µm
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Figure 6.13: Dynamic latch with current source.

is used.
The preamplifier employs a differential nMOS input pair with triode load to get rea-

sonable gain and speed, as shown in figure 6.12. The pMOS transistors M3 and M4
operate in the linear region and behave as a resistor. Due to the required bias current,
the preamplifier consumes static power, which is larger than that of the dynamic latch.
In order to reduce the average current draw, the preamplifier is enabled by using M5
to turn off the current when appropriate. During the conversion period, when the first
comparison result is zero (i.e., Vin < Vthreshold), M5 is turned off and the current through
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Figure 6.14: Simulated (a) DNL and (b) INL versus code.

the preamplifier is disabled until the next conversion. The power savings are proportional
to the amount of time that the preamplifier is disabled.

The settling time allocated for the DAC and amplifier is set to 16 ns. According to
equation 4.29 and 4.30, the required gain and bandwidth of the amplifier should be larger
than 8 dB and 41 MHz. The simulation results of the amplifier are summarized in table
6.2.

Figure 6.13 shows a schematic of the dynamic latch. Because a dynamic latch does
not consume static current, it is suitable for an energy efficient design. The latch has
been designed using a NAND gate to enable the duty cycle. When the latch regeneration
is triggered, the Done signal is pulled to high to enable the asynchronous control clock.

6.2.4 Simulation Results

The self-timed ADC has been designed in a 0.35 µm 2-poly 4-metal CMOS process. In
order to reduce the effect of crosstalk and give enough space to transmission lines, the
layout was drawn with a smaller width, slightly increasing the length. The active area
of the ADC is 35 × 590 µm2. Figure 6.14 shows the simulated differential nonlinearity
(DNL) and integral nonlinearity (INL) of the ADC. The extremum DNL and INL are
0.11/-0.16 LSB and 0.10/-0.06 LSB, respectively. The conversion time of the ADC is 80
ns at a sampling rate of 6.25 MS/s. With the self-timed technique, the power consumption
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Table 6.3: Performance summary

Item Data

Process 0.35 µm CMOS

Pitch size 35 µm

Resolution 4/3/2

Input range 16 mV (single-ended)

Least significant bit (LSB) Voltage 1 mV

Sampling rate 6.25 MS/s

Conversion time 80 ns

ADC DNL 0.11/-0.16 LSB

ADC INL 0.10/-0.06 LSB

Inactive power (without hit) 225 µW @ 3V

Active power (with hit) 425 µW @ 3V

Active area 35 × 590 µm2

is reduced to 225 µW without hit, which is by far the most frequent. This value rises to
425 µW with hit. These computations indicate an average power consumption of each
column in the order of 226 µW, assuming a typical occupancy of ∼ 0.5% in the whole
sensor. This value slightly rises to 228 µW with a safety factor of 3. The specifications
and simulation results are summarized in table 6.3.

6.3 Extended Self-Timed Discriminator

The self-timed technique can be extended to the discriminator in order to further reduce
the power consumption. The discriminator has been optimized based on ULTIMATE
which is fabricated in 0.35 µm technology. Figure 6.15 shows the schematic of the dis-
criminator, which employs four continuous stages to get a high resolution. It is composed
of preamplifiers, source followers and dynamic latch. In order to reduce the offset, a
combination of output offset storage and input offset storage architectures is used.

In order to reduce the average current draw, the preamplifiers and source followers are
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Figure 6.15: Schematic of the discriminator.
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Figure 6.16: Enabled (a) preamplifier and (b) source follower.

enabled using a MOS switch to turn off current when appropriate. During the operation
period, the regeneration of the latch is always triggered by the rising edge of Latch. When
the comparison result is stable, the MOS switch is turned off and the current through
the preamplifiers and source followers are disabled until the next conversion. The power
savings are proportional to the amount of time that the preamplifiers and source followers
are disabled. Figure 6.16 shows the schematic of enabled preamplifier and source follower.

The control logic is shown in figure 6.17(a), which use a NAND gate and D flip-flop to
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Figure 6.17: (a) Enable signal generation and (b) related timing.

generate the enable signal. A self-timed timing scheme for controlling is shown in figure
6.17(b), which considers the Read and Calib operation. In the sampling operation, the
enable signal is generated by the rising edge of Read. Then the preamplifier and source
follower are switched on and start amplifying the input signal. During the comparison
period, the latch resolves quickly, asserting the Done signal (NAND of the latch outputs).
Then the enabled signal is triggered to switch off the preamplifiers and source followers
until the next conversion. Using this self-timed method the power consumption can be
saved up to 26.5% in simulation without introducing extra control signals.

6.4 Summary

Based on the physical environment of the ILC vertex detector, zero suppression algorithms
for MIMOSA 31 have been analyzed to reduce the output data rates. The self-timed ADC
employs an enhanced sample-and-hold circuit and a self-timed timing to obtain an ultra
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low-power consumption while keeping a reasonable area. The post simulation results
show that the power consumption can save up to 53% while all the parameters are kept
identical. Also the self-timed technique can be extended to the discriminator to save
power consumption.



144 BIBLIOGRAPHY

Bibliography

[1] S. Lim, J. Cheon, Y. Chae, W. Jung, D. Lee, M. Kwon, K. Yoo, S. Han, and G. Han,
“A 240-frames/s 2.1-Mpixel CMOS image sensor with column-shared cyclic ADCs,”
IEEE J. Solid-State Circuits, vol. 46, no. 9, pp. 2073–2083, Sep. 2011.

[2] C. C. Enz and G. C. Temes, “Circuit techniques for reducing the effect of op-amp
inperfections: Autozeroing, corelated double sampling, and chopper stabilization,”
vol. 84, no. 11, pp. 1584–1614, Nov. 1996.

[3] G. Promitzer, “12-bit low-power fully differential switched capacitor noncalibrating
successive approximation ADC with 1 MS/s,” IEEE J. Solid-State Circuits, vol. 36,
no. 7, pp. 1138–1143, Jul. 2001.

[4] B. P. Ginsburg and A. P. Chandrakasan, “Dual time-interleaved successive approxi-
mation register ADCs for an ulta-wideband receiver,” IEEE J. Solid-State Circuits,
vol. 42, no. 2, pp. 247–257, Feb. 2007.



Conclusions and Perspectives

Conclusions

The International Linear Collider (ILC) physics programme expresses a growing need for
high precision flavour tagging, especially on short lived particles (e.g. charmed meson
and tau lepton) through their decay vertex. This requires an excellent vertexing and
tracking system in order to reconstruct the secondary vertices and measure precisely the
momenta of tracks. This objective translates into the necessity of a precise vertex detector
compared to the existing state of the art. Taking advantage of the ILC running conditions,
which are much less demanding than those at the Large Hadron Collider (LHC), physics
driven specifications such as spatial resolution can be privileged at the expense of read-out
speed or radiation tolerance. CMOS Pixel Sensors (CPS) also called Monolithic Active
Pixel Sensors (MAPS) have demonstrated good performances towards the specifications
of vertex detector. They can easily match the targeted granularity and material budget,
and do not introduce a cooling system which adds material budget in the fiducial volume
of the vertex detector.

The topic of this thesis was the design of a CMOS pixel sensor prototype adapted to the
ILD vertex detector (VTX) outer layers. The ILD VTX has driven stringent requirements
on the CMOS pixel sensors. There are two different geometries for the VTX. One of them
(VTX-SL) features 5 equidistant single layers, while an alternative option (VTX-DL)
features 3 double layers. Sensors equipping the innermost layer in both geometries should
exhibit a single point resolution better than 3 µm associated to a very short integration
time because of the beamstrahlung background. This requirement motivates an R&D
effort concentrating on a high read-out speed design. The sensors envisioned for the
outer layers have less constrains. A single point resolution of 3-4 µm combined with an
integration time shorter than 100 µs are expected to constitute a valuable trade-off. In
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this case, the design effort focuses on minimizing the power consumption. A larger pixel
pitch of 35 µm combined with a 4-bit ADC is proposed, therefore reducing the power
consumption and keeping necessary spatial resolution.

The prototype sensor (called MIMOSA 31) includes a pixel array of 48 columns of 64
pixels, column-level ADCs and peripheral digital read-out micro-circuit. The pixels are
read out in row by row rolling shutter mode. Each pixel combines in-pixel amplification
with a correlated double sampling operation, which has been well used in previous sensors
(MIMOSA 26 designed for EUDET beam telescope and ULTIMATE equipping the STAR-
PXL sub-system). The column-level ADC accommodating the pixel readout in parallel
completes the conversion by performing a multi-bit/step approximation. The ADC design
resembles the successive approximation register architecture (SAR), featuring low power
consumption with moderate speed (several MS/s). Previous prototypes allowed to check
that the noise floor of the pixel is about 1 mV. Since the particle position reconstruction
improves when using the charge center of gravity, the small signals (a few mV) approaching
to the noise are much more important. In order to improve the resolution on the particle
position reconstruction, the least significant bit (LSB) is set at the level of the noise.
Earlier physics studies show that a rough encoding of the high amplitude delivered by
those pixels in a cluster does not degrade the resolution. Therefore a variable charge
encoding is employed, ranging from a maximum of 4 bits for signals of small magnitude
to only 2 bits for large signals. After the A/D conversion, the digital outputs are loaded
in memory buffers, which will be serially transmitted to the outside through the 8 to 1
multiplexer. The setting parameters of the sensor are remotely programmable through
the JTAG circuits. In order to compare the performance of the readout circuits, the chip
is integrated with eight analog drivers.

Accounting the fact that in the outer layers of ILC VTX, the hit pixel density is in the
order of a few per thousand, the ADC is designed to operate in two modes (active and
inactive) in order to minimize the power consumption. The ADC employs a threshold
voltage to trigger the conversion. If the pixel signal is higher than the threshold, the ADC
works in active mode and does the conversion, otherwise, the ADC works in inactive mode
and goes asleep until the next conversion. Using this way can significantly save power
dissipation.

This prototype sensor was designed and fabricated in a 0.35 µm 2-poly 4-metal CMOS
process, covering an area of 4 × 4.8 mm2. The prototype chip is unpackaged in order to
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avoid package parasitic capacitances and resistances. The unpackaged chip is mounted
on the Printed Circuit Board (PCB) and wire bonded directly on the back of the board in
order to perform tests with 55Fe source. The test board named "proximity board" where
the chip is bounded was designed with minimal features in order to minimize the size
and components cost. It includes few front-end electronics, such as signal buffering and
amplification for the critical signals. The proximity board is interfaced with the DAQ sys-
tem by two auxiliary boards. The chip has been integrated with 8 analog drivers in order
to compare with the performance of the readout circuits. Another board called analog
auxiliary board was provided for measuring the analog outputs only. The acquisition of
the 8 channels is done by two VME and USB2 imager cards. Each card has four 12-bits
ADCs with 40 MHz and four buffers, used to perform the CDS operation, and therefore
the performance of the pixel can be obtained.

MIMOSA 31 has been tested since late November 2012. Laboratory tests have been
performed in three parts: noise performances, pixel test and column-level ADC test. The
test results are used to determine the basic performances including temporal noise, fixed
pattern noise (FPN), equivalent noise charge (ENC), charge-to-voltage conversion factor
(CVF), charge collection efficiency (CCE) and nonlinearity.

The transfer curves indicate the noise performances, which have been obtained by
sweeping the external threshold voltage. From these curves, which follow the cumulative
distribution, one can estimate the temporal noise and the FPN. The measured temporal
noise and FPN of the pixel array with column ADCs are 1.36 mV (∼ 23 e−) and 0.98
mV (∼ 16 e−), respectively. With the pixel test, the measured equivalent noise charge
(ENC) corresponds to 18.6 e−rms. The measured charge-to-voltage conversion factor (CVF)
obtained for single pixel is ∼ 60 µV/e−. In order to study the charge distribution, perfor-
mances of pixel clusters were analyzed. The measured charge collection efficiency (CCE)
on p1 (central pixel), p4 (2 × 2 pixels), p9 (3 × 3 pixels) and p25 (5 × 5 pixels) are 18%,
49%, 66% and 74%, respectively. With the ADC test, the nonlinearity has been analyzed.
The measured extremum differential nonlinearity (DNL) and integral nonlinearity (INL)
are 0.49/-0.28 LSB and 0.29/-0.20 LSB, respectively. The conversion time of the ADC
is 80 ns at a sampling frequency of 6.25 MHz and consumes 486 µW without hit, which
is by far the most frequent. This value rises to 714 µW with hit. These computations
indicate an average power consumption of each column in the order of 487 µW, assuming
a typical occupancy of ∼ 0.5% in the whole sensor. This value slightly rises to 489 µW
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with a safety factor of 3.
MIMOSA 31 is the first CMOS sensor prototype integrating 4-bit column-level ADCs

for the ILC VTX outer layers. The preliminary test results indicate that MIMOSA
31 should meet the requirements of the design specifications. The characterization of
MIMOSA 31 will be completed by the beam tests. The prototype sensor was designed
with the specifications of the full size sensor (about 2 × 2 cm2), and therefore can be
easily extended in the future.

Perspectives

Improvements on CMOS pixel sensor for the outer layers have been studied since the
sensor prototype was designed and fabricated. Based on the physical model of clusterized
hit patterns in MIMOSA 31, a zero suppression algorithm and circuit have been analyzed
to reduce sensor data rate with more than an order of magnitude. Due to the massive
beamstrahlung background required for ILC, and correspondingly increased raw data
rates, it is necessary to develop a faster, sparsified readout architecture for MIMOSA 31
in the future.

In order to further reduce the power consumption, an ultra-low power self-timed ADC
is proposed. The structure of the new solution consists of an improved sample-and-hold
(S/H) circuit and uses a self-timed technique. The S/H is enhanced by using single
correlated double sampling (CDS) architecture to reduce the fixed pattern noise (FPN)
from the pixel and operational amplifier. This avoids an extra auto-zeroing capacitor,
minimizing the power consumption and area while maintaining the conversion of signals
within the expected frequency range. The efficiency of the comparator is improved by
using a self-timed timing, and the preamplifier settling time is relaxed by the self timed
bit-cycling. Together with the self-timed comparator the total power consumption is
significantly reduced up to 54% in inactive mode and 40% in active mode, compared with
the ADC in MIMOSA 31. Therefore the next step is to fabricate the prototype integrated
with the self-timed ADC and compare its performance with MIMOSA 31.

The prototype sensor has proven to offer attractive performances since it was manu-
factured in a 0.35 µm CMOS process. However, it is far from approaching the potential
of the CMOS sensor technology relying on the fabrication parameters. For example, the
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number of metal layers, limited to 4, complicates substantially the integration of the ADC.
The next step of the development is therefore relying on a 0.18 µm process, which features
several improvements with respect to the 0.35 µm. This R&D programme is currently
pursued in IPHC group. With a smaller feature size technology, the intrinsic speed of
the circuit will improve the frame rate of the sensor. Also the power consumption will
be significantly reduced because of the overall reduction of capacitors, and the low power
supply. Besides the improved ionizing radiation tolerance due to the thinner gate oxide,
the metal layers are increased up to 6-7 making it easier to interconnect and decreasing
the dead zone. The process provides deep well allowing using both types of transistors
inside the pixel circuit. Furthermore, the resistance of the epitaxial layer amounts to
several kΩ · cm, and therefore improves the charge collection efficiency.





Appendix A

JTAG Configurations

The instruction register of the JTAG controller is loaded with the code of the desired
operation to perform or with the code of the desired data register to access. Table A.1
shows the JTAG instruction registers in MIMOSA 31.

Table A.1: JTAG instruction registers

Instruction 5 Bit Code16 Selected Register Size

ID_CODE 0E DEV_ID 32

BIAS_GEN 0F BIAS_DAC 160

PATT_LINE0 10 PATTERN_LINE0 96

DIS_ADC 11 DIS_ADC 48

PIX_SEQ 12 SEQ_PIX 112

MONITORING1 13 MONITORING1 30

PATT_LINE1 14 PATT_LINE1 96

ADC_SEQ 15 SEQUENCER_ADC 160

MONITORING2 17 MONITORING2 8

RO_MODE2 1C ReadOut Mode 2 8

RO_MODE1 1D ReadOut Mode 1 8

RO_MODE0 1E ReadOut Mode 0 8
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A.1 DEV_ID Register

The device identification register has fixed value inside the chip, as shown in table A.2.

Table A.2: ID code of MIMOSA 31

Bit Bit Name Default Value Code16

31-0 ID_CODE 4D333101

ASCII HEX
M 4D
3 33
1 31

<SOH> 01

A.2 BIAS_DAC Register

The BIAS_DAC register sets 20 DAC registers simultaneously, as shown in table A.3.

Table A.3: Bias generation register

Bit Range DAC Number Internal Name Description
159-152 DAC19 outVclpPix Pixel clamping voltage
151-144 DAC18 iPix Pixel source follower bias
143-118 DAC17-16 iRefTest<1:0> Reference test voltage
127-120 DAC15 iRefADCCM Common mode voltage
119-56 DAC14-7 irefADC<7:0> ADC reference voltage
55-48 DAC6 iBiasADC<2> S/H bias
47-40 DAC5 iBiasADC<1> Amplifier bias
39-32 DAC4 iBiasADC<0> Buffer bias
31-24 DAC3 iLVDSRx LVDS PAD bias
23-16 DAC2 iLVDSTx LVDS PAD bias
15-8 DAC1 iBiasAnaDriver Analogue Buffer bias
7-0 DAC0 iBiasBuffer Reference Buffer bias
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A.3 PATT_LINE Register

This register ’patt_line’ (192 bits large) emulates the ADC outputs. There are two
modes to control the registers: en_patt_only and en_linemarker. With en_patt_only
being active (high level), the pixel matrix is ignored and replaced by a virtual matrix
constituted of ’patt_line0’ and ’patt_line1’. This test mode emulates the pixel response
with the contents of the patt_line0 and patt_line1 in order to verify the digital processing.
In the en_linemarker mode, it adds two rows at the end of matrix as readout outputs.

Table A.4: Pattern line register

Bit Range register Name Basic Configuration Code16

191-96 patt_line0 AAA....................A

95-0 patt_line1 AA..............FFFF1

A.4 DIS_ADC Register

This register is used to disable the ADC in a specific column if it is noisy. The default
value of the DIS_ADC register is 0. In Mimosa31, the DisADC<47> is on the left side
while DisADC<0> is on the right side.

Table A.5: Disable ADC register

47 MSB ....................................... 0 LSB

DisADC<47> .................................. DisADC<0>

A.5 PIX_SEQ Register

The PIX_SEQ registers are 112 bits large. This register contains all parameters to gen-
erate readout pixel sequence, as shown in table A.6.
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Table A.6: Pixel sequencer configuration

Bit Range Bit Number Signal Name Basic Config

111-96 DataRdPix sel_row_int FFFF

95-80 DataClp clamp 01C0

79-64 DataCalib calib FC00

63-48 DataRdDsc read 001F

47-32 DataLatch latch C000

31-0 DataPwrOn pwr_on FFFFFFFF

A.6 ADC_SEQ Register

The ADC_SEQ registers (160 bits large) contains all parameters to generate ADC se-
quence, as shown in table A.7.

Table A.7: ADC sequencer configuration

Bit Range Bit Number Signal Name Basic Config

159-144 dclkadc clkadc AAAA

143-128 dsleepmask sleepmask 00FF

127-112 doffsetcancel offsetcancel 000F

111-96 dsample1_0 sample1_0 0000

95-80 dsample1_1 sample1_1 7FFE

79-64 dsample2_0 sample2_0 7FFE

63-48 dsample2_1 sample2_1 0000

47-32 dinitadc initadc 000E

31-16 Unused - -

15-0 Unused - -
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Figure B.1: First page of the schematic.
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Figure B.2: Second page of the schematic.



158 B. Schematic of the Test Board
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Figure B.3: Third page of the schematic.


	Contents
	List of Figures
	List of Tables
	Abstract
	Résumé en Français
	Introduction
	1 ILC Vertex Detector
	1.1 The ILC Physics Programme
	1.1.1 The ILC Machine

	1.2 ILD at ILC
	1.2.1 The ILD Layout

	1.3 Vertex Detector
	1.3.1 Requirements
	1.3.2 Geometries
	1.3.3 Sensor Technologies
	1.3.4 CMOS Pixel Sensors for VTX

	1.4 Summary
	Bibliography

	2 CMOS Pixel Sensors for Charged Particle Detection
	2.1 Detection Principle
	2.2 CPS Architecture
	2.2.1 Pixel Circuit
	2.2.2 Signal Processing Circuit

	2.3 State-of-the-art CPS
	2.3.1 MIMOSA 26
	2.3.2 ULTIMATE

	2.4 Sensor Concept for the ILD Vertex Detector
	2.4.1 Sensor Equipping the Innermost Layer
	2.4.2 Sensor Equipping the Outer Layers

	2.5 Summary
	Bibliography

	3 Column-Level Analog-to-Digital Converter for CPS
	3.1 Specifications of A/D Converters
	3.1.1 Quantization Error
	3.1.2 Differential Nonlinearity
	3.1.3 Integral Nonlinearity
	3.1.4 Offset Error
	3.1.5 Signal-to-Noise ratio
	3.1.6 Noise
	3.1.7 Settling Time

	3.2 Error Reduction Techniques
	3.2.1 Offset Compensation
	3.2.2 Sampling Switches

	3.3 A/D Converter Architectures
	3.3.1 Flash ADC
	3.3.2 Two-Step ADC
	3.3.3 Subranging ADC
	3.3.4 Pipeline ADC
	3.3.5 Folding ADC
	3.3.6 Successive Approximation Register ADC
	3.3.7 Sigma-Delta ADC

	3.4 Column-Level ADC Suitable to Vertex Detector
	3.5 Summary
	Bibliography

	4 Design of a Sensor Prototype
	4.1 Global Architecture
	4.2 Pixel Circuit
	4.3 Column-Level ADC
	4.3.1 Design Requirements
	4.3.2 Operation principle
	4.3.3 Optimal Power Saving
	4.3.4 Sample-and-hold
	4.3.5 Comparator
	4.3.6 Digital Logic
	4.3.7 DAC

	4.4 Simulation Results and Layout
	4.5 Summary
	Bibliography

	5 Experimental Results
	5.1 Test Board and Setup
	5.2 Test Results
	5.2.1 Noise Performance
	5.2.2 Pixel Performance
	5.2.3 ADC Performance

	5.3 Summary
	Bibliography

	6 Improvements on MIMOSA 31
	6.1 Zero Suppression for MIMOSA 31
	6.1.1 Physical Characteristics
	6.1.2 Hit Recognition
	6.1.3 Data Sparsification Algorithm
	6.1.4 Separated Sparse Banks in Pixel Matrix

	6.2 Self-Timed ADC
	6.2.1 Architecture Design
	6.2.2 Enhanced S/H Circuit
	6.2.3 Self-Timed Comparator
	6.2.4 Simulation Results

	6.3 Extended Self-Timed Discriminator
	6.4 Summary
	Bibliography

	Conclusions and Perspectives
	A JTAG Configurations
	A.1 DEV_ID Register
	A.2 BIAS_DAC Register
	A.3 PATT_LINE Register
	A.4 DIS_ADC Register
	A.5 PIX_SEQ Register
	A.6 ADC_SEQ Register

	B Schematic of the Test Board

