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A B S T R A C T

The manuscript details the work performed in the course of my PhD on plan-
etary sounding radar. The main goal of the study is to help designing and as-
sessing the sounding radar performances. This instrument will be embarked
on the European Space Agency (ESA)’s large class mission JUpiter ICy moons
Explorer (JUICE) to probe Jupiter’s environment and Jupiter’s icy moons Cal-
listo, Ganymede and Europa. As an introduction to the problem, a study on
Ganymede’s surface Digital Elevation Model (DEM) and its implications with re-
gard to the radar performances was performed. The results of this work put for-
ward issues due to a hostile environment with important surface clutter which
eventually lead to a decrease in the radar signal bandwidth to 8–10 MHz. A
first section is then dedicated to the formulation of the direct problem of sound-
ing radar with a focus on surface formulations. This section eventually leads
to a novel algorithm for radar surface echo computation from meshed surfaces
which proves to be both efficient and accurate. A second section studies the
possibility to use surface formulation to recover geophysical surface parame-
ters from sounding radar data. For that purpose, three main approaches are
discussed namely (i) a linear approach, (ii) a gradient-based approach and (iii)
a statistical approach. These techniques rely on a probabilistic view of the in-
verse problem at hand and yield good result with different setups. Although we
mainly focus on surface reflectivity, we also discuss surface topography inver-
sion. Finally, a last section discusses the work presented in the manuscript and
provides perspectives for future work.
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R É S U M É D U T R AVA I L D E T H È S E

Le manuscrit détail des travaux portant sur les performances du radar sondeur
planétaire. Ces études ont été conduites dans le cadre de ma thèse qui vise au
dimensionnement et à l’évaluation des performances du radar sondeur de la
mission JUICE de l’ESA. Dans un premier temps (c.f. section 2), une étude des
jeux de données topographiques a été conduite sur la lune glacée de Jupiter
Ganymède. Les résultats de cette étude ont fait l’objet d’un article qui met en
évidence des conditions particulièrement hostiles au sondage radar, notamment
à cause de terrains fortement accidentés. Cette étude a notamment conduit à une
reévaluation des caractéristiques du radar sondeur avec une bande en fréquence
du signal abaissée à 8–10 MHz. Reprenant les travaux menés dans l’équipe
quelques années plus tôt (c.f. [Nouvel et al., 2004]), je me suis attaché par la
suite à réimplémenter et à améliorer un algorithme performant pour simuler les
échos de surface en y apportant des améliorations conséquentes (c.f. section 4).

Figure 1: Schéma du principe du sondage radar planétaire monostatique. Une antenne
dipolaire située sur le satellite en orbite émet un signal électromagnétique vers
l’objet planétaire. Cette même antenne enregistre ensuite les signaux électro-
magnétiques diffusés et réfléchis par les milieux planétaires (échos de surfaces
et de sous-sol). Le maillage utilisé pour la simulation de surface est mis en év-
idence sur le schéma. Ce maillage forme un réseau de facettes triangulaires.
L’échelle des couleurs indique la topographie de la surface.

L’algorithme repose sur le principe de Huygens-Fresnel. La surface planétaire
est alors décrite comme un maillage composés de facettes triangulaires. La
forme analytique des champs électromagnétiques pour une facette triangulaire
quelconque est dérivée en utilisant un développement limité de la fonction de
phase (c.f. section 4). Le but recherché à l’origine est de modéliser à moindre
coût les échos radar résultant de l’interface atmosphère/ sous-sol qui composent
la majeure partie des signaux reçus lors des campagnes de sondage planétaire
(c.f. figure 2). Le code offre des perpsectives intéressantes en permettant de re-
produire les signaux des instruments radar en configuration monostatique ou
bistatique.
Ce travail permet également de mieux apprécier l’intéret d’une formulation sur-
facique du problème. L’absence d’outils performants à notre disposition pour
simuler les échos radar dans un milieu complexe en 3D m’a amené à concentrer
mes efforts sur les propriétés géophysiques de l’interface atmosphère/ sous-
sol. La majeure partie de ma thèse a été dès lors consacrée à l’inversion des
paramètres géophysiques dans un cadre probabiliste en utilisant une formula-
tion surfacique. De manière plus spécifique, j’ai essayé d’estimer les coefficients
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(a) Real data

(b) Simulated data

Figure 2: Simulation d’échos radar pour l’instrument LRS. L’échelles des couleurs est en
décibels [Berquin et al., 2012].

de réflexion à l’interface atmosphère-sous-sol et de corriger conjointement la to-
pographie de l’interface en utilisant les données radar. La dernière partie des
travaux est donc dédiée Ã l’inversion des signaux radar en utilisant le principe
de Huygens-Fresnel dans un cadre probabiliste (c.f. section 5). Les travaux dé-
taillent plus particulièrement les stratégies de recouvrement des paramètres
diélectriques dans le cas de milieux homogènes en sous-sol avec trois approches
différentes: (i) linéarisation du problème, (ii) techniques d’optimisation et (iii)
méthodes statistiques. Une discussion sur l’inversion d’autres paramètres est
également incluse dans la section 6 avec notamment une étude préliminaire de
l’inversion topographique. Les algorithmes présentés sont illustrés avec des don-
nées synthétiques dans différentes configurations.

Dans l’ensemble, ce manuscrit met en évidence, je l’espère, l’intérêt des math-
ématiques appliquées pour le sondage radar. L’exploitation au mieux des don-
nées radar ne saurait faire l’économie des progrès dans les domaines des inver-
sions des champs éléctromagnétiques et de la modélisation numériques. L’apport
de ce travail repose principalement dans l’analyse quantitative des données
radar, mais également dans l’évaluation des performances des radars sondeurs
notamment avec les implications en terme de fusion de données (différents in-
struments et/ou orbites proches).
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Part I

I N T R O D U C T I O N

This section details the general context of my PhD work and presents
a study on the topography of Jupiter’s icy moon Ganymede. A fore-
word is also provided to help the reader understanding the structure
of the manuscript.





1P L A N E TA RY S O U N D I N G R A D A R A N D T H E J U I C E
M I S S I O N : A N O V E RV I E W

See,
here I’m now sitting by myself,

uh, er, talking to myself.
That’s, that’s chaos theory.

— Dr. Ian Malcolm

Figure 3: Image representing RIME instrument performing an acquisition over
Ganymede. The electromagnetic signal is represented by a smooth wavefront
propagating in the subsurface (red) and by the surface reflection (blue). The
time delay is identical along the wavefront, hence an ambiguity arises to dis-
tinguishes scattering in three dimensions.

Planetary sounding radar is a technique analogous to Ground Penetrating Radar
(GPR) (e.g. [Deming and Devaney, 1997; Grimm et al., 2006; Saintenoy et al.,
2013]) and Synthetic Aperture Radar (SAR) (e.g. [Cumming and Wong, 2005;
Raney et al., 1994]). The basic principle is to perform electromagnetic remote
sensing of planetary bodies with active radar measurements targeting mainly
subsurface areas. Several experiments have been designed to study planetary
bodies. To this day, two of these instruments are used to study Mars’ iono-
sphere and subsurface, namely the Mars Advanced Radar for Subsurface and
Ionosphere Sounding (MARSIS) [Picardi et al., 2004] aboard Mars Express (ESA,
2003) and the SHAllow RADar sounder (SHARAD) [Seu et al., 2004] embarked on
the Mars Reconnaissance Orbiter (Mars Reconnaissance Orbiter (MRO), National
Aeronautics and Space Administration (NASA), 2005) probe. A radar instrument,
LRS [Ono and Oya, 2000; Ono et al., 2010] has also been used to study the Moon
as part of the Selenological and Engineering Explorer (SELENE) mission. An ad-
ditional experiment will be conducted [Kofman et al., 2007] – the COmet Nu-
cleus Sounding Experiment by Radiowave Transmission (CONSERT) – to study
the interior of the comet 67P/ Churyumov-Gerasimenko (Rosetta, ESA, 2004).
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4 planetary sounding radar and the juice mission : an overview

These radar operate at low carrier frequencies and bandwidth ranging from 1
MHz to few 100 MHz depending on the instruments. Transmitted signals are
usually chirps and antennas used in these experiments are mostly dipoles or
cross dipoles (e.g. [Ono et al., 2010; Kofman et al., 2007; Picardi et al., 2004]). Ex-
periment setups include either a single emitter/receiver antenna (monostatic) or
two antennas (bistatic) – emitter and receiver respectively – at different locations.
Antennas are usually located several hundreds of wavelength away to the plan-
etary body. Furthermore, results at Mars (e.g. [Picardi et al., 2004; Plaut et al.,
2009; Seu et al., 2007; Mouginot et al., 2010]) have conclusively demonstrated
that this technique is effective in the investigation of planetary bodies. Planetary
sounding radar is unique in the sense that it allows to perform remote sensing
at structural geology scales (i.e. few hundred meters to few kilometres sound-
ing depth with resolutions varying from a few meters to hundred of meters).
In this manuscript, we shall adopt a very large point of view for the problem
at hand through considering low frequencies remote electromagnetic sounding
techniques with a special attention to JUICE (formerly known as EJSM/Laplace),
the first large-class mission in ESA’s Cosmic Vision 2015-2025 programme and
more specifically to its sounding radar instrument. JUICE is planned for launch
in 2022 and arrival at Jupiter in 2030, the probe will spend at least three years
making detailed observations of the giant gaseous planet Jupiter and three of
its largest moons, Ganymede, Callisto and Europa. These moons are thought to
harbour vast water oceans beneath their icy surfaces and JUICE will map their
surfaces, sound their interiors and assess their potential for hosting life in their
oceans. The spacecraft will perform a dozen flybys of Callisto and will fly past
Europa twice in order to make the first measurements of the thickness of its icy
crust. JUICE will end up in orbit around Ganymede, where it will study the
moon’s icy surface and internal structure, including its subsurface ocean. The
mission will embark on-board eleven instruments to fulfil its goals,

• JANUS: Jovis, Amorum ac Natorum Undique Scrutator, camera system.

• MAJIS: Moons and Jupiter Imaging Spectrometer. From the yellow book,
the instrument should study the composition of the moons’ surfaces and
the composition, dynamics, structure and morphology of the Jupiter atmo-
sphere.

• UVS: UV Imaging Spectrograph will acquire images to explore the surfaces
and atmospheres of Jupiter’s icy moons and how they interact with the
Jupiter environment.

• SWI: Sub-millimetre Wave Instrument will investigate the structure, com-
position and dynamics of the middle atmosphere of Jupiter and exospheres
of its moons, as well as thermophysical properties of the satellites surfaces

• GALA: Ganymede Laser Altimeter will provide data about the topography,
shape and tidal deformation of the icy surfaces.

• RIME: Radar for Icy Moons Exploration will sound the icy crust of Europa,
Ganymede, and Callisto.

• J-MAG: Magnetometer for JUICE instrument will characterize the perma-
nent internal/intrinsic magnetic field of Ganymede; establish and char-
acterize magnetic induction signatures in possible subsurface oceans at
Ganymede, Europa and Callisto; investigate Ganymede’s mini-magnetosphere
which is embedded within the Jovian magnetosphere; observe magnetic
field signatures within the Jovian magnetosphere and aid in characteriz-
ing the dynamics within this magnetosphere.

• PEP: Particle Environment Package will measure the neutral material and
plasma in Jupiter’s environment.
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• RPWI: Radio and Plasma Wave Investigation

• 3GM: Gravity and Geophysics of Jupiter and Galilean Moons dedicated to
the characterisation of internal structure and subsurface oceans at Ganymede
and Callisto and possibly at Europa by tracking the spacecraft.

• PRIDE: Planetary Radio Interferometer and Doppler Experiment

The science objectives have been defined according to the planetary object stud-
ied. The main science objectives for Ganymede – as defined by ESA – are: (i)
characterisation of the ocean layers and detection of putative subsurface wa-
ter reservoirs; (ii) topographical, geological and compositional mapping of the
surface; (iii) study of the physical properties of the icy crusts; (iv) characterisa-
tion of the internal mass distribution, dynamics and evolution of the interiors;
(v) investigation of the exosphere; (vi) study of Ganymede’s intrinsic magnetic
field and its interactions with the Jovian magnetosphere. Concerning Europa,
the focus is on the chemistry essential to life, including organic molecules, and
on understanding the formation of surface features and the composition of the
non water-ice material. Furthermore, JUICE should provide the first subsurface
sounding of the moons, including – hopefully – the first determination of the
minimal thickness of the icy crust. Specifically, the radar sounder is expected
to acquire information on the different stratigraphic and structural patterns in
order to characterize the crustal behavior. As shallow crustal structures are of-
ten directly linked with surface features, the process of formation of surface
features (and thus of evolution of the moons) would be better understood by in-
vestigating subsurface structures. Subsurface structures not directly linked with
surface features may also exist in Jupiter moons and can be detected using the
radar sounding instrument. The sounding data would also allow an analysis of
the material in the subsurface (through proper inference processes) and their
metamorphism linked to the burial process. Moreover, the overall information
collected by the sounder will also help to understand the large scale geological
processes active in the moons at the global scale and to reconstruct their geo-
logical evolution. All of these targets are driving the design of the Radar for Icy
Moons Exploration (RIME).





2A S T U D Y O N G A N Y M E D E ’ S S U R FA C E T O P O G R A P H Y:
P E R S P E C T I V E S F O R S O U N D I N G R A D A R

From the sounding radar point of view, the strongest natural reflector is the
atmosphere/subsurface interface characterized by a sharp permittivity discon-
tinuity. It results in an important signal echo which can become a paramount
issue when analysing the data (e.g. [Berquin et al., 2012; Fa et al., 2009]). The
complexity of the surface echo – also referred to as surface clutter – mainly
depends on the surface topography. Its effects are radar wavefront distortions
and overlapping of scattered radar subsurface and surface signals. A study of
Ganymede and Europa’s topographies unveils challenging sounding environ-
ments with important topographic features as presented in the following con-
cise paper. Observed topographic features on Ganymede are similar to those
observed in the vicinity of the Olympus Mons on Mars which have raised con-
cerns on the ability to conduct sounding radar experiments with SHARAD-like
radar characteristics. Originally, the frequency had been chosen to be in the
range 20–50 MHz (chirp signals) due to the important Jovian noise at lower
frequencies (e.g. [Cecconi et al., 2012]). However, due to the important surface
clutter detailed in the paper, RIME central frequency was eventually set at 9

MHz (1 and 3 MHz bandwidth) as a trade-off between Jovian noise and sur-
face scattering. The instrument will further take advantage of the SHARAD and
MARSIS experiments. This should allow to study the subsurface structure of the
icy moons down to 9 km depth with vertical resolution of up to 30 m in ice.
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a b s t r a c t

Radar sounding of Jovian icy satellites has great potential to address specific science questions such as

the presence of subsurface liquid water. Radargrams acquired over Mars polar caps allow observing

clear echoes up to kilometers depth. However, Jovian icy satellites display dramatically different

surface topographies. In order to assess possible issues arising from such surface topographies on radar

sounding, we performed a study on different DEMs (Digital Elevation Models) obtained on Ganymede.

Topographic data are derived using stereo and photoclinometric analysis of Galileo and Voyager images

at resolutions of 16–629 m. Main results are presented in this paper. Overall we found that Ganymede’s

surface is quite rough, with mean slopes at 630 m scale varying from 3.51 to 81, smoothest terrains

being found within sulcii. This will be a major challenge for the design of radar sounders and

parameters should be chosen accordingly in order to correctly sound this planetary body. Previous

studies have shown similar concern for Europa.

& 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Radar sounding has shown great success in the study of
terrestrial and extra-terrestrial surfaces. Today, both Mars and the
Moon have been probed by mean of ground-penetrating radars,
which is one of the very few techniques that can remotely probe
subsurfaces. On the Moon, deep interfaces have been observed in
the mare which might correspond to the basement of these thick
magmatic flows (Ono et al., 2009; Pommerol et al., 2010). On Mars,
sounding of the polar caps was achieved with great success by both
Marsis and Sharad radars, providing unique information on the
structures and formation mechanisms of these deposits (Grima
et al., 2011; Plaut et al., 2007, 2009). In the framework of planetary
radars, Galilean satellites appear as highly interesting targets given
the suspected presence of a superficial water ocean (McCord et al.,
2001), with a high habitability potential. Oceans are expected to be
as deep as 3–40 km for Europa and 60–80 km for Ganymede (Spohn
and Schubert, 2003; Zimmer et al., 2000). Although radar penetra-
tion can be quite important in water ice (down to few kilometers in
the case of Marsis radar), surface topography can have first order
effects on the instrument performance. An important work has
already been conducted for Europa and Ganymede to some extent
(Schenk, 2009). Our goal in this paper is to characterize Ganymede’s
surface topography to better understand its surface properties from
a radar point of view. These results should help to put constraints on

the design of a possible future radar. We use topographic data
derived from the Voyager and Galileo missions images to try to
constrain the surface structure and to quantify its geometry (in
terms of slopes and RMS heights). Scale dependency and its
implication on wave propagation are also discussed therein as well
as comparison to analog terrains with available radar data.

2. Topographic data

The Ganymedian surface is often described as a mix of two
types of terrain: older, moderately cratered to highly cratered, dark
regions and somewhat younger, brighter regions marked with an
extensive array of grooves and ridges (sulcii) (Head et al., 2002;
Oberst et al., 1999; Patterson et al., 2010; Prockter et al., 1998,
2010; Squyres, 1981). The dark terrain covers about one-third of
the surface. Analyses of Galileo images have shown that locally,
terrains can have surface characteristics which differ noticeably
(Pappalardo et al., 2004). In order to investigate the different
terrain types observed on Ganymede’s surface, three typical
examples were selected (Fig. 1). They include both bright and dark
regions and should give a fairly good insight of the topography that
would be encountered. Vertical resolutions in DEMs range from
less than 10–50 m.

2.1. Arbela Sulcus region

A first DEM derived from Galileo images using stereo image
analysis techniques (Giese et al., 1998, 2001; Schenk, 2003)
was obtained in Arbela Sulcus region (bottom left of Fig. 1).
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The effective resolution of the elevation model (i.e. horizontal
resolution of the topography map which is different from the one
of the base images) is around 350 m at best. Arbela Sulcus is a
prominent SSW–NNE trending smooth, 20 km-wide band
(Pappalardo et al., 1998). Most parts of the band are topographi-
cally lower than the near surroundings, primarily dark terrain.
The band is not smooth but there is lineated topography within.
The eastern boundary consists of a ridgelike feature with a top-to-
bottom elevation of up to 200 m on its western edge. It stands
higher than the surrounding, older dark terrain to the east but
does not embay it. The western boundary of the band is not
elevated and stands lower than or at about equal topographic
level as the surrounding terrain to the west. Grooved terrain is
characterized by sub-parallel ridges and troughs at different
scales. Such type of terrain is featured by the SW–NE trending
band cut by Arbela Sulcus (visible to the west of Arbela in Fig. 1).
It has an undulatory topography with a characteristic length of
about 6 km and amplitudes reaching 400 m. Rifted terrains can be
observed in many places (Pappalardo et al., 1998) but most of
these rifts are too small to be resolved by the DEM. Craters with
different sizes and degrees of structural deformation are distrib-
uted across the study area.

2.2. Harpagia Sulcus region

A second DEM derived from high resolution Galileo images
using stereo image analysis techniques as well (Giese et al., 1998;
Schenk, 2003) was obtained in Harpagia Sulcus region (right of
Fig. 1). The effective resolution of the elevation model is around
350 m at best. This specific bright region appeared as a surpris-
ingly smooth surface on Voyager data (Head et al., 2001). How-
ever, observations from Galileo proved this area to be quite rough
and heavily pitted by small craters and to contain relatively
common but degraded linear elements. This smooth terrain is
clearly cut by younger grooved terrain along its eastern margin.

2.3. Bright terrain (Voyager data)

A third and last low resolution DEM (top left of Fig. 1) was
derived from Voyager images using photoclinometric techniques
(Squyres, 1981). This data set covers a considerably larger area
and has an effective resolution of approximately 630 m. It dis-
plays typical features (ridges mostly here) observed within bright

terrain areas as well as numerous impact craters of different sizes
which significantly alter the topography.

3. Methodology

In order to fully characterize terrains (for radar sounding
purpose), different parameters were studied. We mainly focused
on surface slopes, correlation lengths and height standard devia-
tions. Each of these parameters was computed over DEM square
samples of dimension L� L (L being called hereafter window

length). Graphics usually display parameters mean for a set of
window lengths L for the available DEMs.

At a given point on a surface z¼ f ðx,yÞ, the slope S is defined as
a function of gradients at x and y (i.e. WE and NS) directions.

S¼ arctanð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2

xþ f 2
y

q
Þ ð1Þ

where fx and fy are the gradients at NS and WE directions,
respectively. From the previous equation, it is clear that the key
for slope computation is the estimation of fx and fy. Since we are
interested in surface properties for radar sounding design, slopes
are considered over a surface and not over a profile. Furthermore,
since we are interested in slope variations with lateral scale L, we
subdivide the surface into L� L planes. We determine the slope
and aspect of each plane by fitting it to the surface height point
using a least squares method.

Correlation length was defined as the minimum threshold
value at which the normalized 2D correlation function of a given
DEM sample equals 0.37 (i.e. 37% of its maximum). It is a
simplistic definition. However, as mentioned above, we are
interested in the possible hampering arising from the surface in
radar sounding. Hence, rough estimations are sufficient at the
moment. DEM samples are detrended through removing a plan
fitted in the least square sense.

We paid extra attention to scale dependency behaviours in
surface statistics. Indeed, surface characteristics are functions of
scales at which they are observed. One way to deal with it is to
assume self-affine behaviour of the surface within a certain range
of scales. This topic has been extensively discussed over the last
decades and such behaviours have been shown to be well suited
to describe natural surfaces (Orosei et al., 2003; Power and
Tullis, 1991; Picardi et al., 2004). This approach is particularly

Fig. 1. Top left: raw Ganymede Digital Elevation Model (DEM) data. Note: scale and topography are in kilometers. Bottom left: base Digital Elevation Model (DEM) in the

vicinity of Arbela Sulcus. Numbers (1, 2 and 3) correspond to the three data subsets studied. Right: base DEM in the vicinity of Harpagia Sulcus. The small black dots

correspond to corrupted data (interpolation was carried out for the study).
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convenient since it allows an explicit roughness scale dependent
formulation (Shepard et al., 1995; Shepard and Campbell, 1999).
For a self-affine profile or surface, RMS height variations, RMS
slopes are a function of the sample length over which they are
measured (Shepard et al., 1995). The surface is fully described
through a standardized reference length and its Hurst exponent
(Shepard and Campbell, 1999). We report here surface RMS
deviations n in Fig. 2 (also referred to as structure function,
variogram or Allan deviation). In essence, this parameter is a
measure of the difference in height between points separated by a
distance Dx.

nðDxÞ ¼ ½/ðzðxþDxÞ�zðxÞÞ2S�1=2 ð2Þ

Unfortunately, as seen in Fig. 2, available DEM cover too
limited spatial ranges to build a scale dependent model.
Figs. 2 and 4 provide an insight on the scale dependency of
surface parameters. Small scales close to DEM resolution are
likely affected by DEM resolutions which smooth the surface
(attenuation of height variations). This effect probably accounts
for slope breaks observed in Fig. 2. At large scales, height
variations are usually bounded and reach a plateau. Overall, no
typical self-affine behaviour was observed so far over a sufficient
range of scales to extract robust Hurst exponents.

4. Results

We mainly differentiated between available data sets and
additionally we subdivided the data set in the Arbela region into
three sets containing terrains to the west of the sulcus, the sulcus
(Arbela band) and terrains to the east of the sulcus due to their
obvious morphologic differences as presented in Fig. 1. Each data
set obtained was then considered to be spatially stationary (note:
this hypothesis solely relies on geological considerations at scales
we are interested in). Main results are presented in Figs. 2–4. It is
worth noticing that DEM in the Harpagia Sulcus region does not
cover sufficient scale ranges to perform scale dependent analysis.

In addition, a comparison was conducted with two sets of
surfaces on Mars observed with MOLA (Mars Orbiter Laser

Altimeter) at 463 m resolution (Kreslavsky and Head, 1999,
2000). These surfaces are located in the vicinity of Olympus
Mons. They display, at these scales similar behaviours to those
observed on Ganymede in terms of slopes, correlation lengths and
height variations (Figs. 2–4). Radargrams obtained in these areas
are available (Fig. 5). This area on Mars is considered as very rough

in comparison to the rest of the planet. Materials on Ganymede
differ noticeably from those on Mars. In terms of scattering this

Fig. 2. Allan deviations from different data sets. Log(km)–log(km) scales. Dotted

lines correspond to terrains within Arbela Sulcus vicinity numbered according to

areas defined in Fig. 1. Large plain lines correspond to MOLA data on Mars and

plain line corresponds to the DEM obtained with Voyager images. Allan deviation

from MOLA data are very much comparable to those observed on Ganymede

except for terrains located in the sulcus which have noticeably smaller height

variations (smoother).

Fig. 3. Slope histograms for major observed terrains. Data are for sites observed at

630 m resolutions roughly (except for MOLA data observed at 463 m). Bright

terrains from Voyager images are plotted with a thin plain line, terrains in Arbela

Sulcus vicinity are plotted with dotted lines and numbered according to areas

defined in Fig. 1. Histogram with large circles corresponds to Harpagia Sulcus area

and remaining histograms with large plain lines correspond to MOLA data on Mars

(rough area in the Olympus Mons vicinity). Histograms from Mars data are within

the range of values observed on Ganymede, expect for terrain in the sulcus

(although Mars histograms have larger tails, i.e. more extreme topographic

events). Area below the curves are normalized to one.

Fig. 4. Mean slopes as a function of window width L. Deg–log(km) scales. Dotted

lines correspond to terrains within Arbela Sulcus vicinity numbered according to

areas defined in Fig. 1. Large plain lines correspond to MOLA data on Mars and

plain line corresponds to the DEM obtained with Voyager images. Mean slopes

from MOLA data are comparable to those observed on Ganymede except for

terrains located in the sulcus which are noticeably smoother.
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will primarily affect the electric permittivity in Eq. (3) (see
Discussion).

Terrains on the edges of Arbela Sulcus and terrains observed
within Harpagia Sulcus region display surprisingly similar slope
histograms (Fig. 3) with large mean values around 7.51 to 81 at
630 m. Such terrains will likely produce important lateral radar
echoes when performing radar sounding. In comparison, terrain
located in Arbela Sulcus shows gentle slopes averaging 3.51 at
630 m. Slopes from DEM obtained from Voyager images sit in the
middle, which may be explained by the presence of both sulcii
and cratered/ridged terrains. These observations are very similar
to those conducted on Europa (Schenk, 2009).

Variations of mean slopes with window lengths display inter-
esting features (Fig. 4). When window lengths are below 1 km
roughly, the behaviour is mainly dictated by DEM limited resolu-
tions (smoothing effect). However, at larger scales, slope varia-
tions are probably due to natural terrains roughness. This is true
only over a limited range of scales. Once again, terrain in Arbela
Sulcus shows much smaller average slopes in comparison to other
terrains. Considering the limited range of scales available for each
DEM (one order of magnitude roughly), we shall only derive
parameters at window lengths of the order of magnitude of DEMs
sizes. Through such description, we somehow make the assump-
tion that topography within each set can be considered as
stationary (topography could be modelled for instance by Gaus-
sian or exponential correlated surfaces).

Typical correlation lengths observed in terrains to the East and
West of Arbela Sulcus are around 1.5 km. However this value does
not fully describe correlation functions since terrains are strongly
anisotropic. Large structures can be clearly seen on the DEM
image (Fig. 1). Correlation lengths associated to the DEM obtained
with Voyager data are clearly larger reaching few kilometres
(3–4 km) which may indicate larger structures in the area, although
the resolution might be too low to resolve smaller features. Structures
within Arbela Sulcus are smaller with typical correlation lengths
around 800 m. Terrains in Harpagia Sulcus region have correlation
lengths ranging from 450 m to 1000 m, increasing towards the east.
Smaller structures are most likely present within these terrains but
are not resolved by available DEMs.

RMS heights within Harpagia Sulcus region are ranging from
40 m to 75 m increasing towards the east. Terrains to the east and
west of Arbela Sulcus have RMS heights around 120 m which
corresponds to a value of �0.9 in Fig. 2. Whereas Arbela Sulcus
terrain RMS height is much smaller around 30 m (�1.5 in Fig. 2).
DEM obtained from Voyager images has an RMS height of 150 m
(�0.82 in Fig. 2).

Overall, terrains on Ganymede could be qualified as rough in
comparison to what has been observed on Mars (see slope values
in Fig. 3). Important lateral surface echoes and surface diffusion of
the radar signal are very likely to occur during radar sounding
experiments. Smoothest areas are located within sulcii which
display obvious topographic differences from the rest. These
narrow bands (10–100 s of kilometers wide) highlight the pre-
sence of relatively smooth terrains on Ganymede that might allow
good radar sounding performances. Galileo and Voyager observa-
tions have permitted to build models for these grooved terrains.
These models mainly induce rift-like processes with a significant
role for tilt-block style normal faulting, high thermal gradient,
locally high extensional strain, the potential for tectonism alone
to cause resurfacing in some regions, and a generally less
prominent role for icy volcanism (Pappalardo et al., 2004).

5. Discussion

Preliminary results indicate Ganymede’s surface is quite rough
(Schenk, 2009) for lateral scales ranging from few hundred meters
up to few kilometers. Hence, performances of radar sounding
instrument on Ganymede will likely be affected. There is a high
risk that the electromagnetic signal wavefront coherency will be
lost as it propagates through Ganymede’s surface. This would
result in a dramatic decrease in the amplitude of the received
signal. This power loss wt can be easily expressed for Gaussian
correlated surfaces in the Kirchhoff approximation (Ishimaru,
1978; Kong, 2000)

wt ¼ expð�2ð
ffiffiffiffiffi
E1
p
�

ffiffiffiffiffi
E0
p
Þ
2s2

hk2
Þ ð3Þ

Fig. 5. Radargrams obtained in the Olympus Mons region (MARSIS top and SHARAD bottom). MARSIS operates at 3 MHz central frequency (1 MHz bandwidth) on this radargram.

SHARAD operates at 20 MHz central frequency (10 MHz bandwidth). We can clearly see that surface scattering leads to a very signal to noise ratio in rough areas.
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sh is height standard deviation of the surface, k the wavenumber,
E1 is the dielectric permittivity of the subsurface layer and E0 is
the dielectric permittivity of the atmosphere. Although this
formulae is only a first order estimation, it stresses out that if it
exists surface structures with height variations within Fresnel
zone (i.e. useful radar beamwidth on the surface, which has a
radius of

ffiffiffiffiffiffiffiffiffiffiffiffiffi
lR0=2

p
with R0 being the spacecraft altitude) of the

same order of magnitude (or more) than the incident wavelength,
there will be no coherent signal that propagates through the
subsurface. Hence, it is not possible to receive coherent echoes
from the subsurface.

Comparison with SHARAD and MARSIS signals (Mouginot
et al., 2010) seem to be in agreement with this analysis. Signal
displayed in Fig. 5 – from SHARAD and MARSIS – were obtained in
Olympus Mons region which displays similar topography char-
acteristics. For both instruments in these rough areas, power
received by the antennas decreases dramatically due to surface
scattering. It is worth noticing that MARSIS instrument which
operates at lower frequencies seems to perform better in these
areas with these specific signal treatment. However, these con-
clusions rely solely on large scale topographic behaviours
obtained through DEMs and the work remains qualitative. Lack
of information at smaller scales makes it impossible to have a
good assessment of the returned echoes at this stage (i.e. radar
sounding performances on icy Jovian satellites is unknown). In
order to carry out a finer study, a geological model of the
subsurface covering different scales (Chyba et al., 1998; Moore,
2000) should be built as well and converted into a permittivity
model of the subsurface.

Clutter effect arising from lateral echoes as well as other
sources of noise are also of paramount importance but are not
discussed here (Cecconi et al., 2011; Kobayashi et al., 2002; Seu
et al., 2004). Typically, one would expect the coherent signal
returned from the subsurface to have sufficient power with
regard to the noise (clutter and additional sources of noise) to
properly image subsurface features.

Overall, considering height variations at available spatial
resolutions, it is not possible to validate power loss estimations.
Extracting sh in the formulae above would require DEMs at finer
resolutions. SHARAD-like instruments with frequency ranges over
20 MHz do not seem well adapted to Ganymede’s rough surface.
Lower frequencies should be more adapted as indicated by
preliminary estimations. However, due to Jupiter radio emissions,
a limited range of frequencies is available. Different scattering
models (i.e. derived from different surface models such as
Gaussian correlated model or self-affine model, etc.) can be tested
to assess the loss of coherency of the returned signal. However,
they should not yield dramatic changes if surface characteristic
inputs are chosen according to radar wavelength.

Acknowledgments

We gratefully acknowledge the fundamental work conducted
by Dr. Paul Schenk who kindly provided us with the DEM s. This
work was performed with financial support from CNES.

References

Cecconi, C., Hess, S., Herique, A., et al., 2011. Natural radio emission of Jupiter as
interferences for radar investigations of the icy satellites of Jupiter. Planetary
and Space Science 59.

Chyba, C.F., Ostro, S.J., Edwards, B.C., 1998. Radar detectability of a subsurface
ocean on Europa. Icarus 134, 292–302.

Giese, J., Oberst, T., Roatsch, G., et al., 1998. The local topography of Uruk Sulcus
and Galileo Regio obtained from stereo images. Icarus 135, 303–316.

Giese, J., Wagner, R., Neukum, G., et al., 2001. The topography of Ganymede’s
Arbela Sulcus. Lunar and Planetary Science Conference XXXII, Abstract 1743.

Grima, C., Costard, F., Kofman, W., et al., 2011. Large asymmetric polar scarps on
Planum Australe, Mars: characterization and evolution. Icarus 212, 96–109.

Head, J., Pappalardo, R., Collins, G., et al., 2002. Evidence for Europa-like tectonic
resurfacing styles on Ganymede. Geophysical Research Letters 29, 2151.

Head, III, J.W., Pappalardo, R.T., Collins, G.C., et al., 2001. Ganymede: Very High
Resolution Data from G28 Reveal New Perspectives on Processes and History,
Lunar and Planetary Institute. Technical Report, Lunar and Planetary Institute
Science Conference Abstracts 32, 1980.

Ishimaru, A., 1978. Wave Propagation and Scattering in Random Media. Academic
Press.

Kobayashi, T., Oya, H., Ono, T., 2002. A-scope analysis of subsurface radar sounding
of lunar mare region. Earth, Planets, and Space 54, 973–982.

Kong, J.A., 2000. Electromagnetic Wave Theory. EMW Publishing.
Kreslavsky, M.A., Head, J.W., 1999. Kilometer-scale slopes on Mars and their

correlation with geologic units: initial results from Mars Orbiter Laser
Altimeter (MOLA) data. Journal of Geophysical Research 104, 21911–21924.

Kreslavsky, M.A., Head, J.W., 2000. Kilometer-scale roughness of Mars: results
from MOLA data analysis. Journal of Geophysical Research 105, 26695–26712.

McCord, T.B., Hansen, G.B., Hibbitts, C.A., 2001. Hydrated salt minerals on
Ganymede’s surface: evidence of an ocean below. Science 292, 1523–1525.

Moore, J.C., 2000. Models of radar absorption in Europan ice. Icarus 147, 292–300.
Mouginot, J., Pommerol, A., Kofman, W., et al., 2010. The 3–5 MHz global

reflectivity map of Mars by MARSIS/Mars express: implications for the current
inventory of subsurface H2O. Icarus 210, 612–625.

Oberst, J., Schreiner, B., Giese, B., et al., 1999. The distribution of bright and dark
material on Ganymede in relationship to surface elevation and slopes. Icarus
140, 283–293.

Ono, T., Kumamoto, A., Nakagawa, H., et al., 2009. Lunar radar sounder observa-
tions of subsurface layers under the nearside maria of the Moon. Science 323,
909.

Orosei, R., Bianchi, R., Coradini, A., et al., 2003. Self-affine behavior of Martian
topography at kilometer scale from Mars Orbiter Laser Altimeter data. Journal
of Geophysical Research 108, 8023.

Pappalardo, R.T., Head, J.W., Collins, G.C., et al., 1998. Grooved terrain on
Ganymede: first results from Galileo high-resolution imaging. Icarus 135,
276–302.

Pappalardo, R.T., Collins, G., Head III, J.W., et al., 2004. Jupiter: The Planet, Satellites
and Magnetosphere. Geology of Ganymede. Cambridge University Press.
(Chapter 16).

Patterson, G.W., Collins, G.C., Head, J.W., et al., 2010. Global geological mapping of
Ganymede. Icarus 207, 845–867.

Picardi, G., Biccari, D., Seu, R., et al., 2004. Performance and surface scattering
models for the Mars Advanced Radar for Subsurface and Ionosphere Sounding
(MARSIS). Planetary and Space Science 52, 149–156.

Plaut, J.J., Picardi, G., Safaeinili, A., et al., 2007. Subsurface radar sounding of the
south polar layered deposits of Mars. Science 316, 92.

Plaut, J.J., Safaeinili, A., Holt, J.W., et al., 2009. Radar evidence for ice in lobate
debris aprons in the mid-northern latitudes of Mars. Geophysical Research
Letters 36, L02203.

Pommerol, A., Kofman, W., Audouard, J., et al., 2010. Detectability of subsurface
interfaces in lunar maria by the LRS/SELENE sounding radar: influence of
mineralogical composition. Geophysical Research Letters 37, L03201.

Power, W.L., Tullis, T.E., 1991. Euclidean and fractal models for the description of
rock surface roughness. Journal of Geophysical Research 96, 415–424.

Prockter, L.M., Head, J.W., Pappalardo, R.T., et al., 1998. Dark terrain on Ganymede:
geological mapping and interpretation of Galileo Regio at high resolution.
Icarus 135, 317–344.

Prockter, L.M., Lopes, R.M.C., Giese, B., et al., 2010. Characteristics of icy surfaces.
Space Science Reviews 153, 63–111.

Schenk, P.M., 2003. Topographic mapping of icy satellites: new methods and new
maps. ISPRS 2003.

Schenk, P.M., 2009. Slope characteristics of Europa: constraints for landers and
radar sounding. Geophysical Research Letters 36, L15204.

Seu, R., Biccari, D., Orosei, R., et al., 2004. SHARAD: the MRO 2005 shallow radar.
Planetary and Space Science 52, 157–166.

Shepard, M.K., Brackett, R.A., Arvidson, R.E., 1995. Self-affine (fractal) topography:
surface parameterization and radar scattering. Journal of Geophysical
Research 100, 11709–11718.

Shepard, M.K., Campbell, B.A., 1999. Radar scattering from a self-affine fractal
surface: near-nadir regime. Icarus 141, 156–171.

Spohn, T., Schubert, G., 2003. Oceans in the icy Galilean satellites of Jupiter? Icarus
161, 456–467.

Squyres, S.W., 1981. The topography of Ganymede’s grooved terrain. Icarus 46,
156–168.

Zimmer, C., Khurana, K.K., Kivelson, M.G., 2000. Subsurface oceans on Europa and
Callisto: constraints from Galileo magnetometer observations. Icarus 147,
329–347.

Y. Berquin et al. / Planetary and Space Science 77 (2013) 40–4444



3A F O R E W O R D O N T H E W O R K

Considering the problem at hand, I have dedicated my PhD work to radar
sounding in hostile environments, to pushing the limits of the technique and
to recovering quantitative information on the probed environments. The outline
of the manuscript matches the chronology of my PhD. The work is divided in
three sections. The first one details the physics of sounding radar with a focus
on surface formulation. It allows an overview of electromagnetic wave propa-
gation, of the instrument characteristics and presents an improved algorithm
to the one presented in [Nouvel et al., 2004] which allows to efficiently com-
pute radar surface echoes from a known surface. This first sections focuses on
surface formulations (Huygens-Fresnel’s principle) which are the core of the al-
gorithm presented. The second section is devoted to the inversion of surface
parameters from sounding radar measurements. Equations are detailed along
with illustrations using synthetic data. Three methods are presented, namely
(i) the linear inverse problem, (ii) non-linear reflectivity parameters and (iii) a
statistical approach. Discussions on the strategies and parameters to inverse are
also included. We chose to present the inverse problem using a probabilistic
approach (e.g. [Tarantola, 2005]) and we recall in this second section some the-
ory regarding this approach. A last section is dedicated to the conclusions and
discussions of the PhD work. It provides some perspectives on possible future
studies. As for the appendices, the first one recalls Maxwell’s equations and may
come handy to understand some notations. The second appendix is an attempt
at giving a modern formulation of the work using differential geometry with a
great help from the literature (e.g. [Matias, 2012; Warnick, 1997]).
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Part II

D I R E C T E L E C T R O M A G N E T I C WAV E
P R O PA G AT I O N I N P L A N E TA RY S O U N D I N G

R A D A R

We propose in this section to derive an algorithm to compute effi-
ciently radar echoes based on the Huygens-Fresnel’s principle from
meshed surfaces.





4I M P L E M E N T I N G H U Y G E N S - F R E S N E L’ S P R I N C I P L E U S I N G
A M E S H E D B O U N D A RY S U R FA C E

Hope it doesn’t sound arrogant, when I say that I am the greatest man in the world!

— Denholm Reynholm

We propose in this section a technique to simulate planetary sounding radar
surface echoes based on surface formulation presented in the previous sections.
This topic has lead to a paper which is the core of this section. The technique of-
fers interesting perspectives to compute any electromagnetic fields in a bounded
volume Ω for a given closed surface ∂Ω with its known surface electromagnetic
fields. The algorithm presented in this section has been used to compute the
forward and transposed operators when conducting the inversion process. This
work was mostly inspired by Dr. Jean-Francois Nouvel’s PhD work (see [Nou-
vel et al., 2004]) although it can be related to the well-known boundary elements
method (e.g. [Katsikadelis, 2002; Buffa and Hiptmair, 2003]) where in essence
we discard the coupling of the elements.

4.1 discretization of the boundary problem

Figure 4: Meshed planetary surface used for simulations showing a crater on Mars. The
surface is composed of triangular meshes.

We assume throughout this work the boundary surface ∂Ω to be correctly de-
scribed as a contiguous set of N ∈ N triangular planar facet elements ∆α such
that ∂Ω = {∆α}α∈N . This results in a three dimensional meshed surface (see
figure 4). On each facet element, we express the fields as the product of a ge-
ometrical term Fα (x0, xα) constant over the facet and of a phase term eiφα(x,x0).
Rewriting equation B.30 accordingly we obtain,

Es(x0, ω) = ∑
α

Fα (x0, xα)
∫

∆α

eiφα(x,x0)dσ(x) (4.1)

Superscript α denotes here the αth facet variables which are constant over each
planar facet element while xα denotes the geometrical center of mass of the
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αth facet. It is worth noting the above equation contains the information on the
electric field polarization and is merely the sum of the facet diffracted fields
Fα
∫

∆α
eiφα(x,x0)dσ(x). Computing the the phase integral term

∫
∆α

eiφα(x,x0)dx over
a planar facet element is not straightforward. Analytical results can be obtained
only in very specific cases. In order to give a generic result for a specified facet
element geometry, one has to carry out approximations. We propose to derive a
analytical expressions provided conditions in the phase term for triangular facet
elements.

Constant phase function

The simplest approximation is to consider a constant phase over a facet element
φα(x, x0) = Aα with Aα ∈ R,

∫
∆α

eiφ(x,x0)dσ(x) = ∆SαeiAα (4.2)

Where ∆Sα is the surface of the facet element. Any piecewise C1 complex func-
tion on ∂Ω can be approached through a set of constant over elementary surface
elements. In general this formulation is used to numerically compute Huygens-
Fresnel’s integral (e.g. [Plettemeier et al., 2009; Kobayashi et al., 2002a,b]).

Linear phase function

We define ∆α = {x | a.x + b.y + d = z} with a ∈ R and b ∈ R and x =
{x, y, z} where x, y and z are the coordinates in a given Cartesian frame. We
assume the phase term can be expressed locally (i.e. over a facet element) as
e2jk(−a0.x−b0.y+d0). This amounts to linear variations in the phase function φ(x, x0) =
2k (−a0.x− b0.y + d0). In order to compute the analytical phase integral on a tri-
angular facet, we subdivide the integral domain in two right triangle integral
domains (see figure 5). This provides rectangular-like integration domains,

∫
∆α

e2ik(−a0.x−b0.y+d0)dσ(x) = J.[∫ D′x

Ax

∫ α1.x+β1

D′y
e2ik(−a0.x−b0.y+d0)dydx+

∫ Bx

D′x

∫ α2.x+β2

D′y
e2ik(−a0.x−b0.y+d0)dydx

] (4.3)

with,

J =
√

a2 + b2 + 1

α1 =
Ay − Cy

Ax − Cx

β2 = Cy − α2Cx

α2 =
By − Cy

Bx − Cx

β2 = Cy − α2Cx

(4.4)

Where A, B and C are the facet vertices and Ax, Ay and Az are the coordinates
of the vertex A. The coefficient J is the Jacobian that arises when changing the
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Figure 5: Example of a triangular facet and its associated integration domain in a given
frame. The color represents the linear varying phase function over the facet.

integral domain from ∂Ω (locally ∆α) to the plane xy. A′B′C′ is the integral
domain on the plane xy and is built such that primed points A′, B′ and C′ are
the projections of the vertices A, B and C on xy through z respectively. D′ is such
that (C′D′) ⊥ (A′B′) and C′ ∈ (A′B′) (see figure 5). The analytical expression of
the integral is straightforward given the properties of the exponential function,

∫
∆α

e2ik(−a0.x−b0.y+d0)dσ(x) = J.
e2.i.k.d0

(2.i.k)2.b0
.[

e−2.i.k.b0.β1

a0 + b0.α1
.
(

e−2.i.k.D′x(a0+b0.α1) − e−2.i.k.Ax(a0+b0.α1)
)
+

e−2.i.k.b0.β2

a0 + b0.α2
.
(

e−2.i.k.Bx(a0+b0.α2) − e−2.i.k.D′x(a0+b0.α2)
)

+
e−2.i.k.(b0.D′y+Ax .a0) + e−2.i.k.(b0.D′y+Bx .a0)

a0

]
(4.5)

Should the electromagnetic field vector components be piecewise C1 complex
functions on ∂Ω with slow varying absolute values in comparison to the phase
term, they can be written as a sum of analytical functions using equation 4.5 in
4.1. We have used a

unique phase
function for all
vector field
components but the
equations can easily
be generalized to
each individual
component with its
own phase term.

Figure 6: Example of radiated power diagram from a triangular facet element with a lin-
ear phase function corresponding to a normal incidence for a given frequency.
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4.2 application to planetary sounding radar

In the far field approximation, the field radiated by an antenna located at x1
in a homogeneous medium can be written as Ei(x) = |Ei(x)|eik|x1−x|êi. We shall
make use of equations B.43 and B.44 (homogeneous case) and we further define,

Ê‖(x) =
(
(n̂× q̂i) .

[
(êi · q̂i) .

(
1 + RTE

) ]
+

q̂i.
(

n̂ · k̂i

)
.
[
(êi · p̂i) .

(
1− RTM

) ]) (4.6)

Ĥ‖(x) =
1
η

.
(
(n̂× q̂i) .

[
(êi · p̂i) .

(
1 + RTM

) ]
− q̂i.

(
n̂ · k̂i

)
.
[
(êi · q̂i) .

(
1− RTE

) ]) (4.7)

Replacing Ei(x) with |Ei(x)|eik|x1−x| in equations B.43 and B.44 we obtain,

Es(x0) =
∫

S

[
¯̄I− k̂sk̂s

] (
ηĤ‖(x) + k̂s × Ê‖(x)

)
|Ei(x)|

eik(|x0−x|+|x1−x|)

4π|x0 − x| dσ(x)

(4.8)

As described in the previous section, we assume the boundary surface ∂Ω to
be correctly described as a contiguous set of N ∈ N triangular planar facet
elements ∆α such that ∂Ω = {∆α}α∈N . We now have,

Es(x0) = ∑
α

∫
∆α

[
¯̄I− k̂sk̂s

] (
ηĤ‖(x) + k̂s × Ê‖(x)

)
|Ei(x)|

eik(|x0−x|+|x1−x|)

4π|x0 − x| dσ(x)

(4.9)

We further assume facet extension to be much smaller than R -with R = min{|x0−
x|, |x1 − x|}- and field amplitudes to be constant over a facet element. We can
now express the field at the surface as the product of a geometrical term Fα (x0, xα)
constant over the facet and of a phase term eiφα(x,x0,x1),

Es(x0, ω) = ∑
α

Fα (x0, xα)
∫

∆α

eiφ(x,x0)dσ(x) (4.10)

Fα (x0, xα) =
[

¯̄I− k̂sk̂s

] (
ηĤ‖(x) + k̂s × Ê‖(x)

) |Ei(xα)|
4π|x0 − xα| (4.11)

φα(x, x0, x1) = k (|x0 − x|+ |x1 − x|) (4.12)

We shall now discuss the possibility to express the integral term as an analytical
function.



4.2 application to planetary sounding radar 21

Constant phase function

Assuming the phase term to be constant over the facet element amounts to per-
forming a zero order series expansion (i.e. constant phase term over the facet
element) with φα(x, x0, x1) = k (|x0 − xα|+ |x1 − xα|). In order for this approx-
imation to be valid, facet elements must be small enough with regard to the
wavelength. It is equivalent to a numerical integral with each facet elements
on the mesh corresponding to an elementary surface element ∆α. This method
is very easy to implement but can be time consuming due to the numerous
facet elements needed to describe the surface [Jin, 2012; Plettemeier et al., 2009;
Kobayashi et al., 2002a]. Typically, this requires that each element does not ex-
ceed λ/10 in length which can be computationally exhaustive.

Linear phase function

The first step is to provide a linearized form of φα(x, x0, x1). We approximate lo-
cally the fields -both incident and scattered- as plane waves and we provide each
plane with an orthonormal basis {d0

1, d1
1, k1}α and {d0

0, d1
0, k0}α respectively. k0

and k1 are the scattered and incident unit vectors respectively along wave vec-
tors which are constant over a facet element. We now express |x0 − x|+ |x1 − x|
with x ∈ ∆α and x̃ = x− xα,

|x0 − x|+ |x1 − x| =
[
(xα − x0) · k0 +

(
x̃− (x̃ · d0

0)d
0
0 − (x̃ · d1

0)d
1
0

)
.k0

]
−
[
(xα − x1) · k1 +

(
x̃− (x̃ · d0

1)d
0
1 − (x̃ · d1

1)d
1
1

)
· k1

] (4.13)

We recognize a linear function with regard to vector x. Recalling ∆α = {x | a.x +
b.y + d = z}, the phase function can easily be developed,

φα(x, x0, x1) = 2k
(
−1

2
.A.x− 1

2
.B.y +

1
2

.D
)

(4.14)

with,

A = −
[ (

k0,x − (d0
0 · k0)d0

0,x − (d1
0 · k0)d1

0,x

)
+ a

(
k0,z − (d0

0 · k0)d0
0,z − (d1

0 · k0)d1
0,z

) ]
+
[ (

k1,x − (d0
1 · k1)d0

1,x − (d1
1 · k1)d1

1,x

)
+ a

(
k1,z − (d0

1 · k1)d0
1,z − (d1

1 · k1)d1
1,z

) ]
B = −

[ (
k0,y − (d0

0 · k0)d0
0,y − (d1

0 · k0)d1
0,y

)
+ b

(
k0,z − (d0

0 · k0)d0
0,z − (d1

0 · k0)d1
0,z

) ]
+
[ (

k1,y − (d0
1 · k1)d0

1,y − (d1
1 · k1)d1

1,y

)
+ b

(
k1,z − (d0

1 · k1)d0
1,z − (d1

1 · k1)d1
1,z

) ]
D =

[
(xα − x0) · k0 −

(
xα − (xα · d0

0)d
0
0 − (xα · d1

0)d
1
0

)
· k0

+ d
(

k0,z − (d0
0 · k0)d0

0,z − (d1
0 · k0)d1

0,z

) ]
−
[
(xα − x1) · k1 −

(
xα − (xα · d0

1)d
0
1 − (xα · d1

1)d
1
1

)
· k1

+ d
(

k1,z − (d0
1 · k1)d0

1,z − (d1
1 · k1)d1

1,z

) ]
(4.15)

Subscripts x, y, z denote the coordinates in the reference Cartesian frame. Equa-
tion 4.5 then provides the analytical form of the phase integral term. From a
functional point of view, the linear phase approximation amounts to perform-
ing a first order series expansions at xα − x1 and xα − x0 respectively. In order
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for this approximation to be numerically valid, facet edges should not exceed√
λR/2 which corresponds to the Fresnel zone radius in planetary radar sound-

ing. Figure 7 highlights the limitations on facet extension. Facet edge lengths
are typically n

√
λR/2, as n increases, the quality of the results decreases. In

practice, n was set to 0.2 in most of our simulations.

Figure 7: Typical radar responses from flat meshed surfaces with facet edge lengths
below n

√
λH/2. Signal distortions can be observed as n increases.

A detailed study of the first order approximation shows Bragg’s resonance pat-
terns for structured meshes (see [Nouvel et al., 2004]) when the constraint limit
is reached (see Figure 8). These artefacts are due to the first order series ex-
pansion approximation in the phase term. Using unstructured meshes allows
to avoid Bragg’s resonance patterns while using larger mesh when the surface
is flat, thus increasing computation efficiency (see Figure 8). The figure shows
typical radar response from a regularly sampled flat surface on the left side.
The expected reflected surface echo is clearly seen at 30µs. Secondary echoes at
40, 50, 75 and 130µs corresponds to Bragg’s resonance due to the regular mesh.
Echo at 40µs corresponds to border reflection due to the limited extent of the
surface in the simulation. On the right side of the figure, typical radar responses
from irregularly sampled flat surfaces are displayed with different colors. Sim-
ilarly, the expected reflected surface echo is clearly seen at 30µs along with the
border reflection at 140µs. Secondary echoes arising later are artefacts much like
Bragg’s resonance but adding incoherently.
Interestingly, all techniques making use of Huygens’ Principle found in the liter-
ature naturally relate to the work presented in this section. Fundamentally, their
differences arise in the geometry of the facet element used (triangular or square
mostly) and on the nature of the quantities associated to each facets used to de-
scribe the fields on the surface. In the zero order series expansion case [Jin, 2012;
Plettemeier et al., 2009; Zhang et al., 2012], quantities are sets of constant vec-
tor (i.e. independent of the position on a facet element) associated to each facet
elements, which is fundamentally a numerical integration. Whereas in higher
order series expansion cases, quantities are vector fields associated to each facet
(i.e. vectors can vary with the position where they are evaluated on a facet ele-
ment). For instance, in our cases (or [Nouvel et al., 2004] and [Fa et al., 2009]) we
have used vector fields with constant directions and linear (or parabolic) phase
variations with the position over the facet element. Naturally, the incident and
scattered fields quantities are often chosen of the same nature than that of the
total facet field which allows scattered fields to be expressed as a function of
the incident field. For instance, in our paper we have used local Fresnel’s coeffi-
cients to express scattered fields. On the other hand, some authors [Ferro et al.,
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(a) Regularly sampled flat surface (b) Irregularly sampled flat surfaces

Figure 8: Typical radar responses from regularly and irregularly sampled flat surfaces.
Regularly sampled surface response displays Bragg resonance patterns unlike
responses for irregularly sampled surfaces.

2012; Russo et al., 2008] have used local backscattered coefficients to account for
local unknown perturbations in the topography (but statistically characterized).
Scattered fields have also been computed using ray tracing methods [Jin, 2012;
Zhang et al., 2012] allowing a more global approach and taking also into account
subsurface features (this allows coupling between facet elements). However, the
fundamental difference does not lie in the computation of surface fields (which
are supposed to be known in Huygens’ Principle) but rather in the choice of
their local facet expressions (i.e. in the nature of the surface quantities).

4.3 implementation

Huygens’ principle can be readily used to compute surface echoes from DEM
with an associated surface dielectric model. In our scheme a first step is ded-
icated to the triangulation of topography data points. This step can be done
using Delaunay triangulation for instance (e.g. [Delaunay, 1934]). In order to
avoid Bragg’s resonance, one might want to resample data. The terrain may
contain sharp interfaces between facets on rugged areas which are not neces-
sarily realistic (low resolution of the DEM). To avoid strong diffraction from
facet edges, one may perform a smooth interpolation of the surface through a
surface subdivision scheme (e.g. [Schroeder et al., 1998]). Further interpolation
between DEM data points might be required to match phase integral criterion
on facet edge length. We propose here to use Sierpinski subdivision-for the sake
of simplicity and efficiency- to match our criterion. Each triangular planar facet
obtained after triangulation is subdivided into four homothetic triangular pla-
nar facet elements. The subdivision is recursively applied for each triangular
facet element until phase integral criterion is matched.

The signal is computed in the frequency domain using the spectrum of the inci-
dent electric field. In order to record a given amount of time T, frequency steps
should be smaller than 1/T as required by Nyquist–Shannon sampling theorem.
Hence, the number of frequencies N f to compute depends on the bandwidth of
the signal and on the recording time. It corresponds to N f ≥ B.T. For each fre-
quency, the response from a surface area composed of facet elements has to be
computed using equation 4.10. The extension of the surface area contributing
to the received signal can be derived from the recording time and the emit-
ter/receiver location. Eventually, we can assess the number of facet elementary
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responses N to be computed for a single acquisition geometry. Practically, in
planetary radar sounding, all these parameters are closely related and computa-
tion time does not vary much from one instrument to another. Assuming a flat
surface (i.e. surface subdivision does not depend on the surface topography),
the minimum number of facet element N for a single acquisition of a given in-
strument at distance H to the surface can be derived dividing the area seen by
the radar by the typical surface of a facet element,

N = 2.
π.c.T.

(
H + c.T

4

)
L2

(4.16)

Where L corresponds to facets edge length. Of course, for complex surface ge-
ometries, the subdivision may be much higher to accurately describe the surface.
In the linear phase approximation, facets edge length correspond to a fraction
of λ while in the case of the constant phase approximation facets edge length
correspond to a fraction of

√
λH/2. Hence, the number of facets required in

the constant phase approximation is approximately H/λ times the number of
facets in the linear phase approximation. Considering the facet response in the
linear phase approximation is about ten times more computing intensive than
that in in the constant phase approximation, the computing time in the linear
constant phase approximation is approximately H/(10 · λ) times the computing
time in the linear phase approximation. Typically, in planetary sounding radar,
this corresponds to a hundred times the computing time in the linear phase
approximation. Another attractive feature to this approach is its ease to paral-
lelize allowing an efficient use of computing resources. Overall, the technique
only depends on the central frequency of the signal through limitations on facet
extension (order 2 since it is a surface element). In comparison Finite Difference
in Time Domain (FDTD) methods computation efficiency highly depends on the
central frequency of the signal (order 4, three space dimensions and one time
dimension). Typically, for MARSIS and SHARAD experiments, a single acqui-
sition represents three to ten seconds of computation time with four cores at
1.50GHz. The algorithm proposed is also an improvement to the one in [Nouvel
et al., 2004] as it does not suffer from the main shortcoming of squared facets,
namely (i) surface discontinuities and (ii) reinterpolation of the surface for each
radar location. It further allows bistatic configurations.

To incorporate the characteristics of the transmitting and receiving antennas into
the scattering equation we need to modify equations accordingly. This is usually
done as a post processing using equation B.24. The code was implemented in
C++ using the Eigen library [Guennebaud et al., 2010] and the Vizualisation
Tool Kit (VTK) software system [Schroeder et al., 1998].
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Data: DEM associated to ∂Ω with reflection parameters on ∂Ω for each
frequency, radars with their emitted spectrum, antenna gain, location,
listening time

Result: Received radar spectra
Generate a triangular mesh from DEM using Delaunay triangulation;
Associate reflection parameters to the mesh;
Reinterpolation and possible surface subdivision scheme (optional);
for l to NumberO f Radars do

Select the facets element seen by the radar (NumberO f Polys);
for n0 to NumberO f Polys do

Sierpinski subdivision (NumberO f Facets);
for n1 to NumberO f Facets do

Compute geometrical term;
for i to NumberO f Frequencies do

Compute phase integral term;
end

end
Sum over NumberO f Facets;

end
Sum over NumberO f Polys;
Post treatment if any;
Save data;

end

Algorithm 1: An implementation for sounding radar experiment computa-
tion.

It is usually preferable to store the data without any post treatment. This allows
multiple signal treatment algorithm to be performed with a single simulated
scattered field.

4.4 examples

Using the algorithm described previously, surface radar echoes have been com-
puted for several instruments.
We illustrate results with LRS (see Figure 9) using the Lunar Orbiter Laser Al-
timeter instrument data (LOLA) with 128 pixels per degree to obtain surface
topography. Subsurface permittivity was assumed to be a constant in the area.
We furthermore assumed a single dipole antenna with a fixed orientation and
used hamming windowing for the spectrum. Data are compressed in range (see
[Ono and Oya, 2000; Kobayashi et al., 2002a]). The simulation is able to recon-
struct radar signals accurately enough to reproduce the main structures. The
real data seems to contain a diffuse signal which was not reproduce by the
simulation. It is likely that this signal is due to surface/subsurface diffusion oc-
curring at much smaller scales than the terrain resolution. Indeed, in our model
we assumed Fresnel coefficients over each facet which does not account for any
local diffusion effect.
We also present results for SHARAD instrument (see Figure 10) using the Mars
Orbiter Laser Altimeter instrument data (MOLA) with 128 pixels per degree to
obtain surface topography as well as results from an airborne instrument over
sandy dunes (see Figure 11) with high resolution digital elevation model. Sub-
surface permittivity was assumed to be a constant over the areas in both cases.
We furthermore assumed a single dipole antenna with a fixed orientation. We
applied hamming windowing for visualization. Data are compressed in range.
Although we are able to reproduce the main structures, results obtained with
SHARAD instrument are clearly not as satisfying as the ones with LRS instru-
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(a) Real data

(b) Simulated data

Figure 9: Simulated radar surface echoes for LRS instrument. Color scales are in deci-
bels.

ment. This can be explained by a coarser terrain resolution with regards to the
signal wavelength as well as possible atmospheric effects and an overall smaller
signal to noise ratio. Terrain resolution becomes the main limitation factor as
the central frequency of the radar instrument increases to properly reproduce
radar signals.
Results indicate a good match between simulations and observation data. The
quality of the outputs depends on the validity of the approximations carried
out through the previous sections. The far field approximation is straightfor-
ward (e.g. [Kong, 2000]) and will not be discussed here. The main limitation
arises in the correctness of the surface description as a set of planar facet ele-
ments. In order for this assertion to be valid, the deviation from the true surface
to the approximate set of facets should be less than a fraction of the radar wave-
length. If not, error in the phase term will yield an incorrect assessment of the
scattered field (see figure 8). A correct description of the surface at the wave-
length of the probing signal must be used to properly simulate the scattered
field. Furthermore, decoupling of facet elements is only valid within sufficiently
flat areas. Indeed, if the boundary surface becomes more complex with regard
to the topography (for instance high slopes or micro reflectors), multiple reflec-
tions will occur affecting the quality of the results (e.g. [Fung and Chan, 1971;
Fung et al., 1992]). Practically, second reflections are often being neglected in
planetary sounding radar due to acquisition geometries. However, this issue
may arise on heavily cratered terrains or when using high frequencies as slopes
tend to steepen at smaller terrain scales.
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(a) Real data

(b) Simulated data

Figure 10: Simulated radar surface echoes for SHARAD instrument (orbit 240301). The
central frequency is 20MHz with a 10MHz bandwidth. Color scales are in
decibels and time scale is in micro seconds.

Figure 11: Simulated radar surface echoes for an airborne instrument. The central fre-
quency is 50MHz with a 10MHz bandwidth. The altitude was taken as 1km.
Color scales are in decibels.





Part III

A N I N V E R S E P R O B L E M F O R M U L AT I O N U S I N G
H U Y G E N S - F R E S N E L’ S P R I N C I P L E

Huygens’ principle naturally divides the problem in two subprob-
lems with the interior of the volume (usually the upper medium or
planetary atmospheric/ionospheric environment) and the exterior of
the volume (usually planetary subsurface body). Materials of both
media can be target parameters for the planetary sounding radar ex-
periment. This section describes a novel approach to recover surface
reflectivity parameters. It also discusses the possibility to use such a
formulation to recover additional parameters.





5R E C O V E R I N G R E F L E C T I V I T Y PA R A M E T E R S

Back off man, I’m a scientist.

— Dr. Peter Venkman

From now on, we will assume the boundary surface ∂Ω to conform with the
planetary surface, or in a more general sense to physically delimit two non iden-
tical media. This work was largely inspired by [Tarantola and Valette, 1982a;
Tarantola, 1988, 2005] regarding the inverse problem theory. Following a point
of view illustrated in [Tarantola and Valette, 1982b; Tarantola, 2005; Saintenoy
and Tarantola, 2001], we postulate that the most general way to describe a state
of information is to define a probability density over the parameter space. This
point can be extensively discussed and has been shown to be inadapted for sev-
eral problems (e.g. [Shafer, 1976; Dempster, 1967]). The use of imprecise proba-
bilities in the inverse problem formulation would be a definitive improvement
(e.g. [Baudrit and Dubois, 2006]) but requires an important work. The notion
of state of information is central to formulate the inverse problem. The general
inverse problem results in the combination of the observable parameters, the a
priori information on model parameters, and the information on the physical
correlations between observable parameters and model parameters information.
Hence, we attempt at recovering posterior probability densities of reflectivity
parameters. Inversion results presented in this work have been performed with
synthetic radar data using the algorithm presented in section 4.

5.1 towards a linear inverse problem

We propose here to describe an algorithm to recover reflectivity coefficients pro-
vided these coefficients only depend on the surface ∂Ω and not on the incident
fields. The inversion scheme relies on a least-squares approach. The technique
described allows to achieve the inversion of reflectivity parameters process a
single step with reasonable computer resources.

Theory and implementation

Although Fresnel’s coefficients RTE and RTM are not linear with regard to the
incident field (see equation B.37), we can show that these coefficients can be
linearized for monostatic set-ups. Carrying series expansions for these coeffi-
cients on the tangential component to the surface of the incident wavenumber
k‖,1 around zero, we find that first order coefficients are null for both RTE and
RTM,

RTE =
µ2
√

ε1µ1 − µ1
√

ε2µ2

µ2
√

ε1µ1 + µ1
√

ε2µ2
+ O

(
k2
‖,1

)
(5.1)

RTM =
ε2
√

ε1µ1 − ε1
√

ε2µ2

ε2
√

ε1µ1 + ε1
√

ε2µ2
+ O

(
k2
‖,1

)
(5.2)

Practically, angles of incidence in planetary sounding radar are close to zero
in most experiment setups (i.e. MARSIS, SHARAD, LRS and RIME). Fresnel’s
reflection coefficients can thus be considered as independent from the incident
field in planetary sounding. These mathematical considerations merely express
the concept of bright spots, i.e. for a given position of the radar, only patches of
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surface in quasi-geometrical optic reflection conditions contribute to the signal.
In the monostatic setup, this requires the incident wave vector to be along the
normals on these surface patches. We shall generalize this consideration and
assume in this section that reflection parameters RTE

TE, RTE
TM, RTM

TE and RTM
TM de-

fined in equations B.45 and B.46 are only frequency dependant. Making use of
equations B.45 and B.46 in B.25 we obtain (see section B.4),

d(β, ω0) = ∑
α∈I

[ ∫
ω

¯̄C
β,α

(ω, ω0).
[ ∫

∂Ω′
¯̄K

α
e (x0 − x′, ω, ω0).

[ ∫
∂Ω

i k eik(x+k̂i ·x0)

4πx
.
[

¯̄I− k̂ik̂i

]
.2.
(

n̂ · k̂i

)
.
(

q̂i.
(

RTE
TE. (êi · q̂i) + RTE

TM. (êi · p̂i)
)

− p̂i.
(

RTM
TM. (êi · p̂i) + RTM

TE . (êi · q̂i)
))

dσ(x)
]
dσ(x′)

]
dω

]
(5.3)

The previous equation highlights the linearity of measurements dj with regard
to the reflection parameters,

di(α, ω) =∫
∂Ω

f TE,i
TE (α, ω, x).RTE

TE(x, ω)dσ(x)

+
∫

∂Ω
f TE,i
TM (α, ω, x).RTE

TM(x, ω)dσ(x)

−
∫

∂Ω
f TM,i
TE (α, ω, x).RTM

TE (x, ω)dσ(x)

−
∫

∂Ω
f TM,i
TM (α, ω, x).RTM

TM(x, ω)dσ(x)

(5.4)

di(α, ω) with i ∈ {1, 2, ..., k} is the component of d(α, ω) ∈ Ck in the data space
and α ∈ I with I ⊂N. We recall that both model space M and data space D are
assumed to be linear and that least-squares techniques arise (from a probabilistic
point of view) when all the input probability densities are Gaussian. We assume
that all functions under consideration (i.e. data components, forward operators,
model parameters, etc.) belong to linear spaces,

d = f(m) = Fm (5.5)

F = { f TE,i
TE , f TE,i

TM ,− f TM,i
TE ,− f TM,i

TM } (5.6)

m = {RTE
TE, RTE

TM, RTM
TE , RTM

TM} (5.7)

d = {d(α, ω)}α∈I (5.8)

Where m ∈ M and d ∈ D with M and D being the linear model and data
space respectively. We let dobs represent the observed data set and we provide
a covariance operator CD describing the data uncertainties. Furthermore, we
assume the (unknown) model m is a sample of a known Gaussian probability
density whose mean is mprior and whose covariance matrix is CM. Hence, the
probability densities ρM(m) and ρD(d) for the prior model density over the
model space and for the data uncertainty over the data space respectively can
be expressed as,
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ρM(m) = aM.exp
(
−1

2
(m−mprior)

tC−1
M (m−mprior)

)
(5.9)

ρD(d) = aD.exp
(
−1

2
(d− dobs)

tC−1
D (d− dobs)

)
(5.10)

Where
(

C−1
M (m−mprior)

)t
and

(
C−1

D (d− dobs)
)t

are elements of dual model
and data spaces respectively and aM and aD are a normalization constants. Co-
variance operators allow to define scalar products over model and data spaces
thus providing a notion of distance. The posterior probability density σM(m)
over the model space can then be derived using equations 5.5 and 5.9,

σM(m) = aM.exp (−L(m)) (5.11)

2.L(m) = ‖f(m)− dobs‖2
D + ‖m−mprior‖2

M

= (f(m)− dobs)
tC−1

D (f(m)− dobs) + (m−mprior)
tC−1

M (m−mprior)
(5.12)

The best model (in the least-squares sense) is defined by the minimization of
the misfit function L(m). This amounts to a minimization of a squared normed
function as clearly illustrated in the previous equation. Least-squares techniques
are also referred to as l2-norm minimization techniques. As least-squares tech-
niques are related in terms of probability to Gaussian probability densities, these
techniques lack of robustness. In practice the presence of few outliers in the data
set is sufficient to introduce a bias in the posterior probability density estima-
tion. However, least-squares remain popular as they lead to easy computation
at the cost of a careful understanding of the data set. Since f(m) = Fm (lin-
ear forward operator), the posterior probability density σM(m) is a Gaussian
probability density,

σM(m) = aM.exp
(
−1

2
(m− m̃)tC̃−1

M (m− m̃)

)
(5.13)

m̃ = mprior + CMFt (FCMFt + CD
)−1 (dobs − Fmprior

)
(5.14)

C̃M = CM − CMFt (FCMFt + CD
)−1 FCM (5.15)

The best model is thus m̃ in the least-squares sense. However, it does not fully
characterize the inverse problem as the solution to the problem must be thought
in terms of probability density. The problem can be further simplified if we dis-
card coupling parameters RTE

TM and RTM
TE and if we set R = RTE

TE = −RM
TM. It

amounts to working with Fresnel’s coefficients at normal incidence. This as-
sumption is usually quite realistic in planetary sounding radar and will be used
from now on,

d = f(m) = Fm (5.16)

m = {R} (5.17)

‖f(m)− dobs‖2
D + ‖m−mprior‖2

M = ‖f(m)− dobs‖2
D + ‖R− Rprior‖2

R (5.18)

In the following equations, the symbol ∗ denotes complex conjugate (i.e. a∗ is
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the complex conjugate of a). We now define the duality product 〈·, ·〉 of the
parameter set and of the data set respectively,

〈
R̂1, R2

〉
= R̂t

1R2 =
∫

B

∫
∂Ω

R̂*
1(x, ω).R2(x, ω)dσ(x)dω (5.19)〈

d̂1, d2

〉
=

k

∑
i=1

∑
α∈I

∫
B

d̂*i
1 (α, ω).di

2(α, ω)dω (5.20)

Where quantities with a hat denote elements of the dual spaces. B ∈ R denotes
the domain on which the pulsation integral has to be carried out. Practically,
this corresponds to the bandwidth of the signal. We introduce the weighting
operators WD and WM which are defined as the inverse of the covariance oper-
ators CD and CM respectively. The scalar products (·, ·) on both model and data
spaces are given by,

(R1, R2) = 〈WMR1, R2〉 =∫
B

dω′
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dω
∫

∂Ω
dσ(x′)R*

1(x, ω).WM(x, ω; x′, ω′).R2(x′, ω′)
(5.21)
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(5.22)

We can rewrite the misfit function L using parameter components explicitly,
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(5.23)

Using previous notations,the transpose operator Ft is defined throughout this
manuscript by the following identity (for any d̂ and m),

〈d̂, Fm〉 = 〈Ftd̂, m〉 (5.24)

Practically, we can detail the expression of m̃ (∗ denotes the complex conjugate),
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(5.25)
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(5.26)

Note: The equations are written with R but they can be generalized setting R =
{RTE

TE, RTE
TM, RTM

TE , RTM
TM} and using 4× 4 matrix notations for covariance and weight-

ing operators as well as vector notations for R.

(a) Surface topography (b) Exemple of reflectivity map

(c) Zoom on the distribution

Figure 12: Example of surface partition. The color scale indicate the parameter values
over surface areas. Each surface partition (or surface patch) is assigned a
constant parameter value and each surface partition contains several meshes.
The number of meshes can vary from one surface partition to another.

Discretizing the parameter and data spaces, the set of equations can be inter-
preted as matrix systems which can be solved using standard methods of linear
algebra. In order to achieve this, we partition ∂Ω into Ne ∈ N elementary sur-
face patches ∂Ωn=[1,Ne ]. The partition of ∂Ω is not linked to the meshing of
the surface topography described in section 4 (see figure 12) and can be thus
adapted with regard to the size of the problem and to the desired resolution.
Surface integrals are rewritten as discrete sums of elements with constant re-
flectivity parameters over each patch. Furthermore, the band B is discretized as
well as data are sampled over a finite number of frequencies N f ,

f i
n (β, ωk) =

∫
∂Ωn

dσ(x) f i (β, ωk, x) (5.27)
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[
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(5.29)

xn and xp designate central points of surface patches ∂Ωn and ∂Ωp respectively.
Of course, dimensions of constant reflectivity surface patches must be much
smaller than the correlation length of the prior covariance function. Practically
we have ensured that patches extension were at maximum one fourth of the
correlation length. To enhance computation efficiency we have computed the
forward problem operator F prior to the inversion step and to store it to avoid
computing it multiple times. Similarly, the covariance matrix should be com-
puted priorly and stored. It is also worth noting that the matrix

[
FCMFt + CD

]
(see equation 5.29) is a sparse matrix. It is thus desirable to identify – prior to
computation – which pulses are coupled. Practically, detecting coupled pulses
can be performed through a comparison of CMFt matrix for each pulse. Should
non-null elements of the matrices overlap, pulses are considered to be coupled,
otherwise they are not.

Data: Radar measurements in frequency domain (spectra) and prior model
(surface topography ∂Ω with reflection parameters on ∂Ω for each
frequency N f )

Result: Inversion of surface parameters
Load prior model and generate parameter grid mprior;
Load observation data dobs;
Compute covariance matrix CM;
Compute direct operator F = {Fi}i∈N f ;
Identification of coupled pulses;
for i to N f do

Compute prior data di = Fimi
prior;

Compute residuals δdi = di
obs − di;

Compute matrix T =
[
FiCMFi,t + CD

]
;

Solve δdi = Tiδd̂i;
Apply transpose operator and covariance operator δmi = CMFi,tδd̂i;
Update model m̃i = mi

prior + δmi;

end

Algorithm 2: An implementation for the linear inverse problem. Superscripts
denote the ith frequency.

From a probabilistic point of view, the linearization proposed in this section
might not be fully satisfactory as probability distributions associated to model
parameters are not necessarily Gaussian. For instance, when working with Fres-
nel’s coefficients, parameter amplitudes are bounded which is not compatible
with Gaussian distributions.
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For the sake of completeness, I shall briefly discuss here how the previous set of
equations relates to the work described in [Mouginot et al., 2010]. The technique
proposed in this paper involves a constant reflectivity for each experiment (or
pulse) α,

RTE
TE(x, ω) = R(α) (5.30)

RTM
TE (x, ω) = 0 (5.31)

RTE
TM(x, ω) = 0 (5.32)

RTM
TM(x, ω) = −R(α) (5.33)

R denotes here the scalar value reflectivity parameter constant for each radar
measurement. Furthermore, the analysis is conducted within the time domain
with the envelop of the signal. Consequently, we rewrite the forward problem,

d(α, t) = |R(α)| .
∣∣∣∣∫

∂Ω
F
(

f TE,i
TE (α, ω, x) + f TM,i

TM (α, ω, x)
)

dσ(x)
∣∣∣∣ (5.34)

F hereby represents the Fourier transform operator of the baseband signal (i.e.
signal spectrum centred around zero) and t ∈ R the time variable. This ap-
proach is much less restrictive than it may appear. Indeed, the quasi geometrical
optic conditions for scattered echoes result in a weak coupling of pulse-to-pulse
radar acquisitions. Practically, this means pulses too much distant from one to an-
other will not have their respective effective footprints overlapping. We define
here the effective footprint as the portion of the surface which effectively con-
tributes to the radar echo. Practically, the effective footprint is a set of surface
patches in quasi geometrical optic conditions with regard to the radar location.
These patches are sometimes referred to as bright spots in the literature (e.g. [Os-
trovitianov and Basalov, 1985]). In the case of a planar surface, it corresponds to
the Fresnel zone located directly below the spacecraft. The maximum distance
from one pulse to another is roughly the diameter of the Fresnel zone radius for
common radar orbit geometries (i.e. orbit parallel to the planetary body surface).
Hence, when selecting acquisition points sufficiently spaced from one another,
acquisitions can be regarded as decoupled with regard to the reflectivity pa-
rameter if we assume very little (i.e. smaller than Fresnel zone radius) spatial
correlation for the reflectivity. Put differently, two radar positions do not see the
same surface patches. This approach yields a very fast inversion process. Over-
all, the work performed in [Mouginot et al., 2010] is a special case of what is
being presented here where the correlation functions CM and CD are assumed
to have null off-diagonal elements.

Results

We shall now discuss some results obtained with the previous algorithm. Inver-
sion results presented in this work have been performed with synthetic radar
data using the algorithm presented in section 4. Figure 13 displays results ob-
tained with synthetic radar data (noise free). A single frequency at 15 MHz
for each radar measurements on the orbit track (100 acquisition points equally
spaced along the orbit track) was used to perform the inversion. The targeted
surface was set to have a constant reflectivity of 0.5. The prior model surface to-
pography was the same as the targeted surface (i.e. identical meshing) and the
prior reflectivity was set to be constant of the surface at 0.2. The prior standard
deviation was set to 0.3 with a 5km correlation length. The posterior standard
deviation allows to assess the resolved areas. The resolved areas combine the
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(a) Orbit track

(b) Posterior mean (c) Posterior standard deviation

Figure 13: Linear inversion of surface reflectivity coefficients with a single frequency
from an orbit portion (100 acquisition points). The prior reflectivity was set
to 0.2 (constant over the surface), the prior standard deviation set to 0.3 and
the correlation length was set to 5km. The scales are in kilometers. The target
surface has a constant reflectivity of 0.5.

probed areas as well as the correlated areas from the a priori covariance oper-
ator CM. It also provides an estimation of the resulting uncertainties around
the best model. Practically, the posterior standard deviation displayed is merely
the square root of the diagonal elements of the posterior covariance operator
given in equation 5.13. With regard to the resolved areas, the best model (poste-
rior mean) matches the expected output of the inversion as it recovers the true
reflectivity value within the resolved areas.
In order to assess the stability of the algorithm, we have conducted inversion
with perturbed surface (see figures 14 and 15) and with uncorrelated noise (see
figure 16). Figure 14 highlights the effect of surface topography on surface re-
flectivity inversion. For this purpose, an inversion was run with the original
surface topography (i.e. identical meshing) – which is referred to in figure 14 as
high resolution – and a second inversion was run on a modified surface where
the topography resolution was decreased, inducing a slightly modified surface
shape – which is referred to in figure 14 as high resolution. The targeted surface
had a constant reflectivity coefficients set to 0.5. The prior reflectivity model was
set to 0.2 (constant over the surface), the prior v set to 0.3 with a 5km correlation
length. Ten frequencies in the range 15-25MHz for each radar measurements on
the orbit track (100 acquisition points equally spaced along the orbit track) were
used to perform the inversion. Results indicate a very good estimation over all
resolved areas for the high resolution model and a poor estimation with the low
resolution model where the surface topography displays important curvatures.
Indeed, in this area the low resolution surface matches poorly the original sur-
face with important discontinuities in the surface normal (diffraction effects),
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(a) Orbit track (b) Mesh resolution comparison

(c) Posterior mean obtained with low resolution sur-
face model

(d) Posterior mean obtained with high resolution sur-
face model

Figure 14: Linear inversion of constant surface reflectivity coefficients set to 0.5 with
frequencies in the range 15-25 MHz from an orbit portion (100 acquisition
points) with a high resolution surface model and a low resolution surface
model. The prior reflectivity was set to 0.2 (constant over the surface), the
prior standard deviation set to 0.3 and the correlation length was set to 5km.
The scales are in kilometers. Reflectivity data represent posterior means.

(a) Radar data obtained with low resolution surface
model

(b) Radar data obtained with high resolution surface
model

Figure 15: Radar echo power measurements obtained for the same orbit track with dif-
ferent surface resolutions (see figure 14) and constant surface reflectivity. The
color scale is in decibels. The time scale is in micro seconds and the x axis
represents the pulse number along the orbit track. The radar band used is
15-25 MHz (SHARAD-like instrument).
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(a) Orbit track (b) Posterior mean

(c) Radar echo (no noise) (d) Radar echo (with noise)

Figure 16: Linear inversion of constant surface reflectivity coefficients. The setup used is
identical to the one described in figure 14. Noise was added to the observed
data with a 10 dB signal-to-noise ratio.

thus radar echoes cannot be reproduced accurately (see figure 15). On the other
hand, although the meshing is different over the flatter areas, the reflectivity
estimation are still quite accurate for both the high resolution and low resolu-
tion. High resolution model allows to recover reflectivity value very much like
in figure 13 since the mesh used is the same as the one used to produce the syn-
thetic observed data. Thus figure 14 highlights the sensitivity of the inversion
with regard to the quality of the surface description. This sensitivity is one of
the main drawback of the approach presented throughout this work and for this
reason it is often desirable to jointly inverse the surface topography to properly
assess geophysical parameters (see section 6). However, since inaccurate surface
description induces complex reflectivity coefficients, it should allow to detect ar-
eas where the approximation is not adapted. Figure 16 displays results obtained
with synthetic radar data on which an uncorrelated Gaussian noise was added
(signal to noise ratio of approximately 10 dB). Ten frequencies in the range 15-
25 MHz for each radar measurements on the orbit track (100 acquisition points
equally spaced along the orbit track) were used to perform the inversion. The
targeted surface was set to have a constant reflectivity of 0.5. The prior model
surface topography was the same as the targeted surface (i.e. identical meshing)
and the prior reflectivity was set to be constant of the surface at 0.2. The prior
standard deviation was set to 0.3 with a 5km correlation length and data uncer-
tainties where matched to the noise level (i.e. high uncertainties on the recorded
data). The posterior mean is highly impacted by the noise due to the lack of data
with regard to the high level of noise (i.e. lack of information). Although a clear
trend appear towards the true reflectivity values, the posterior variances remain
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important which induces high posterior uncertainties. Increasing the amount
of data over the area would provide a better estimation of the surface reflectiv-
ity. This can be done through an increase of the number of frequencies used
in the band 15-25 MHz and through an increase of the number of acquisition
points along the orbit track. However, one must keep in mind that an additional
amount of data will increase the computation time.

(a) Orbit track (b) Real data

(c) Posterior mean (d) Posterior variance

Figure 17: Inversion of surface reflectivity coefficients with a single frequency from an
orbit portion (100 acquisition points per orbit track). The prior reflectivity
was set to 0.5 (constant over the surface), the prior standard deviation set to
0.2 and the correlation length was set to 5km. The scales are in kilometers.

Figures 17 and 18 provide an insight on the capabilities of surface reflectivity
estimation with non constant reflectivity. In both cases, a single frequency at 15

MHz for each radar measurements on the orbit tracks (100 acquisition points
equally spaced along each orbit track) was used to perform the inversion. The
targeted surface was set to have non-constant reflectivity and was identical in
both cases. The prior model surface topography was the same as the targeted
surface (i.e. identical meshing) and the prior reflectivity was set to be constant
of the surface at 0.5 in both figure 17 and 18. The prior standard deviation was
set to 0.2 with a 5km correlation length. Very much like in the case of constant
reflectivity targets, the algorithm allows to estimate the reflectivity values in re-
solved areas provided the surface model matches the real surface. Interestingly,
the figures also highlight the possibility to use several orbit tracks over an area
to better assess surface properties. The joint inversion of several orbit tracks
offer perspectives for high resolution imaging of surface properties. One can
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(a) Orbit track (b) Real data

(c) Posterior mean (d) Posterior variance

Figure 18: Inversion of surface reflectivity coefficients with a single frequency from an
orbit portion (100 acquisition points). The prior reflectivity was set to 0.5
(constant over the surface), the prior standard deviation set to 0.2 and the
correlation length was set to 5km. The scales are in kilometers.

even imagine to use measurements from different radar instruments to conduct
surface parameters estimation (for instance MARSIS and SHARAD).

5.2 tackling non-linear reflectivity parameters with an itera-
tive scheme

The independence of reflectivity parameters with regard to the incident wave
field may be inappropriate and the forward problem cannot be linearized. I
detail in this section an optimization scheme (also refer to as gradient method)
to recover reflectivity parameters through parametrization. The general inverse
problem in the least-squares approach dealing with non-linear functional in-
verse problem is widely discussed in the literature (e.g. [Tarantola, 2005]).

Theory and implementation

Suppose we can express γE
0 , γE

1 , γH
0 and γH

1 in equations B.35 and B.36 as func-
tions of a limited set of N unknown parameters m = {ml(x, ω)}l∈N with N ∈N

that characterize local surface properties. ml(x, ω) ∈ R denote the local coordi-
nates of m. The previous section is then a special case where N = 8 (both real
and imaginary parts) and m = {RTE

TE, RTE
TM, RTM

TE , RTM
TM},
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γE
0 = Ei(x).

[
(êi · q̂i) .

(
1 + RTE

TE

)
+ (êi · p̂i) .RTE

TM

]
(5.35)

γE
1 = Ei(x).

(
n̂ · k̂i

)
.
[
(êi · p̂i) .

(
1− RTM

TM

)
− (êi · q̂i) .RTM

TE

]
(5.36)

γH
0 =

1
η

.Ei(x).
[
(êi · p̂i) .

(
1 + RTM

TM

)
+ (êi · q̂i) .RTM

TE

]
(5.37)

γH
1 = − 1

η
.Ei(x).

(
n̂ · k̂i

)
.
[
(êi · q̂i) .

(
1− RTE

TE

)
− (êi · p̂i) .RTE

TM

]
(5.38)

In this special case γE
0 , γE

1 , γH
0 and γH

1 are linear with regard to m. Similarly,
using equations B.37 in equations B.43 and B.44 yields,

γE
0 = Ei(x).

[
(êi · q̂i) .

(
1 +

1− pTE
1,2

1 + pTE
1,2

) ]
(5.39)

γE
1 = Ei(x).

(
n̂ · k̂i

)
.
[
(êi · p̂i) .

(
1−

1− pTM
1,2

1 + pTM
1,2

) ]
(5.40)

γH
0 =

1
η

.Ei(x).
[
(êi · p̂i) .

(
1 +

1− pTM
1,2

1 + pTM
1,2

) ]
(5.41)

γH
1 = − 1

η
.Ei(x).

(
n̂ · k̂i

)
.
[
(êi · q̂i) .

(
1−

1− pTE
1,2

1 + pTE
1,2

) ]
(5.42)

with,

pTE
1,2 =

µ1k⊥,2

µ2k⊥,1
(5.43)

pTM
1,2 =

ε1k⊥,2

ε2k⊥,1
(5.44)

k2
‖,1 + k2

⊥,1 = ω2µ1ε1 (5.45)

k2
‖,1 + k2

⊥,2 = ω2µ2ε2 (5.46)

Where µ1 and µ2 are the upper and lower medium magnetic permeability while
ε1 and ε2 are the upper and lower medium electric permittivity respectively. k‖,i
and k⊥,i with i = {1, 2} are the components of the wave vector k in the plane of
incidence and normal to the plane of incidence respectively. Setting N = 2 and
m = {ε2, µ2}, we recognize a non-linear example of parametrization of func-
tions γE

0 , γE
1 , γH

0 and γH
1 . It is usually preferable to work with physical invariant

quantities log(ε2/ε0) and log(µ2/µ0) as there is no reason that results should
change whether we study the inverse of these parameters or linear related pa-
rameters.

The non-linear inverse problem does not require to work with linear spaces. For
the sake of genericness, we let M be the model manifold and m = {ml} be one of

its points whereby {ml}l∈N are the coordinates of the point. We write
(

∂E‖
∂ml

)
l∈N

and
(

∂H‖
∂ml

)
l∈N

Fréchet derivatives tangential fields and
(

∂f
∂ml

)
l∈N

Fréchet deriva-

tive of the forward operator f(m). This requires the derivatives to be defined
over M. Should γE

0 , γE
1 , γH

0 and γH
1 be C1 complex functions on RN , we can

write,
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δE‖ =
N

∑
j=1

(
∂γE

0
∂mj δmj.n̂× q̂i +

∂γE
1

∂mj δmj.q̂i

)
(5.47)

δH‖ =
N

∑
j=1

(
∂γH

0
∂mj δmj.n̂× q̂i +

∂γH
1

∂mj δmj.q̂i

)
(5.48)

We provide the manifold with a metric tensor gαβ = g( ∂
∂mα , ∂

∂mβ ) following
[Tarantola, 2005] approach to the problem. Although this calls for the use of
differential geometry calculus, we shall simply define the metric as a symmetric
isomorphism application from the local tangent spaces to M to their duals. It
allows to define the notion of distances over the manifold. In short, it defines
the lengths of infinitesimal variations in all directions for all the points on M.
Applied to our problem, the inverse of the metric tensor gαβ allows to build the
so-called steepest descent vector s,

sα = −
N

∑
β=1

gαβ ∂S
∂mβ (5.49)

Where S is the misfit function to be minimized. A steepest descent algorithm is
defined as an iterative algorithm where each increment at step n is carried along
the steepest descent direction (e.g. [Tarantola, 2005]),

mα
n+1 = mα

n − an.sn = mα
n − an

N

∑
β=1

gαβ

(
∂S

∂mβ

)
n

(5.50)

an are positive real valued coefficients which represent the length of the step to
be carried out with regard to the metric used. If an is too small, the convergence
is very slow while very large an will not allow the algorithm to converge. We
further define the HessianH as the second-order partial derivatives of the misfit
function,

Hαβ =
∂2S

∂mβ∂mα
(5.51)

The well established Newton method of optimization makes use of the Hessian
to provide the manifold M with a metric. Indeed, the Hessian can be readily
used as a metric on M and we write its inverseW which yields,

mα
n+1 = mα

n − an

N

∑
β=1
Wαβ

n

(
∂S

∂mβ

)
n

(5.52)

This metric provides an optimum solution as it is equivalent to tracking the
quadratic minimum of the misfit function locally. Equation 5.52 can be expressed
as,

Hn (mn+1 −mn) = −an

(
∂S
∂m

)
n

(5.53)

We now recognize the the so-called normal equation used with quasi-Newton
methods for instance. Using equation 5.12 we easily obtain,

(
∂S
∂m

)
n
=

(
∂f
∂m

)t

n
C−1

D (f(mn)− dobs) + C−1
M
(
mn −mprior

)
(5.54)
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We use the covariance function CM as a metric on M along with the steepest
descent algorithm which yields,

mn+1 = mn − an.

(
CM

(
∂f
∂m

)t

n
C−1

D (f(mn)− dobs) +
(
mn −mprior

))
(5.55)

We shall not discuss any further gradient algorithms as it is a vast topic widely
covered in the literature (e.g. [Oliver, 1998; Dorn et al., 1999; Virieux and Op-
erto, 2009]). In the frame of this work, we shall use a simple steepest descent
algorithm with equation 5.55. We now split the steepest descent algorithm into
its basic computations,

dn = f(mn) (5.56)

δdn = dn − dobs,n (5.57)

δd̂n = C−1
D δdn (5.58)

δm̂n =

(
∂f
∂m

)t

n
δd̂n (5.59)

δmn = CMδm̂n (5.60)

mn+1 = mn − νn
(
δmn +

(
mn −mprior

))
(5.61)

Each step thus requires the computation of the forward problem dn = f(mn)

and the computation of the parameters residuals δm̂n =
(

∂f
∂m

)t

n
δd̂n which both

amount for most of the computation time. Additionally the inverse of the covari-
ance function can also be time consuming. We now turn to the characterization
of the transpose operator of the Fréchet derivatives. To solve the inverse prob-

lem, we need to be able to compute
[(

∂f
∂m

)t

n
δd̂
]

for arbitrary δd̂. From equation

5.24 we obtain,

〈d̂,
(

∂f
∂m

)
m〉 = 〈

(
∂f
∂m

)t

n
δd̂, m〉 (5.62)

∑
β∈I

∫
B

d̂t(β, ω0).
[(

∂f
∂m

)
m
]
(β, ω0)dω0 = 〈

(
∂f
∂m

)t

n
δd̂, m〉 (5.63)

〈
(

∂f
∂m

)t

n
δd̂, m〉 =

∑
β∈I

∫
B

d̂t(β, ω0). ∑
α∈I

[ ∫
B

¯̄C
α,β

(ω, ω0) ·
[ ∫

∂Ω′
¯̄K

α
e (x
′, ω, ω0) ·

[ ∫
∂Ω

[
− iωµ̃i

¯̄G ·
∂H‖
∂m

+∇× ¯̄G ·
∂E‖
∂m

]
(α, x′, x, ω) ·m(x, ω)dσ(x)

]
dσ(x′)

]
dω

]
dω0

(5.64)
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∫
B

dω′
∫

∂Ω
dσ(x′)

[(
∂f

∂m

)t

n
δd̂

]*

(x′, ω′).m(x′, ω′) =

∑
β∈I

∫
B

d̂t(β, ω0). ∑
α∈I

[ ∫
B

¯̄C
α,β

(ω, ω0) ·
[ ∫

∂Ω′
¯̄K

α
e (x
′, ω, ω0) ·

[ ∫
∂Ω

[
− iωµ̃i

¯̄G ·
∂H‖
∂m

+∇× ¯̄G ·
∂E‖
∂m

]
(α, x′, x, ω) ·m(x, ω)dσ(x)

]
dσ(x′)

]
dω

]
dω0

(5.65)

As the previous equation has to be right for any m(x, ω), we obtain,

[(
∂f
∂m

)t

n
δd̂

]*

(x, ω) =

∑
β∈I

∫
B

d̂t(β, ω0). ∑
α∈I

¯̄C
α,β

(ω, ω0) ·
[ ∫

∂Ω′
¯̄K

α
e (x
′, ω, ω0) ·[

− iωµ̃i
¯̄G ·

∂H‖
∂m

+∇× ¯̄G ·
∂E‖
∂m

]
(α, x′, x, ω)dσ(x′)

]
dω0

(5.66)

In most cases we have chosen Gaussian or exponential correlation functions to
describe uncertainties for the sake of simplicity. The choice of coefficients an was
not thoroughly studied. Indeed, our work focused on the benefit of the approach
and we were mostly interested in the thriving perspectives of data inversion in
a rigorous frame.

(a) Orbit track (b) Posterior mean

Figure 19: Non-linear inversion. The setup used is identical to the one described in
figure 13.

Results

Similarly to the previous section, we have conducted several inversions with
identical setups. In other words, we have used the non-linear technique to solve
the linear problem presented in the previous section. All the results displayed
were obtained with a single step. In order to achieve this, we have roughly fitted
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(a) Orbit track (b) Mesh resolution comparison

(c) Posterior mean obtained with low resolution sur-
face model

(d) Posterior mean obtained with high resolution sur-
face model

Figure 20: Non-linear inversion. The setup used is identical to the one described in
figure 14.

the coefficient an in equation 5.55 (in our case a0) as to obtain a posterior mean
close to the expected result. Practically, obtained results are very close to those
obtain with the linear approach. The sensitivity to the noise and to the surface
remains unchanged with that of the linear technique. These results are to be
expected since the non-linear technique – with a quasi-Newton method – yields
identical analytical results when the problem is linear. In our case, we have used
a simplified algorithm, making use of the covariance operator CM as the metric
over the model manifold, hence the results are not exactly identical.

5.3 a statistical perspective

We propose here to develop a Monte-Carlo approach to the inverse problem
described previously. Monte-Carlo methods are in essence suitable for a large
category of problems where high non-linearity and an important number of
local minima may arise. This method is poorly adapted to large scaled problems
as a stand-alone but may be necessary to identify global maxima in the posterior
probability density which is the reason why we have decided to study it.

Theory and implementation

We provide the parameter manifold M with a probability density ρM(m) de-
scribing the a priori information on the model parameters and the data mani-
fold D with a probability density ρD(d) describing the a priori information on
the data parameters. The combination of the information on these two mani-
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(a) Orbit track (b) Posterior mean

(c) Radar echo (no noise) (d) Radar echo (with noise)

Figure 21: Non-linear inversion. The setup used is identical to the one described in
figure 16.

folds yields posterior probability density σM(m) on M. In our case, the forward
problem provides a functional relation between data elements d on the data
manifold and model elements m on the parameter manifold which we write as
d = f(m) (see previous sections). The posterior probability density simplifies
to,

σM(m) = aM.ρM(m).ρD(f(m)) (5.67)

We suppose we are able to generate samples of the prior probability density
ρM(m). Practically, for the examples presented, we have used a direct method
based on the Cholesky decomposition of the covariance matrix to generate dis-
crete Gaussian random fields. However this method is poorly adapted to large
scale problems as the memory storage of the full covariance matrix increases
dramatically with the number of variables. Implementation of algorithms able
to generate large random fields will be required in the future if one wants to
use Monte-Carlo methods (e.g. [Lang and Potthoff, 2011]). We propose to use the
Metropolis-Hastings algorithm (e.g. [Hastings, 1970; Metropolis et al., 1953]) to
sample the posterior probability density. The algorithm relies on a random walk
– a Markov chain to be precise as each step depends solely on the previous step
– which samples the posterior probability density. The walk can be described as
followed, suppose we are at a given step i (i.e. at mi), if ρD(f(mj)) ≥ ρD(f(mi)),
then we accept the proposed transition to mj. If ρD(f(mj)) ≤ ρD(f(mi)), then
we decide randomly to move to mj, or to stay at mi, with the following probabil-
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(a) Orbit track (b) Real data

(c) Posterior mean

Figure 22: Non-linear inversion. The setup used is identical to the one described in
figure 17.

ity Pi,j of accepting the move to mj: Pi,j =
ρD(f(mj))

ρD(f(mi))
. Monte-Carlo algorithms

require to be able to compute the forward model fast enough to obtain a repre-
sentative set of posterior probability density samples.
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(a) Orbit track (b) Real data

(c) Posterior mean

Figure 23: Non-linear inversion. The setup used is identical to the one described in
figure 18.
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Data: Radar measurements in frequency domain (spectra) and prior model
(surface topography ∂Ω with reflection parameters on ∂Ω for each
frequency N f ). NumberO f Runs define the number of models to be
tested.

Result: Inversion of surface parameters
Load prior model and generate parameter grid mprior;
Load observation data dobs;
Compute covariance matrix CM;
Compute direct operator F = {Fi}i∈N f ;
Generate random reflectivity field mi;
Compute data d = Fmrand;
Compute data probability density ρi = ρD(d);
for i = 1 to NumberO f Runs do

Generate random reflectivity field mrand;
Compute data d = Fmrand;
Compute data probability density ρrand = ρD(d);
if ρi > ρrand then

(Update);
ρi = ρrand;
mi = mk;

end
else

Generate random number r in [0,1];
if r < (ρi ρrand then

(Update);
ρi = ρrand;
mi = mk;

end
end

end

Algorithm 3: Algorithm of the Monte-Carlo approach. The set of mi samples
the posterior probability density (i.e. random walk following the posterior
probability density).

Note: For our simulations, we use the Mesrenne Twister algorithm to generate
uniform pseudorandom numbers (e.g. [Matsumoto and Nishimura, 1998]).

Results

We have conducted two examples to illustrate the Monte Carlo algorithm. Fig-
ure 24 displays results obtained with synthetic radar data (noise free). A single
frequency at 15 MHz for each radar measurements on the orbit track (100 acqui-
sition points) was used to perform the inversion. The targeted surface was set to
have a constant reflectivity of 0.5. The prior model surface topography was the
same as the targeted surface (i.e. identical meshing) and the prior reflectivity
was set to be constant of the surface at 0.2. The prior standard deviation was
set to 0.3 with a 5km correlation length. A set of 2500 random reflectivity maps
were used to conduct the inversion. The result shows a convergence towards
the true reflectivity value. The posterior standard deviation allows to assess the
uncertainties on the posterior mean. The posterior mean converges slowly to-
wards the posterior mean obtained with the linear algorithm. The number of
sets used here is not sufficient to conduct a proper inversion but a clear trend
is observed. On the other hand, figure 25 displays results obtained from an in-
version using a single frequency at 15 MHz for each radar measurements on
the orbit tracks (100 acquisition points equally spaced along each orbit track).
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(a) Orbit track

(b) Posterior mean (c) Posterior standard deviation

Figure 24: Monte Carlo inversion. The setup used is identical to the one described in
figure 18.

The targeted surface was set to have non-constant reflectivity and was identical.
The prior model surface topography was the same as the targeted surface (i.e.
identical meshing) and the prior reflectivity was set to be constant of the surface
at 0.5. The prior standard deviation was set to 0.2 with a 5km correlation length.
A set of 2500 random reflectivity maps were used to conduct the inversion. The
posterior mean displays a trend towards the true reflectivity value but the result
is not well adapted to recover the true reflectivity values. Overall, the Monte
Carlo algorithm presented provides a good approach for a first guess but is not
well suited to perform the inversion as a stand-alone.
As an illustration to the techniques presented in this chapter, figure 26 offers
a comparison of the best model obtained with each technique. The target was
a surface with constant reflectivity coefficients. Synthetic radar measurements
with no noise were produced along the orbit track (see figure 26). The inversion
was conducted using a single frequency for the sake of illustration. The prior re-
flectivity was set to 0.2 and was set constant over the surface, the prior standard
deviation was set to 0.3 with a correlation length of 5km. The results converge
towards a constant reflectivity coefficient. The linear inversion displays the best
result of course as it is perfectly suited in this case. The non-linear inversion
(first-step) result shows a rapid convergence towards the result very much like
the Monte Carlo inversion result. Other techniques exist to tackle inverse prob-
lem.However, this work should provide a good insight on what can be done to
recover surface reflectivity parameters.
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(a) Orbit track (b) Real data

(c) Posterior mean

Figure 25: Monte Carlo inversion. The setup used is identical to the one described in
figure 17.
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(a) Orbit track (b) Linear inversion

(c) Non linear (first step) inversion (d) Monte Carlo inversion

Figure 26: Inversion of constant surface reflectivity coefficients set to 0.5 with a single
frequency from an orbit portion (100 acquisition points) with different ap-
proaches. The prior reflectivity was set to 0.2 (constant over the surface), the
prior variance set to 0.3 and the correlation length was set to 5km. The scales
are in kilometers.



6D I S C U S S I N G T H E O T H E R PA R A M E T E R S

This section discusses the possibility to extend the previous work to additional
parameters, namely the material parameter in Ω (the atmospheric environment
in planetary sounding radar) and the topography.

6.1 sounding the upper medium

Electromagnetic fields are distorted when travelling through the ionosphere re-
sulting in a change in the electromagnetic field phase ∆φ for each pulsation
ω. This frequency dependent phase distortion causes a defocusing of the radar
signal, a rotation of the signal phase as well as a time delay with regard to a
reference void upper medium. The phase distortion can be expressed as (see
[Mouginot et al., 2008]),

∆φ(ω) =
2ω

c

∫
R

(
1−

√
ε(x)

)
dr(x) (6.1)

√
ε(x) =

√
1−

ω2
p(x)

ω2 ≈ 1− 1
2

ω2
p(x)

ω2 − 1
8

(
ω2

p(x)

ω2

)2

− 1
16

(
ω2

p(x)

ω2

)3

(6.2)

ωp(x) = 2π8.98
√

Ne(x) (6.3)

WhereR denotes the ray path, c is the speed of light in free space, ωp(x) is the lo-
cal plasma frequency and Ne(x) is the electron density profile of the ionosphere
along R. Several studies have been conducted to recover the upper medium
material parameters from sounding radar measurements (e.g. [Mouginot et al.,
2008; Safaeinili et al., 2007]). In the surface equivalent formulation, upper mate-
rial properties affect the Green function (by definition) as well as surface elec-
tromagnetic fields through the incident fields. If one assumes an anisotropic
inhomogeneous medium, recovering material properties turns out to be a com-
plex problem. As material variations in the atmosphere tend to be smooth with
slow spatial variations, we can assume local constant parameters (i.e. constant
for each acquisition point). In [Mouginot et al., 2008], provided this approxima-
tion, a set of parameters {p1, p2, p3} is defined, with pi =

∫
R Ni

e(x)dr(x). This
parametrization allows to carry out a fast inversion through an extensive pa-
rameter space search (only three dimensions per acquisition). The objective is to
maximize the amplitude of the signal, although other cost functions can be used
at this point. We can reinterpret the algorithm presented in [Mouginot et al.,
2008] through a Monte-Carlo approach (see section 5.3) where we can provide
prior probability distributions to the parameters {p1, p2, p3} and a covariance
function describing the data uncertainties. Data can be chosen to be either the
full waveform signal or the amplitude of baseband Fourier transformed signals.
At this point, it is easy to imagine to perform a joint inversion of reflectivity pa-
rameters with upper medium parameters using a Monte-Carlo approach where
reflectivity parameters are not frequency dependant to reduce the parameter
space size.

55
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6.2 reconstruction of surface obstacle using far field radar

measurements

I believe it is possible to use sounding radar experiments to help in planetary
surface topography reconstruction. The lack of data due to acquisition geome-
tries in planetary sounding radar does not allow the radar to work as a stand-
alone instrument in most cases. However radar data contain valuable informa-
tion on the surface topography which can be used in topography reconstruction.
We shall discuss here different strategies to recover this parameter. We assume
the boundary surface ∂Ω to conform partially with the planetary surface ∂Ω0 in
the following sections such that ∂Ω0 = ∂Ω + δS. δS is a perturbation to the true
surface ∂Ω0.

Using phase information in reflectivity coefficients

Using the linear approach described in section 5.1, we interpret the module of
the reflection parameter as Fresnel coefficient at normal incidence R f and the
phase term as a phase shift due to δS,

R(x) = R f (x).e2ikδS(x) (6.4)

This interpretation is valid as long as δS is sufficiently smooth with large spatial
correlation length. Typically, this technique works well for constant offset δS(x)
(see figure 27). Recovering δS(x) from R(x) is straightforward through Fourier
transform of e2ikδS(x) and identification of the maximum. Recovering δS requires
sufficient measurements over a frequency band. As we deal with discrete data,
this implies that 2δS/c is within the listening time of each record and that the
number of frequencies within the band is sufficient to properly assess δS. Figure
27 illustrates this technique as it shows a joint inversion of a surface constant
offset and of the surface reflectivity. The prior surface was shifted from the orig-
inal surface used to generate observed data. This induces non-null phase terms
in the estimated reflectivity parameters. Interpreting phase terms as topography
offset in the inversion process, we can reconstruct the original surface. The orig-
inal reflectivity parameter was set constant, 0.5 over the surface while the prior
reflectivity parameters were set to 0.1 with 5km correlation length.

Towards shape reconstruction

An important amount of work has been dedicated to the reconstruction of sur-
face obstacle using far field electromagnetic measurements (e.g. [Bourgeois et al.,
2011a,b; Rigling et al., 2005]). In short, the technique presented in the previous
section only handles constant δS and is not satisfactory for topography recon-
struction in general. We propose a rapid study of a non-linear approach to to-
pography reconstruction from sounding radar measurements. We suppose we
are able to parametrize ∂Ω. For instance, we provide a Cartesian frame such
that ∂Ω(x) = {z(x, y)} where x, y and z are coordinates of x in the Cartesian
frame. A similar parametrization can be performed using spherical coordinates.
From a mathematical point of view, shape reconstruction in non-linear optimiza-
tion schemes involves second-order surface differential operator (e.g. [Bourgeois
et al., 2011b]). This problem naturally arises when computing Fréchet deriva-
tives of the operator with regard to ∂Ω(x). An interesting way to proceed would
be to use a facet description of the surface – very much like in section 4 – where
parameters would be the locations of the vertices of all the facets. The second
order derivatives thus implicitly vanish with flat facets. This can be thought as
imposing prior knowledge on the second order derivatives. Derivatives with
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(a) Original surface topography (b) Inversion result

(c) Topography shift (d) Reflectivity amplitudes

Figure 27: Inversion of complex reflectivity parameters. The prior surface was shifted
from the original surface used to generate data space which induces non-
null phase terms in the reflectivity parameters. Interpreting phase terms as
topography offset in the inversion process, we can reconstruct the original
surface. The original reflectivity parameter was constant, 0.5 over the surface
while the prior reflectivity parameters were set to 0.1.

regard to the vertices can be readily obtained with equations in section 4. The
implementation remains to be done but offers interesting perspective for sound-
ing radar instruments.

One could also imagine Monte-Carlo strategies (see section 5.3) using the for-
ward modelling tool presented in section 4 to tackle the problem. This work
remains to be done.
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Voodoo Lady: I am one gifted with the Second Sight,
adept at manipulating the forces of nature for the benefit of all who enter my door.

Guybrush Threepwood: You’re a fashion consultant?
Voodoo Lady: Well... yes, but that’s not what I was referring to. I am a Voodoo Priestess.

Guybrush Threepwood: Neat.
Voodoo Lady: You’re an "autumn," by the way.

— The Curse Of Monkey Island

7.1 a quick overview of the manuscript

This thesis has been conducted in the frame of the JUICE mission and more
specifically was dedicated to the design of the radar sounding instrument RIME.
Although the manuscript only mention this context in the introduction, the work
was definitively motivated by the hostile environment reported in [Berquin et al.,
2012]. The goal of the study was to help in the development of radar sound-
ing instruments through quantitative data analysis. In order to perform this
we have developed a code based on Huygens-Fresnel’s principle to compute
planetary radar surface echoes. We have also shown how the algorithm used
could be extend to broader sets of problem where electromagnetic surface fields
are known and how it relates to previously developed algorithms. Finally, we
have formulated and implemented equations to recover geophysical surface pa-
rameters with a probabilistic inverse scheme. The inverse problem formulation
took advantage of the colossal amount of work performed in seismic prospect-
ing fields. Results indicate promising perspective for radar data analysis. Since
formulations directly link to the physics, they allow joint inversion of different
radar sounding experiments and stress the importance of acquisition geometries
in planetary sounding radar. As a result, algorithms presented take advantage
of the full recorded signal – including the so-called clutter – to properly in-
fer reflectivity parameters. Additional studies were carried out to recover other
geophysical parameters such as the surface topography and the total electron
content in the ionosphere. To much my supervisor’s dismay, I did not have
enough time to conduct dielectric inversion on an extensive real data set. How-
ever, we can still hope that this work will be carried out in the near future.
High resolution terrain elevation models from High Resolution Imaging Science
Experiment (HiRISE) and High Resolution Stereo Camera (HRSC) offer exciting
prospects for SHARAD data inversion. Proper characterization of instrument
uncertainties should also be investigated.

7.2 a foreword on subsurface imaging

On a darker note, I believe the work presented in this manuscript suffers from
the surface formulation which does not allow the study of complex subsurface
media. This shortcoming calls for the development of efficient forward mod-
elling tools in planetary sounding radar. Only with such tools can we hope to
quantitatively recover subsurface geophysical parameters. The sounding radar
experiment onboard Rosetta is a great opportunity for the development of such
tools (e.g. [Kofman et al., 2007]). A powerful ray tracing code is currently under
development for this specific purpose and should offer additional perspectives
for all planetary sounding radar experiments. Had we disposed of such a tool,
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I believe it would have offered even more thriving opportunities for sounding
radar experiments. Surface formulation remains to me however a milestone on
the quest to geophysical exploration.

7.3 beyond the manuscript

Beyond the scope of this manuscript, it seems there is room for an increased
synergy between instruments in future space missions. As briefly explained in
section 6, sounding radar data can be used in surface topography reconstruction
along with other instruments such as cameras (e.g. JANUS) and laser altimeters
(e.g. GALA). More generally, I strongly believe joint inversions should be more
common than they are nowadays and theoretical studies would greatly benefit
to planetary space exploration (e.g. [Colombo and De Stefano, 2007; Zhdanov
et al., 2012]). The JUICE mission could be an interesting opportunity to carry
out such studies. It also seems to me that planetary sounding radar should take
advantage of the vast amount of work performed on electromagnetic remote
sensing in applied mathematics (e.g. [Bourgeois et al., 2011b]) and geophysics
(e.g. [Zhdanov et al., 2012]). Important efforts have been made to provide a dif-
ferential geometry frame of work in computational electromagnetism (e.g. [War-
nick, 1997; Desbrun et al., 2005]) which offers exciting perspectives as discussed
in appendix C.



Part V

A P P E N D I X





AM A X W E L L’ S E Q U AT I O N S A N D T H E C O N S T I T U T I V E
R E L AT I O N S

Dana Barrett: You know, you don’t act like a scientist.
Dr. Peter Venkman: They’re usually pretty stiff.

Dana Barrett: You’re more like a game show host.

— Ghostbusters

Sounding radar techniques rely on the interaction of electromagnetic waves with
planetary environments and bodies. The physics of these interactions is well-
established, very detailed and widely discussed in the literature (e.g. [Kong,
2000; Colin de Verdière, 1996-1997; Lindell, 2005; Warnick et al., 1997]). We shall
recall here main equations governing electromagnetic fields in media for the
sake of completeness of this manuscript. Considering the problem at hand only
macroscopic phenomena will be studied (no quantization of electromagnetic waves
considered). For a "modern"

formulation of
Maxwell’s
equations and the
constitutive
relations please
refer to appendix C.

I used vectorial formulations which is the most common way to introduce the
problem today (although as discussed in appendix C it may not be the most
adapted). This section was mostly inspired by [Kong, 2000; Le Gall, 2007]). Elec-
tromagnetic wave propagation is governed through Maxwell’s equations,

∇×H− ∂

∂t
D = J (A.1)

∇× E + ∂

∂t
B = 0 (A.2)

∇ · J +
∂

∂t
ρ = 0 (A.3)

where E ,B,H,D,J and ρ denotes functions in R3 at a space position x ∈ R3

and at a time t ∈ R.

• E(x, t) = electric field strength (volts/m)

• H(x, t) = magnetic field strength (amperes/m)

• B(x, t) = magnetic flux density (webers/m)

• D(x, t) = electric displacement (coulombs/m2)

• J (x, t) = electric current density (amperes/m2)

• ρ(x, t) = electric charge density (coulombs/m3)

With the previous equations regarded as fundamental equations, and assuming
magnetic monopoles not to exist – as they have not been found to this day – we
can additionally write,

∇ · D = ρ (A.4)

∇ · B = 0 (A.5)

Interestingly, the previous sets of equations do not make any reference to ma-
terial properties. Hence, we need to relate the electromagnetic waves to the
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medium with which they are interacting. This is achieved through the consti-
tutive relations. The absence of such equations yields a non-constraint problem
from a mathematical point of view. In the most general case – when dealing
with macroscopic phenomena – constitutive relations can be written as,

cD = ¯̄P · E + ¯̄L · cB (A.6)

H = ¯̄M· E + ¯̄Q · cB (A.7)

where c = 3× 108 m/s is the velocity of light in vacuum and ¯̄P , ¯̄L, ¯̄M and ¯̄Q
are all 3× 3 dyadic operators. Their elements are called constitutive parameters.
Constitutive operators elements may be functions of space and time coordinates,
thermodynamical and continuum mechanical variables, or electromagnetic field
strengths. The medium can be classified as (i) inhomogeneous if they are func-
tions of space coordinates, (ii) nonstationary if they are function of time, (iii)
time-dispersive if they contain time derivatives, (iv) nonlinear if they depend on
the electromagnetic field, etc. Operators ¯̄L and ¯̄M allow a coupling between
electric and magnetic fields. Should these operators be null, the medium is
anisotropic. Furthermore, should ¯̄P = cε ¯̄I and ¯̄Q = 1/(cµ) ¯̄I , with ¯̄I denoting
the unit dyadic operator, the medium is isotropic. ε is called the electrical per-
mittivity and µ the magnetic permeability, they are determined by the electrical
properties of the medium and magnetic properties of the medium respectively.
¯̄ε and ¯̄µ are constitutive operators in the most general case. In free space (void
of any matter), we define ¯̄ε = ε0 · ¯̄I and ¯̄µ = µ0 · ¯̄I with,

ε0 ≈ 8.85× 10−12 farad/meter (A.8)

µ0 = 4.π × 10−7 henry/meter (A.9)

Interestingly, we can rewrite constitutive relations in a different form to explic-
itly make use of the electrical permittivity and the magnetic permeability,

D = ¯̄ε · E + ¯̄ξ · H (A.10)

B = ¯̄ζ · E + ¯̄µ · H (A.11)

with,

c ¯̄ε = ¯̄P − ¯̄L · ¯̄Q−1 · ¯̄M (A.12)

c ¯̄ξ = ¯̄L · ¯̄Q−1
(A.13)

c ¯̄ζ = − ¯̄Q−1 · ¯̄M (A.14)

c ¯̄µ = ¯̄Q−1
(A.15)

For a particular frequency in the steady state, electromagnetic fields are time-
harmonic and are known as monochromatic waves or continuous waves. A field
varying arbitrarily in time may be – using Fourier analysis – represented as a
sum of harmonic fields. For example, the electric field with angular frequency
ω is written as,

E(x, t) = E(x)e−iωt (A.16)
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The previous expression can be generalized to the other functions. Thus, in the
time-harmonic regime, Maxwell’s equations become,

∇×H + iωD = J (A.17)

∇× E− iωB = 0 (A.18)

∇ · J− iωρ = 0 (A.19)

∇ ·D = ρ (A.20)

∇ · B = 0 (A.21)

Under the time-harmonic representation, constitutive elements are, in general,
complex. We shall briefly discuss here the physics underlying constitutive ele-
ments in the sounding radar frame.

The electric permittivity

From a microscopic point of view, the permittivity characterizes the local redis-
tribution of charges due to the electromagnetic field. In other word, it describes
the polarisation of the material. Under an electromagnetic field, local charges
change from their equilibrium point through a separation of the charges, to
compensate field effects. The polarization phenomenon derives from different
physical processes depending on the angular frequency (see figure 1), with dif-
ferent relaxation times. The real part of the permittivity ε′ controls the celerity
of the wave in the medium whereas the imaginary part ε′′ accounts for mate-
rial absorption – in addition to conductive losses – as charges local movements
dissipate energy. The permittivity is thus written as ¯̄ε = ¯̄ε′ − i ¯̄ε′′.

The electric conductivity

The electric conductivity ¯̄σ characterizes the displacement capacity of free charges
within the medium due to an electric field. Similarly, this constitutive parameter
is complex and thus can be written as ¯̄σ = ¯̄σ′ − i ¯̄σ′′ where ¯̄σ and ¯̄σ′ only contain
real components. Rewriting the electric current density J as the sum of a source
term Je and a conduction term Jc, we obtain,

J = Je + Jc = Je + ¯̄σE (A.22)

Although the electric conductivity and electric permittivity derive from differ-
ent phenomena, their respective contributions cannot be differentiated. In time
harmonic representation we use the complex effective permittivity defined as,

˜̄̄ε =

(
¯̄ε′ +

¯̄σ′′

ω

)
− i
(

¯̄ε′′ +
¯̄σ′

ω

)
= ˜̄̄ε′ − i ˜̄̄ε′′ (A.23)

The complex effective permittivity is often normalized and we thus use the
relative permittivity ˜̄̄εr defined as ˜̄̄εr = ˜̄̄ε/ε0.

The magnetic permeability

The magnetic permeability ¯̄µ describes magnetic induction phenomena locally.
Similarly to the electric permittivity, it is a complex operator which we can write



68 maxwell’s equations and the constitutive relations

as ¯̄µ = ¯̄µ′ − i ¯̄µ′′. The relative magnetic permeability is defined as ¯̄µr = ¯̄µ/µ0.
Practically, materials sounded in planetary sounding radar react very little to
magnetic fields, and we will consider in most cases the permeability to be equal
to µ0 (i.e. ¯̄µr = ¯̄I).



BD I R E C T P R O B L E M F O R M U L AT I O N

Don’t point that gun at him,
he’s an unpaid intern.

— Steve Zissou

We derive in this section the mathematical formulations from the planetary
sounding radar problem. As a foreword I deeply apologize to all the people
who will find the mathematics rather weak and incomplete in this manuscript. I
did try my best to combine the correctness of the formulations with a somewhat
readability and I sincerely hope you will forgive me for doing so.

b.1 electromagnetic wave scattering

We shall derive here formulations for the direct problem in planetary radar
sounding using equivalence principles. This section is largely inspired by the
literature and relies on well-known formulations (e.g. [Kong, 2000; Lakhal, 2006;
Warnick, 1997]). The notations used throughout the sections are detailed in ap-
pendix A.

Following [Lakhal, 2006], let Ω ∈ R3 be an open set and F be a complex-valued vector
field on R3. We say that F is a regular current field on Ω if F is a continuous current
field on Ω and admits a divergence field ∇ · F, which is continuous on Ω. We say that
F is a regular electromagnetic field on Ω if F is a continuous electromagnetic field on Ω
and admits a curl field ∇× F, which is continuous on Ω.

b.1.1 The Stratton-Chu formulation

We give here a general integral result which we shall use to derive a surface
boundary formulation. Let Ω be a bounded domain in R3 with a piecewise
smooth boundary ∂Ω. For the regular current fields {Je, Jm} on Ω, and homo-
geneous complex electrical permittivity ˜̄̄ε = ε̃ · ¯̄I and homogeneous complex
magnetic permeability ˜̄̄µ = µ̃ · ¯̄I, we consider the direct source problem of deter-
mining the regular electromagnetic fields E and H, on Ω, solving,

∇×H + iωε̃E = Je (B.1)

∇× E− iωµ̃H = −Jm (B.2)

The Stratton-Chu formulation states that the electromagnetic fields which are
solutions to the homogeneous Maxwell’s equations inside Ω ⊂ R3, are com-
pletely determined from the volume densities of current sources {Je, Jm} and
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the value of the electromagnetic fields on the boundary ∂Ω (see [Lakhal, 2006;
Araque Quijano and Vecchi, 2010]),

E(x0) =
∫

Ω

[
iωµ̃ g(x0, x) Je(x) +∇g(x0, x)× Jm(x)−

i(ωε̃)−1∇g(x0, x)∇ · Je(x)
]

dx +∫
∂Ω

[
− iωµ̃

[
n̂×H

]
(x) g(x0, x)−[

n̂ · E
]
(x)∇g(x0, x) +∇g(x0, x)×

[
n̂× E

]
(x)
]

dσ(x)

(B.3)

H(x0) =
∫

Ω

[
iωε̃ g(x0, x) Jm(x)−∇g(x0, x)× Je(x)−

i(ωµ̃)−1∇g(x0, x)∇ · Jm(x)
]

dx +∫
∂Ω

[
iωε̃

[
n̂× E

]
(x) g(x0, x)−[

n̂ ·H
]
(x)∇g(x0, x) +∇g(x0, x)×

[
n̂×H

]
(x)
]

dσ(x)

(B.4)

with the scalar Green’s function g satisfying the Helmholtz equation,(
∇2 + ω2ε̃µ̃

)
g(x0, x) = −δ(x− x0) (B.5)

In all the previous equations, n̂ denotes the normal unit vector to the boundary
∂Ω directed into the exterior of Ω. For three-dimensional problems, we recall
that the scalar Green’s function – for isotropic media – is,

g(x0, x) =
eik|x−x0|

4π|x− x0|
(B.6)

We have made use of the wavenumber k which we shall define when it makes
any sense as k = ω

√
µ̃ε̃. From now on, we shall use a more compact form

of these equations using dyads. This representation allows to make use of the
boundary tangential fields alone in the boundary integral,

E(x0) =
∫

Ω

[
iωµ̃ ¯̄G(x0, x) · Je(x) +∇× ¯̄G(x0, x) · Jm(x)

]
dσ(x)−∫

∂Ω

[
iωµ̃ ¯̄G(x0, x) ·

[
n̂×H

]
(x)−∇× ¯̄G(x0, x) ·

[
n̂× E

]
(x)
]

dσ(x)

(B.7)

H(x0) =
∫

Ω

[
− iωε̃ ¯̄G(x0, x) · Jm(x) +∇× ¯̄G(x0, x) · Je(x)

]
dσ(x)−∫

∂Ω

[
− iωε̃ ¯̄G(x0, x) ·

[
n̂× E

]
(x) +∇× ¯̄G(x0, x) ·

[
n̂×H

]
(x)
]

dσ(x)

(B.8)
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with,

¯̄G(x0, x) =
[

¯̄I +
1

ω2ε̃µ̃
∇∇

]
g(x0, x) (B.9)

The previous formulation is purely mathematical, we shall now detail how this
formulation can be used in planetary sounding radar with first a volume inte-
gral formulation and then its equivalent surface formulation.

A volume integral formulation

Figure 28: Schematic representation of the geometry of the volume integral formulation
where { ˜̄̄εi, ˜̄̄µi} characterize the atmospheric medium and { ˜̄̄ε, ˜̄̄µ} characterize
the planetary body. The observation point represents the radar location.

We define regular current fields {Je,i, Jm,i} on Ω (for instance radar sources)
where we define homogeneous complex electrical permittivity ˜̄̄εi = ε̃i · ¯̄I and
homogeneous complex magnetic permeability ˜̄̄µi = µ̃i · ¯̄I (for instance a homo-
geneous background medium). Let us define regular electromagnetic fields Ei
and Hi on Ω such that,

∇×Hi + iωε̃iEi = Je,i (B.10)

∇× Ei − iωµ̃iHi = −Jm,i (B.11)

We consider the direct source problem of determining the regular electromag-
netic fields E and H, on Ω such that the scattered fields express as Es = E− Ei
and Hs = H−Hi,

∇×H + iω ˜̄̄ε · E = Je,i (B.12)

∇× E− iω ˜̄̄µ ·H = −Jm,i (B.13)

Practically in planetary sounding radar, scattered fields are the radiated fields
induced by the planetary body (see figure 28). Using induced electric and mag-
netic current sources Je and Jm defined by,

Je = iω
( ˜̄̄εi − ˜̄̄ε

)
· E (B.14)

Jm = iω
( ˜̄̄µi − ˜̄̄µ

)
·H (B.15)
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The problem naturally reduces to a direct source problem in a homogeneous
medium { ˜̄̄εi, ˜̄̄µi} for the induced sources Je and Jm,

∇×Hs + iωε̃iEs = Je (B.16)

∇× Es − iωµ̃iHs = −Jm (B.17)

Imposing the boundary surface integral term to be null in equations B.3 and B.4,
we can write (Stratton-Chu formula),

E(x0) = Ei(x0)+
∫

Ω

[
−ω2µ̃i g(x0, x)

[ ( ˜̄̄εi − ˜̄̄ε
)
· E
]
(x) +

iω∇g(x0, x)×
[ ( ˜̄̄µi − ˜̄̄µ

)
·H
]
(x) +

ε̃−1
i ∇g(x0, x)∇ ·

[ ( ˜̄̄εi − ˜̄̄ε
)
· E
]
(x)
]

dx

(B.18)

H(x0) = Hi(x0)+
∫

Ω

[
−ω2ε̃ g(x0, x)

[ ( ˜̄̄µi − ˜̄̄µ
)
·H
]
(x)−

iω∇g(x0, x)×
[ ( ˜̄̄εi − ˜̄̄εi

)
· E
]
(x) +

µ̃−1
i ∇g(x0, x)∇ ·

[ ( ˜̄̄µi − ˜̄̄µ
)
·H
]
(x)
]

dx

(B.19)

Note: We have avoided tedious discussions on boundary conditions by imposing bound-
ary integrals to be null somehow. We could have also used radiation conditions along
with localized sources in Ω and let ∂Ω go to infinity to obtain a similar result.

This formulation allows to derive electromagnetic fields from the knowledge of
the sources and of the permittivity and permeability distributions. In planetary
sounding radar and GPR such formulation allows to perform 3D imaging of the
planetary body geophysical properties (e.g. [Deming and Devaney, 1997]).

The Huygens-Fresnel’s principle

Although the last formulation is widely used in inverse scattering problems, we
shall focus on surface integral formulations. If we assume the current sources
within Ω in equation B.1 to be due to radar sources, the Stratton-Chu formu-
lation is equivalent to the Huygens-Fresnel’s principle. The volume integral terms
in equations B.3 and B.4 can be interpreted as the incident fields {Ei, Hi} with
Es = E− Ei and Hs = H−Hi allowing us to write,Fundamentally,

Huygens-Fresnel’s
principle derives

from Stokes
generalized theorem. Es(x0) =

∫
∂Ω

[
− iωµ̃ ¯̄G(x0, x) ·

[
n̂1 ×H

]
(x) +∇× ¯̄G(x0, x) ·

[
n̂1 × E

]
(x)
]

dσ(x)

(B.20)

Hs(x0) =
∫

∂Ω

[
iωε̃ ¯̄G(x0, x) ·

[
n̂1 × E

]
(x)−∇× ¯̄G(x0, x) ·

[
n̂1 ×H

]
(x)
]

dσ(x)

(B.21)
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Figure 29: Schematic representation of the geometry for planetary sounding radar when
using a surface formulation with a surface conforming locally with the plane-
tary body (i.e. Huygens-Fresnel’s principle). The observation point represents
the radar location.

n̂1 is now the normal to the boundary ∂Ω pointing inward the domain Ω. Ad-
ditionally, we may write for the sake of simplicity, E‖ = [n̂1 × E] and H‖ =
[n̂1 ×H]. In all the coming sections, we will simply refer to this formulation as
the Huygens’ principle. This formulation can be generalized to inhomogeneous
bianisotropic media (see [Monzon, 1993; Warnick and Arnold, 1997]). The prob-
lem described here directly relates to planetary sounding if we assume incident
fields to be the radar sources and if we let ∂Ω conforms locally with the plan-
etary surface body S and ∂Ω go to infinity otherwise (see figure 29). Using
Huygens’ principle and further assuming radiation conditions such that fields
vanish at infinity, we can write,

Es(x0) =
∫

S

[
− iωµ̃i

¯̄G(x0, x) ·H‖(x) +∇× ¯̄G(x0, x) · E‖(x)
]

dσ(x) (B.22)

Hs(x0) =
∫

S

[
iωε̃i

¯̄G(x0, x) · E‖(x)−∇× ¯̄G(x0, x) ·H‖(x)
]

dσ(x) (B.23)

{Es, Hs} now represents the electromagnetic field scattered from the planetary We have worked
mostly with
isotropic
homogeneous media
but formulations
exist for linear
bianisotropic
inhomogeneous
media (see
[Monzon, 1993;
Warnick and
Arnold, 1997]).

surface. This formulation does not explicitly refer to material properties of the
planetary body, however the information is contained within tangential fields.
The choice of the boundary integral formulation was originally motivated by
the limited available forward modelling codes (see section 4) and by the geom-
etry of the problem (a planetary body within its atmospheric environment can
be seen as a two media problem in a first approach). It proves to be a powerful
formulation as we will see in the coming sections.

Note: Surface formulations do not necessarily require the surface to conform with the
planetary body.

b.2 instrument characteristics and on-board processing

Practically, in planetary sounding radar, the target region is the planetary body
along with the atmosphere and plasma environment (e.g. MARSIS). The data
are measured on the subset Γ of R3 , which corresponds in our case to a set
of points on different orbits exterior to the planetary body. Let I ⊂ N denote
the experiment-set with p elements. For each α ∈ I, we are given an operator
¯̄M

α
, called the measurement operator for the αth experiment, which to the state-

space elements {Eα
s , Hα

s }α∈I associates an element d(α, ω0) ∈ Ck from the k-
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dimensions data manifold. In most cases, the measurement operators ¯̄M
α

can
be regarded as linear. In sounding radar experiments we shall write,

d(β, ω0) =
[

¯̄M · Es

]β
(ω0) =

∑
α∈I

∫
ω

[
¯̄C

β,α
(ω, ω0) ·

∫
∂Ω′

[
¯̄K

α
e (x
′, ω, ω0) · Eα

s (x
′, ω)dσ(x′)

]
dω

] (B.24)

∂Ω′ denotes an arbitrary closed surface enclosing the radar antenna whereas su-
perscripts α and β denote radar acquisitions and experiment records respectively.
The sum over α is due to the on-board processing. For instance, it may include
a pre-summing of over several acquisitions known as the unfocused synthetic
aperture processing. Kα

e accounts for the antenna gain (antenna pattern, polar-

ization), ¯̄C
α,β

accounts for on-board processing and for the electronic instrument
response. Eα

s is acquisition dependant since tangential fields E‖ and H‖ depends

on incident fields Eα
i . ¯̄K

α
e depends on the definition of the closed surface ∂Ω′ on

which they operate (a unit radius sphere centred on the antenna for instance).
Interestingly, we can rewrite the previous equation using only tangential fields
on the planetary surface ∂Ω using B.22 and B.23,

d(β, ω0) = ∑
α∈I

[ ∫
ω

¯̄C
α,β

(ω, ω0) ·
[ ∫

∂Ω′
¯̄K

α
e (x
′, ω, ω0) ·

[ ∫
S

(
− iωµ̃i

¯̄G(x′, x, ω) ·Hα
‖(x, ω) +∇× ¯̄G(x′, x, ω) · Eα

‖(x, ω)

)
dσ(x)

]
dσ(x′)

]
dω

]
(B.25)

Note: For a given experiment j, the data element dj is such that dj ⊂ CD where D is
the number of canals of the instruments.

As most radar instruments in planetary sounding radar are linear antennas,
we provide a rapid overview of radiated fields. We place a wire antenna along ẑ
direction centred on x0 with a vector current distribution J(x) along ẑ direction.
In the far field approximation, the electric field E is along θ̂ direction and can be
written as (e.g. [Kong, 2000]),

E(x) = iωµi
eik|x−x0|

4π|x− x0|
fθ θ̂ (B.26)

Hats denote unit vectors in this context. θ̂ is such that ẑ = r̂cos θ − θ̂sin θ with
r̂ = (x− x0)/|x− x0| and cos θ = ẑ · r̂. fθ is the θ̂ component of the vector current
moment and is defined as,

fθ =
∫

Ω
J(x) · θ̂.e−ik̂·xdx (B.27)

For a current distribution J(x) = I0sin (k(l − |x · ẑ|)) with an antenna length 2l,
we obtain,

fθ = −sin θ
2I0

k
(1− cos kl) (B.28)
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Finally, we may point out that it is equivalent to work in the frequency or time
domain when dealing with full waveform data. However, it is also common
to conduct radar data analysis with the amplitude of baseband Fourier trans-
formed signals (i.e. removal of the carrier phase of the radar signal).

b.3 huygens-fresnel in the far field approximation

In planetary sounding radar, the sources and receivers are usually located sev-
eral hundred of wavelength away to the surface. We can thus simplify the dyadic
Green’s functions B.9 using the far field approximation [Kong, 2000],

¯̄G(x0, x) ≈
[

¯̄I− k̂sk̂s

] eik|x0−x|

4π|x0 − x|
(B.29)

Substituting the previous equation in B.22 we obtain,

Es(x0) =
∫

S

[
¯̄I− k̂sk̂s

] (
ηH‖(x) + k̂s × E‖(x)

) eik|x0−x|

4π|x0 − x| dx (B.30)

Where k̂s is the unit vector pointing in the scattering direction.

b.4 fields on the boundary surface

Huygens’ principle relies on the knowledge of tangential fields on the boundary
surface. Practically, fields on the boundary surface are a combination of incident
fields and scattered fields. As we have seen in chapter B, heterogeneities within
the planetary body are sources of scattering and account for boundary fields.
From a mathematical point of view, given a set of known sources in the interior
volume Ω, the material acts as functions {re, rh} of incident fields {Ei, Hi} ∈ ∂Ω,

Es = re (Ei, Hi) (B.31)

Hs = rh (Ei, Hi) (B.32)

In the most general case {re, rh} depend on the incident field and the material
properties and cannot be expressed analytically. Let us define (k̂i, p̂i, q̂i) as a
local orthonormal system on Ω with,

q̂i =
k̂i × n̂
|k̂i × n̂|

(B.33)

p̂i = q̂i × k̂i (B.34)

Using these notations, we now choose to write tangential fields on the boundary
surface – for x ∈ S – as,

E‖(x) =γE
0 .n̂× q̂i + γE

1 .q̂i (B.35)

H‖(x) =γH
0 .n̂× q̂i + γH

1 .q̂i (B.36)
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In the previous equations, n̂ denotes the normal unit vector pointing into the
volume interior Ω (i.e. the atmospheric environment). We have made use here of
γE

0 , γE
1 , γH

0 and γH
1 which are complex functions. They depend on the incident

field and the material properties. At this point, we can ask ourselves what the
parameters γE

0 , γE
1 , γH

0 and γH
1 physically represent. As we have previously

discussed, these parameters locally relate incident fields to scattered fields. In
short, these parameters permit to reconstruct electromagnetic fields on ∂Ω. They
are thus functions acting on local fields on ∂Ω in the time domain (or frequency
domain). We shall discuss here three examples to illustrate how these functions
may relate to material properties.

Homogeneous media case

When the boundary surface ∂Ω delimits two homogeneous isotropic non-diffusive
media and if we assume large radii of curvatures of the surface with regard to
the incident wavelength, then γE

0 , γE
1 , γH

0 and γH
1 are closely related to local

transverse electric and transverse magnetic Fresnel’s reflection coefficients. For
isotropic media, Fresnel’s coefficients read [Kong, 2000; Løseth et al., 2006],

RTE =
1− pTE

1,2

1 + pTE
1,2

(B.37)

RTM =
1− pTM

1,2

1 + pTM
1,2

(B.38)

pTE
1,2 =

µ1k⊥,2

µ2k⊥,1
(B.39)

pTM
1,2 =

ε1k⊥,2

ε2k⊥,1
(B.40)

k2
‖,1 + k2

⊥,1 = ω2µ1ε1 (B.41)

k2
‖,1 + k2

⊥,2 = ω2µ2ε2 (B.42)

Where µ1 and µ2 are the upper and lower medium magnetic permeability while
ε1 and ε2 are the upper and lower medium electric permittivity respectively. k‖,i
and k⊥,i with i = {1, 2} are the components of the wave vector k in the plane of
incidence and normal to the plane of incidence respectively. Note that k‖,1 = k‖,2
by virtue of phase matching as detailed in [Kong, 2000; Løseth et al., 2006].
A general understanding of Snell-Descartes and Fresnel’s laws is provided in
the following paper [Dupertuis and Proctor, 1994]. Eventually we can rewrite
equations B.35 and B.36,

E‖(x) =Ei(x).
(
(n̂× q̂i) .

[
(êi · q̂i) .

(
1 + RTE

) ]
+

q̂i.
(

n̂ · k̂i

)
.
[
(êi · p̂i) .

(
1− RTM

) ]) (B.43)

H‖(x) =
1
η

.Ei(x).
(
(n̂× q̂i) .

[
(êi · p̂i) .

(
1 + RTM

) ]
− q̂i.

(
n̂ · k̂i

)
.
[
(êi · q̂i) .

(
1− RTE

) ]) (B.44)

The equations obtained do not take into account multiple reflections that might
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occur at the surface. This approximation may be not valid at all, especially when
dealing with rugged surface as surface scattering will spatially couple fields over
∂Ω (e.g. [Fung et al., 1992; Fung and Chan, 1971]).

Scattering by random rough surface case

We assume the exterior medium (as opposed to the interior volume Ω) to be a
homogeneous material with a rough interface between the interior and exterior
media. If ∂Ω conforms locally on the average with the interface of the two media
such as the fluctuation around ∂Ω can be regarded as random locally (see figure
30), we can write,

< E‖ > (x) =Ei(x).
(
(n̂× q̂i) .

[
(êi · q̂i) .

(
1 + RTE

TE

)
+ (êi · p̂i) .RTE

TM

]
+

q̂i.
(

n̂ · k̂i

)
.
[
(êi · p̂i) .

(
1− RTM

TM

)
− (êi · q̂i) .RTM

TE

]) (B.45)

< H‖ > (x) =
1
η
· Ei(x) ·

(
(n̂× q̂i) ·

[
(êi · p̂i) ·

(
1 + RTM

TM

)
+ (êi · q̂i) · RTM

TE

]
− q̂i.

(
n̂ · k̂i

)
.
[
(êi · q̂i) .

(
1− RTE

TE

)
− (êi · p̂i) .RTE

TM

])
(B.46)

Figure 30: Random height fluctuations around a reference smooth surface. l and σ denote
the correlation length and the standard deviation respectively of the height
random fluctuation function defined when possible.

We have made use here of reflection parameters RTE
TE, RTE

TM, RTM
TE and RTM

TM which
are complex coefficients. RTE

TM and RTM
TE are coupling coefficients that account for

changes in the polarization with regard to the incident field due to the surface
random fluctuations. < E‖ > and < H‖ > are local mean quantities on ∂Ω. If
random fluctuations are null, equations B.45 andB.46 simplify to equations B.43

andB.44 as RTE
TE = RTE, RTM

TM = RTM and RTE
TM = RTM

TE = 0. Although this formu-
lation may be useful in some cases, it may be preferable to work in the time do-
main with baseband signal (i.e. removal of the carrier phase of the radar signal)
when dealing with random fluctuations. Electromagnetic signals in planetary
radar sounding are characterized by a bandwidth centred at a given frequency
(the carrier frequency). In terms of signal in time domain, this results roughly
in an envelop containing a rapid varying carrier wave. As random fluctuation
amplitudes around ∂Ω reach the carrier wavelength, the wavefront coherency is
lost. From the electromagnetic signal point of view in time domain, there will
be an addition of multiple random phased signals arriving at the same time. To
be correct, time delays of the random phased signals are not identical but are
very small in comparison to the time domain width of the envelop. At this point
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the phase information is lost (i.e. incoherent signal) and the information of the
signal is contained in the amplitude of the signal’s envelop (i.e. the baseband
signal). Due to the additivity of signal intensities in an incoherent regime, the
incoherent scattered electromagnetic signal power Ps can be explicitly expressed
in a surface integral form,

Pq
s (x0, t) =

∫
∂Ω

Pq
i

(
x, t− |x− x0|

c

)
.σq

q + Pp
i

(
x, t− |x− x0|

c

)
.σq

pdσ(x)

(B.47)

Pp
s (x0, t) =

∫
∂Ω

Pp
i

(
x, t− |x− x0|

c

)
.σp

p + Pq
i

(
x, t− |x− x0|

c

)
.σp

q dσ(x)

(B.48)

Where Pi denotes the incident electromagnetic signal power, c the velocity in Ω,
superscripts the components along q̂ and p̂ and (k̂s, p̂, q̂) is a local orthonormal
system on Ω with,

q̂ =
k̂s × n̂
|k̂s × n̂|

(B.49)

p̂ = q̂× k̂s (B.50)

σ
p
p , σ

p
p , σ

p
p and σ

p
p are real functions which depend on the geometry of the prob-

lem, on the statistical properties of the fluctuations, on the frequency of the
signal and on the material properties. These functions naturally relate to the
differential scattering cross sections (e.g. [Kong, 2000; Franceschetti et al., 1999;
Fung and Chan, 1971; Løseth et al., 2006]). It is worth noting that this problem
arises in planetary sounding radar due to the relatively small bandwidth with
regard to the carrier frequency. As the bandwidth extends, the signal width in
time domain diminishes and scattered signals arriving with different phases do
not interfere anymore.

Scattering by a random exterior medium

We assume the exterior medium (as opposed to the interior volume Ω) to be a
homogeneous scattering material and ∂Ω to conform with the interface of the
volume Ω with this medium. This situation is very similar to the previous one
as we can express the incoherent scattered electromagnetic signal power Ps in a
surface integral form using the same conventions,

Pq
s (x0, t) =

∫
∂Ω

Pq
i

(
x, t− |x− x0|

c

)
.σq

q + Pp
i

(
x, t− |x− x0|

c

)
.σq

pdσ(x)

Pp
s (x0, t) =

∫
∂Ω

Pp
i

(
x, t− |x− x0|

c

)
.σp

p + Pq
i

(
x, t− |x− x0|

c

)
.σp

q dσ(x)
(B.51)

{Pq
s , Pp

s } is now governed through radiative transfer equations (e.g. [Ryzhik
et al., 1996; Pierrat, 2007]). σ

p
p , σ

p
p , σ

p
p and σ

p
p are real functions which depend

on the geometry of the problem, on the statistical properties of the volume
fluctuations, on the frequency of the signal and on the material properties (e.g.
[Grimm et al., 2006]).
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God help us, we’re in the hands of engineers.

— Dr. Ian Malcolm

I have chosen to use differential forms to introduce the equations in this section.
The purpose is two fold: (i) it allows a more consistent approach regarding the
physics (we are now dealing with quantities to be integrated), (ii) it offers an
insight of the different formalisms that exists to formulate Maxwell’s equations.
Furthermore, this formalism naturally relates to modern physics through dif-
ferential geometry. This section was mostly inspired by [Matias, 2012; Warnick,
1997]. It seems differential geometry in electromagnetism has become a quite
active field (e.g. [Teixeira, 2007; Warnick and Arnold, 1997; Deschamps, 1981;
Lindell, 2005]) and offers interesting perspective in computational electromag-
netism as detailed in [Desbrun et al., 2005]. On 3-manifold M we define Ωk

l (M)

as (k
l)-tensors antisymmetric in their k upper indices and l lower indices and

Ωk(M) more specifically as k-forms on M.

c.1 maxwell’s equations using differential geometry

Electromagnetic wave propagation is governed through Maxwell’s equations (see
[Matias, 2012]). On 3-manifold M, they read,

dE = − ∂B
∂t

(C.1)

dH =
∂D
∂t

+ J (C.2)

D = ρ (C.3)

B = 0 (C.4)

We can simplify the equations previously by working on 4-manifold N = R×M
such that the additional dimension corresponds to a time coordinate. We define
forms F ,G ∈ Ω2(N) and j ∈ Ω3(N),

F = B + E ∧ dt (C.5)

G = D −H∧ dt (C.6)

j = ρ−J ∧ dt (C.7)

Using these forms, we can rewrite Maxwell’s equations,

dF = 0 (C.8)

dG = j (C.9)

Where d is the exterior derivative on N. Formulations on 3-manifold and 4-
manifold are equivalent (see [Matias, 2012]) although the latter provides a more
elegant and compact result while the former allows convenient analogies with
vector formulations. With this formalism, constitutive relations now reads,

79
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κ : Ω2(N)→ Ω2(N) (C.10)

G = κ(F ) (C.11)

Constitutive relation κ may be function of space and time coordinates, ther-
modynamical and continuum mechanical variables, or electromagnetic field
strengths. We shall focus on linear media whereby using (2

2)-antisymmetric ten-
sor κ ∈ Ω2

2(N) as described in [Matias, 2012]. With coordinates {xi}3
i=0 for N,

we can write (see [Matias, 2012]),

κ =
1
2

κ
ij
lmdxl ⊗ dxm ⊗ ∂

∂xi ⊗
∂

∂xj (C.12)

Dij =
1
2

κrs
ij Frs (C.13)

From here we can try to reformulate the previous equation with forms on M.
Using local coordinates (x0, x1, x2, x3) on N = R×M such that x0 is the coordi-
nate for R (i.e. time coordinate) and (x1, x2, x3) are coordinates on M and using
previous definitions for the forms on M and N, we can write for i, j = 1, 2, 3,

Fi0 = Ei (C.14)

Fij = Bij (C.15)

Gi0 = −Hi (C.16)

Gij = Dij (C.17)

This allows us to rewrite eq.ref. – for i, j = 1, 2, 3 and r, s summed over 1, 2, 3 –
as (see [Matias, 2012]),

Hi = −κr0
i0 Er −

1
2

κrs
i0Brs (C.18)

Dij = κr0
ij Er +

1
2

κrs
ij Brs (C.19)

This formulation highlights the coupling between electric and magnetic fields
occurring through constitutive relation κ. Should κr0

i0 and κrs
ij be null, the medium

is anisotropic. When dealing with an isotropic non-dispersive medium, consti-
tutive equations further simplify and are equivalent to (see [Matias, 2012]),

D = ε ∗0 E (C.20)

B = µ ∗0H (C.21)

ε is the electrical permittivity and µ the magnetic permeability, they are deter-
mined by the electrical properties of the medium and magnetic properties of
the medium respectively and are real value scalars. ∗0 is the Hodge star oper-
ator induced by the Euclidian metric on R3. In the next section we shall work
with Fourier transformed quantities on 3-manifold M. Maxwell’s equations thus
read,
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dE(ω) = iωB(ω) (C.22)

dH(ω) = −iωD(ω) + J(ω) (C.23)

D(ω) = ρ(ω) (C.24)

B(ω) = 0 (C.25)

Similarly, constitutive relations for an isotropic non-dispersive medium remain,

D = ε ∗0 E (C.26)

B = µ ∗0 H (C.27)

c.2 huygens-fresnel’s principle

We recall here Huygens-Fresnel’s principle as described in [Warnick and Arnold,
1997]. We use the double form Green function Γ(x; x′) as defined in [Warnick
and Arnold, 1996] for a fixed angular frequency ω,

E(x′) = iω
∫

Ω
Γ̃(x; x′) ∧ J(x) +

∫
∂Ω

Γ̃(x; x′) ∧ H(x) + ∗hdΓ̃(x; x′) ∧ E(x)

(C.28)

Following the discussions in section B, we can rewrite the previous expression,

Es(x′) = E(x′)− Ei(x′) (C.29)

Es(x′) =
∫

∂Ω
Γ̃(x; x′) ∧ H(x) + ∗hdΓ̃(x; x′) ∧ E(x) (C.30)

We now assume E and H can be expressed locally on ∂Ω as,

E = re(Ei, Hi) (C.31)

H = rh(Ei, Hi) (C.32)

We assume we can represent the previous mapping {re, rh} through four (1
1)-

tensors (see equation B.31) such that re = {ree, reh} and rh = {rhh, rhe} – for
l = 1, 2, 3 summed over 1, 2, 3 and x ∈ ∂Ω,

Eα(x) = (ree)
l
α(x) (Ei)l(x) + (reh)

l
α(x) (Hi)l(x) (C.33)

Hα(x) = (rhe)
l
α(x) (Ei)l(x) + (rhh)

l
α(x) (Hi)l(x) (C.34)

At this point we have been able to express with a different formalism the prob-
lem discussed in this manuscript. We can now apply inverse problem equations
to asses tensors {ree, reh} and {rh, rhe} very much like we have done with vector
quantities in section 5. A similar work can be conducted to recover results pre-
sented in section 4 (see [Desbrun et al., 2005]) but remains to be done.

Differential geometry is naturally adapted to describe electromagnetic fields.
The elegance of the equations using this form and the geometrical interpreta-
tions – from a macroscopic point of view – are quite remarkable. Although in



82 a modern formulation of the problem

the course of this three years I have mostly used vector formulations, it seems
clear today that differential formulation provides a better set-up to work with. I
strongly believe that an effort in formulating the problems in differential forms
will eventually provide powerful tools in electromagnetism, and thus in plane-
tary sounding radar.
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