N

N

Energy self-sufficient embedded system for mobile
communicating objects
Chiraz Chaabane

» To cite this version:

Chiraz Chaabane. Energy self-sufficient embedded system for mobile communicating objects. Other
[cs.OH]. Université Nice Sophia Antipolis; Université de Sfax (Tunisie), 2014. English. NNT:
2014NICE4041 . tel-01071056v2

HAL Id: tel-01071056
https://theses.hal.science/tel-01071056v2
Submitted on 3 Oct 2014

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://theses.hal.science/tel-01071056v2
https://hal.archives-ouvertes.fr

S

Université A

Nice E b 2

Sophia Antipolis &z
e’ Brrtre O

THESE EN COTUTELLE

entre

L’Université de Nice Sophia Antipolis

ECOLE DOCTORALE STIC

et

L’Ecole Nationale d’Ingénieurs de Sfax

En vue de 'obtention du

DOCTORAT
Mention Informatique

Par

Chiraz CHAABANE

Systeme embarqué autonome en eénergie pour
objets mobiles communicants

Soutenu le 30 juin 2014, devant le jury composé de :

M. Francois VERDIER (Professeur des Universités a  I'UNS) Président

M. Ab_derrgz,ek JEMAI (Maitre de Conférences a 'INSAT Rapporteur
Université de Carthage)

M. Francois PECHEUX (Professeur a 'UPMC) Rapporte ur

M. Alain PEGATOQUET (Maitre de Conférences a 'lUNS ) Examinateur

M. Michel AUGUIN (Directeur de Recherche CNRS) Dir ecteur de These

M. Maher BEN JEMAA (Maitre de Conférences a 'ENIS ) Directeur de Thése




—
Université
nl('(', ;ﬂﬂ- .

Sophia Antipolis
e’ o= V= a1\

Systeme embarqué autonome en énergie pour
objets mobiles communicants

Chiraz CHAABANE

2iad 5 () ¢ oad ) i) s lisall (J senall Cailgdl ) (SLUI daal sl 3 &) ganall 3 ) 220 334 5 (o)) :AadA)

(O3S ) 6 i) 5 Adbiall il el (e B el i) Cany gl 53 e aall il e A8 @il 3oy 3 (505 Lelidas
Dladauy) dsg;grﬁw alaain) 3uS e € 53 a;})la‘x{\ o328 Jual 5ill 3 jeal 4 A8l @blginl (e el Balsi) 255 ) gl (3
JAE 3 )Y s rgie g sladin DU ALaLE ASuE dunia 58 Yl AS jadiall 5 Alial giall alual) ae Jalaill sana il jlie i 5 SLO)
3eliS (3 Baas prgs e AL ALaLE dvia Alad) B+ yids 48Ul aladia) 8 36 US (anai ddiay JEEES02.15.4 /022 ) 336 Y)
,C):L,LJL.AJ@J'J\,';ﬁMjs;,;J\Jﬁ.dag\)l\ggz;g;;ﬂaa_ﬁd\mm,_x_}éju\sﬁ‘)\jdmm)hj@ﬁu\e\m\@
A ULl Jame (kS Ae ) ) oA aladiul e AU aladtiu B lS andi ¢ Al ja a6 a8 A jlaall (e (i) uialide (i ) ) sA asll
ASAl Lol G, 45l a5 JEI 5 )] Aleny Aliaie il Jaee (i a5l 53 2 530 Vol StV 5l Cag yha e V) oy 23
o3 Jsh eyl sl clle Bl T a8y ST 08 e o685 ddalide A )l i ) ol Jaze CaSS aiih g oy o
306 Y) O el 51l pean s A il Lings 8 A8l aladin) 3l el Al )

Résumé : Le nombre et la complexité croissante des applications qui sont intégrées dans des objets mobiles
communicants sans fil (téléphone mobile, PDA, etc.) implique une augmentation de la consommation d'énergie.
Afin de limiter I'impact de la pollution due aux déchets des batteries et des émissions de CO2, il est important de
procéder a une optimisation de la consommation d'énergie de ces appareils communicants. Cette thése porte sur
l'efficacité énergétique dans les réseaux de capteurs. Dans cette étude, nous proposons de nouvelles approches
pour gérer efficacement les objets communicants mobiles. Tout d’abord, nous proposons une architecture globale
de réseau de capteurs et une nouvelle approche de gestion de la mobilité économe en énergie pour les appareils
terminaux de type IEEE 802.15.4/ZigBee. Cette approche est basée sur l'indicateur de la qualité de lien (LQI) et
met en ceuvre un algorithme spéculatif pour déterminer le prochain coordinateur. Nous avons ainsi proposé et
évalué deux algorithmes spéculatifs différents. Ensuite, nous étudions et évaluons l'efficacité énergétique lors de
I'utilisation d'un algorithme d'adaptation de débit prenant en compte les conditions du canal de communication.
Nous proposons d'abord une approche mixte combinant un nouvel algorithme d'adaptation de débit et notre
approche de gestion de la mobilité. Ensuite, nous proposons et évaluons un algorithme d'adaptation de débit
hybride qui repose sur une estimation plus précise du canal de liaison. Les différentes simulations effectuées tout
au long de ce travail montrent ’efficacité énergétique des approches proposées ainsi que I’amélioration de la
connectivité des nceuds.

Abstract: The increasing number and complexity of applications that are embedded into wireless mobile
communicating devices (mobile phone, PDA, etc.) implies an increase of energy consumption. In order to
limit the impact of pollution due to battery waste and CO2 emission, it is important to conduct an optimization of
the energy consumption of these communicating end devices. This thesis focuses on energy efficiency in sensor
networks. It proposes new approaches to handle mobile communicating objects. First, we propose a global
sensor network architecture and a new energy-efficient mobility management approach for IEEE
802.15.4/ZigBee end devices. This new approach is based on the link quality estimator (LQI) and uses a
speculative algorithm. We propose and evaluate two different speculative algorithms. Then, we study and
evaluate the energy efficiency when using a rate adaptation algorithm that takes into account the communication
channel conditions. We first propose a mobility-aware rate adaptation algorithm and evaluate its efficiency in our
network architecture. Then, we propose and evaluate a hybrid rate adaptation algorithm that relies on more
accurate link channel estimation. Simulations conducted all along this study show the energy-efficiency of our
proposed approaches and the improvement of the nodes’ connectivity.
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Mots clés: IEEE 802.15.4; ZigBee; Energie; Mobilité; Estimation de la qualité du canal; Adaptation de débit de
transmission
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Chapter 1. Introduction

1.1. General context

Energy consumption resulting in global CO2 emissam battery waste caused by data
communication and networking devices is increasexponentially. Information and
communication technology (ICT) is responsible ftwoat two percent of the global CO2
emissions. However, ICT includes Internet of thiligd) technologies and applications that
have a direct effect on lowering CO2 emissions tiréasing energy efficiency, reducing
power consumption, and achieving efficient wasteyeckbng. 10T has, therefore, an
interesting dual role in CO2 emission [CarbonRopviesfmesan 2011] since its developments
show that we will have 16 billion connected devibgsthe year 2020 (i.e. average out to Six
devices per person on earth and to many more peomen digital societies) [Vermesan
2011]. A recent report by the Carbon War Room [GaRwoom] estimates that the
incorporation of machine-to-machine communication the energy, transportation, and
agriculture sectors could reduce global greenh@aseemissions by 9.1 gigatons of CO2
equivalent annually. Nowadays there is a need tweldp applications that are
environmentally friendly. In this context, the GREC project (GREen wireless
Communicating Objects) proposed to study the desigmutonomous communicating objects.
This means that, within a given time period, thev@o consumption is lower than or
equivalent to the energy the object can harvest fite environment. The approach developed

in GRECO aims at reaching a global power optimarafor a communicating object.

This thesis is conducted as part of the GRECO pr@ed as a joint guardianship with the
National Engineering School of Sfax (Tunisia) ahé LEAT from the University of Nice
Sophia Antipolis. In this context, | conceived awnenobility management approach for
mobile IEEE 802.15.4/ZigBee end device. The newagugh reduces the energy consumption

of the devices and it also increases their synchation time.

Page (1)



Chapter 1. Introduction

During a semester internship in the computer seieagineering department of the Hong
Kong University of Science and Technology, | haweused on the rate adaptation feature for
IEEE 802.15.4 protocol. An efficient rate adaptatalgorithm has been proposed. Then a

joint rate adaptation and mobility management aagindhave been conceived.

In the next subsection, we will introduce and corapthe main short range wireless

protocols.

1.2. Short range protocols

Wireless protocols were first proposed to repladeesvthat were not suitable to all

environments. They progressively gained a biggaceplin the market mainly thanks to the
diversity of their use and the easiness of theplaanent. The diversity of applications

offered by wireless protocols led to the emergesiceew protocol standards, each one is
usually dedicated to a specific use and thus, tiebdits some applications among others.
Nowadays, one of the most challenging constramt&ireless communication is the energy
consumption. This constraint is even more importanthe personal area networks (PAN)
given that PAN nodes have to operate autonomouwdy @ long period of time (e.g. order of
years for wireless sensors). Reducing the energguoption can affect the communication
range. In fact, the higher the range, the higher the signal power; and thus, the higher the

energy consumption is.

Four main protocol standards for short range weeleommunication with low energy

consumption have recently gained a big interes¢search: Bluetooth (over IEEE 802.15.1),
ultra-wideband (UWB, over IEEE 802.15.3), ZigBee'dp IEEE 802.15.4) [IEEE TG 15.4

2006] [ZigBee], and Wi-Fi (over IEEE 802.11). Ingé& 2007], a comparative study of short
range communication protocols was proposed. Thepaoson was based on many criteria
such as the radio channels, the network size, theimum signal rate and the basic cell
architecture. Table 1 summarizes the different attaristics of each protocol: the frequency
band, the modulation technique, the maximum sigatd, the basic cell architecture, the
complex structures that can be built from the basit, etc. Bluetooth, ZigBee and Wi-Fi

protocols have spread spectrum techniques in h&Rz band, which is unlicensed in most
countries and known as the industrial, scientdicd medical (ISM) band. Protocols use the
spread spectrum technique indoors to be more aesisi interferences and noise. Bluetooth
uses frequency hopping (FHSS) with 79 channelslaktHz bandwidth. ZigBee uses direct

sequence spread spectrum (DSSS) with 16 channéls amaximum bandwidth of 2 MHz.
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Wi-Fi uses DSSS (802.11), complementary code key@§K, 802.1lb) or OFDM
modulation (802.1 1la/g) with 14 RF channels (1lilalke in US, 13 in Europe, and just 1 in
Japan) and 22 MHz bandwidth. UWB uses the 3.1-8H& band, with an unapproved and

jammed 802.15.3a standard, in which two spreadiechriiques are available: direct
sequence-UWB (DS-UWB) and multi-band orthogonadjdiency division multiplexing (MB-
OFDM). The range of IEEE 802.15.4 can reach 10Cereetit is longer than Bluetooth (10

meters), but less than WLAN technologies.

It is important to point out that thanks to the ustmess of the physical layer, the range of
IEEE 802.15.4 transceiver is comparable to thah dEEE 802.11 transceiver, but with a
lower transmission power: from Figure 1 we cantbe¢ at an equal level of signal to noise

ratio (SNR), 802.15.4 has a better BER comparexdher wireless technologies.

2.4 GHz PHY Performance
802.11b, 802.15.x BER Comparison

Bit Errar Rate

[E=TE o TR —,
= el e B2 THD AR LS
o | |[—a—2 i

— A0 T B bps)

— 002 F 1 Bluaioath
10 {8 e B0 B L (TN s |
p——E T T

SHR(B) peary 12 dB better than BluetoothFSK

& ¥ i L] 1 I

Figure 1. ZigBee robustness [Freescale]

Bluetooth considered a new protocol dedicated terggnconstrained systems: Bluetooth
Smart (low energy) (BLE). However, BLE constitugesingle-hop solution applicable to a
different space of use cases in areas such ahteai consumer electronics, smart energy

and security [Gomez 2012]. Besides, a BLE deviadsr continuous data transfer would
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not have lower power consumption than a comparhietooth device transmitting the same

amount of data. It would likely use more powergsitthe protocol is dedicated to applications

that need to transmit data over short communicabarst before quickly tearing down the

connection. Thus, BLE is only optimized for smalr&ts [Bluetooth].

Table 1. Overview of short range protocols [Lee 2(0Q

Standard Bluetooth | UWB ZigBee Wi-Fi
IEEE spec. 802.15.1 802.15.3a 802.15.4 802.11a/b/g
Frequency band 2.4 Ghz 3.1-10.6 Gh 22648/3&5 Mhz ; 2.4 Ghz ; 5Ghz
Max signal rate 1 Mb/s 110 Mb/s 250 kb/s 54 Mb/s
Nominal range 10 m 10 m 10-100m 100 m
: -41.3
Nominal TX power 0-10dBm dBmM/MHz (-25)-0dBm | 15-20dBm
Number —of  RF 79 (1-15) 110 ; 16 14 (2.4 GHz)
channels
. 500 MHz — 7.5/ 0.3/0.6 MHz ;
Channel bandwidth 1 MHz GHz > MHz 22 MHz
BPSK( BPSK, QPSK,
Modulation type GFSK BPSK, QPSK| +ASK), O-| COFDM, CCK,
QPSK M-QAM
. DS-UWB, DSSS, CCK|
Spreading FHSS MB-OEDM DSSS OFDM
. Dynamic freq.
Coexistence ﬁgaptwe Adaptive freq.| Adaptive freq.| Selection;
mechanism hoq. in hopping hopping Transmit  powel
pping control (802.11h)
Basic cell Piconet Piconet Star BSS
Extension of the bas"CScatternet Peer-to-peer Cluster tree ESS
cell Mesh
Max number of cel 3 8 65536 2007
nodes

As it has been mentioned earlier, each protocoioge suitable depending on the application

targeted. For instance, Bluetooth is used to cdnoewdless peripheral such as mouse,

keyboard, and hands-free headset. UWB is orientechiltimedia applications requiring

high-bandwidth. ZigBee is designed for reliableehssly networked monitoring and control

networks. Wi-Fi is directed at computer-to-computnnections as an extension or

substitution of cabled networks [Lee 2007].
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1.1. Wireless Sensor Networks

Wireless sensor networks (WSN) are dedicated tot shnge wireless communications with
low energy consumption. They are designed to haadéenall amount of transmitted data
generally corresponding to battery-operated sensoeasurements (e.g. temperature,
pressure, security cameras, controllers for waianklers, etc.). They have limited memory
and computational capacity. Their use has becondespread in industrial environment, in
home automation systems and in military systemsd@&007]. Standardized protocols and
proprietary protocols have been proposed. Basethercomparison given in Table 1, the
ZigBee protocol has proved to be simpler than thet®oth, UWB, and Wi-Fi, which makes
it very suitable for sensor networking applicatio@her proprietary protocols have been
used in sensor networks. However, for the sakehefimteroperability between devices, a
standardized protocol is preferable. Table 2 wasrgin [Cao 2009] and it compares some of
these proprietary technologies (the Z-wave, InstédwT, etc.) in addition to the ZigBee
protocol based on the most common parameters suttfedrequency band, the data rate, the
corresponding network topology. Almost all protscalse the 2.4 GHz ISM band. This
common characteristic can be considered as alévetl of standardization. Therefore, it
should also be mentioned that even a proprietanyopol has to be in compliance with a
number of rules and meet some compatibility regquéets such as the national authorities’

regulation for radio transmission.

As it is detailed in subsection 1.2, many constgiare considered when designing and
deploying sensor networks. The main constraintsreleged to the energy consumption, the
production cost, the hardware limitation, the opagaenvironment, the network topology, the
range, the transmission medium and the throughpbis is the reason that makes
compromises in term of data rate essential. Depgndin the application, additional
constraints are added such as mobility manageraaatgy management, etc. Some of these
constraints (low consumption, high throughput asdé range) are so contradictory that it
will never be a unique standard since differentsohs can be considered. This gives space
to researchers to propose different approaches. dansumption, high throughput and large
range are important factors and are usually useduatelines to develop algorithms and
protocols used in sensor networks. They are alswsidered as metrics for comparing
performance between different solutions in thikifie

Page (5)



Chapter 1. Introduction

Table 2. A Comparison of WSN technologies [Cao 20D9

Frequency | Data rate Multiple accesg Coverage | Network
IEETEDE band (b/s) method area (meter) topology
Bluetooth  Low| 5 4 Gz 1SM| 1M FH+TDMA | 10 Star
Energy
uwB 3.1 - 10.6
(ECMA — 368) GHz 480 M CSMA/ TDMA | <10 Star
Bluetooth 3.0 FH *

, ' 24 GHz ISM| 3-24 M TDMA/CSMA | 10 Star
High Speed .
(WiFi)

ZigBee Star/
(IEEE 802.15.4) ISM 250K CSMA 30-100 mesh

131.65 KHz

(powerline)
Insteon 902 — 924 13K Unknown Home area| Mesh

MHz
Z- wave ?SOISI MHz 9.6 K Unknown 30 Mesh
ANT 24 GHzISM| 1M TDMA Local area | 27

mesh

RuBee Peer-to-
(IEEE 1902.1) 131 KHz 9.6 K Unknown 30 peer
RFID 860-960 Slotted- Aloha/ Peer-to-
(ISO/IEC 18000-6) | MHz 10-100 K binary tree 1-100 peer

FH: Frequency hopping
TDMA: Time division multiple access
CSMA: Carrier sense multiple access

1.2. Challenges in WSN

Communication between sensor nodes faces moreengad than communication in other
wireless networks. The constraints imposed by geasthitecture makes it hard to ensure a
high quality of service (QoS). Besides, the lownaigpower used to transmit data makes the
signal very vulnerable to channel disturbance. ifiaén challenges to which sensor networks
are confronted are mainly the low energy budged,dhannel conditions, the collisions that

may occur during the packet transmission and thkiliowhich has to be ensured in many

WSN applications. All these features are detaileldWw.

1.2.1. Energy consumption

Each single execution within electronic devices dseeenergy. This is why energy

consumption optimization is a matter raised at yl@rel from the sensor architecture design
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phase to the phase of WSN protocol applicationsiception. Besides, WSN nodes are
supposed to work autonomously for a long periotinog, a low energy budget will impose in
certain cases adjustments in the system functigglin order to reduce the energy
consumption [Shah 2002]. The energy budget is,,theth an evaluation metric that gives
information about some algorithms performance andeaision metric used by protocol

algorithms.

The transmission unit consumes the biggest pattiefnergy [Raghunathan 2002]. Indeed,
datasheets of commercial sensor nodes show thangrgy cost of receiving or transmitting
a single bit of information is approximately thergaas that required by the processing unit
for executing a thousand operations [Crossbow] [(Bfjndo overcome this shortcoming, the
sleep and the idle modes are used in sensor niodé®e sleep mode, significant parts of the
transceiver are switched off. The node is not ablenmediately receive data and needs a
recovery time to leave the sleep state (energywuoed during the startup can be significant).
In the idle mode, the node is ready to receive,ibist not doing so. Some functions in the
hardware can be switched off, thus, reducing therggnconsumption. The use of sleep and
idle modes raises a new problem which is the symthation of network nodes. Devices
need to know when to switch between the differ¢ates: receive, transmit, idle and sleep
modes. Moreover, a clock drift may occur [Ganeri®8D5]. In this case, control packets
have to be transmitted to resynchronize the netwehich increases the energy consumption.

The major goal when designing WSN application®isrisure the optimal throughput with a

low energy budget according to the targeted apjdicaequirements [Chandrakasan 1999].

1.2.2. Channel conditions

Signal distortion during the packet transmission loa caused by predictable and quantifiable
phenomena (at least when the transmission envimnimevell known) and by unpredictable

events. The main predictable phenomena are thegabipn which consists in the attenuation
of the transmitted signals with the distance (pa$is), the blocking of signals caused by large
obstacles (shadowing), and the reception of meltgmpies of the same transmitted signal

(multipath fading). These variations can be rougtilyded into two types [Tse 2005]:

» Large-scale fading, due to path loss of signal Asetion of distance and shadowing

by large objects such as buildings and hills. Duisurs as the mobile moves through a
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distance of the order of the cell size (cellulasteyn), and is typically frequency
independent.

* Small-scale fading, due to the constructive and dbstructive interference of the
multiple signal paths (multipath fading) betweer tinansmitter and receiver. This
occurs at the spatial scale of the order of theilarawavelength, and it is frequency

dependent.

Large-scale fading is more relevant to issues sisctell-site planning. Small-scale multipath
fading is more relevant to the design of reliabid afficient communication systems.

Unpredictable events happen randomly and are cadetplenknown by the device. The
corresponding effects are the thermal noise amuferences. The thermal noise is introduced
by the receiver electronics and is usually modedsdAdditive White Gaussian Noise
(AWGN). If the medium is not shared with any ot sources, the signal propagation of
simulated transmitters and AWGN can describe the#eenhannel. However, when several
nodes transmit at the same time on the channekfénences may happen and have to be

taken into account in the channel modeling.

In WSN, the transmission power is relatively lowhigh makes the signal very sensitive to
noise. In addition, since the antennas used bydldes are very close to the ground, the loss

of the signal transmitted between them can be igty.

In [Tse 2005], it was highlighted that interferericeom neighboring cell is random due to
two reasons. One of them is small-scale fadingthedother is the physical location of the
user in the other cell that is reusing the samerndla The mean of | represents the average
interference caused, averaged over all locatiaoms fivhich it could originate and the channel
variations. However, due to the fact that the ferémg user can be at a wide range of
locations, the variance of | is quite high. Therefat was noticed in [Tse 2005] that the signal
to interference plus noise ratio (SINR) is a randmmameter leading to an undesirably poor
performance. There is an appreciably high prolghdf unreliable transmission of even a

small and fixed data rate in the frame.

In this work, we only focus on orthogonal interfeces: Only interferences that happen in the

same channel are considered.
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1.2.3. Medium access

WSN have to handle the interconnection betweenge laumber of devices. These devices
usually use the same frequency (especially in Ad Hetworks) to communicate. As a
consequence, collisions may occur very often. Bahoel conditions may cause either delay
and trigger a backoff period before sending dat#herfailure of the packet reception. Low
network performance that is caused by the mediuresacmode is, therefore, closely related
to the channel conditions and the physical laysigite[Miluzzo 2008]. It is also interesting to
mention that, given the large scale of sensor ndisydhe randomness of transmission time
makes it difficult to analytically evaluate protégmerformance. This is why simulation is an

interesting alternative to study and evaluate semstwork protocols.

1.2.4. Mobility

The most important feature in the mobility manageni® maintaining the synchronization of
mobile nodes. When nodes move, the routes of triieshpackets may change. The route
change must be quickly handled in order to avoghhiransmission delays. Even if the
routing protocol differs from a network configu@ti to another [Norouzi 2012], route
discovery always requires additional network ovathéontrol packets). In addition to delay

increase, the packet reception rate may decreasei$e of the synchronization loss.

One of the direct effects of mobility during tharismission is the Doppler effect that occurs
when the source and the receiver are in motiortiveldo each other. The wave frequency
increases when the source and receiver approatho#iaer and decreases when they move
apart. The motion of the source causes a realighifequency of the wave, while the motion
of the receiver produces only an apparent shiftequency. The computation limitations of
sensor nodes do not make the use of complex mobibihagement techniques possible.

1.3. Contributions and manuscript organization

This thesis proposes new approaches to handleeféeient embedded system for mobile
communicating objects. Therefore, we first exantime energy efficiency in IEEE 802.15.4
sensor networks based on the protocol standarg@ewibus research. Our major concern is
reducing the energy consumption of mobile sensdesoTo do so, we proceed in two phases.
At the first stage, we propose a global sensor ot\@rchitecture and a new energy-efficient
mobility management approach for IEEE 802.15.4/2gEnd devices. The new approach is
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based on the link quality estimator (LQI) and uaespeculative algorithm. We propose two
speculative algorithms. Then, we study and evaltlaesnergy efficiency when using a rate
adaptation algorithm that takes into account thanoel conditions. We first propose a
mobility-aware rate adaptation algorithm and eviu#@s efficiency in our network

architecture. Then, we propose and evaluate a deate adaptation algorithm that relies on a

more accurate link channel estimation.

This manuscript is organized as follows. In Chagtewe present an overview of the IEEE
802.15.4/zigBee protocol. Chapter 3 is dedicatethe state of the art related to our work.
In Chapter 4, the network architecture and the makility management approach as well as
its evaluation are given. In Chapter 5, two ratlapation algorithms are presented and

evaluated. The conclusion and perspectives ara giv€hapter 6.
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Chapter 2. IEEE802.15.4/ZigBee

overview

2.1. Introduction

ZigBee is a high-level protocol for wireless peraloarea networks (WPANSs) based on the
IEEE 802.15.4 standard. As it is shown in FiguréEEE 802.15.4 defines both the data link
and the physical layers, respectively called theQved PHY layers in the following. ZigBee

takes full advantage of the IEEE 802.15.4 spedibca and adds the network, security, and

application layers.

Application
Framework ZigBee
Network/Security
MAC

IEEE 802.15.4
PHY

Figure 2. IEEE 802.15.4/ZigBee layers

This section introduces the generic sensor node architecture; then it offers an overview of
IEEE802.15.4/ZigBee layers. Finally, it details #eergy consumption performance of the
IEEE 802.15.4 physical and MAC layers and the ZiggBetwork layer.
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2.2. Sensor node architecture

Sensor nodes are built with respect to some contrfBharathidasan 2002] [Raghunathan

2002]. In fact, the sensor nodes have to:

* be small (size)

e consume minimum energy

» operate in a high density (large concentrationp&rating nodes)
* have areduced production cost

* be independent and able to operate unattended

* be adaptive to the environment
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Figure 3. System architecture of a typical wirelessensor node [Bharathidasan 2002]

These constraints concern both the software andhdhdware. The software part is handled
by the communication protocol stack deployed witthia sensor device. It is also constrained
by the hardware architecture. In this section, geeeral hardware architecture of sensor
devices is detailed. As it is illustrated in FiguBe a sensor node contains four basic

components listed below.

2.2.1. Thesensing unit

The sensing unit typically includes two sub-unit® sensor itself in addition to an analog-to-
digital converter (ADC) that converts analog signaloduced by the sensors according to the

observed phenomenon to digital signals that arsinited to the processing unit.
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2.2.2. Theprocessing unit

The processing unit, usually associated with a Isatatage unit (memory), carries out the
procedures that allow a node to work with the otmdes of the network to give, in the end,

the result of the task assigned to the network.

2.2.3. Thetransmission unit

Connecting the node to the network is managed éyrémsmission unit. Communications are
based on radio frequency-based components thatirgequircuits of modulation,
demodulation, filtering, and multiplexing, whichcheases the complexity of sensor nodes and
their production cost. The realization and the abeomponents of radio transmission in

sensor networks low energy consumption is so fagpr technical challenge.

2.2.4. The power supply unit

The power supply unit is also one of the most irtgrdrcomponents in a sensor node. It can
be represented by an energy charging system susolas cells. The sensors are usually
battery-powered. Their autonomy is acceptable fp@lieations requiring the transfer of small

amounts of data (their original applications). Hoere when the amount of exchanged data

increases, autonomy decreases.

A sensor node may also contain a unit of power mamant (MM) that controls and adjusts

its functions according to the energy budget.

2.3. |IEEE 802.15.4 overview

2.3.1. |EEE 802.15.4 versions

Many revisions have been done to the IEEE 802.3taddard since its first appearance in
2003. The 2003 version defined two PHYs operatmglifferent frequency bands (one for
868/915 MHz band and one for 2.4 GHz band) witlegysimple, but effective, MAC layer

protocol. In 2006, a new standard revision [IEEE T&4 2006] added two more PHY
options. These optional PHYs proposed a highertoatke 868/915 MHz frequency bands. It
added four modulation schemes that could be useee tfor the lower frequency bands and
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one for 2.4 GHz frequency band. The MAC was backvwmmpatible, but it added MAC

frames with a variety of enhancements including:

» Support for a shared time base with a data tinre@tay mechanism
» Support for beacon scheduling

* Synchronization of broadcast messages in beacdreshRANs

In 2007, two new PHYs, one for UWB technology andther one used for the Chirp Spread
Spectrum (CSS) at 2.4 GHz frequency band, werecadsl@n amendment.

In 2009, two new PHY amendments were approved,ton@ovide operation in frequency

bands specific in China and the other for operatidinequency bands specific to Japan.

The major changes in the current revision (201B @aot technical but editorial. The
organization of the standard was changed so tleht BRY now has a separate clause. The
MAC clause was split into functional descriptiomterface specification, and security

specification.

2.3.2. |EEE 802.15.4 nodes

IEEE 802.15.4 defines two types of nodes:

* FFD (Full Function Device): these devices implemirg whole protocol stack and
can handle packet routing mechanism.
* RFD (Reduced Function Device): RFD node does net hlthe ability of routing

packets. It does not implement the entire protstatk.

2.3.3. |EEE 802.15.4 topol ogy

2.3.3.1. Star topology

When FFD is activated for the first time, it canaddish its own network and become the
PAN coordinator. Star networks operate indepengdntim all other star networks. This is
possible if a PAN ID that is not used by anothdwoek being in the coverage area is chosen.

2.3.3.2. Point-to-point topology

In point to point topology (peer-to-peer), an FF&hacommunicate directly with other FFD

provided they are within radio range of each other.this topology, there is a single
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coordinator as in star topology. Its role is to miain a list of participants in the network and

distribute short addresses.

2.3.3.3. More complex topologies

With the help of a network layer and a data packatsing system, it is possible to develop
more complex topologies. ZigBee technology providesetwork layer to easily create such
topologies with automatic routing algorithms such @uster tree (tree cells) or mesh
networks. The advantage of a cluster tree is thsipiity of extending the coverage area of

the network, while its disadvantage is the incrddatency.

2.3.4. Physical layer

The IEEE 802.15.4 protocol uses the ISM frequeneydb defined at the following

frequencies:

e 2.4 GHz ISM band has 16 channels that are spacktHb apart with a spectral
window of 2 MHz.

e 915 MHz (for USA) has 10 channels that are spacedHz apart with a spectral
window of 0.6 MHz.

e 868 MHz (for Europe) has one channel with a spewatirsdow of 0.3 MHz.

The standard specifies the following four PHY layer

* An 868/915 MHz direct sequence spread spectrum FFHY employing binary
phase-shift keying (BPSK) modulation.

* A 2450 MHz DSSS PHY. The modulation format is OffseQuadrature Phase Shift
Keying (O-QPSK) with half-sine chip shaping. Thisequivalent to MSK modulation. Each
chip is shaped as a half-sine, transmitted altelyat the 1 and Q channels with one half chip

period offset.

In addition to the 868/915 MHz BPSK PHY, which wasginally specified in the 2003
edition of this standard, two optional high-dateerBHYs are specified for the 868/915 MHz

bands, offering a tradeoff between complexity aathdate.

* An 868/915 MHz DSSS PHY employing offset quadratphase-shift keying (O-
QPSK) modulation
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* An 868/915 MHz parallel sequence spread spectrl88 PHY employing BPSK
and amplitude shift keying (ASK) modulation

The O-QPSK and the ASK PHYs are not mandatoryen88 MHz or 915 MHz band. If one
of them is used by a device in the 868 MHz or 913z2Mband, then the same device shall be

capable of transmitting using the BPSK PHY as well.

The data rate of the 2.4 GHz O-QPSK is 250 kb/e. BRSK PHY is 20 kb/s when operating
in the 868/950 MHz band and 40 kb/s when operatirige 915 MHz band.

Table 3 summarizes the main characteristics (frecyierate, number of channels) of the
mandatory IEEE 802.15.4 PHY layers.

Table 3. Frequency band of the IEEE 802.15.4

PHY Frequency | Rate (kb/s) Number of| Central frequency (MHz)
(MHz) | Band channels
868/915| 868-868.6 20 1 868.3

902-928 40 10 906+2(k-1) ; k=1,2,..,10
2450 2400-2483.5] 250 16 2405+5(k-11) ; k=11,..,26

We are interested in the 2006 standard versionnaor@ specifically the IEEE 802.15.4 2.4
GHz frequency band. We consider that the spediicais sufficient enough to study the

protocol behavior in WSN.

2.3.4.1. O-QPSK 2.4 GHz PHY

The maximum power emitted by an IEEE 802.15.4 @B2&e module is not defined by the
standard. It depends on the regulatory authoritythef area where the transmission is
performed, and on the manufacturer according toafs@ication that the node is meant to.
However, the typical recommended power is 1 mW dBfh and receiver sensitivity must be
better than - 85 dBm at 2.4 GHz (for packet erate tess than 1%).

The IEEE 802.15.4 2.4GHz PHY uses the Direct-Secpi&pread Spectrum (DSSS).
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Figure 4. Modulation and spreading functions for he O-QPSK PHYs

DSSS multiplies the data stream with a high-data sequence called chip sequence or
Pseudo-Noise (PN) sequence. Therefore, the regudignal determined by the pseudo-
random signal can occupy larger bandwidth. Dudgdeingth, the PN sequence seems as a
random signal, like noise. However, it is a comgdietieterministic signal, which enables the
reconstruction of the original data stream on #eeiver side. The reconstitution is possible
even if the signal is distorted during the transdexd the original sequence can still be
extracted from the transmission due to its reduoglan the carrying signal. Thus, DSSS
istolerant to noise and has the advantage of makiegignals of a limited bandwidth like a
voice signal more resistant to noise during thegmaission. However, spreading the transmit

signal power within a larger bandwidth decreasdrdgsmit power.

As it is illustrated in Figure 4, in 2.4 GHz O-QP$KIY layer, each byte is divided into two
symbols, four bits each (SO and S1). Each symbwolapped to one out of 16 pseudo-random
sequences, 32 chips each. The chip sequences drdateal using O-QPSK. The rate of the
2.4 GHz band is 250 kb/s. The chip sequence is, tr@nsmitted at 2 MChips/s.

The BER is computed from the SINR and the modutatised. The SINR can be defined as

follows:

SINR= P=x|h|>/Ng+1 (1)

The numerator is the received power at the basesstaue to the user transmission of
interest withP denoting the average received power fijtithe fading channel gain (with
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unit mean). The denominator consists of the backgtaoiseNy and an extra term due to the
interference from the user in the neighboring d¢adlenotes the interference and is modeled as
a random variable with a mean typically smallentRgsay equal t®.2P).

The bit error probability?, for QPSK is the same as for BPSK.

Pb=%*erfc(\/%)=Q<\/%> ()

erfc(x) = \/Z_F f;w et dt (3)

QPSK modulation consists of BPSK modulation on btike in-phase and quadrature
components of the signal. With perfect phase andiecarecovery, the received signal
components corresponding to each of these brararieesrthogonal. Therefore, the bit error
probability on each branch is the same as for BPBK= Q(P,%). The symbol error

probability equals the probability of either brarws a bit error:
P =1-(1-Py)? Q)

Thesnris related to th%2 in that:
0

Ep _
N 2snr 5)

During the demodulation stage, the received sigeatonverted to binary codes. The
conversion uses either soft decision decoder (S@)ard decision decoder (HDD). If the
soft decision decoder is being used, the symbdemded and extra information about the

most likelihood is determined and gives the prolitgtof the correctness of the decoding.

Let x (k =1 .. N) be the input bits to the encoderh& sender, r the received signal input to
the decoder of the receiver. The output of the decat the receiver is log likelihood ratio
(LLR) for each received bit:

P(xp=1|r)

LLR(k) = 1og(P(xk=0|r)) (6)
The decoded output bik ys determined as follows:
_ (1:LLR(k) =1
Vi = {0 : LLR(k) < 0 0

On the other hand, if HDD is being used, each synsbdetermined independently of other
symbols. HDD uses the Hamming Distance betweerrdbeived word and the code word

(the number of distinct elements between the twoda) The SDD is more costly than the
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HDD; however, it is more accurate. IEEE 802.15.4 devices usually use a Hard Decision
Decoder (HDD) (e.g. the IEEE 802.15.4-compliantg@on CC2420).

2.3.4.2. PHY layer services
The PHY layer is responsible for the following task

» the activation and deactivation of the radio transer,
» the energy detection (ED) task,

» Link quality indicator (LQI) for received packets,

* Clear channel assessment (CCA),

* Channel frequency selection,

» Data transmission and reception.

i. Energy detection (ED)

The energy detection mechanism allows having amason of the received signal power
within the bandwidth of the channel with no attesnfui identify or decode the signal. The

duration of the ED is equal to 8 symbols.

ii.  Link quality indicator (LQI) for received packets

When a packet is received by a node, its link @qualan then be determined. The IEEE
802.15.4 standard defines the link quality indicgt®l) as an integer ranging from 0 to 255.
However, the calculation of the LQI is not spedfia the standard. The LQI measurement is
a characterization of the strength and/or quality ceceived packet. IEEE 802.15.4 specifies
that the measurement may be implemented usingvexcenergy detection (ED), a signal-to-
noise ratio estimation (SNR), or a combinationhese methods. The use of the LQI metric
by the network or application layers is not spedifin the standard as well. Although the
calculation of the LQI is not specified in the stard, its definition implies that it depends on

the distance between the receiver and the sender.

iii. Clear channel assessment (CCA)

IEEE 802.15.4 nodes use the carrier sense mubligtess with collision avoidance (CSMA-
CA) mechanism to send packets. The CSMA-CA mechanis a MAC mechanism
(subsection 2.3.5) that consists of listeninghe thannel before sending packets. A node
sends packets if the channel is sensed to belfremder to do so, the CSMA-CA uses the
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CCA PHY mechanism that allows an IEEE 802.15.4 niodksten to the channel during 8
symbols. There are 3 modes of CCA:

* Mode 1: Energy above threshold: the medium is bifisgnergy above the ED
threshold is detected.

* Mode 2: Carrier sense only: the medium is consatlbresy if the node senses a signal
compliant with the standard with the same modutatind spreading characteristics of the
PHY that is currently in use by the device. Thignsi may be above or below the ED

threshold.

* Mode 3: Carrier sense with energy above threstholdombination between the two
previous techniques.

iv. Channel frequency selection:

In the initialization of the network, the coordinahas to choose the appropriate frequency in

order to avoid collisions between packets thatramsmitted in the neighbor networks.

v. Data transmission and reception

The PHY handles the transmission and reception lofsipal layer protocol data units
(PPDUs) across the physical radio channel. PPDtlhasinformation received at the PHY
layer and that is composed of control informatiens{nchronization header (SHR) and a

PHY header (PHR) that contains the frame lengtbrin&tion) and data (MAC protocol data
unit: MPDU).

2.3.5. Mac sublayer

The MAC sublayer is mainly responsible for the syoaization of the network in order to
optimize packet transmissions. This is ensuredutjitahe beacon management and several
other mechanisms (e.g. association, dissociatibanmel access, acknowledgment frame
delivery, GTS management).

For the sake of simplicity, the MAC personal ane&work information base (PIB) attributes

and MAC constants that are named in this sectiengaren in Some MAC attributes and
constants.
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2.3.5.1. Beacon management

IEEE 802.15.4 wireless network has a coordinatoickvtalways initializes the network
defined by an identifier. The coordinator is alwagn FFD device. There are two types of
PANs: non beacon-enabled and beacon-enabled PANe#tonless mode, there is no
synchronization between nodes. A node wishing tml semessage on the channel must first
listen on it. If it is free, message can be setiie@vise a node has to wait for an interval of
time called backoff period and start again. Thishandled according to the non-slotted
version of the CSMA-CA protocol. The beacon moda synchronized mode. Access to the
medium is done using the Time Division Multiple &ss method (TDMA). The time is
divided into superframes. In a non beacon-enabledena node can ask for a beacon by
sending a beacon request to the coordinator.

The beacon frame contains essential informatiorutabdoe channel that is used, the PAN
identifier (PAN 1d), as well as the PAN mode.

2.3.5.2. Superframe format

As shown in Figure 5, each superframe in the beaoabled mode consists of an active
period in which nodes can receive and transmitandptional inactive period during which
all nodes enter into a low-power mode. ThacBeaconOrde(BO) is a MAC PIB attribute
that defines the beacon interval (Bl). Bl represe¢he entire period between two consecutive
beacon frames and it is defined as follows:

BI = aBaseSuperframeDuration * 2B° 8)

where 0 <= BO <= 14 anaBaseSuperframeDuratios a MAC constant that represents the

minimum duration of a superfram@BaseSuperframeDuratiaa fixed to 960 symbols.

The macSuperframeOrdefSO) is a MAC attribute that defines the duratminthe active
period called superframe duration (SD). It is dediras follows:

SI = aBaseSuperframeDuration * 259 )
where 0 <= SO <=BO <=14.

The active period is composed of 16 slots (FigureEach beacon interval begins with the
synchronization beacon message sent by the cotoditweall nodes of the network.
The remaining 15 slots are divided into a contentacess period (CAP) and an optional

contention free period (CFP). In CAP, the chanseldcessed according to the slotted version
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of the CSMA / CA protocol. In CFP, the coordinaémsigns guaranteed time slots (GTS) that
are composed of one or more slots. A node may Bt@EiES assignment from the coordinator
during the CAP period.

Active Inactive
Period Period

v

CAP (CSMA-CA) CFP (GTS)

o /
e

Superframe

Figure 5. IEEE 802.15.4 Beacon-enabled Superframe

In the beacon-enabled modemacSuperframeOrdgSO) is set to 15, the superframe does

not remain active after the beacon.

In the non beacon-enabled mode, thacBeaconOrder(BO) is set to 15 and the
macSuperframeOrdefSO) value is ignored. In this mode, the cooradinatansmits beacon
frames only when it is requested to do so, suamagceipt of a beacon request command.

2.3.5.3. Channel access

Depending on the type of the PAN that is definedaton-enabled or non beacon-enabled
PAN), the channel access is ensured by the CSMAalgérithm or by the GTS mode. The
standard defines two channel access modes at ttha mecess control sub layer (MAC): the
unslotted mode and the slotted mode. If periodacbas are not being used in the PAN or if a
beacon could not be located in a beacon-enabled BARNVIAC sublayer transmits using the

unslotted version of the CSMA-CA algorithm.
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GTS mode:
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Figure 6. GTS and Backoff slots in IEEE 802.15.4 Beon-enabled Superframe

A maximum total number of 7 GTSs can be allocatedl superframe. A GTS is a portion of
the superframe exclusively dedicated to one nodecam transmit or receive packets without
collision risks. This can be ensured thanks tokteadcasting of the information about the
allocated GTSs and the length of the CAP periothenbeacon. The length of an allocated
GTS is not limited and the start of the GTS slat ha constraint. However, as it is illustrated
in Figure 6, the communication within a GTS musd emne interframe-spacing (IFS)

(subsection 2.3.5.4) before the actual GTS is @ndenode sends GTS requests to its
coordinator in the CAP period using the slotted @SGA mode specifying the number of

slots requested and the direction of the transoms$ieceive or transmit). A data frame
transmitted in an allocated GTS uses only shortremdihg (see 2.4.2). If a device
(coordinator or another device) has been allocatedceive GTS, its receiver has to be on

during the entire period of the GTS.

On the receipt of a GTS allocation request frame,RAN coordinator first checks if there is

available capacity in the current superframe, basethe remaining length of the CAP and
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the desired length of the requested GTS. When &l¢ €bordinator determines whether
capacity is available for the requested GTS, itegates a GTS descriptor with the requested
specifications and the 16-bit short address ofrédtpiesting device. The GTS descriptor is
sent to the requesting node in the beacon framé&sGare allocated on a first-come-first-
served basis by the PAN coordinator provided thersufficient bandwidth available. Each

GTS descriptor is 24 bits in length and contairsfdilowing information:

* The device short address is 16 bits in length ef device for which the GTS
descriptor is intended

» The superframe slot (4 bits in length) at which @S is to begin.

e The number of contiguous superframe slots over ke GTS is active (4 bits in

length).

If a device misses the beacon at the beginningsafp@rframe, it cannot use its GTSs until it
receives a beacon correctly. There is no limitl TS use. The GTS is deallocated either
on the node request or on PAN coordinator decigimually because of node’s inactivity

during a determined number of superframes).

ii. CSMA-CA Algorithm (Annex A)

The CSMA-CA algorithm allows network nodes to sh#re same channel. It provides a
channel access mechanism that avoids collisionsedeet different transmitted signals by
listening to the medium before starting to transifite transmission is deferred if the channel
is found to be busy (used by another transmittiogree). This mechanism considerably
reduces collision probability. However, collisiossll can happen unlike when transmitting
during a GTS. Nonetheless, the CSMA-CA mechanisnessential even for the GTS
transmission mode since the GTS requests (andtladr @wontrol frames) have to be sent
during the CAP period. Moreover, the GTS mechanisnhard to be achieved in real

applications because of the synchronization isadelze risk of clock drift.

CSMA-CA is based on the backoff period unit. TheRCi& not considered as a sequence of
slots as in the CFP; it is considered as a sequence of backoff slots that have
aUnitBackoffPeriodoeriod. In slotted CSMA-CA, the start of the fitsickoff period of each
device is aligned with the start of the beacon gmaission. In unslotted CSMA-CA, the
backoff periods of one device are not related metito the backoff periods of any other
device in the PAN.
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Figure 7 describes the CSMA-CA mechanism in thé&éeddlomode. According to the related
algorithm, two consecutive CCAs are required betbheetransmission can start. In Figure 7,
the time required for each CCA is denotegkd CCA is performed at the beginning of a
backoff period (Ep in Figure 7). The contention window (CW) variablentrols the number

of CCAs to be performed in each attempt. CW istefuge, initialized to two and reset each
time the channel is assessed to be busy. If thenehas busy, the node has to wait for a
computed number of backoff periods. The number axkbff is constrained by a second
variable, NB, which is the number of times the CSK2A algorithm was required to backoff

while attempting the current transmission. Thisueals initialized to zero before each new

packet transmission. Each time a current transomnsaitempt fails, NB is incremented.

Active Inactive
Period Period

e A \/_A_\

v
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- ~~o

_--=""" CAP (CSMA-CA) CFP (GTS)---_

=

o|1]2]3]als|e|7]s]|o]alB|c|D|E]|F]

c ¢ Packet IFS
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Unsuccessful T Ts
CCA BP S
7
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Figure 7. CSMA-CA Algorithm in the slotted mode
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If NB reaches a value greater thmacMaxCSMABackoffghe current transmission fails. The
number of backoff periods a device shall wait befattempting to assess the channel is
controlled by a third variable, the backoff expan€BE). The received beacon contains
indication on how to compute BE through the Batteifg Extension (BLE) subfield (1 bit).

If BLE subfield is set to zero, BE is initialized the value ofnacMinBE If it is set to one,
BE is initialized to the lesser of two and the wabf macMinBE If the channel is assessed to
be busy, the BE is incremented as follows:

BE = min(BE + 1, macMaxBE) (20)

The number of backoff periods to wait before atténgpthe transmission is determined

according to the following formula:
random(2BE — 1) (11)

Thus, ifmacMinBEis set to zero, collision avoidance will be diggbturing the first iteration

of this algorithm.

As it is shown in Figure 8, in the unslotted sysieomly one CCA is required. The unslotted
CSMA-CA algorithm uses only the NB and BE variabl88 is initialized to 0 and BE is
initialized to the value omacMIinBE As in the slotted version, a node has to waité&or
random number of backoff periods (BO in Figuret®&r it performs a CCA. If the channel is
busy, it increments NB and compute the new valuBBfaccording to the formula given
above. The new number of backoff periods beforengryo send again the packet is then
determined.

In the unslotted CSMA-CA, a transmitting device twdor turnaroundtime (D in Figure 8)
after a CCA before sending a packet. In Figuref@ae and Dack) are respectively the time
required for transmitting a data and an ack frarbegdle rx is the time taken to switch the
radio from idle to receive mode. Before transmgftan packet, a device in a beacon-enabled
PAN has to find the beacon first. If the beaconasbeing tracked and hence the device does
not know where the beacon will appear, it has tabénits receiver and search for at most
[aBaseSuperframeDuration(2" + 1)] symbols, where n is the valuernficBeaconOrdelin
order to find the beacon. If the beacon is not tbafter this time, the device transmits the
frame following the successful application of theshkotted version of the CSMA-CA
algorithm. Once the beacon is found, either aftesearch or due to its being tracked, the

frame is transmitted in the appropriate portiothaf superframe (either CFP or CAP).
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Figure 8. Unslotted IEEE 802.15.4 CSMA-CA

The time spent scanning each channel is [aBasefsaipeDuration * (2 + 1)] symbols,
where n is the value of the ScanDuration paran{étes parameter is ignored in orphan scan

because the node sends a requests then it waasriacResponseWaitTime for the response).

2.3.5.4. Interframe spacing (IFS)

Two successive frames transmitted from a devicee ltavbe separated by at least an IFS
period. The IFS period ensures that the MAC sublpyecesses the data received by the PHY
before switching to another task (e.g. receivingeaond packet). If an acknowledgment is
required from the first received packet, the sefpmrabetween the acknowledgment frame
and the second transmission has to be at leadt&upériod. The length of the IFS period

depends on the size of the frame that has just treesmitted.

Acknowledged transmission

Long Fram: ACK Short Frame ACK time
P m— — -« —
tack LIFS tack SIFS

Unacknowledged transmission

Long Fram: Short Frame time

LIFS SIFS

Figure 9. Interframe spacing
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If the frame size (i.e., MPDUSs) does not excadthxSIFSFrameSizeytes, the frame has to
be followed by a Short IFS (SIFS) period of at temacMinSIFSPeriodymbols duration. If
the frame length is greater thaMaxSIFSFrameSizeytes, it has to be followed by a LIFS
(Long IFS) period of at leashacMinLIFSPeriodsymbols duration. Figure 9 gives the
different IFS depending on the frame length and tiwreor not the acknowledgment is
required. If after [aTurnaroundTime + aUnitBackoffPeriod] symbols the
acknowledgement is not received, the packet tressaonm is considered failed. The time to
receive an acknowledgement may be deduced accaalihg following formula:

aTurnaroundTime < tack < (aTurnaroundTime + aUnitBackoffPeriod) (12)

2.3.6. Logic Link Control (LLC) sublayer

In accordance with the family of IEEE 802 stand&®@R.15.4 offers a convergence sub-layer
type LLC to standardize the interface of layerscdesd by the standard with a top-level
layer, typically a Layer 3 compliant LLC. This cargence is ensured by the service specific

convergence sublayers (SSCS) described by theastand
A typical convergence layer must play several roles

» The verification of the integrity of data received

* Flow control to avoid the saturation of receptiarffers and possible loss of data or
memory overflows.

 The addressing convergence, that is to say, there ineed to perform the
correspondence between addresses Layer 3 (netewek dddressing is usually globalized
throughout the network) and the addresses of L2v@ink-level, the address is local and

sometimes specific to one or wire strand to tha afeeach radio cell coverage used, etc.)
Under 802.15.4, the sub-layer convergence propissesty simple for several reasons:

a. Acknowledgment is supported by the management psoecedium access (MAC) and
the standard does not send it up to the SSCS

b. In IEEE 802.15.4, the control flow is implied arehlized very simply given the small
amount of data exchanged and the small node menixata packets are sent
according to “send and wait” technique: the upperet waits for the complete

processing of the data packet before sending tkiepaeket (not early).
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c. In IEEE 802.15.4, the address management is sikgblgince there is no conversion

to achieve.

2.4. ZigBee protocol [ZigBee]

2.4.1. Topology

ZigBee protocol defines three types of nodes: twdinators, routers and terminals.

* Coordinator (ZC): FFD type -- It is unique for tleatire ZigBee network and is
responsible for the creation of the network. Itliies the tasks of PAN Coordinator
described in IEEE 802.15.4 standard and it ac sisple router (ZR, see below) once the
network is created.

* Router (ZR): FFD -- It must first be associatedhwihe ZC or another ZR. It then
accepts other network elements are associatedhwith and take on the tasks of 802.15.4
coordinator. The ZR relays messages in a routiotppol that will be presented later. The ZC
router is optional in a single network.

* Terminal (ZED): FFD or RFD -- It must first be asgded with the ZC or ZR. There
is a final element of the network, because it doest accept association, participation in
routing messages. The ZigBee end device (ZED}kis @ptional.

» ZigBee defines three topologies that are repredemeFigure 10: star, mesh and
cluster tree. In each kind of topology, a uniquerdmator must be defined. If many IEEE
802.15.4 PANSs are present in the same area, e&chamto be defined by a unique identifier
called a PAN Id. The beacon mode can only be useastar or a cluster tree topology. In
both topologies, a node wishing to transmit a nges$a another node has to transmit it first
to its coordinator which handles the transmissiorine destination node. In a cluster tree
topology, each cluster has its own coordinator imdnique PAN Id. All clusters of a same
network use the same transmission channel (i.esahee frequency). A cluster tree network
is initialized by a ZigBee PAN coordinator thatagnsidered the root of the tree. A ZigBee
coordinator or router can act as a parent devideagoept association from other devices in
the network. A device connected to a parent deiscknown as a child device. In this
topology, a hierarchical address is assigned tb eade of the network, so that hierarchical
routing protocol can be used.
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Figure 10. ZigBee topologies

2.4.2. Addressing mode

The network layer defines two types of addressasdan be used whatever the type of the

node (coordinator, router or end device):

* The IEEE address (MAC address) that is a uniqubitdddress.

* A short 16-bit address assigned when connectingat&igBee network for
communication in the network.

* The address distribution algorithm is automatic dadentralized. Layer-3 imposes to

layer-2 its address. Layer-3 has a ZigBee configumanechanism for layer-2 addresses.
The ZigBee specification allows two types of addimeg:

» A free address given at the convenience of theldger (i.e. application framework
(Figure 2).
* A hierarchical tree addressing: addresses arellditgd according to a hierarchical

algorithm used in tree networks.

ZigBee can have wider range than the range of glesimode 802.15.4 through the routing
process that allows relaying a message by one oe enttities to the final destination. This

process requires knowledge of the network architecthat is carried out by an automated

Page (30)



Chapter 2. IEEE802.15.4/ZigBee overview

discovery algorithm. A ZigBee network can contata 65536 nodes (16 bits for each node

network address).

2.4.3. ZigBee routing protocols

The general ZigBee packet format is composed ofA#sKNHeader and a NWK Payload. The
NWK Header is composed of the frame control fietdl dhe routing fields as it is shown

in Annex D.

The frame control field includes the frame type amiwrmation about the route discovery
type. It also specifies if the security in the NVid§er is enabled and if the routing protocol
should employ the IEEE Address type for the sowrcthe destination. The route discovery

has three options: suppress route discovery, enable discovery, force route discovery.

Source routing is a technique in which the sendea packet can specify the route that a
packet should take through the network. The sotoate subframe contains the list of 16-bit
short addresses of the nodes that will be usedlay the frame in source routing. The relay

count is the number of times the frame is relayed.

The NWK layer can optionally include the 64-bit IERddress in the NWK layer frames if
the IEEE address subfields are set to one. Theitleebwork address of the source and
destination are always included in the frame. Tladuer of the sequence number is

incremented every time a new frame is transmitted.

2.4.3.1. AODV routing protocol

The on demand routing algorithm proposed by th@&&egAlliance is close to the Ad hoc On-
demand Distance Vector (AODV). AODV routing is ar@ly "on demand" protocol. In fact,
the nodes participating in the routing do not seekiaintain information about the network
topology or about the routes.

When a node wants to send a message to anotheanddedoes not have the corresponding
entry in its routing table, it starts the path digery process by broadcastingoaute request
message. This request is relayed by routers imeéighborhood, and thus, flooding the entire
network. When the destination node receives thaeq it responds by sending a response
messagerfute_reply but unlikeroute_requestwho had been broadcasted, the response is
only sent to the last router that relayed the bcaatl This process is maintained till reaching

the node that originally requested the road. Tal fthe reverse path, each router that
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rebroadcasts th@ute requestmessage has to store the neighbor by which theagesvas

sent in a routing table. The table-driven routingvides optimal routes to the destination.

2.4.3.2. Tree routing

The tree routing is based on the block addressatilin mechanism, called;é. Each device
has a set of addresses to distribute to their r@mnldWhen a device has no capability of
routing table and route discovery table, it simfadlijows the hierarchical tree by comparing

the destination address.

This addressing mode can be used in the cluseemievork. The attribution of hierarchical

addresses is based on four parameters:

e Maximum number of children per parent{}C

* Maximum number of ZigBee routers fRbetween these children.

* the maximum depth @) of the cluster tree network.

* Depth (d) of a device in a network.

* Network depth defined as the minimum number of hegmiired for a frame to reach
the ZigBee coordinator if only parent/child linkeeaused. The address allocation starts with
assigning the zero address to the ZigBee coordin@todetermine the address of the rest of
the devices, a function {(d )) is introduced.

* At a given depth d, a function calledsyfXd) is used by a node to calculate the
addresses fof its children. Nodes network addresses areidiged by their parent located at
depth d.

1+ Cp* (Lyy—d—1) if Ry =1
C : d = _ _ % Lip—d-1 1
suip () [ [+ Cn Rﬂfl_cgl ]Rm ] otherwise (13)
» The address of each end device is assigned usrfgltbwing equation:
A = Aparent + Cskip(d) * Rmp+n for leaf nodes 14
no Aparent T Cskip(d) * (n—1) +1 for other routers (14)

Figure 11 shows an example of attribution of hignaral addresses. The ZigBee
coordinator’s direct children have network depthlobecause they can send a frame to the
ZigBee coordinator directly with a single hop. ThgBee coordinator itself has a depth of
zero. ZigBee standard offers a mechanism to akoadtresses to devices in a tree network.
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This is known as the default distributed addrefscation. However, application developers

are allowed to use their own address allocatiorhotet

Ad=3 Ad=4 Ad=6 Ad=10 Ad=11 Ad=12

Ad

1
N

i O Device
ZigBee
‘ Coordinator < Eetwo]’kt.
ZigBee Router d Dzzct)k?a on

ZigBee End

Figure 11. Example of hierarchical addresses attribtion

This routing mechanism is based on the short aditigscheme and was initially proposed
by MOTOROLA. Each device, upon the reception of aadframe, reads the routing
information fields and checks the destination asislréf the destination is a child of the device
(neighbor table check), the device relays the pat¢kethe appropriate address. If the
destination address is not a child, the device ronetk if the address is a descendent using
the condition in (15), where A is the device netkvaddress, D the destination address and d

the device depth in the network.
A<D <A+ Cyyp(d—1) (15)
The next hopl) address when routing down is given by:

D—(A+1)

N - A + 1 + lcskip(d)

|+ Canp(@ (16)

If the destination address is not a descendantdhiee relays the packet to its parent.

The principle of addressing tree is very interggtbecause it provides automatic routing

based on addresses; therefore, there is no need to additional messages to determine the route
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of the packet. The most significant benefit of treating is its simplicity and its limited use
of resources (e.g. memory used for the routing ges Therefore, any device with low
resources can participate in any ZigBee compliatwark.

2.5. Energy consumption in IEEE 802.15.4 WSNs

Low energy consumption of sensor networks justifiessgrowing interest on them. However,
low consumption in WSN is generally associated Wil data rate and low range. Research
in the field of sensor networks try to guarantegad QoS while, at the same time, use a low
energy budget. In order to do so, studies on thédiof the IEEE 802.15.4 protocol and an
evaluation of available possibilities have to beied out. Previous researches agreed that the
IEEE 802.15.4 standard as it is defined does nstirenan optimal energy-efficient solution.
Tradeoffs as introduced in section 1.2 are reduineorder to reduce energy consumption
which is the first step to guarantee autonomousa@enwhen they are combined with an

energy harvesting system [Sudevalayam 2011].

Energy is consumed in all levels of a sensor nfrden the physical layer to the application
layer. Optimization of energy consumption can, efieme, be evaluated and optimized in each
level. Obviously, for each level, the approaches different. It is also important to
concentrate on the modules (e.g. routing modulsyar& initiation module, mobility module,
etc.) that consume the most.

In this subsection, we evaluate the energy effoyeof the IEEE 802.15.4/ZigBee protocol
based on the standard protocol and on previousn@seAn evaluation of the PHY and MAC
layers of the IEEE 802.15.4/ZigBee is carried dtdr each level, we highlight the most
relevant features when studying sensor networks Hre main sources of energy

consumption.

2.5.1. PHY Layer

Studying the efficiency of the IEEE 802.15.4 PHYdrmis important when considering the
energy issue in IEEE 802.15.4. In fact, many MA@ awouting protocols use the metrics that
are obtained at the PHY layer. When the valueb@®fHY metrics are not accurate, errors at
the upper layers will occur, and can have a negathpact on the energy consumption (e.g.
retransmission of a packet due to collision). Samaecuracies cannot be avoided such as the
inaccuracies related to the hardware design. o{iZB006] for instance, authors show that
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differences may arise from some random factorsndutine manufacture of sensor devices,
which may lead to sensor devices transmitting RRaiat different powers, even though they
are the same kind of devices. In addition, aftergbnsor devices are deployed, the batteries
of different sensor devices deplete at differetégadue to different workloads and different
environments in which they are deployed. Heterogesesending powers combined with
environmental factors (e.g. path loss) are the msgairces of radio irregularities (variable
communication ranges). The effect of these irragfida was observed in their experiments
conducted using a CC2420 transceiver. They stutiedRSSI and the packet reception ratio
(PRR) according to different receiver’s directiormjt with fixed distance between the
transmitter and the receiver. They pointed out thatradio communication range, assessed
by the RSSI, exhibits a non-spherical pattern. Taksp discussed the existence of a non-

spherical interference range, located beyond themmenication range.

The PHY layer is responsible for the reception atkets and therefore the RSSI and LQI
computation that give an estimation of the link lgua However, besides its eventual

asymmetric connectivity, the quality of links variever time [Srinivasan 2010] and space
[Zhou 2006] [Zhao 2003] [Reijers 2004]. In [Sriasan 2006], authors conducted an
evaluation of the RSSI and the LQI using experimeavith the CC2420 radio for static sensor
nodes. Their results showed that RSSI has verylsraghtion over time for a given link.

Their results also showed that when the RSSI ivallbe sensitivity threshold (about -87
dBm), the packet reception rate (PRR) is at le&8t.8However, around this sensitivity
threshold the PRR is not correlated with the RS t variations in local phenomena such
as noise. LQI, on the other hand, varies over aewrdnge over time for a given link.

However, the mean LQI computed over many packdwutal20 packets) has a better
correlation with PRR than the RRSI. Therefore, aged LQI can make more precise

estimates, however it decreases reactiveness arghges estimation cost.

During a packet transmission, the signal is semsito other signals sharing the same
frequency band or to signals that use frequencydbamsverlapping the original signal

frequency band of the IEEE 802.15.4 node. Thugrfietences and disruptions caused by
other transmitting sources can occur. As we meatiogarlier, the IEEE 802.11b/g uses the
same band as the IEEE 802.15.4 2.4 GHz frequenuy. ia [Bougard 2005], the coexistence
between IEEE 802.11 and IEEE 802.15.4 is evalu®edults highlighted the negative effect
of the presence of IEEE 802.11 transmitting soutmesiEEE 802.15.4 networks. In the

meantime, it showed that IEEE 802.15.4 signals maveeal effect on IEEE 802.11 signals.
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According to [Bougard 2005], it should be at ledsMHz offset between the operational
frequencies to avoid IEEE 802.11 signal effectlBBE 802.15.4 signals.

It is important to notice that IEEE 802.15.4 pratibdoes not propose an algorithm to adapt
transmission power. This may be not the best wapptomize energy consumption even if the
signal power is low in comparison to other transees [Anastasi 2009] [Francesco 2011].
The influence of the channel on energy consumptias pointed out in [Dessales 2010] using
a realistic propagation channel. The BER was usedstess the radio link quality and
calculate the energy per successfully transmittéd Results showed that gains can be

obtained by adjusting the transmission power ircfiom of the link quality.

2.5.2. MAC Sublayer

One of the major characteristics of the IEEE 802 J#otocol is the idle and the sleep modes.
These status are related to the radio (PHY layenyever, they are handled by the MAC
sublayer through the synchronization mechanisms.sknchronization is ensured by sending
synchronization beacons in the beacon-enabled nwadiée it is defined by the application
layer in the non beacon-enabled mode. There isr@agtrelationship between energy
consumption and sleep and idle modes [Xiao 2010jhjiakka 2006] [Petrova 2006]
[Ramakrishnan 2004] [Osterlind 2008] [Dutta 2018l lower the duty cycle, the lower the
power consumption. In [Jung 2009], a discrete tMagkov chain model was used to evaluate
performance under low duty cycle in terms of aggtegthroughput and average power
consumption per packet. It was noticed that lowy dytle saves energy at the cost of packet
loss. In fact, in low duty cycles, devices are @gléor a longer period. Therefore, packets
generated during this period are sent in burst wthenactive period resumes and even the
energy is wasted because of collisions and retreasgmns. A trade-off, then, exists between

latency and energy consumption [Ramakrishnan 2004].

The main functionality of the MAC protocol is togside a channel access mechanism [Lee
2006]. The IEEE 802.15.4 MAC proposes two diffenealys to do it: the beacon-enabled and
the non beacon-enabled modes. Although, the notobeanabled mode is simple since there
is no superframe structure (no synchronization raeigm), it is more energy consuming

since nodes are always active. Thus, the beacdrlezhanode is considered to be more
energy-efficient. In the case of non-beacon enafilede, the energy saving is handled by the
higher layers.In [Lu 2004], the performance of the IEEE 802.1Stdndard in terms of
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throughput and energy efficiency is assessed basesimulation. Results highlighted some
parameters that have an impact on the performarsteas the protocol overhead, the number
of communicating nodes during the CAP, the paylsae, and the number of transmitted
beacons. For instance, it was shown that increasiegayload size reduces the per-frame
overhead while increasing throughput, and thatstratiing more beacons reduces useful
throughput (i.e. data payload). However, this wimtused on a scenario with few nodes and
low channel activity, which significantly divergdsom conditions encountered in dense
wireless sensor networks. In [Petrova 2006], tloperties and performance of IEEE 802.15.4
were analyzed. The RSSI, the PER and the run lergj#iribution (sequence of error-free
packets) were analyzed through real measuremeh&s|HEE 802.15.4 MAC protocol was
also studied using simulations. It was proved thatsimulated throughput is far away from
the maximum transmission capacity. Authors figumd that higher throughput can be
achieved by relatively small increase in the baic&ader (that is defined in subsection 2.3.5).
In [Faridi 2010], another analysis of the IEEE 8@24 beacon-enabled MAC sublayer was
carried out using a Markov chain model. It was cedi that the probability of sensing the
channel free (i.e. CCA) is not constant for all #tages of the backoff procedure and varies
widely from one backoff stage to another. Theséekhces have a noticeable impact on
backoff delay, packet discard probability, and poe@sumption. They have also shown that
the probability of obtaining transmission accesgh® channel depends on the number of

nodes that are simultaneously sensing it.

In [Anastasi 2010], Anastasi and Di Francesco sulitle reliability and the energy-efficiency

in multi-hop IEEE 802.15.4 wireless sensor netwoillkeey considered several sleep/wakeup
strategies and showed that the MAC parameters \whenvalues are the default values do
not provide good results in term of delivery raind average energy (per node and per
message) and thus, the interest of tuning thenjZihang 2008], results showed that the

CSMA/CA itself has some shortcomings and contribute the decreased response of the
system.

2.6. Summary

This section has first presented an overview of[EteE 802.15.4/ZigBee protocol. Then, a
discussion about its energy efficiency has beerwcied. The main characteristic of IEEE
802.15.4 protocol is low energy consumption. Eveough IEEE 802.15.4/ZigBee protocol

offers mechanisms that reduce the energy consumptioh as the use of the idle mode and
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the low transmission signal power, the energy iefficy of the protocol has proven not to be
optimized. Therefore, a state of the art of presigumoposed methods that reduce energy
consumption is carried out in the following sectigve also present an overview of the major
features that we use to conceive a global orgdoizadf communicating IEEE 802.15.4
mobile nodes namely the mobility management in les® networks, the link quality
estimation in IEEE 802.15.4 WSN and data rate adiapt in IEEE 802.15.4 WSN.
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Chapter 3. State of the art

3.1. Introduction

We first present new approaches and algorithms were proposed to reduce energy
consumption. As in the energy efficiency study amtdd in subsection 2.5, we sort them out
according to the corresponding targeted layers (PHYIAC layer). Then, we present an
overview of the mobility management in IEEE 80241protocol and in some other wireless
networks. We consider that routing and addressiages (network layer) are strongly related
to the topology and thus it is better to includenthin the subsection that treats mobility in
IEEE 802.15.4 WSN. Next, an overview of link quakgstimation in IEEE 802.15.4 WSN is
given. Finally, an overview of rate adaptation aidpons in IEEE 802.15.4 WSN is carried

out.

3.2. Proposed approaches for reducing energy consumption

3.2.1. PHY Layer

The basic features to look at when attending tqp@se solutions to reduce the energy
consumption at the IEEE 802.15.4 PHY layer are tth@smission power level and the
appropriate choice of metrics to transmit to thghkr layers. At the physical layer, the aim is
usually to find a compromise between the strenfithesignal sent and the range that can be
achieved [Bougard 2005] [Dessales 2010]. Sincdliffierent nodes experience different path
losses, to achieve maximum energy efficiency, thaye to adapt their transmit power. The
idea is, therefore, reducing the signal power wtransmitting from a very short distance
and/or when the channel has a good quality. In sstngies, research proposed to adjust the
transmission signal power according to the energgigbt or the characteristic of links
between each couple of sender and receiver. In fiRashnan 2009] for instance, a dynamic

power control at the link layer level is proposedisat power transmission is controlled based
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on the received RSSI and LQI levels. Another sotutbased on the kind of link between
central node and individual nodes was proposedes$ales 2010], the adjustment of the
transmission power realized energy gains. In [Cpstri 2014], authors have proposed a
joint duty-cycle and transmission power managenag@proach for energy harvesting WSN.
Their global power manager is able to be dynamyjcatiapted to the wireless channel
conditions and it controls the transmission poweangintain a good link quality with the base
station while minimizing energy consumption. Thesliations results have shown that their
global power management approach is 15% more eredfigient than a fixed transmission

power system.

However, decreasing the transmit power has a dose st may decrease the throughput
[Kouyoumdjieva 2012]. In fact, when the transmisspower is low, it is more vulnerable to
noise and interferences. Therefore, more transamdsilures may occur. In [Bougard 2005],
an energy-aware radio activation policy has beepgsed. The energy optimal thresholds to
switch between transmit power levels was determiaecbrding to an analysis conducted
based on the CC2420 transceiver parameters. Howeker optimization of energy
consumption at the PHY layer is proved to be ineigifit if it does not come with an
optimization at the MAC sublayer (such as strategé sleep and wakeup, frame length,
overhead occurred by the fields of synchronizatiemor detection of frames). Authors in
[Dessales 2010] noticed the importance of a cragsred approach to optimize effectively
the robustness and the lifetime of WSN. Howevethoaigh the cross layered approach
minimizes transfer oveead by having data shared among layers; it removes all the services
guarantees offered by each network layer such aarise services. To overcome this
shortcoming, some works [Papadimitratos 2005] [Meamgm 2007] [Vutukuru 2009]

[Francesco 2011] proposed to focus on a set ofdayleree layers for instance.

3.2.2. MAC sublayer

The radio energy consumption is of the same ondeéhé reception, transmission, and idle
states, while the power consumption drops off astlene order of magnitude in the sleep
state [Xing 2009]. Therefore, the radio should beip sleep mode (or turned off) whenever
possible. One of the most obvious solutions is tieelucing the duty cycle of sensors so that
they enter into sleep mode. This can be achievadkéto the BO and the SO parameters
[Kohvakka 2006] [Petrova 2006] [Neugebauer 2005]jrfsl 2005]. In [Neugebauer 2005],

BOAA, a beacon order adaptation algorithm in beasmoabled mode for star topologies is
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proposed. The BO adjustment was done in accordawtbethe communication frequency

required by the sensors based on the maximum fnegue which the most active device had
sent messages. However, as it was mentioned eadiprsting BO and SO parameters and
thus the duty-cycle has an impact on the final ughput and they need to be chosen

according to the application requirements (i.e. Y&l nodes’ energy budget.

At the MAC sublayer, reducing the channel accessmgits and collisions is the main focus of
research. The GTS mechanism is very useful indase. However, the procedure to assign
GTSs is done during the CAP period, which disadsges communications during this period
by increasing collision probability. Besides, thERCperiod is very timeensitive; using it
requires a perfect synchronization between the ortwmodes. However, experiments have
shown that because of clock drifts this is not gasynplement [Wang 2009]. In [Mangharam
2007], the solution proposed for this issue wass® a wired external clock that synchronizes
all the nodes. Their solution despite its efficiermoodifies the IEEE 802.15.4 protocol.
Moreover, the deployment of their solution requimesexternal clock which is not practical.

Synchronization of beacon reception in beacon-&uhlbhode is another key to decrease
collision probability. This issue is even more imgant when dealing with nodes in a cluster-
tree architecture as it will be explained latersubsection 3.3. In fact, the IEEE 802.15.4
MAC sublayer does not offer a robust mechanisrmguee time synchronization between the
network nodes. In [Hanzalek 2010], authors triedwercome this shortcoming by presenting
a Time Division Cluster Scheduling (TDCS) technidoea cluster tree WSN that minimizes

the energy consumption of the nodes by settindgp#aeon interval.

Another solution to collision is using multiple ctreels instead of one [Tang 2011] [Shih
2010] [Osterlind 2008] [Ferreira 2007]. A packetwiarding mechanism was proposed in
[Osterlind 2008]. It was shown that when each tngiesion is performed on a dedicated radio
channel (using multi-channels) the throughput caimbreased since collision risk is reduced.
In [Tang 2011], another MAC layer is proposed on ¢d the IEEE 802.15.4 PHY layer, the
EM-MAC, a dynamic multichannel MAC protocol for wiess sensor networks. The EM-
MAC uses multiple orthogonal radio channels. Eaemder is able to accurately and
dynamically predict the wake-up channel and waketme of receivers. The channels are
chosen based on the channel conditions sensedh whables the node to avoid sending on
channels that are currently heavily loaded or #ratundesirable such as due to interference
or jamming. Moreover, the EM-MAC does not use a tdnchannel, which avoids

concentrating control communication on any chanBM.-MAC is therefore high energy-
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efficient. However, similarly to [Mangharam 2007],heavily modifies the IEEE 802.15.4
protocol. In [Shih 2010], an improved mechanismdbannel selection was proposed. It uses
the sequence of the first three channels of CAPafbrcommunicating nodes with PAN
coordinator. Nodes scan the first three channef8C$ in order to reduce communicating
frequencies among devices and PAN coordinator an t&tpology. A random double hash
function was used to avoid the problem of chanmdlistons. The channel selection is an
important feature in WSN in order to reduce cadiis. Results pointed out the effect of

communication range on the throughput and the geedalay.

Reducing energy consumption can also be achieveselecting the appropriate values of
MAC attributes. In [Kohvakka 2006], authors propbsen adaptive framework for reliable
and energy-efficient data collection by collectingprmation from the MAC and the routing
layers. It autonomously tunes the parameters of NdbAgEocol without requiring modification
of the standard. Some of the MAC procedures canopémized in order to reduce
communications over the channel and thus reducdisiook. In [Zhang 2008],

a simplification of the association procedure faducing conflicts and the number of
retransmissions was proposed. By changing the ias®wocresponse of the coordinator node
from an indirect to a direct mode [IEEE TG 15.4 @)Qhey succeeded to reduce the risks of

collision, the time required for association anel torresponding energy consumption.

3.3. Mobility

In this subsection, we first present the main attaretics of ad hoc and cellular networks.
Then, we summarize existing approaches that hdratidover in the main cellular network
protocols. After that, we describe the mobility ragament as it is specified in the IEEE

802.15.4 protocol. Finally, we list some of the ntibomodels that are used in simulation.

3.3.1. Ad hoc networks

The concept of Ad Hoc networks attempts to extdmel ¢concept of mobility to all the
components of the mobile environment. Here, unti&k-based communication networks, no
central administration is available [Ekici 2006h€eBe are the mobile hosts themselves, which
form an ad hoc way, a network infrastructure. Nsuagption is made on the size of the ad
hoc network; theoretically, the network can contain thousands of mobile units. Ad hoc

networks are ideal for applications characterizeg the absence of a pre-existing
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infrastructure. An ad hoc network is commonly chIMANET (Mobile Ad hoc Network). In
such environments, the units act as hosts anditens

Ad hoc networks face several challenges that analyneelated to the nature of connections

between the nodes. We list below the most relewaes [Krief 2008]:

* Mobility of nodes: the topology is unstable becanedes are mobile. Therefore it is
almost impossible to have a global view of the mekropology that reflects the real state of
the network.

* The synchronization in ad hoc networks is veryidifit given that nodes can appear
and disappear independently from each other, diffscult to coordinate decisions mainly
those that concern the allocation of the bandwidth.

* Limited bandwidth: this is explained by the factathtransmission in the same
frequency band causes collisions.

* Unstable link capacity: besides collisions, theligpaf signals is also affected by
other factors such as the distance between comaturgc nodes and the propagation
environment. The link capacity changes then oveeti

* Unpredictable transmission delay.

» Variable capacity of link: in dense zones, collisoare important and cause the
decrease in the available bandwidth.

* High error probability: retransmissions can evenrsga the performance of the
network

3.3.2. Mohility in cellular networks: different solutions

Cellular networks are generally composed of tws sékeparate entities:

» Fixed sites belonging to a wire-line network caltete stations (BS)

+ Mobile devices.

Some fixed devices (BS) are equipped with a wiglesmmunication interface for direct
communication with the mobile unit (MU) locatedarimited geographical area called a cell.
Each base station has a cell from which mobilesuo#n send and receive messages via
wireless link with limited bandwidth that severefgduces the amount of information
exchanged as in ad hoc networks. At a given timeodile unit is directly connected to a
unique base station. It can communicate with o$iites across the base station to which it is
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directly attached. All base stations are connedtegkther via a wired communication
network, generally reliable and having high through The biggest advantage of cellular
networks is the routing of packets between two comoating nodes as long as they do not
change the cell. Unlike the ad hoc networks, thgoltmgy of cellular networks makes the
number of communicating nodes easier to controlchvheduces the probability of collisions

and guarantee a better capacity of link.
The challenges that are facing today’s cellulawoets are [Akyildiz 2005]:

* Cellular network management: it is composed of migsyes such as the way to set
BSs so they cover large area, the way to handlehsgnization and association procedures,
etc.

» Energy efficiency: similarly to ad hoc networks, lole devices do not have a high
budget of energy; communications have to be op&thizn order to reduce energy
consumption. Moreover, scan procedure is inevitabl@almost all kind of networks; this
procedure is energy consuming and has to be aveitiedever possible.

* Mobility management: it is the most important issueellular networks. In fact, the
goal of using this kind of network is to maintain good quality of link between
communicating nodes. However, when a node goesdeutise coverage area of its BS, the
communication is interrupted. To overcome this pgoh the mobile node has to make a
handover to reconnect to a new BS. In infrastrechetworks, the first step of a handover is
the cell reselection procedure. Many techniquesamidover have been proposed for wireless

communications. We list some of them below.

3.3.2.1. Mobility management in GSM [Mouly 1992]

The location area (LA) is the basic unit for looatitracking. Every LA consists of base
transceiver stations (BTS) that communicate withtiobile stations (MSs) over radio links.
The GSM defines the mobility management protocdviMn order to handle all the aspects
of the mobility of a node. The major task of MotyilManagement is to update the location of
an MS when it moves from one LA to another. Thetfiocalization procedure is called

attachment to the GSM network and it is achievecrwMS is turned on. The node is
continuously localized thanks to the mobility masagnt (MM) protocol. Location update

procedure is referred to as registration. BTSsoplrally broadcasts the corresponding LA
addresses to the MSs. The mobile node starts thateipf localization when it finds out that
it entered a new localization area. This happensmdn MS receives a LA address different
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from the one stored in its memory. Then, MS hasdod a registration message to the
network.

Figure 12 describes the procedures of attachmedt dmtachment between the Mobile
switching center (MSC) and a mobile station (M3).the figure, VLR stands for Visitor
location register and TMSI stands for Temporary MolSubscriber Identity. As it is
illustrated in Figure 12, the procedures of attaehtfudetachment
(Attach_request/Attach_accept packets) are indidie the mobile node. Each mobile node

has (thanks to the periodically broadcasted paykelist of available cells in its localization
area.

MS MSC/VLR
Attach request >|
Attach
Attach accept tht;ac ment GStl\c/)I
. TMSI Reallocation complete network
If TMSI is allocated P >f procedure
Attach Reject
N
Location Updating request J
] ] Update of the
Location Updating _accept localization
N
i rocedure
If TMSI is allocated TMSI Reallocation complete p
Location Updating Reject
Detachment
IMSI Detach indication procedure by
the mobile
station
Abort Detachment
procedure by
the network

Figure 12. Attachment and detachment procedures iGSM.

3.3.2.2. Mobility management in WIMAX [Wimax]

Mobile WIMAX supports Sleep Mode and Idle Mode table power-efficient mobile station

(MS) operation. The Sleep Mode provides flexipifibor the MS to scan other base stations to
collect information in order to assist handoff ahgrthe Sleep Mode.
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There are three handoff methods supported witlrer802.16e standard:

+ (HHO)
» Fast Base Station Switching (FBSS)
* Macro Diversity Handover (MDHO).

From these methods, the HHO is mandatory while F&&BEMDHO are two optional modes.

In HHO, the communication is interrupted before ibemng HO (break before make). MS
stops talking to the serving BS, changes frequemmxy connect to the new BS. Serving BS
can initiate HO procedure (by sending HO requestif). BSs broadcast messages about
neighbor BSs and their channel. BS receives tHmrnmation from the backbone network.
MSs request scanning interval from BS. BS duringnaing buffer data incoming to MS.
Association is an optional feature and may occuinguscanning. The cell reselection is
based either on advertisement messages or thgpedads.

When FBSS is supported, the MS and BS maintaistaofi BSs that are involved in FBSS

with the MS. This set is called an Active Set. BSS, the MS continuously monitors the base
stations in the Active Set. Among the BSs in thévacSet, an Anchor BS is defined. When
operating in FBSS, the MS only communicates with Almchor BS for uplink and downlink

messages. Transition from one Anchor BS to andtleerBS switching) is performed without

invocation of explicit HO signaling messages. A FB&andover begins with a decision by an
MS to receive or transmit data from the Anchor B& tmay change within the active set. The
MS scans the neighbor BSs and selects those #naudable to be included in the active set.
The MS reports the selected BSs and the activapsktte procedure is performed by the BS
and MS. The MS continuously monitors the Anchor B&ed on the signal strength. An
important requirement of FBSS is that the datansiBaneously transmitted to all members

of an active set of BSs that are able to servé/ie

3.3.2.3. IEEE 802.11.f (IAPP standard) [IEEE 802.11f 2003]

The principle of IEEE 802.11.f is identical to tpenciple of handover of the GSM and

UMTS networks. The connection to an access poinsABalized in two steps:

» Authentication (pass word, WPA/WEP key, etc.)

* Association

The handover procedure is handled by the layer-2GM If a mobile node M wants to re-

associate to a new access point nAP, it sendsiaseeiation frame to nAP. The access points
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watch continuously the access to the distributigntesn DS (a system enabling the
interconnection of access points in an IEEE 802dtvork) and have to stop all activities if
they lose the connection to the DS. Each new assoiej the AP communicates in multicasts
that the other APs update their tables of corredpnoe: AP/mobile station.

When a node sends a re-association request tAAfetime nAP sends to the old AP (i.e. 0AP)
a request to inform it. This technique presents ynsimortcomings, and was definitively
aborted in 2006 also because manufacturers ditianat the will to propose an interoperable

solution that may affect their profits.
0AP M nAP

Associatior Association_request

Association_response

End
Association

Figure 13. Handover in IEEE 802.11f

3.3.3. Mobilityin IEEE 802.15.4

In many wireless networks such as GSM, IEEE 80adad WiMAX, the procedure of
reselecting cell is a layer-2 procedure (mainly M&C sublayer) and is based on scanning
periods. This supposes that a mobile node hasstenlito neighbor attachment points
periodically so that it updates its neighbor IShallenges are not the same when using IEEE
802.15.4 WPAN protocol [IEEE TG 15.4 2006]. In faitte received signal strength range is
much lower, which imposes that delay of cell changest be very short. Moreover, IEEE
802.15.4/ZigBee nodes usually have less energy ciagpahus mobility management

approach has to ensure low energy consumptiongloeselecting cell procedure.
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During movement, a node can leave the coverageohitaPAN and enter a coverage area of
another one. Mobility in IEEE 802.15.4 is handleda very basic way. A loss of a
coordinator of association requires an orphan sgemation during which the node looks for
its current coordinator of association. This prageds triggered if the node fails to listen to
four consecutive beacons of its current coordinatdhis step fails, the node, then, begins a
new association procedure by making an active passive scan. For each scanned channel,
if a coordinator is discovered, the mobile nodeesats corresponding parameters into a PAN
descriptor structure. This structure contains spar@ameters of the beacon frame such as the
PAN Id, the logical channel, the coordinator addr@sd the link quality indicator (LQI) value

of the received beacon.

Node begins to move Node changes
cell
Time
i 1 1 1 ~
T T T T 7
Node is still 4 . Orphan scan  Active or  Association
connected to  consecutive period passive scan  procedure
its current  beacons not period
coordinator received

Figure 14. Mobility management in 802.15.4 standard

At the end of this scan, the node chooses a caatatifrom a list of discovered coordinators
for association and sends an association requesiqRqt) using the CSMA/CA protocol. As
it can be seen in Figure 15, when the node receimesssociation request acknowledgment
(Ack) from the coordinator, a macResponseWaitTirmet is set to wait for the processing of
the association request. The macResponseWaitTimeMAC attribute defined in the IEEE
802.15.4 specification as “the maximum time, in tiplés of aBaseSuperframeDuratiom
device shall wait for a response command frameetavailable following a request command
frame”. When this period expires, the node sendata request command to the coordinator.
Then, the coordinator sends an association resg@ssecRsp). The node is considered to be
associated to the PAN when an association resgéwss®cRsp) that contains a new network

address and a status indicating a successful asisocis received.
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Node Coordinator

AssocRqt

Ack

macResponseWaitTimg
DataRqt

Ack

ASS0oCRsp
Ack

Figure 15. Association procedure in IEEE 802.15.4andard protocol

A communication between different PANs coordinatsreot possible unless they belong to
the same cluster tree or if they define a commansimission channel. In both cases, the

performance of the network is not optimized.

Several studies have investigated the mobility mgament for |IEEE 802.15.4.In [Sun
2007], a comparison of the mobility was made in yands of IEEE 802.15.4 networks by
varying some parameters, such as the type of concaturg nodes, their number and their
speed. This study shows that mobility is highly elegient on network topology. Moreover,
network  performance  decreases when the number  of bileno nodesis
increased or when the node is moving fast. Thasdiest do not cover the case where many
coordinators are present in the same area and eden one is transmitting on a different
channel. The most important aspect of the mobilitlanagement is the association
procedure which is costly in terms of time and gpetue to the scan phase and the
mechanism of CSMA/CA [Anastasi 2011]. Authors imfag 2008] show that the CSMA/CA
itself has some shortcomings and contributes to deereased response of the system.
Therefore, they propose a simplification of theoasstion procedure for reducing conflicts
and the number of retransmissions. This involveanging the association response of the
coordinator node from an indirect to a direct modee proposed method thus reduces the
risks of collision, the time required for assomati and the corresponding energy
consumption. In conclusion, the more the numbect@nnel access is reduced, the better
the mobility is managed. Extending the range ofetwork usually consists in using many

nodes and letting them communicate via multi hopdlRing energy consumption in the
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network layer amounts to saying that routing protatoes not need to send too many control
messages in order to find the appropriate routerd®st two communicating nodes if a route
breaks down (e.g. in case of mobility or if the rggyebudget is over). In fact, nodes energy
consumption is different depending on the amountdatia transmission and processing.
Therefore, nodes that drain their battery first mayse a loss of connectivity in the network.
In [Taha 2013], authors proposed an energy-baskddsting schema that they integrated
with AODV protocol and they showed that their scleeaxtended the WSN lifetime. The

schema achieved better packet delivery ratio. Gnatiher hand, the fairness in network
resources share was affected slightly. They praptsentegrate energy based scheduling to

other routing protocols.

In [Singh 1998], authors presented a case for usewg power-aware metrics that are based
on battery power consumption for determining routeswireless ad hoc networks. They
evaluated the proposed shortest-cost routing dlgorand showed that it reduced the cost per
packet of routing packets by 5-30% over shortegt-fouting. They pointed out that using
power aware metrics in routing protocols is verypdfeial because the difference in battery
consumption between various nodes is reduced, whimeases the network life time. They
showed that larger networks have higher cost savargl that the cost savings are best at
moderate network loads and negligible at very lawabvery high loads. Dense networks

exhibited more cost savings in general.

It is worth noticing that many studies focused onting in ad hoc networks and proposed
many routing protocols. However, the design of irauprotocols for wireless mesh networks
is still an active research area [Akyildiz 2005gdigning routing protocol for mobile nodes in
WSN is more complex and involves other considenatisuch as network architecture design
and providing a mechanism for locating mobile nogieghg that the exact location of nodes
is not always available to other nodes or to a Istest®on. For instance, one has to ensure the
maintaining of the connectivity so that each noglmains within the range of at least some
other nodes [Cassandras 2005].

Previous studies have shown that using multi hogresses the probability of losing
synchronization frame between the different no#esipaa 2008]. In [Ferreira 2007], authors
investigated the possibility of extending the netwand reducing channel access conflict by

using multi frequencies in the same network. Howete mobility case was not considered.

Mobility is not handled efficiently in the IEEE 8a%.4/ZigBee protocol. In [Anastasi 2011],
an evaluation of mobility for the IEEE 802.15.4/Bep protocol was carried out. A
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comparison between the mesh and the cluster-tieeories was done. Results showed that
the performance of the network significantly deseeavhen the number of mobile nodes
increases or when their speed increases (speecedretlv m/s and 5 m/s). Results also
highlighted that the mesh topology is more effitigran the cluster tree topology in mobility

use cases.

Performance also changes according to the topoldgple 4 summarizes the main
characteristics of the topologies proposed by thedard.

Table 4 Topologies characteristics

Topology| Characteristics

Star The network is more energy-efficient
The extension of the network is limited
Mesh Mobility has more important impact on RFD

Routers are robust (no explicit need to change emddlr Routers do not senpd
periodically beacons.
Network extension is possible

Tree Use of hierarchical addressing
The mobility of a router causes an address changfnall the nodes that are
associated to the router
Routers can use beacons
Network extension is possible

Many research studied mobility in IEEE 802.15.4ssemetworks and different mobility use
cases were evaluated. Evaluations concerned m#ielynovement of nodes [Abbagnale
2009] [Vlajic 2011] [Koubaa 2008], nature of mobiledes (whether they are routers or end
devices) [Braem 2010] [Nia-Chiang 2006] or netwakchitecture [Braem 2010]. For
instance, in [Nia-Chiang 2006], authors are intiex@sn ZigBee mesh network and precisely
in the impact of the nature of mobile nodes (rautar end devices). They indicate that the
ZigBee mesh routing algorithm exhibits significgerformance difference when the number
of reduced functional devices (RFD) is highly diffiet from the number of full functional
devices (FFD) in the network. Routing performanteZigBee network does degrade when
the network includes an increasing number of ZigBed devices. In [Vlajic 2011], the

purpose of the study is the evaluation of deploynoépath-constrained mobility of sinks.
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3.3.4. Mobility models

Using mobility models to define mobility scenarios of nodes is necessary to handle the
complexity of setting movements of multiple nodes in simulation scenarios. In addition to
that, it allows having scenarios that approaches real cases. Thus, the chosen mobility model

has to fit the targeted application.

3.3.4.1. Random waypoint model (RWP)

It i1s the most simplistic and common mobility model. Destination positions are determined
randomly and selected speed is uniformly distributed between a minimum and a maximum
value. The minimum speed, the maximum speed and the maximum pause time periods are the

parameters that can be tuned.

3.3.4.2. Gauss-Markov mobility model (GM) [Camp 2002]

In this mobility model, two parameters are updated in each period to determine the next
destination position. These parameters are the speed and the movement direction. They are

chosen from a normal distribution of previous values.

3.3.4.3. Manhattan Mobility Model (MHT) [ETSI 1998]

The Manhattan mobility model is proposed to model movement in an urban area. In the
Manhattan model, a mobile node is allowed to move along the horizontal or vertical streets of
an urban map. At an intersection, the mobile node can turn left, right or go straight. Figure 16
shows node movements according to this model. TurnProb is the probability that a node
changes its current street. The velocity of a mobile node at a time slot is dependent on its
velocity at the previous time slot. Also, a node velocity is limited by the velocity of the node

preceding it on the same lane of the street.

‘ TumProb /2
1 « TumProb
 —

l TumProb/ 2

Figure 16. Manhattan mobility model
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3.4. Link Quality Estimation

The link quality estimation is an important featdinat is useful in many protocol decisions
(e.g. handover, rate selection, transmitted poviength, routing, packet retransmission
technique [Jamieson 2007] [Srinivasan 2008], packebvery [Jamieson 2007], etc.). The
accuracy of estimating the status of the transmgitthannel at a given time is related to the
parameters to consider. However, high accuracypti®asy to guarantee since there are many

parameters that characterize the channel andrialiféicult to assess.

We highlight below the most relevant parameters iim@pact the rate adaptation algorithm.

Then, we present the most relevant link qualitynestors.

3.4.1. Considered parameters

3.4.1.1. Sensor-related constraints

Sensors are small devices that are basically dedigmbe autonomous and usually working
on battery. Thus, the main issue when designingasenetwork applications is the energy
consumption. Application designers have also tcsicier hardware limitations (e.g. memory,

computing limitations).

Therefore, our solution should limit computatioqu#ements and has to consider the energy

budget of mobile nodes.

3.4.1.2. Signal power vs. bit rate

If the SNR exceeds a defined threshold the trangawter could be decreased to reduce
energy consumption instead of increasing the bét @n the other hand, if the transmit power
is low; a rate adaptation algorithm may decrease the metmerformance or may even be not
feasible. In IEEE 802.15.4, the maximum transmiv@odoes not usually exceed 0 dBm. In
[Lanzisera 2009a], authors used a power amplibetransmit at 5 dBm. They showed that

according to their experiments varying the data ke&ds to greater energy savings.

A tradeoff between the transmit power and the dit# has to be done in order to optimize the
energy consumption.

3.4.1.3. Coherence time

The main issue that impacts the quality of linkireation is the coherence time which is

approximately the duration over which fading ef,ecemain the same. Thus, during the
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coherence time, the channel disruptions effectsaasessed static. In mobile networks, the
coherence time is strongly related to the commuimganodes’ mobility. In fact, if the

Doppler spread in frequency due to mobility is égoaf, then the coherence time of the
channel is roughly equal to 0.4/f [Tse 2005]. HoarmW is not easy to estimate since channel

model cannot be known accurately.

In mobility scenarios, coherence time is too shOur rate adaptation algorithm should be

therefore very responsive.

3.4.1.4. Packet interval vs. bit rate

The IEEE 802.15.4 slotted CSMA-CA protocol requitbat the sender makes two Clear
Channel Assessments (CCAs) before transmittingcigpalf a packet transmission fails, the
sender has to wait for a random backoff period fteefesuming the packet transmission.
CSMA-CA mechanism does not take into considerawoherence time, if the channel
conditions during retries are still the same or segisuccessive failures occur and latency is
increased. Network performance would improve if gaeket interval depends on the time
coherence of the channel. If the interval is to@lsiwompared to the coherence time, packet
error rate will be high and vice-versa. The pachkedrval management may also involve the
application layer. However, since backoff paraméea MAC-layer parameter, designing a
PHY-aware MAC layer would give extra information twandle packet interval more
efficiently. Srinivasan et al. [Srinivasan 2008pposed a new metric: tiefactor to adjust
backoff periods according to channel conditionsorder to increase the reception ratio, they
used an opportune transmission approach. The madsniits one packet each defined time
interval. However, if the link is bursty, the nottansmits packets until one packet failure
occurs. In this case, the node stops the trangmis§hen, it resumes it at the start of the next

interval.

3.4.1.5. Packet size vs. link quality estimation

The IEEE 802.11b standard uses the DSSS spreatihgiue. Studying the rate adaptation
algorithms used for IEEE 802.11b networks may helgo figure out how we can adapt rate
in an IEEE 802.15.4 network.

In IEEE 802.11b standard, the size of the frame prasen to be enough to give good link
guality estimation. However, the maximum packeesiz IEEE 802.15.4 protocol is 133
Bytes (266 PN-Codes). Even if the rate in IEEE 8821 is much lower than the 802.11b bit
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rates (1, 2, 5.5 and 11 Mbits/s), we have to chethe packet size is large enough to get
accurate information about the channel. BesidesSaftPHY hint [Vutukuru 2009] for
instance, a collision detection mechanism was @epoOnly the packet portions without
errors caused by interferences were consideregeicamputation of the estimated BER. We
should investigate whether it is possible to elaténerrors caused by interferences in IEEE
802.15.4 packets when estimating the link qualMy.this phase of the study packet size
seems not too important since what matters isithe tequired to transmit a packet. Some
previous works consolidate this assumption. In fider 2012], a correlation between the chip
error rate and the packet reception ratio was dstrated. In [Wu 2010b], Wu et al. analyzed
the chip error patterns of IEEE 802.15.4 packetsva different scenarios: attenuation and
mobility. Based on their study, we can verify tichtp error patterns depend on the cause of
occurred errors within the received data streanwéder, in [Wu 2010b], the combined effect
of mobility and attenuation was not studied and $iyachronization phase analysis was

ignored.

3.4.2. Overview of link quality estimators

In this subsection, we present the most relevaktduality estimators that were proposed to
estimate the quality of IEEE 802.15.4 links.

3.4.2.1. Link estimation in the CC2420 RF transceiver

The CC2420 is a 2.4 GHz IEEE 802.15.4 complianttf@Rsceiver designed for low-power
and low-voltage wireless applications. It is widelilized in sensor networks. It uses the
Chip Correlation Indicator (CCI) also referred ® lank Quality Indicator (LQI) to give an
estimation of the link quality during the packetrtsmission time. Its datasheet specifies that
soft decisions are used in the correlator, andttit@tverage correlator output for 8 symbols

from the preamble are averaged to calculate LQI.

3.4.2.2. B factor [Srinivasan 2008]

This factor is used as a metric to measure the Bimistiness (i.e. links stable in the short
term). Thep factor assesses if losses happen in burst or aleguslly distributed based on
conditional probability delivery functions (CPDF€PDFs are derived from packet delivery
traces of received and non-received packets. Heres@me notations used to define fhe

factor:
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* The conditional packet delivery function C(n) i® throbability that a packet will be
received after n successive successful transmsssian> O or after n successive failures if n
<0.

* Independent losses: the probability of receptiandgpendent of any history.

e |deal bursty link: the link is ideal if {C(n>0) =4nd C(n<0) = 0}

» Kantorovich-Wasserstein (KW) distance: the averaigthe absolute differences of a

link from an ideal bursty link.

In order to introduce the B factor formula, let us consider Figure 17 as an example. The
distances e1 — ee are the distances between the CPDF elements of the example link and the
CPDF elements of the ideal bursty link. The distances i1 — ie are the distances between the

CPDF elements of the corresponding independent link and the CPDF elements of the ideal
bursty link.

In this example B formula is as follows:
B = mean (ij,..,ig)—mean (ey,..,e¢) /mean (ij,..,i) 17)
In general,
B= (KW()-KW(E))/KW() (18)

Where KW() is the distance from the ideal bursty link, E is the CPDF of the empirical link,
and | is the CPDF of an independent link with the same PRR.
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Figure 17. Conditional probability [Srinivasan 2009

A perfectly bursty link has a B =1, while a link with independent deliveries has a B =0.

Negative B values are permitted. This happens when there is a negative correlation in packet
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reception: as more packets are received the nekepas more likely to fail and as more

packets are lost the next packet is more likelydoeceived.

The study in [Srinivasan 2008] showed the effedtdirne (the interval between packets
affects the reception ratio distribution) and fremqay (channel selection). Over shorter
periods, links have a higher chance of being pedeaon-existent. Over longer periods, the
chance of being intermediate increases. Authorsodstrated that their method improved
PRR, the end-to-end path routes and minimize theercost.

3.4.2.3. SoftPHY interface [Vutukuru 2009]

SoftPHY is an expanded physical layer interface fravides PHY-independent hints to
higher layers about the PHY’s confidence in eaththiecodes. BER is computed using per-
bit confidences referred to as SoftPHY hints [Jamme 2007]. The estimated BER is
interference-free. The method allows the receigagstimate the BER even using a frame that
was received with no errors. For each packet tregsssom, the average BER is calculated
based on the average bit error probability ovepatiket bits. The bit error probability is
calculated based on:

* Xx (k=1 ..N): the input bits to the encoder of Hemder.
» r:the received signal input to the decoder ofrdeeiver.
* The output of the decoder at the receiver is ldglihood ratio (LLR) for each

received bit (i.e. formula given in (6)).
* The decoded output bit yk (formula given in (7))
* s the softPHY hint of the bit k.
sk = |LLR(K)| (19)

The probability p of error of a bit k is determined as follows

1
1+ esk

pk = (20)

The average BER of the channel during the packesmmission is the averageqver all bits
of the frame.

Interferences are detected as sudden jumps in BER.collision detection algorithm is

calculated as follows:
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Let S be the number of symbols per frame. Each syedntains Nps bits, for a total of N =
Nbps X S bits per packetyps computed for each bit k =1 ... N¢ is averaged psat a time
for each symbol j to obtain.p

Avg(p)) = 5 T2 pi+ ( — 1) Nbps (21)

The collision detection algorithm is a simple threlsl on the difference; defined as:
d; = lavg(p — avg(pd)l (22)
The algorithm detects interferences that start #fiee receiver has synchronized.

Note that, in addition to BER estimation, SoftPhpposes a postamble scheme [Jamieson
2007] to recover data even when the packet preamhderrupted and not decodable at the
receiver. In order to recover symbol losses, Jamiet al. defined a threshoidthat allows
the identification of the packet portions to beaesmitted. In fact, if the hamming distance of
a symbol is above the threshold, misclassification of correct and ineatrsymbols is high.

In experiments, hard decision decoder (HDD) wasdu$tesults showed that when the

preamble is received correctly, the threshpld under 2.
3.4.2.4. Chip error based link quality estimator [Heinzed2D

In [Heinzer 2012], the correlation between chipesrand PRR was investigated. Only the
symbols received after the synchronization weresctaned. It was demonstrated that for
many environments, there is a clear correlatiowbeh the chip error rate per symbols
(CEPS) and the PRR for the whole range of PRR sdbetween 0 and 1 in all scenarios: the
higher the PRR, the lower the chip errors per symbd&ven links with a PRR lower than
10% do not exhibits more than 2 CEPSs. This isumeavhen too many chip errors occur in
the preamble or the start of frame delimiter, #eeiver does not succeed to synchronize and

the packet is simply ignored.

Heinzer et al. tried to determine if the burstinesship errors is a useful indicator for the
PRR. Thep factor [Srinivasan 2008] was applied to chipseast of packet losses. No way
was found to correlate the chipfactor to the PRR in an accurate form. Even thaldoation
of the chipp-factor and the chip errors per symbols in eachkgiadid not exhibit an
improvement compared to the case where only the ethors per symbol is used as a link

guality indicator.

The model proposed is a Geometric Linear Modelnaefias follows:
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0 if Avg(CEPS) > Chiplimit
Avg(CEPS) . e
PRRcgps =41 — W if 0<Avg(CEPS) < Chiplimit (23)

In order to compute the Avg(CEPS), only symbolst thave the most chip errors were
considered (e.g. 10%). Authors showed that alréaalysymbols provide an estimate close to
the estimation obtained by considering the wholglgzal. This study proved to be more
accurate than SRN-based estimators especially lengcenarios.

Before choosing the rate selection algorithm imgortant to have an accurate estimation of
the link quality. Table 5 gives an overview of liektimators used in the literature. Each one
relies on a specific metric(s) (the input of theklestimators) and requires different number of
received packets. Link quality estimation efficigratrongly depends on whether nodes are
mobile or not. This fact will be detailed in thexhesections. Thus, the table also specifies
whether the mobility is considered. Moreover, thisra major constraint when investigating

link quality estimator techniques. The best waydt it would be through experiments.

However, for large scale networks this may not bssgble to realize. This is the reason why

simulations are widely used instead.

Good link quality estimation requires an accuratel aesponsive method. In [Srinivasan

2008], Srinivasan et al. demonstrated that the itiondl probability of packets is an accurate

estimation. However, their method requires the ymislof many packets. Moreover, this

method may not be suitable in case of mobility sitlte coherence time when nodes are
mobile is short. In [Heinzer 2012], authors triedfind a correlation between the packet
reception ratio (PRR) and the chip errors per symfGEPS). They proposed a geometric
linear model to estimates the PRR given the chipreate per symbol. However, they only

considered the correctly received packets.

Using the RSSI or the LQI to characterize the ckaimm proved to be sufficient in some

previous rate adaptation techniques [Lanzisera 0Q®| and RSSI are calculated based on
the 8 first symbols following the start of framdideter (SFD). However, the coherence time
of the channel in some strong noisy environmetaasshort, thus RSSI and LQI values could
not give all the information about the channel demduring the whole packet transmission

period.
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Table 5. Overview of link quality estimators

Method | Input Method Required| Protocol Mobile | Evaluation
parameter(s) number scenari | tool
of o]
packets
DRACER Signal strength Thresholded | 1 packet | IEEE No Simulation
Lanzisera | ©" Chip| LQlor SNR | (133B, 15| 802.15.4 (not specified)
Correlation min 3 rates are
2009a] interval) | added
LA in Body | Signal strength Estimation ¢fL packet| IEEE Small Simulator
N the SNR and (beacon) | 802.15.4 move- | written in C
etwork X
the (transmit | 3 rates are ment of
[Martelli (probabilistic | power 0| added the body
2011] ) SIR. dBm)
B-factor Packet conditional More than| IEEE No CC2420
[Srinivasan statistics probability 1 packet | 802.15.4 [CC2420] +
delivery IEEE TinyOS
2008] functions 802.11b [TinyOS]
(CPDFs) [802.11]
SoftPHY BER free-| log 1 packet | IEEE 802.11| Yes NS-3 [NS-3]
[Vutukuru interference likelihood Calibratio | ACK frame PHY layer
ratio (LLR) | n of the| modified replaced by
2009] for each| thresholds traces
received bit collected from
software radig
experiments
CEPS Chip errors Geometric | 1 Packet | IEEE Yes USRP2
(Heinzer Linear 802.15.4 [USRP] +
Model RFX2400
2012] daughterboard
[RFEX]

3.5. Rate adaptation in IEEE 802.15.4

Optimizing the throughput through adjusting thensmaission bit rate of mobile sensor nodes
according to the channel conditions can considgraidrease the network QoS since it

optimizes the use of the superframe. Rate adaptetioomposed of two major stages that are
the link quality estimation and the selection of thit rate. There are many parameters that
can characterize the quality of link; most of them are determined by the physical layer. Based

on the physical layer link estimation, the MAC lay®as to determine the most suitable

physical layer bit rate for the outgoing frames.WHLAN networks (e.g. IEEE 802.11),

several rate adaptation methods were proposed pRi@g]. Some of WPAN sensor protocols
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offered multiple rates such as the cc2500 transcgiwotocol [CC2500]. However, they did

not propose a mechanism for rate adaptation. M@redtlvese protocols are proprietary.

In this subsection, we list the available rate$6BE 802.15.4 2.4 GHz frequency band and
the most relevant rate adaptation algorithms f&@HB02.15.4.

3.5.1. Availableratesin |IEEE 802.15.4

So far, rate adaptation has not been thoroughlgsiiyated in IEEE 802.15.4/ZigBee sensor
networks mainly because sensor protocols do net offultiple rates. In IEEE 802.15.4 2.4
GHz frequency band, the bit rate is 250 Kbps. Haweprevious studies [Mehta 2012]
[Lanzisera 2009a] [Martelli 2011] demonstrated figsibility of having three additional rates
for IEEE 802.15.4: 500 kbps, 1 Mbps and 2 Mbps.sEhates are obtained by modifying the
chip mapping of symbols in the DSSS modulationusThf the channel conditions are good,
using fewer chips per symbol may increase thewdteout decreasing the signal quality and
without changing much of the hardware design. Tiop@sal suggested that the number of
chips per symbol should be variable (16, 8 or $<lper symbols). Therefore, for each rate, a
chip mapping is defined. Table 6 gives the differeanmbers of chips per symbols, their

corresponding bit rate, and the corresponding sypdaaod.

Table 6 Available rates

Rate Chips per symbol | Bit rate Symbol Period
1 32 250 Kb/s 1@s

2 16 500 Kb/s &is

4 8 1 Mb/s s

8 4 2 Mb/s s

As it can be seen in Annex D, the IEEE 802.15%a#d4ard specifies a synchronization header
in the PPDU frame consisting of a preamble followsd a two-symbol start of frame

delimiter (SFD). Three SFDs are added to denotdlttex additional data rates. The SFDs
specify the rate at which the PHY payload is skahfisera 2009a] [Mehta 2012]. In fact, the
defined protocol standard preamble is not changelditaalways corresponds to the protocol
standard data rate. The preamble and the staramief delimiter (SFD) are always sent at the
standard rate (250 Kbps) whatever the data ratd. ¥§ben a packet is being received, the

physical layer recognizes the current data ratd@fincoming packet by checking the value
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of its SFD. Based on this value, the appropriateai®n scheme is used to decode to PHY
payload. The speed of electronics is higher tham tlansmissio data rate; therefore,
changing the code set between symbols is not seconc

3.5.2. Overview of proposed rate adaptation algorithmsfor |EEE 802.15.4

Rate adaptation techniques are either a functigraoket delivery ratio (PDR) [Lacage 2004]
or a function of signal strength [Holland 2001] arcombination of both of them (hybrid
algorithms) [Lanzisera 2009a] [Martelli 2011]. Bothethods in [Vutukuru 2009] and
[Srinivasan 2008] try to estimate the link quality removing interferences that distort the
estimation. The proposed SoftRate algorithm in {Mutu 2009] was based on the estimation
of interference-free BER. The method proposed inn[&san 2008] was based on the
estimation of SNR and signal-to-interference ré8tR).

3.5.2.1. The SoftRate Algorithm [Vutukuru 2009]

The SoftRate receiver uses SoftPHY hints that wereduced in subsection 3.4.2 to compute
the average BER for each received frame, emplogihguristic to detect and excise portions
of the frame subject to strong interference. Thi#R&de receiver then sends the interference-
free BER estimate to the sender in a link-layedbeek frame. At the sender’s link layer, the
SoftRate algorithm uses the per-frame BER feedbaglck the best transmit bit rate for the
next frame. To ensure reliable delivery of feedha8kftRate always sends its link-layer
feedback frame at the lowest available bit rata ifreserved” time slot, much like 802.11
link-layer ACKs. Feedback is sent whether or na frame was in error, as long as the
frame’s preamble and header are decoded corrdctlgorrectly determine the identities of
the sender and receiver even when the frame hasran link-layer headers are protected
with a separate CRC. If the frame has no erroen the BER feedback is one component of
the link-layer ACK. SoftRate protocol incurs aléttextra overhead compared to existing

protocols: a CRC in the link-layer Header and a BR€asurement in the link-layer ACK.

The SoftRate algorithm uses a heuristic to pretheinnel BER at a few other bit rates using
the BER estimate at one bit rate. The algorithalivgled into three phases. In the first phase,
it uses a heuristic to predict channel BER at a &¢ver bit rates using the BER estimate at
one bit rate. In the second phase, the algorithmpces optimal thresholds andp; for each
rate R such that, when the BER at rate iR in the rangecdf , Bi), then R is the optimal

transmit bit rate. The computation of optimal timasls is based on the observation that BER
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at a given SNR is at least a factor of 10 highentBER of the next-lower bit rate. The
computation of these thresholds depends on thddye’s error recovery mechanism. It is a
configurable parameter depending on experimentthdrthird phase, given interference-free
BER estimate from the receiver and optimal thredhait each bit rate, the SoftRate sender

adjusts its bit rate.

The sender increases the rate if the most recaimats free-interference BER bf the
current rate Ris such thatib< a;. And it lower the rate if > 3;.

3.5.2.2. IEEE 802.15.4 DRACER [Lanzisera 2009a]

The DRACER rate adaption algorithm is based eittrerthe LQI or the SNR predefined
thresholds. In case of packet transmission fai{luaee ACK), four different backoff schemes

were evaluated:

* Backoff scheme A: The transmitter continues to sahd higher data rate until it is
successful, with no reduction in rate.

» Backoff scheme B: Upon a packet failure, the trattemdrops down one data rate and
transmits at that rate until receiving an ACK.

* Backoff scheme C: The transmitter drops to thedstechIEEE 802.15.4 data rate (i.e.
250 kbps) upon a single packet failure.

» Backoff scheme D: The transmitter reduces the tn@nste one step for each packet
failure until it hits the legacy 802.15.4 rate.

Results showed that the DRACER rate adaptatiorrithgo reduces average network energy
consumption. Moreover, results are better whenLtPemetric is used to define thresholds.
The energy saving was up to 41% when the LQI tluleehg and the backoff scheme D were

used.

3.5.2.3. Link adaptation in body area networks [Martelli 2D1

The proposed rate selection algorithm is basedMRR &nd signal-to-interference ratio (SIR).
From the measure of the received beacon power, eade estimates the SNR: if the
estimated SNR is below a thresholdsi® the node decrements its bit rate. Otherwise it
estimates the SIR through the evaluation of a faifurobability, denoted as-®vhich is the
probability that a packet is not received by therdmator. This probability is given by the
ratio between the number of unacknowledged padkets packets for which the ACK is not

received) and the number of packets sent on thenehgéincluding retransmissions):
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Not received ACK
PF -

(24)

sent packets

Pr is evaluated over a window of 20 superframesglisRabove a defined thresholdsEhthe
node is in a situation where many of its packetsl@st and, since the channel quality is good
(high SNR), these losses are due to interferenoes,Tin this case the bit rate is incremented,
in order to reduce the packet transmission timethadprobability of collision. If P< Theg

the node does not change the current bit rate.

3.6. Summary

In this section, we have presented an overviewhefrhain issues that have been addressed
during this thesis. First, we have summarized g@@aches proposed to reduce energy at the
PHY and MAC layers. We have been interested in froperties that are related to the
protocol specification (e.g. signal strength, nadéve periods, CSMA-CA protocol). Then,
we have pointed out that unlike some other wirelpsstocols (GSM, WIMAX, IEEE
802.11f), the IEEE 802.15.4 does not include airiciefit mobility management policy.
Moreover, mobility impact in IEEE 802.15.4 variespgnding on the network architecture
and the mobility characteristics of IEEE 802.15igBfe nodes. After that, we have noted
that the link quality estimation depends on mansapeeters that are not only related to the
hardware design and the channel characteristics (@ise, interferences) but also to the
application characteristics (e.g. packet intermabbility). Therefore, link quality estimators
are various. Table 5 summarizes some of the méstamt link quality estimators that were
proposed for IEEE 802.15.4 links. It gives the pagters that each estimator takes into
account, the required packet number for the estmathe used evaluation tool and it
indicates whether or not the node mobility has bemrsidered in the evaluation. Finally, we
introduced the rate adaptation feature in IEEE BR2. protocol. It is a fairly new feature that
offers many new possibilities to enhance networkfgomance and reduce the energy
consumption. However, it also raises new issueh ascthe accurate link quality estimation

and the selection of the appropriate bit rate.

The state of the art conducted during this chab#er contributed in the work presented in
[Courtay 2010].

In the next section, we start by proposing a glabetivork architecture then an enhanced
mobility management approach in order to reduceeahergy consumption and the delay
related to the mobility of IEEE 802.15.4/ZigBee s@&nnode.
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Chapter 4. An Enhanced Mobility
Management Approach for IEEE
802.15.4 protocol

4.1. Introduction

The first purpose of our study is to propose a tsmiu that reduces the cost of
IEEE802.15.4/ZigBee sensor nodes’ mobility and timatintains communication between
mobile devices. The proposed mobility managemenatesiy has to take into account the
small energy budget of sensor nodes. Our study eesmboth the energy of the
communicating device itself and the monitoring dif reetwork devices in an optimized
network topology. The mobility cost in terms of egeand delay is related to the network
topology. An efficient mobility management approalchs to be aware of the network
topology or at least of some of its characteristjey. anchor nodes, end devices or
coordinators, etc.). Our study is in the scopehaf 2.4 GHz PHY layer since it uses the
unlicensed ISM frequency band and offers 16 chanmelorder to optimize the performance
of our proposed approach, we first propose a glakalork architecture that makes use of
the beacon-enabled mode. Then, we propose andageanew approach that anticipates the
link disruption between a mobile node and its cowtbr based on the LQI. After validating
the efficiency of using LQI metric in our approaete introduce and evaluate a new formula
for the LQI threshold. The new mobility managemapproach uses a speculative algorithm
that predicts the new coordinator of associatioe. &nduct several simulations in order to
evaluate our approach for different mobility modalge also verify the efficiency of our
approach in a noisy environment. Afterwards, wedgtihe impact of modifying the

speculative algorithm on the global performanceefnetwork.
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4.2. Proposed network architecture

The proposed architecture should be in complianagd whe following pre-established

requirements:

» End devices can be mobile inside the network cgeceaea.

e Our approach has to reduce as much as possiblentimedisruption of a
communication when changing coordinator.

* The protocol should offer a routing protocol andaaldressing mode that take account
of the changings in the network (mainly causedhgyrobility of nodes).

» The protocol has to be adapted according to theilityotases in order to handle the

association and the dissassociation of end detacasd from the base stations.

4.2.1. Network topology

Sensor nodes use the idle mode in order to redueeehergy consumption. The most
optimized configuration is when nodes only wake(ug. turn the RF transceiver on) when
they have to send or to receive packets. This eaghat nodes have to be synchronized. The
IEEE 802.15.4 beacon enabled mode is, thus, usedofomunication between end devices
and the corresponding coordinators. The use ob¢aeon enabled mode requires the use of a
star or a cluster tree topology. In both topologesiode wishing to transmit a message to
another node has to first transmit to its coordinathich handles the transmission to the
destination node. In a cluster tree topology, edebter has its own coordinator and its unique
PAN ID. All clusters of a same network use the sdaraasmission channel. Given that the
cluster tree topology guarantees the possibilityemtarge the network coverage area, it is

retained in our approach.

Our study mainly focuses on end devices that u&EIB02.15.4 protocol given its energy
consumption characteristics. However, the commtioicebetween other eventual types of
nodes may use another protocol. In order to rethiegferences and optimize the use of the

superframe, we choose to connect the coordinatara wired protocol.
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Figure 18.Network Organization

Figure 18 shows the topology of the proposed ndtwde define three types of nodes:

* Mobile end devices: the objective is to reduce émergy consumption of these
devices as we assume they are power supplied bypengy harvesting system. They are RFD
nodes.

» Static coordinator: they are on power supply arartenergy consumption is not a
constraint. They are FFD nodes.

» SuperCoordinator: this special coordinator is addedrder to wire connect all
coordinators. It is an FFD node responsible foritiiteation of the network and of the address
attribution. This is important since our approasihdquired to be centralized and since mobile

nodes do not have to make energy consuming desision

We assume SuperCoordinators are connected usiackadne network (e.g. internet).

S

PANC
PANZ2

PAN1

Figure 19. Proposed network topology
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A coordinator is initialized when the SuperCoordanaattributes to it an address and a
channel on which it has to communicate. Each coatdr is responsible for initiating and
maintaining a PAN independently defined by a unidieN identifier (PAN id) and an
operating frequency fi, as it is illustrated in &g 19. The adjacent cells have to ensure that
they have different operating channel frequencié® SuperCoordinator may have an IEEE
802.15.4 interface and be a coordinator. In thisecat may permit association for end
devices. The communication between SuperCoordimnasovut of the scope of this study. We

name road a set of geographically aligned coordrsat

4.2.2. Addressing and routing

The used addressing mode is the hierarchical asldgesn order to optimize the routing
procedure. So far, it has been noticed that theatgkical addressing mode is not suitable
when nodes are moving. One of the benefits of ugiSyperCoordinator is to overcome this

issue.

4.3. Simulation tools and general simulation setup

The choice of the appropriate network simulatocrigcial. In fact, there are many available
simulators. However, the modeling of the protoegielrs and the available modules vary from
one simulator to another. The choice of the sinmuldtas to consider the following

requirements:

* Open source: so we can implement new algorithms.

* IEEE 802.15.4 beacon-enabled mode: Synchronizasiaequired in our study and
packets have to be send according to the slottddACSA algorithm.

* IEEE 802.15.4 Association procedure: This requing@mg crucial since we need to
assess the cost of cell change (i.e. loss or ersyrafhronization with a coordinator and re-
association with a new one) in order to determineegfficiency of our approach.

* Mobility support: It is obvious that the node ltica at a given time has an impact on
the quality of link (e.g. attenuation due to patisd). Besides, node’s coordinator of
association is chosen based on parameters thatrangly dependent on the node location at
a given time.

» Hierarchical addressing and routing: Our globailvogk architecture is a cluster tree

network that uses the hierarchical addressing anting methods.
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* LQI computation: Although the standard does nosené a formula for computing
LQI, it gives some instructions to interpret thdinidon so one proposes a formula compliant
with the specification (e.g. LQI is computed basadhe RSSI or SNR or both of them). As it
is detailed in the following parts of this sectid@l estimation is required in our work.

* Channel modeling: In order to obtain accurate les#timation and thus accurate
evaluation results, the channel modeling has ttuds propagation models. It also has to
consider interferences and errors induced by ndise.granularity of processed information
impacts the accuracy of the channel transmissibe.biggest granularity is the whole packet
whereas the finest granularity is the bit. Howevbke, finest the granularity, the longest the

simulation run time is.

Table 7 shows whether these requirements are biailathree free network simulators: NS-
2 [NS-2], OMNET++ [OMNET] and WSNet [WSNet]. In aitidn to that, it gives
enlightenment on some characteristics of each sitowul

Table 7. Network simulators

is accurate and
compliant with the
standard.

work is required in
order to implement
this procedure.

NS-2 OMNET++ WSNet

Open source Yes Yes Yes

IEEE 802.15.4 Yes Yes No:

beacon-enabled mode A very important
work is required in
order to implement
this procedure.

Association Yes: No: No:

procedure The implementatior] A very important | A very important

work is required in
order to implement
this procedure.

Mobility support Yes Yes Yes

Hierarchical Yes: No: No:

addressing angdAn extension is A considerable A very important
routing available [Zbr implementation work is required in

Formula based on
the SNR and the

RSSI

It is possible to
implement the
formula

Routing]. effort has to be order to implement
made in order to these algorithms.
implement these
algorithms.

LQI computation Yes No No

It is possible to
implement the
formula
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Channel modelling Acceptable: Acceptable: Accurate:
Based on the Based the analysis | Possible BER for
analysis of the of the whole packet| each byte in a
whole packet. Interferences are | packet.
Interferences are | considered. Interferences are
considered. Propagation models considered.
Propagation models are available. Propagation models
are available. Possibility of are available.
Possibility of injecting errors Possibility of
injecting errors within the packet. | injecting errors
within the packet. within the packet.

The lack of an accurate network simulator modeigthe first challenge that confronts us. A
tradeoff has to be made depending on the modulaéahility and modification cost of the
source code. It is also important to notice thatusate modeling implies an increase of
simulation run time.

Based on Table 7 we choose the NS-2 simulatorLQ1es computed in NS-2 using the SNR
and the signal strength power. It is an integet Yhaes from 128 to 255. Of course, we have
had to modify the IEEE 802.15.4 implementation. Tin changes than have been made to
it are:

» Adding the hierarchical addressing and routing [Rbuting]

* A mechanism of assigning addresses and frequentiascordance to the network
architecture

* A heterogeneous routing mechanism that handles IBBE15.4 and Ethernet
protocols.

* Modifying the implementation of the CSMA-CA protdcso it can handle some
additional cases that are related to the changelbprocedures.

* Implementing our proposed mobility management aggno

* Implementing an additive white Gaussian noise geneinto the NS-2 simulator.

* The main difficulty in modeling an accurate AWGNTtiee faithful representation of
the normal distributiomN(0 ) that has zero mean and a standard deviatidve use the Box-
Muller transform [Box 1958] which is an efficientetthod for generating normally distributed
random numbers. Since most pseudorandom numberagerssoutput uniformly or nearly-
uniformly distributed values, it is commonly used dombination with the pseudorandom
number generators to create normally distributddes which are useful in simulation data

sets with known mean (average) and variance.
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* In order to generate mobility scenarios, we useBbanMotion tool [Aschenbruck
2010].

We base our energy consumption evaluation on th242C RF transceiver specification
[CC2420].

Table 8 gives the power consumption values of t82420 transceiver and Table 9 provides

the common simulation setup of the current sediien Chapter 4).

Table 8 CC2420 energy consumption values [CC2420]

RF transceiver CC2420
Transmission power 0 dBm
Supply Voltage (V) 1.8
Consumption during the transmission (W) 0.03132
Consumption during the reception (W) 0.03384
Idle (W) 0.0007668

Table 9 Common simulation setup for the mobility nmnagement approach

Bl (no inactive period) 245.76 ms

Distance between two consecutive coordinal@S m

Routing protocol ZigBee Routing (zbr)
[Zbr Routing]

RF transceiver CC2420

Transmission power 0 dBm

Propagation model Two-ray-ground [Fonseca
1996]

4.4. Energy consumption in the standard procedure

Table 10 gives the energy consumption for a matdde moving on a straight line from a
coordinator C1 to coordinator C2 spaced of 25 msetéir can be seen that the energy
consumption related to the scan periods are veppitant in comparison with the association
procedure itself. It can be deduced that if we cedilne energy consumption during the first

two stages of the change of cell, the energy corgumould significantly drop.

Table 10 Energy consumption Evaluation of the starald procedure

Orphan Scar Active Scan| Association Procedure
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| Energy consumption (10J) | 7,534 | 3,995 | 0,774 |
Sensor devices may contain, depending on theiicgtian field a localization system. It is

often assumed that a GPS tracking system withienaa node has an accuracy of at least 5
meters [Guglielmo 2012]. However, this assumptisnnot reliable for wireless sensor
networks because of the short range of sensor nddesher approach proposed in [Polastre
2004] consisted in providing a limited number oflas with GPS (anchor nodes) and helping
other nodes to find their position using anchoresodn [Lee 2010], authors presented an IP
mobility performance enhancement using an apprigptieEE 802.16 L2 trigger based on an
ARIMA prediction model. Signal strength is predttteither through scanning of neighbor
base stations (BS) or from periodic serving BS measent. However, signal strength
prediction is achieved without any assumption oe #fatistical properties of the nodes’
movement. Their method aims at reducing handoventy and packet drops. Although
obtained results have demonstrated their efficietiogir method still requires that mobile
nodes listen to neighbor attachment points. Oupgae is to avoid scan periods during cell

change procedures in order to reduce both enemguoaption and latency.

If a mobile node knows the geographical distributad coordinators it would start directly
the association procedure just after locating thpedrame boundaries without making
expensive scan procedures. However, mobile dewicesir global organization should not
take decisions in order to save energy. Therefiores the role of coordinators and the
SuperCoordinator to handle their association to ribawvork. Moreover, coordinators are
related to each other via the SuperCoordinator hlaata full knowledge of the coordinator
locations. Therefore, the Supercoordinator can shdbe most appropriate next coordinator
in the case of each mobile end device. In our amtrothe Supercoordinator determines the

next coordinator identifier, its address and itatesl frequency channel.

In the remainder of this section, we detail our ifitypmanagement approach starting by the
handover procedure in subsection 4.5. We then shosubsection 4.6 that anticipating the

link disruption and selecting the appropriate cawatbr reduces energy as well as packet
delivery latency. Afterwards, we propose two medsas: the first one handles the link

quality estimation and is detailed in subsectiof the second one is a speculative algorithm

that predicts the next coordinator of associatgubgections 4.6.2, 4.8 and 4.9).
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4.5. Handover procedure

The Figure 20 illustrates how messages are exchanged between a mobile node and
coordinators during an enhanced change of cell. When a mobile node M receives a beacon
frame or a data packet with an LQI lower than a threshold denoted LQOleshoia, it informs its
coordinator C1 by sending to it an LQI notification (IqiNot) message. This frame contains the
LQI value of the last received beacon. If the 1qiNot is successfully received by C1, it has first
to acknowledge the request of the mobile node. If the maximum number of IqiNot frame
sending attempts is reached (fixed to four attempts in our case) without receiving the
acknowledgment frame (Ack), it is considered that the mobile node has left the coverage area
of its current coordinator. Then the node has to begin an active scan. If the acknowledgment is
received, the mobile node M sets a macResponseWaitTime timer to wait for the response from
its coordinator C1. After sending the acknowledgment, C1 sends a handover request (HRqt) to

the SuperCoordinator SC which chooses the new PAN of association.

SC C1 M c2 SC
IgiNot
Ack, )
HRqgt
HRsp macResponseWaitTime
IgiRsp.
Ack
AssocRat
Ack
macResponseWaitTime Data th
Ack
AssocRsp
Ack
HNot

Figure 20. Changing cell procedure

The choice of the next coordinator is based on a speculative algorithm performed by the SC.
SC answers C1 with a handOver frame (HRsp) containing the new association PAN Id, the
address of the next coordinator (C2), as well as the next logic channel identifier. Then, the
coordinator C1 sends to the mobile node M an LQI response (IqiRsp) frame which contains
the information sent by SC. The mobile node M starts, after locating the C2 superframe
boundaries, an association procedure to synchronize with C2. The association procedure is not
modified compared to the standard IEEE 802.15.4 protocol. If the association procedure ends

successfully, C2 sends a handover notification (HNot) to SC that contains the new address of
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the corresponding mobile node. However, if the pdage fails at any of these steps, the IEEE
802.15.4 standard procedure will be performed istanvith an active scan. Note that the

orphan scan is no longer performed.

4.6. Efficiency of using LQI in mobility management

In this subsection, we first evaluate the use ofL&weshoiq DY varying its value. The
evaluation has been conducted in terms of thecbalhge procedure success rate, the energy
consumption and the latency for mobile end deviddse procedure of changing cell is

considered to be successful if all nodes do ndbpara scan during changing cell procedure.

4.6.1. Network architecture and initialization

The algorithm of selection of a new coordinator based on the knowledge of the
geographical distribution of coordinators. In Figu2l for instance, there are four sets of
geographically aligned coordinator, thus four roadlee initialization of coordinators is

organized according to their geographical locasorthat coordinators belonging to the same
road (e.g. rl in Figure 21) have successive adesesfo avoid the case where the
SuperCoordinator attributes to an end device arreaddthat is between two-coordinator
addresses, coordinators addresses are attribweckasingly starting from the highest
hierarchical address attributed to the first itigied coordinator, to the lowest address
attributed to the last initialized coordinator retnetwork coordinators.
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Cn=20
R, = 12
r4 _— A I—m =2
Caip(0) = 21
rl

Road number i
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n"initialized coordinator

@@@

_____ Two coordinators belonging
to the same road

0 0
0-0-0-0-0"

Figure 21. A multi-road network

The address attribution method implies that thedaserdinator of a road | must be initialized
before the first coordinator of the road I+1. Ire taxample illustrated on Figure 21, the
address of the node 5 of r2 has a lower address ithapredecessor node 4 of rl. If a
coordinator from a road I+1 has already an addbessause it belongs to another road (e.g
node 2 in Figure 21), the first address is preskerdeet Ay be the address of the
SuperCoordinator and/Aethe ri" initialized coordinator. Addresses are given agiray to

(26) by n'of (25). (26) is obtained by replacingn(16) of subsection 2.4.3.2.
n=R,—n (25)
A, = Ay + Cskip(O) x(n'—1)+1 (26)

n’ corresponds then to th&'initialized coordinator

Let Rt,, be the maximum number of roads in the network Rawvby-Rt,, Nt matrix is used by
the SuperCoordinator to describe the network ireord choose the new coordinator of
association. Columns of tiNt matrix are roads that form the network.

Ne[i, ] = {n if the n'" coordinator exists 27)
' otherwise

Page (76)



Chapter 4. An Enhanced Mobility Management Approach for IEEE 802.15.4 protocol

4.6.2. Sdection of the new coordinator

Our speculative algorithm favors the movement adasoon the same road. By default, it is
supposed that nodes move from the coordinator bate highest hierarchical address to the
coordinator having the lowest hierarchical addr&se choice of the coordinator is based on
the previous coordinator of association and on dheent road of a mobile node. If the
address of the previous coordinator is higher tih@naddress of the current coordinator, the
direction of movement is supposed to be changedhisebe a vector containing threvalue

of the previous coordinator of association of eaubbile node M. Letd be a vector that
corresponds to the current road of a mobile M. Riseandrd vectors are updated at the end
of each new successful association (HNot frame iguré 20). The choice of the next
coordinator of association is done according toNhenatrix. Nt[i,j] corresponds to the entry
of the Nt matrix that refers to positionof the current coordinator of M in the currentdga

The corresponding pseudo code for this algorithmbieadescribed as follows:

j = rd[M]
If (hist{M] == Nt[i+1,j] and hist[M] != 0 and i >=1)
Then return Nt[i-1,]
Else if Nt[i+1,j]'=0
Then return Nt[i+1,j] /Il e.g at the first celhanging
Else
return Nt[i-1,j] /I e.g the last coandtor of a road

End If

4.6.3. Simulation use cases

The LQlireshois @nd mobile nodes speed have been varied in twWerelift use cases. In the

studied networks, the SuperCoordinator does neggbed beacon frames nor permit mobile
nodes association. The mobile node speed varies Irto 7 m/s. Nodes are considered to be
in an ideal environment, without noise and wheee glgnal is only affected by the distance
and interferences caused by transmitting nodesatteapresent in the network. We start our
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evaluation with a single-road use case (Figure \22¢re mobile nodes are configured to
correctly choose association coordinators. Thenewsuate a multi-road use case (Figure
21). We examine the cell change success rate puozed both use cases. Afterwards, we

evaluate the efficiency of our approach in termsrdrgy and delay.

4.6.3.1. Single-road use case

As llustrated in the Figure 22, in this use ca$e mnhetwork is composed of one
SuperCoordinator (node 0), three aligned coordmsafnodes 2, 3 and 13 in red), and 12
mobile end devices (in green color). The correspandt matrix for this single road use case

is the following:
Nt™1=(1230..0)

Mobile nodes move in the coverage area of the tlme@dinators following a straight
trajectory. Before nodes start to move, all of thame associated and LQI value of each
received packet is the highest value (255). Inghisly, the simulation duration has been fixed
to 300 secondd.Qlinresholg IS Varied from 127 to 250. All nodes move only endlodes
initially associated to C13 moves to the C3 coveragea. Nodes initially associated to C3
moves to the C13 area. Nodes initially associabe@2 moves to the area of C3. The next
coordinator of association is, then, properly clhoges a consequence, the failure of the
procedure is only due to packet loss. The Figur@rg3ents results of the successful rate of
changing cell procedure depending on &Qhogand on the speed valiewhich is equal to
m/s. Based on these results, we consider that@gdsnoiqvalues can be classified into three

zones whatever the speed of the node.

e Zone 1 The mobile node is close to the next coordinattkerefore, synchronization
with its current coordinator may be lost before ti@nresnoid iS reached. Moreover, in this
case, if theLQliresholdiS reached, the IgiNot and the IgiRsp frames maybaosuccessfully
received. The success rate decreases when theispesakes.
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Figure 22. Single road use case for differentQI ireshold
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Figure 23. Success rate v&.Ql hreshoig @and speed

* Zone 2 A mobile node is close enough to its current dowtor when it
communicates with it. The probability that IqiNatdalgiRsp frames are successfully received
is better than in the zone 1. At the receipt oREp, a node may be enough close to the next
coordinator to communicate with WhenLQlreshoiciS between 164 and 206, the success rate
is greater to 50% whatever the speed.

* Zone 3 The node is close to its current coordinator. prabability that IgiNot and the
IgiRsp frames are successfully received is highantin the first zone. However, since the
node is close to its current coordinator, messagiesed to the association procedure (with

the new coordinator) may not be successfully reszkiin this zone, the success rate increases
when the node speed decreases.

4.6.3.2. Multi-road use case:

The geographical organization of the multi-road oase is described on the Figure 21. The
network is composed of one SuperCoordinator (ngdé2coordinators and 7 mobile nodes
(nodes 13, 14, 15, 16, 18 and 19). The SuperCaatatiand the mobiles nodes are not shown
on the Figure 21. The Coordinators are grouped #htooads (rl, r2, r3 and r4). The
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correspondingNt matrix for this multi roads use case is the follogv (only the first 5

representative lines of the matrix are presented):

/1 5 9 11\
2 6 3 6
Nte=|3 2 10 9
4 7 0 12
ko 8 0 o)

All mobiles nodes are associated before they stariove. The simulation lasts 400 seconds.
Mobile nodes randomly start moving 70 seconds dfterbeginning of the simulation. As in
the single road use case, we have performed siionsain order to determine the successful
rate of changing cell for mobile nodes having défe speeds. TheQlineshoidiS Set to values

going from 165 to 195. This corresponds to the Zbpeeviously mentioned.

As shown in Figure 24, the successful rate of clmngell procedures is lower than in the
first case. However, this result was expected lmranodes move randomly and the
geographical organization of the network is mormplex. Nevertheless, it can be observed

that even in this complex use case, the succesgimay be up to 40% for a speed of 5m/s.

45

U% success rate
40

35 —r—\f1

30 + "y 3

23 V3
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Figure 24. Success rate vs. LQ@leshoid and speed

4.6.4. Gain in energy and delay for both scenarios

In our enhanced changing cell approach, the opéitimz of energy consumption of mobile
nodes is based on the LQI metric. The objectivehef approach is to reduce the energy
consumption and changing cell delay in comparisih the original IEEE 802.15.4 protocol.
The delay of a changing cell procedure is calcdldtem the time a node receives the last

beacon to the time that it is successfully assedié a new coordinator. Let the initial node
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energy be the energy when a node sends an |giNehen it begins to make a scan just after
a beacon receipt. The energy consumption of a m®dke difference between the initial
energy and the final energy corresponding to tlegggnat the end of the procedure. Figure 25
and Figure 26 respectively show the gains in enargy delay obtained using our approach.
Sl corresponds to the mobile nodes speed values! Ror each speed and &Wlhreshold
values, both the average energy consumption anditbeage delay for all changing cell
procedures are computed. In the Single-road saeb@iiheshoigvaries from 127 to 250 and in

the Multi-road scenaritQlreshoigvaries from 165 to 195.

As it can be observed, in the single-road use @asejew approach reduces up to 70.42% the
average energy consumption of mobile nodes whdeatlerage delay can be decreased up to
73.9%.

In the multi-road use case, results show that wereduce the average energy consumption
of mobile nodes up to 58.17% as well as the avedadgy up to 49.75%. Of course, in a
multi-road configuration, the probability of sucsefor changing cell is lower than in the
single road use case. In fact, although the nuraberobile nodes is reduced (6 instead 12),
nodes are moving randomly over a longer duratia.aAconsequence, the probability that
they access the medium simultaneously is gredtes increasing the number of collisions
and backoff periods. Moreover, the probability &t g wrong next coordinator of association
(i.e. wrong next coordinator in the IgiRsp fram&)ricreased.

When a node only moves from a coordinator zonerteighbor coordinator one, the changing
cell procedure will certainly successfully end lne tassociation of the mobile node to the
coordinator. In this case, if the mobile node’sexpés high, it will be faster within the new
coordinator area. Thus, changing cell proceduraydahd consumption average energy will
be lower. As a consequence, the gain in energydatay is higher when the speed is higher.
However, when it enters within a coverage area afyrcoordinators while moving at a high
speed, the node may begin a changing cell procedlitinea coordinator and then leave its
coverage area before the end of the proceduréiidncase, the gain in energy and delay is

higher when the speed is lower as obtained in¢bersl use case.
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Figure 25. Energy gain for the Single-road and thulti-road use cases in comparison
to the standard
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Figure 26. Energy gain for the Single-road and thulti-road use cases in comparison
to the standard

4.7. An LQI threshold formula for mobility management

In the subsection 4.5, we have presented a nevoagp for mobility management for IEEE
802.15.4/ZigBee mobile nodes in a cluster tree ltgpo Simulations in subsection 4.6 have
demonstrated that anticipating the cell changerbetre loss of connection coupled with the
right selection of the next coordinator reduces ¢hergy consumption average of mobile
nodes. It has also been boosted that the link tyuals an important impact on the
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performance of our approach. In consequeh@Hnreshoidhas to be adjusted according to the
channel conditions. A connection between the miybdehavior of nodes and our mobility
management approach efficiency has been figuredbgutarying speed of nodes and
simulation use cases. Therefore, we examine ouoapp efficiency for the Manhattan and

the random waypoint mobility models.

In the previous evaluation, th&lnesnoigWas a constant value identical for all nodeshis t

subsection, we propose a formula to compu@éeshold

4.7.1. LQlhreshoig formula

In IEEE 802.15.4 beacon-enabled mode, end devicespariodically receiving beacon
messages. Cases where LQI decreases due to ietederduring the beacon time slot are
ignored since all associated nodes are not allawadansmit. Thus, for a defined level of
noise, the LQI of a beacon packet depends onlyherdistance between the sender and the
receiver. However, during the contention accessoge(CAP) the LQI may depend on

interferences caused by communicating nodes.

As it can be observed in Figure 27, when a nodenawing through a coordinator (C)
coverage area, it can be associated to C aftearaseriod and/or an association procedure.
As soon as M receives an association response @oamLQl;: based on the first received
beacon frame is stored. A handover procedure r$edtaas soon as the LQI of a received
packet is less than dQlesnoig The time when the handover procedure must beedtare.

the LQkreshoigChoice, has to be determined carefully, neithergarly nor too late.

LQI(P) = LQlyz !
Scan and/pr Association l Handover [Bx‘dependent)
e e 1

Figure 27. LQI value during node movement through aell
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As illustrated in Figure 27, during the associatimocedure, packets can be exchanged
between a mobile node and its coordinator. During interval, these packets have an LQI
lower thanLQli»it and higher thahQln,i, in all cases. It can be concluded thatltidreshold
has to be within this interval and it must alscetaito consideration some network parameters
that can have an impact on LQI. Parameters thabeaalso included to determih€lireshold
value are the number of end devices in the clusiter,number of transmitting nodes, the
distance from the coordinator, the node velocitty, e

So far, only the distance and the velocity of melnibdes have been taken into account. The

proposed formula to compute the L@khois as follows:
L Qltnreshola= LQlinit = (LQlinit = LQlmin) / B (28)
WhereLQlnmin is a constant angl> 1.

Note thatLQlmin is RF transceiver dependent. It can be noticeu faor-1) that the highep is,
the earlier the handover procedure is started (aoetversa). In Figure 27 only a straight

trajectory is represented for M. In fact, a molitgle may have any other trajectory.

4.7.2. Impact of p parameter

We conduct some experiments in order to evaluage ithpact of3 in the LQhreshold
computation. In this use case, coordinators fognicaas shown in Figure 28. The mobile end
devices’ number and theparameter value have been varied and the avertajeehergy that

is consumed during cell reselection procedures deesn computed. Results are given in
Figure 29. So far, this average energy has onlgesponded to the power required by the RF

transceiver.
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Figure 28. Coordinators in the grid architecture

Figure 29(a) presents results for the random wanpmiobility model, while Figure 29(b)
provides results obtained using the Manhattan mdgelsimulations have been done with
NS-2 simulator,LQlmin is equal to 128 andlQlnax is equal to 255. The communication
channel is considered to be without noise andferters. Simulation duration is 2400 seconds
and other setup parameters are specified in Tdbl&anhattanfurnProb parameter is set to
0.2, meaning that a node has a 0.2 probabilityhenge its current road (i.e. to turn left or
right). It is important to note that in this casmergy consumption in cell reselection
procedures may also be due to errors of the spaukgorithm. To eliminate the influence
of this kind of errors, we have varied the veloafya mobile node M that goes back and forth
between the two extremities of a grid road. Thet m@ordinator of association of M should
then be correctly chosen each time. There are 2 atobile nodes (plus node M) that move
randomly during the simulation period. The sucaes$s is computed for each velocity value
given ap value. Figure 30 presents the percentage of hamdewccess rate according to
different node velocity values as well as differenbices o3 value. The results highlight that
the success rate decreases when the velocity sgge@ombining the average energy (Figure
29) and the success rate metrics (Figure 3@Nalue of 2 represents a good tradeoff.
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Figure 29. Energy spent in cell reselection procedes for different g values
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Figure 30. Success rate Vs. Velocity of node forfterent p values

4.8. Same-road speculative algorithm

The first speculative algorithm that has been bhiced in subsection 4.6.2 favors the
movement of nodes on the same road. In 4.6.2,inhmlization of coordinators was
organized in relation to their geographical posi@and coordinators belonging to the same
road had to be sequentially initialized so that/thave successive addresses. Each road in the
previous proposed speculative algorithm was thesefepresented by a column in tNeé
matrix. A shortcoming of this organization is thedme roads may not be explicitly
represented. This is for instance the case wheroaldinators of a road are already initialized
in previous defined roads. As a consequence, snddise, some handover procedures will fail.
In this subsection, we propose a new matrix streciithout constraints on the initialization

time of coordinators. Columns of the new matrixaliee vertical roads and its rows describe
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horizontal roads of the grid. The matrix is thepusely spatial representation of the network
topology. This organization of the matrix allows easier and more efficient management of
mobility.

The choice of the next coordinator of associatmmaf mobile node is based on the previous
coordinator of association and on its current réadefault road corresponds to the horizontal
road containing the coordinator of association. &adlt direction is also defined and
corresponds to the x_axis (Figure 28) vector fatesomoving on horizontal roads, and to the
y_axis vector for those moving on vertical roadishé previous coordinator is situated on the
left of the current coordinator, then the next domator will be the coordinator which is on
the right of the current one (and vice-versa). @Qirse, in mobility scenarios, nodes can turn
left or right; which leads to some wrong selections of the next coordinator. A network matrix
(Nt Matrix) in the SuperCoordinator is used to destrihe geographical distribution of

coordinators.

Let rd be a vector of size N that corresponds to theeotinoad of a mobile M. We use the
vectorhist of size N that contains the value of the previcosrdinator of association for each
mobile node M. Thdnist andrd vectors are located in the SuperCoordinator whigtiates

them at the end of each new successful associdti@position of the current coordinator in
the matrix is determined based on two attributeskvhre the current road of the mobile and
the position of the coordinator in the matrpo§. The enhanced algorithm of selecting the

new coordinator is defined as follows:

road = rd[M]

If (road isVertical)
If (hist{M] == Nt[pos+1,road] and hist[M] != 0 and g8 1)
Then return Nt[pos-1,road]
Else If (Nt[pos+1,road] != 0)
Then return Nt[pos+1,road] /Il e.g. at the first alanging

Else

return Nt[pos-1,road] /le.g. the last coordimatba road
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End If

Else//horizontal movement

If (histiM] == Nt[road,pos+1] and hist[M] != 0 and pasl and Nt[road,pos+1] != 0)
Then return Nt[road,pos-1]
Else If (pos> 1 and Nt[road,pos-1] != 0)
Then return Nt[road,pos+1] /I e.g. at the first adlanging
Else
return Nt[road,pos-1] /le.g. the last coordimatba road

End If

End If

4.8.1. Simulation setup

Coordinators are organized according to the grichigecture shown in Figure 40. In
simulation scenarios, all nodes are already assutisefore they begin to move. For each
mobility model scenario, all end devices are mohitel their number is varied. We use the
simulation setup given in Table Jable 11 gives the remainder setup parameterslfor a
mobility scenarios evaluated in this subsection.

Table 11 Simulation setup

Parameter Definition Value
Xdim (m) Size of the grid on x-axis 100
Ydim (m) Size of the grid on y-axis 100
N Number of coordinators per road 5
Duration (S) Duration of the mobility scenario 300
speedChangeProb Probability for the mobile to charsgspeed 0.2
minSpeed (m/s) Mobile's minimum speed 0.5
meanSpeed (m/s) Mobile's mean speed 3.0
pauseProb Probability for the mobile to pause 0
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4.8.2. Evaluation of the proposed approach

In this subsection, some parameters of mobility e®dre varied in order to study their
impact on the node energy consumption and theestlection delay.

4.8.2.1. Impact of mobility model on network performance

Different simulations have been performed in ortterfigure out the performance of the
network in term of energy and cell change delaymhedes are moving according to one of
the three different mobility models: the random p@int (RWP), the gauss-markov (GM) and
the Manhattan (MHT). In these simulations, nodesndb have pause periods. The turn
probability (TurnProb in Manhattan mobility model scenarios is set 1. The number of
moving nodes has been varied from 6 to 30 withep sff 6. Figure 31 shows the average
energy (Figure 31 (a)) and the average delay (Ei@dr (b)) for the three different mobility
models when using the standard mobility managemetedure as defined in IEEE 802.15.4
protocol. Average gain in energy and delay whengusiur approach are shown in Figure 32
(respectively in (a) and (b)). As it can be obsdrireFigure 31, the average energy and delay
consumed during procedures of change of cells imHd#dan is higher than the other two
models. In fact, in Manhattan model, nodes are ngpalong roads. Thus, even though their
trajectories may be slightly deviated, they stdva more or less straight trajectories to reach

a cluster coverage area during change of cell poree

(a. Energy) (b. Delay)
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Figure 31. Average energy and average dalay durincgll reselection procedures
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Figure 32. Gain in average energy and average delaging 3 different mobility models

However, the standard procedure requires that nedes in a scan period before beginning
the association procedure. As a consequence, modgdeave the coordinator coverage area
before they finish the association procedure. quf@ 32, it can be seen that the average gain
in delay and energy is higher when the Manhattadehis used. In fact, since coordinators
cover all the grid area, when using Manhattan; nodes enter more rapidly the next coordinator
coverage area. Using our scan-free approach, gasket during association procedures are
then more likely to be successfully received; thus decreasing the amount of control packets as

well as the delay of the procedure. In our cags,ithprovement is also due to our speculative

algorithm since, in Manhattan, nodes are moreyikelstay on the same roatu¢nProb0.2).

4.8.2.2. Evaluation of the approach with Manhattan mobifitgdel

In the previous paragraph, the turn probability weisto 0.2. Thus, the probability that nodes
stay on the same road is very high (0.8). This esgmts almost the best case as our
speculative algorithm favors movement of nodes le dame road. In this subsection, we
present simulation results wh&arnProbchanges (0.2, 0.5 and 0.8) and when the number of
mobile nodes varies from 6 to 24 with a step ofv@o cases have also been considered: with
pause (WP) and without pause (WOP) of mobile nobtethe first set of simulations (WP)
pause probability is equal to 0.1.

Figure 33 shows the average energy spent in chaingell procedures when our approach is
used. WP 0.2 means thRirnProbis equal to 0.2 and nodes are having pause peiiocksn
be seen that the enhanced procedure is more affisieen pause periods are allowed. In fact,

since the grid area is covered by coordinators,ménenobile node stops moving for a period
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of time, it is more likely that it successfully f#mes a handover procedure in a short period of
time. However, if it is moving for a longer periotl,may not have enough time to finish a
handover procedure and leaves the average arba aktv association coordinator before the
end of the procedure. In this case, the numberasfsmitted control packets (association
request/response, handover request/response edaist, beacon request) increases. So does
the energy. Figure 34 and Figure 35 respectivgdyesent the corresponding gains in energy
and delay compared to the standard procedurenlbeanoticed that they are both important
when TurnProb parameter is low (0.2). That is expected due to smpeculative algorithm.
However, even ifTurnProb parameter is higher (0.8), the gain is still a@0% for 24

mobile nodes.

mWOP 0.2

mWOP 0.5
= WOP 0.8
| WP 0.2

Energy (10°))

m WP 0.5
m|m WP 0.8

(3 12 18 24
MNo. of Nodes

Figure 33. Average energy spent in cell reselectigogtocedures (MHT model)

(a. TurnProb = 0.2) (b. TurnProb = 0.5) (c. TurnProb = 0.8)
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Figure 34. Gain in energy (MHT model)
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(a. TurnProb = 0.2) (b. TurnProb = 0.5) (c. TurnProb = 0.8)
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Figure 35. Gain in delay (MHT model)
4.8.2.3. Analysis of the energy consumption of a mobile node

So far, evaluation has dealt with the average gnargl delay of all the mobile nodes for
different mobility models, with or without pauseydadifferent number of mobile nodes. In
this subsection, the objective is to study the behman terms of energy consumption of a
specific mobile node called M (instead of all thedes) for different network conditions. For
instance, M keeps the same trajectory while thelbmimof mobiles varies. Pause probability
value is the same for all mobile nodes in eachatenCommon simulation parameters are
set as in Table 9 and Table 11.

Given the pause probability, two sets of simulatiare defined. In the first set of simulations,
we do not define pause periods. In the secondpsetse probability is equal to 0.1. Turn
probability is set to 0.2 in all simulations. Tretieries of other end devices are different in
each simulation. Figure 36 shows the remaininggner M at the end of the simulation
when the total number of mobile end devices vaonedoth scenarios (WP and WOP) using
our approach (ENH) and the standard (STD). Glop#ily remaining energy decreases when
the total number of mobile nodes increases. Thexpgectable since increasing the number of
communicating nodes increases collisions and tr@iansmissions of packets. Network
conditions (here the number of mobile nodes anddtaries) have then an important impact
on the energy consumption of a mobile node M havhey same trajectory. We can also
observe that the remaining energy is in some caggeer using the standard protocol than
using our approach. The reason is that the mobitke ™ is synchronized for a longer period
of time to network coordinators. This is observedFigure 37. This figure illustrates the
number of received beacons by the mobile nhode Mhersame scenarios that correspond to

Figure 36. As it can be seen, the number of redebaacons is higher using our enhanced
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handover procedure than when using the standard.i§ kerified for any value of the pause
probability. So, having a mobile node synchronif®da longer period is energy consuming
but the energy is spent for good reasons, mainlynf@intaining a good link and reducing the

latency.
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Figure 36. Remaining energy of node M vs. number and devices
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Figure 37. Number of received beacons by node M dumber of end devices
4.8.2.4. Impact of noise on the new mobility approach

So far, our approach has been evaluated withousidering noise that is very common in

realistic use cases. Moreover, we have based L@neshois fOormula on making the
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assumption that the same level of noise is assehs@ty the movement of an end device
within a coordinator coverage area. In this sulisectwe evaluate the efficiency of our
approach including theQIlreshoigformula using an additive white Gaussian noise [¥GY.

Table 12. Simulation setup for noisy environment

Duration (s) Duration of the mobility scenario 300
Variance The variance of the AWGN model 0.3

We used the same network architecture describsdbigection 4.8.1 and summarized in

Table 9, Table 11 and Table 12. For each mobilibdeh scenario, all end devices are mobile
and their number is varied. End devices are peradlgireceiving beacon messages. Nodes do
not send data. In our simulation scenarios, duadise effect, some nodes may not be

associated before they begin to move.

Each mobility model scenario has been simulates Without considering the noise, and then
with an AWGN model. MHT_N, RWP_N and GM_N corresgddo the simulation scenarios
when the noise is considered. The results of tkeaats without considering noise (MHT,
GM and RWP) correspond to the results shown inréi@l and in Figure 32. The speculative
algorithm that favors node movements on the sanael ie used. The Figure 3hows
simulation results that correspond to the averagegy (Figure 38.a) and the average delay
(Figure 38.b) during cell reselection procedurdse Figure 3%Bhows simulation results that
correspond to the gain in energy (Figure 39.a) andlelay (Figure 39.b) during cell

reselection procedures in comparison with the stahtEEE 802.15.4 procedure.

Due to the random behaviour of the noise combingl thie pseudo-randomness of packet
transmissions (MAC backoff period), simulation deswith a noise model are not always
worse than those that did not. Moreover, the resigimonstrated that even when the noise is
considered, the energy consumption and the delaybeareduced up to 42% and 58%
respectively. Thus, we verify that the propo&€llinesnoiaformula is efficient even in a noisy

environment.
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Figure 39. Gain in average energy and average dglaising 3 different mobility models

4.9. Probabilistic speculative algorithm

So far, the speculative algorithm (subsection th8) has been evaluated has only favored the
movement of a node on the same road. A default haadbeen defined which corresponds to
the horizontal road containing the coordinator sfaxiation and a default x_axis vector
direction (Figure 40). According to this algorithrhthe previous coordinator is situated on
the left of the current coordinator, then the nedrdinator is the coordinator which is on the
right of the current one (and vice-versa). The rettid not take into consideration the fact
that nodes are able to turn left or right. Morep@enode may leave the coordinator coverage
area before it finishes the association proceduhgch may be due to its speed, to the delay

of the reselection cell procedure or to the ndisehis case, even if the previous coordinator
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of the mobile node and its current coordinator bglto the same vertical road, the default

horizontal direction will be used.

In this subsection, we propose a new speculatigerithm that takes into consideration the
cases where nodes change roads (turn left or right) the cases where the previous
coordinator and the current coordinator of a mobdee are not two successive coordinators

of the same road.

Both speculative algorithms are compared. The flgobrithm that was proposed in 4.8
supposes that nodes stay on the same road. Weinttaesame-road algorithm. The second
algorithm is a probabilistic speculative algoritithrat randomly selects the direction of a
mobile node. The probabilistic speculative algaritiis detailed in subsection 4.9.1 and a
comparison of both algorithms is conducted in21.9.

4.9.1. Description of the Probabilistic Algorithm

Let (i,j) be the coordinates of the current cooatiim of association in thlt matrix and let
(",])) be the coordinates of the previous coordoveof association in thet matrix. As shown

in Figure 40, around the current coordinator (he. red circle in Figure 40), the grid can be
divided into four zones (A, B, C, D). The previammordinator of association is located in one
of these zones (denoted previous zone). The prevoune is determined by comparing the
coordinates (i’,j") of the previous coordinator time Nt matrix and the coordinates (i,j). The
results of the comparison are given in TableTl# previous zone is randomly chosen if the
previous coordinator and the current coordinateg tve same or if it is the first cell

reselection of the mobile node.
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Figure 40. Grid architecture
Table 13. Zones of a coordinator
Previous Coordinato Previous Coordinator Previous Zone
X-coordinate Y-coordinate
P> i<] A
i <i i <j B
i <i i > C
i"> i > D
I'=ior j=jor Random
I” undefined j undefined

The new speculative algorithm uses the previous zomd a random direction determined

using a normal distribution of a set of 3 possititections:

» Straight (S): the probability of S is 0.5

* Right (R): the probability of R is 0.25

* Left (L): the probability of L is 0.25
The algorithm first predicts the next zone to whitle mobile node is moving using the
rotation table given in Table 14. Then, it deteresithe coordinated of the next coordinator of

association based on Table 15.
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Table 14. Rotation Table to determine the next zone

Predicted Direction

Previous Zone

o0|m>

W >oO00m
O|m|>gOr
> O|0|m|o

Table 15. Coordinates of the next coordinator

Next Zone | X-Coordinate | Y-Coordinate
A i j—1

B i—1 )

C I j+1

D i+1 J

If the current coordinator is in the extremity betgrid, then some zones are not available.
The algorithm has to choose a direction correspanto one of the available zones. For
instance, iff =0 and 0 § <N - 1, whereN is the maximum number of coordinators per road,

zone B is eliminated from the direction predictadgorithm.

4.9.2. Gainsin energy and delay of the probabilistic algorithm

The Figure 41 shows simulation results that coordpto the gain in energy when the
probabilistic speculative algorithm is used in camgon with the same-road algorithm. The
Figure 42 shows simulation results that corresgorttie gain in delay when the probabilistic

speculative algorithm is used in comparison withgame-road algorithm.

As it can be seen in Figure 41 and Figure 42, fmr tandom waypoint scenario, the
probabilistic algorithm is better than the samedralgorithm. When the Manhattan model is
used, the same-road algorithm gives better reskiiis. can be explained by the fact that the
turnProb parameter (the probability that the node turnt defright) is relatively low (0.2).

The gain in energy and delay is almost equal to fmrthe Gauss-Markov mobility model.
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4.10. Summary

same-road algorithm

In this section, a global network architecture thefficiently handles mobile IEEE

802.15.4/ZigBee end devices has been proposedewAnmobility management approach has

been presented and evaluated using simulations. prbposed mobility management

approach anticipates the link disruption by cotitiglthe LQI value of each received packet

and uses a speculative algorithm. RA@lneshoid formula and two speculative algorithms

(respectively denoted same-road and probabilistas)e been proposed and evaluated in a

grid network. Results obtained in simulation witlifedent parameters related to mobility

(mobility models, speed, number of nodes, etcd teahe following conclusions:
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* The gains in energy and delay of our mobility ajgfoin comparison to the standard
protocol procedure are important. Moreover, the ititgbmanagement approach has

proven its efficiency even in a noisy environment

* The mobility behavior of end devices has a greataich on performance. It includes
the speed of nodes, the mobility model, and somanpaters such as the probability
of pause and the Manhattan ModelnProb parameter. Nevertheless, simulation
results demonstrate that our approach always ingsr@erformance (in energy and

delay) when compared to the standard procedure

The work that has been conducted in this chapterbean presented in several papers. The
approach for mobility management has been firsp@sed in [Chaabane 2011]. In [Chaabane
2012a], the efficiency oLQlwreshoid has been proven. In [Chaabane 2012b], @& eshold
formula and the node mobility behavior have beermstigated. Finally, we have presented

the probabilistic speculative algorithm and the aetpof noise in [Chaabane 2013].

In addition to the mobility management, other feasucan be explored in order to even more
reduce energy consumption while maintaining a glaki quality. In the next section, we
propose to investigate the rate adaptation capamliEEE 802.15.4 networks to improve the

power consumption of mobile nodes.
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Chapter 5. Rate adaptation

algorithm

5.1. Introduction

As mentioned above, the problem of rate adaptatissensor networks has almost not been
investigated. In section 3.5.2, we have presethteanost relevant studies that focused on rate
adaptation in IEEE 802.15.4 WSN. However, in thetgdies, nodes’ mobility cost and
impact on the link estimation and rate selectios wat a major concern. In mobile networks,
wireless channel conditions are constantly changiigs, assessing the channel conditions
using the channel history (i.e. statistics of paskielivery ratio (PDR)) may lead to irrelevant
estimations. Thus, more accurate parameters thdh iRiRe to be used in the design of a
PHY-aware MAC protocol. In this section we proptse rate adaptation algorithms and we
adjust the data rate according to information frii@ last received packet. As it has already
been done in [Lanzisera 2009a], we add three starte delimiters (SFDs) corresponding to

the three additional data rates.

We have presented in the previous section a newlitlgahanagement approach and we have
proved its efficiency in terms of energy and delays interesting to evaluate this approach
when combined with a rate adaptation algorithm.réfoee, we present in subsection 5.2 a
mobility-aware rate adaptation algorithm based be LQl parameter and using the

LQlihreshoid We evaluate our approach using the NS-2 simulator

Then, in subsection 5.3, we propose a secondadd@tation algorithm that uses a more
accurate link quality estimation based on the d@rijor rate of received packets. Given the
limitations of the NS-2 simulator channel modelingg use another simulator, WSNet, to
evaluate this second approach using an ad hoc EEEL5.4 network with a non beacon-

enabled mode.
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5.2. A Mobility-aware Rate Adaptation Algorithm

In order to reduce the energy consumption of IEBE B5.4 mobile end devices, we propose
a hybrid approach that combines mobility manageraexdt rate adaptation. We evaluate the
efficiency of this approach in an IEEE 802.15.4stdu tree network connected to a backbone

network.

5.2.1. Rate selection algorithm

We estimate the link quality using the LQI of tlastlreceived packet. The appropriate rate to
be used is then determined according to the LQIevdRegardless of the current data rate, the

next packet data rate is selected based on thersussit LQI at that frequency.

Our method defines LQI thresholds to be used bydke adaptation algorithm. The range of
possible LQI values is determined based on the maxi and the minimum LQI value of a
packet. Given that our rate adaptation algorithnused with our mobility management
approach, th&QlineshoidiS the minimum value that can be taken into actolimerefore, for
each new successful handover the LQI range is ctedmgain and thus the rate adaptation
LQI thresholds. Obviously, if a node is static, timéimum possible LQI value iEQIlnin.
Then, after determining the available range cooedmg to the link between the mobile
node and its new coordinator, four intervals aremheined based on the rate adaptation LQI
thresholds _ each one is assigned to a rate.

Let LQIlvax be the maximum value of LQbpduLQlthe LQI of the last received packet and
setRag() the function used to update the rate of a glirdn Our proposed algorithm is as

follows:

LQIra = ceiling((LQMax - LQlreshoig/4)

If (ppduLQI> LQIvax — LQIrA)
Then setRatef);

Else If (ppduLQI> LQlyax — LQIra * 2)
Then setRatef);

Else If (ppduLQI> LQIyax — LQIra * 3)
Then setRatel);

Else
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setRatel);

End If

Based on th& Qlyyreshoid formula given in(28), it can be noticed thdiQIlgra is a function of
LQIlinit, LQImin andLQlIyax. WhenLQlinit is high,LQIgra is low. In this case, the LQI values’
range for each rate is small. Therefore, rate 8elealgorithm is more sensitive to the
channel condition changes: when the quality of okanvorsens (i.e. LQI of the received
packet decreases), it is more likely that the date drops. Actually, if a node is entering a
new coordinator coverage area then the longer #éimeldver procedure, the more likely the
LQIinit iIs to be higher. In this case, the channel comutihave not been good enough to
establish a new association for lower LQI valueswklver, when the channel conditions are
good, the association is quickly successfully digthed and thus the correspondin@lin: is
low. The rate adaptation algorithm uses this infation in order to dynamically adjust its rate
adaptation LQI thresholds computation regardingdmedover procedure conduct.

In our approach, the acknowledgments (ACKs) havbet@®nabled so that both sender and
receiver are able to estimate the link quality ahe packet sent. Acknowledgments are sent
according to the last computed rate. The beacandria always broadcasted using the legacy
rate in order to ensure its reception probabilitye beacon request frames are also sent using
the legacy rate given that nodes that are requebacons have not been associated yet and

do not have a full knowledge of the channel coodsi

5.2.2. Evaluation of the Approach

Simulations are performed in order to evaluategédormance of the network in terms of
energy and synchronization time when nodes are mgo¥is mentioned earlier, when a node
does not receive a beacon, it does not send deketpand has to enable its receiver in order
to find the beacon. Therefore, the higher the numiiereceived beacon, the longer
communications can be assured. Thus, the synclatmonztime is estimated by the number of

received beacons.

First, we compare the network performance whengutiie mobility-aware rate adaptation
algorithm (RA+MM approach) to the mobility managemepproach (MM) and to the

standard protocol procedure (STD). We vary the remabd mobile nodes from 6 to 30 by a
step of 6. This first set of simulation scenarios imtended to evaluate the efficiency of the
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RA+MM for the whole network. Then, we focus onefficiency for a given communicating
node that can be a sender or a receiver. The dafgation algorithm is strongly dependent on
the channel conditions that vary over time. Thaeefdhe performance of our algorithm is

evaluated when the packet interval changes.

5.2.2.1. Simulation Setup

The noise model is an additive Gaussian white n(#&8WN) generated using the Box-
Muller method [Box 1958] and the variance is sed.td Simulations are carried out using the
NS-2 simulator [NS-2]. . A two-ray ground propagatimodel is used. We use the Manhattan

mobility model without pause periods and with antprobability (TurnProb) set to 0.2.

Table 9 and Table 16 summarize setup parameteas! imobility scenarios.

Table 16. Simulation setup in mobility-aware rate daptation algorithm evaluation

Variance The variance of the AWGN model 0.3
Duration (s) Duration of the mobility scenario 1800
5.2.2.2. Network Performance of the Mobility-aware Rate Addipn Algorithm

The average number of received beacon by end deasewell as the average remaining
energy are determined for each scenario and givéingure 43 and in Figure 44. As it can be
seen, the average number of received beacon amdrtta@ning energy are more important for
both RA+MM and MM approaches compared to the stahdBEE 802.15.4 protocol.
Despite the difference between the average nunfbeceived beacons when using either the
RA+MM or MM approach is not very important, the r@mng energy when using the
RA+MM approach is more important. As a consequeane,can verify the energy efficiency
of the RA+MM approach.
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5.2.2.3. Performance Analysis of a Communicating End Device

So far, we have not considered the case where emited are communicating. In this

subsection, we conduct simulations where two nalescommunicating. In the beacon-

enabled mode, packets sent from a source (Src)destnation (Rcv) are routed by the

corresponding coordinators of Src and Rcv evenhdytshare the same PAN (same
coordinator for both the sender and the receiverpur approach, if the Src and Rcv are not
in the same PAN, packets are routed from the coatdr of Src to the coordinator of Rcv

through the SuperCoordinator. This hybrid routmgchanism is implemented and added to
NS-2 simulator. When an end device receives a padkie an LQI lower than th&Qlinresholds

it has to trigger the change of cell proceduredryding an LQINot message to its coordinator.
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When it receives the LQIRsp, it has to begin theoastion procedure with the new
coordinator. At this stage, the node cancels tlukgiaransmission and resumes it at the end
of the association procedure. If nodes are recgidata packets, the probability that they
trigger this procedure more often is higher. Moexpwhen end devices are sending or
receiving data packets, the amount of exchangedkepgcwith their corresponding
coordinators is more important. In consequence,dawices are able to update the data rate
more quickly.

iii.  Energy, synchronization and PDR evaluation

Simulations are conducted using both RA+MM and Mppr@aches as well as the IEEE
802.15.4 standard protocol (STD). We study the rhpd communication on the remaining
energy and the synchronization time of both seadeérreceiver. In our simulations, packets’
length is 113 bytes (physical layer) and they anet sising a constant bit rate transmission

every 10 seconds. The packet delivery ratio isrdeteed in each simulation.

It can be seen in Figure 45 that the number ofivedebeacons for both the sender and the
receiver is consistent with the general networkiwat#gon results shown in Figure 43. It can
also be seen that the received beacons’ numbertbfdender and receiver is higher than the
average beacon number from Figure 43. Moreovert & illustrated in Figure 46, the
remaining energy in the RA+MM approach is highenthn the MM approach. However,
unlike the results obtained in the previous simairet (Figure 44), the remaining energy when
using the standard protocol is the highest amoegtliree approaches. Actually, when using
the standard protocol, the time during which nodes not synchronized is the longest.
Therefore, the number of sent and received datkepads the lowest. As a result, the energy
spent in data communication is lower than in thetRIM and MM approaches. We can also
deduce from Figure 44 and Figure 46 that data im&sson has a stronger impact on the
remaining energy than the cell change procedureshwh mainly due to the length of data
packets. Figure 47 gives the packet delivery i@IOR) for the different approaches. It can be
seen that there is a slight variation between theN®M and the MM approaches. However,

PDR is always better than in the STD case.
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iv. Impact of packet interval

As it has been evoked in subsection 3.4.1, th&|B&2.15.4 slotted CSMA/CA protocol uses
backoff periods to overcome packet transmissiolurigs. In fact, if a packet transmission
fails, the sender has to wait for a random backmfiod before resuming the packet

transmission. However, this period is computed pedelently from the channel coherence

time.

In this section we highlight the impact of modifgithe packet interval using simulations. For
that, we vary the packet transmission interval§110, 20 and 60 seconds) of the CBR
(Constant Bit Rate) application. The number of rMeloiodes in the scenarios is set to six
including a sender and a receiver. As it can ben seeFigure 48 and in Figure 49, the
remaining energy in RA+MM approach is always highath a slight difference in the

number of received beacon. In Figure 50, one canthe impact of changing packet

transmission interval on the packet delivery ratio.

Remaining Energy
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e RA+MM Sdr
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Figure 48. Remaining energy of communicating nodegs. CBR interval
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5.3. An adaptive rate adaptation algorithm

The basic approaches of link estimation use eithersignal strength (SNR) or the packet
statistics. In SNR-based techniques, the BERgatiag SNR might vary by many orders of

magnitude between environments. SNR measuremests r@quire hardware specific

calibration [Zhang 2008]. Besides, SNR measurdterbeginning of the reception of a frame
does not capture the variation that might occuinduthe transmission of the packet due to
fading. On the other hand, Frame-level schemes@reesponsive to channel variations that
occur on short timescales. Some hybrid solutioas ¢bmbine metrics based on both signal

strength and packet statics have been proposed¢Eari996]. Packet errors may also occur
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due to interferences that are not a channel clarsiit. Accuracy of estimators depends on

the elimination of the interference effects.

In IEEE 802.15.4, chips are the smallest informmagatity transmitted over the channel and
are therefore more responsive to channel conditibhe most suitable way to adapt the bit
rate in an IEEE 802.15.4 network with mobile nodeeuld therefore be based on chip error

rate.

In this subsection, we propose a hybrid methoddte adaptation based on the chip error rate
to evaluate the efficiency of the current data eatd the packet delivery ratio (PDR) of the
current transmission data rate to adjust our ngtiicesholds. We first present a new method
to estimate the link quality in subsection 5.3.hen, we present our proposed rate adaptation
algorithm in subsection 5.3.2. In subsection J.81e simulation setup is described. The

experimental results of our approach are giverubssctions 5.3.4 and in 5.3.5.

5.3.1. Link Quality Estimation Metrics based on chip error rate

In DSSS and in spread-spectrum systems in gentral,receiver correlates a locally
generated signal (i.e. the predefined code word3S8S) with the received signal (pseudo
random noise code, i.e. PN-Code). In fact, durimg decoding phase, packets are sampled
symbol per symbol. In the IEEE 802.15.4 PHY, if thép error per PN-Code (CEPP) is lower
than the correlator error threshold, the symbol gl correctly received. For each symbol, if
the HDD is used, the Hamming distance (HD) is dweiteed. In our study, we use the
Hamming distance to determine the chip error peugs random noise code (CEPP). In [Wu
2010b] for example, the HD was used and the HDstiole (i.e. correlator error threshold)
was set to 11. Thus, up to 10 chips out of a tofad2 in a PN-Code could be corrupted
without negating the receiver’s ability to recoé®m the original data. In contrast, if any one
of the CEPPs in a frame reaches the CEPP corr@atarthreshold, this frame is dropped. In
our study, we set the correlator error threshole D threshold) to 10 (i.e. up to 9 chip error
per symbol are accepted). This value is close d¢ovdlue used in [Wu 2010a] (i.e. threshold
set to 11). However, we choose to decrease itnmpaoison to [Wu 2010a] in order to reduce
the probability of packet misclassification (whemeoor more PN-Codes are wrongly
decoded). In fact, our channel is noisy and thatrmiwork can support a large number of
communicating nodes (in our modeled transmissionir@mment, errors may occur

frequently). This value is high in comparison wiitle values determined in [Srinivasan 2008]
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and in [Heinzer 2012] given that in network simafatthe synchronization process (reception
of the preamble and the SFD) is the same as deg@dig other symbol. In our approach,
even if the receiver encounters a PN-Codes HD hitten the HD thresholds, it continues
the decoding process until the end of the framene®ugh it is obviously corrupted.
Continuing to decode corrupted packets was us@¢d/in2010a] and in [Wu 2010b] in order
to determine and distinguish chip error pattertated to mobility from those that are related
to noise. However, authors did not propose anyimétat can be exploited.

Our link quality estimation method uses the CEPRefine new metrics that are used by the
proposed data rate adaptation algorithm. We deter@EPP of both the correctly received
and the corrupted PN_Codes. We introduce two newieaen order to examine the chip

error distribution:

» Percentage of the total chip error in the packetots Pctg(CEPRy) which is an
integer corresponding to the total number of chirein the packet divided by the total

number of chips in the packet.

Petg(CEPP ) ot total number of chip error per packet 100 29
= k
ctg kt (integer) total number of chips per packet (29)

* Percentage of the total number of corrupted PN-€adethe packet (if they exist)
denotedPctg(NCP)which is an integer corresponding to the total bemof corrupted PN-
Codes in the packet divided by the total numbd?NfCodes in the packet.

total number of corrupted PN_Codes per packet

Pctg(NCP) = (integer) 100 (30)

total number of PN_Codes per packet

Pctg(CEPRy) andPctg(NCP)are calculated based on the total length of theived packet
since packet size is variable. Therefore, this oretls independent of the packet size. The
chip error per symbol is a known value at the ptaidiayer. Using only two integers (instead
of using all the information that can be retriewexin the physical layer) has the advantage of

reducing the computation cost, and thus the praggsésne and energy cost.
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5.3.2. Rate Selection Algorithm

Estimating the link quality is crucial to propose efficient rate selection algorithm. Several
rate selection algorithms were designed for IEER.BD networks. However, given the
physical layer differences between IEEE 802.11 l&ftE 802.15.4 many techniques are not
applicable in IEEE 802.15.4. We have listed in sghen 3.5.2 the most relevant rate
selection algorithms that are proposed for IEEE.B®2Z networks. In [Lanzisera 2009a] and
[Martelli 2011], the proposed algorithms were basadSNR or LQI and it has been shown
that these metrics are not accurate in mobility esges. In [Vutukuru 2009], SoftPHY rate
algorithm used BER thresholds defined for each materder to select the next data rate.

However, this algorithm was only evaluated usingEEB02.11 nodes.

Our approach requires acknowledgment frames inrotaequickly update the rate used
between the receiver and the sender. In fact, emmphtknowledgments (ACKSs) allows both
radios to measure channel conditions for each paskd since the acknowledgement is also

sent using the most recent selected data rate.

Our approach is evaluated using an Ad hoc IEEE1#D2.network. All nodes use the same
channel frequency and the unslotted CSMA-CA albaritNevertheless, the approach can be
extended to a star or a cluster tree network. is ltiter case, rate adaptation algorithm is
performed for communications between nodes and th@ordinators since the beacon-
enabled mode and the slotted CSMA-CA algorithm @ased. Only the handling of the
transmission of the beacon and the beacon requase$ has to be added in order to ensure

sending these frames using the standard datag&bepdained in subsection 5.2.1.

Hereafter, we consider two nodes that are commtingcas described in Figure 51. If a node
(node N in Figure 51) wishes to transmit a packet to nNgat must first use the 250 kbps
standard bit rate. The nodg tlien calculates thEctg(CEPR;) and thePctg(NCP)of the
received data packet, and determines the apprefiatate to be used by the sender. Each
node keeps a log of the nodes that is communicatitiy the corresponding rate at which
packets have to be sent and the packet receptionlP&RR) corresponding to the current rate.
Upon the reception of a data packet from M sends the ACK frame (Annex D) tq dking

the computed rate. If the ACK is successfully reedj the sender;Nipdates the transmission
rate and the number of successful transmissiorisatigaboth relative to its communication
with N;. If an ACK is not received by jNthe next packet fromjNo N is sent at the rate

recorded by INcorresponding to the last successfully receivedgtac
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Each link between two communicating nodes is, tlealuated independently from other
links. However, if a node wishes to broadcast asags, it has to use the lowest rate among
the rates used for communication with other nodes.

Node N Node I\Jl
Chip analysis Data Packet: 25
Rate Selectiof
Ack: Rj Chip
analysis

Data_Packet: PHY Header 250 kbps, PHY Payload Rl Chip analysis
Rate Selection

Ack: Rk

Data_Packet: PHY Header 250 kbps, PHY Payload Rk

Chip analysis _

Rate Selection Ack: Ri

PDR Update
Broadcast_Packet: PHY Header 250 kbps, : :
PHY Payload [min(Ri), Ri: rates of links between afid the devices tie CHIP analys_ls

Chip analysis | communicate with if] Rate Selection

Rate Selection B Ack: Rj

PDR Upcate ~

. . Data_Packet: PHY Header 250 kbps, PHY Payload Rj
Chip analysis PDR Update

Rate Selection E f SAck: Rj

Figure 51. Data rate adaptation during packet exchage

5.3.2.1. An immediate decision to adjust data rate

The rate selection is performed thanksPig(CEPR;) and Pctg(NCP)metrics determined
from the chip errors of the last received packéeréfore, our algorithm is responsive to the
channel disruptions that may occur over time. kheotto determine the appropriate rate to be
used, our algorithm relies on three different thodds. In order to introduce these thresholds,
we indicate below the notations used in our algarit

v. Notations

» PacketRatethe rate at which the packet is being sent bgderN to a node N
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» CurrentRate[i} the computed rate at which the nodeséhds packets to.N
» CurrentRate[j} the computed rate at which the nodeséhds packets to.N
» CEPPIwy: lower threshold used fétctg(CEPRY)

* CEPPhiry: upper threshold faPctg(CEPRY)

*  NCPry: threshold folPctg(NCP)

vi. Choosing the appropriate data rate

The MAC sublayer uses parameters that are computée PHY layer in order to choose the
most appropriate rate. In fact, the rate seledsonpdated by comparingctg(CEPR;) and
Pctg(NCP)to the defined thresholds.

The rate selection algorithm operates as follows:

If (Pctg(CEPR) < CEPR,my and PacketRate < 8)
Then CurrentRate[i] = PacketRate * 2 I/l increaseadate
Else If (Pctg(NCP) > NCR; or Pctg(CEPR) > CEPRitn) and (PacketRate > 1))
Then CurrentRate[i] = PacketRate /2 Il decrease dde
Else

CurrentRate][i] = PacketRate

When node INreceives a packet from nodg $ént atPacketRateit first computes the
correspondingPctg(CEPR;) and Pctg(NCP).Then, N checks if thePctg(CEPR) is lower
than CEPR, . If so and ifCurrentRate]i] is lower than the highest rate (i.e. R = 8 in Table
6), CurrentRate[i] is set to the next upper rate. In fact, in thisegahe channel conditions are
supposed to be good enough to increase the rateeo, if it is not the case,;dhecks if
the Pctg(CEPR) is higher tharCEPR,tw and if Pctg(NCP)is higher tharNCPr. If it is the
case, the channel conditions are supposed to beamdd has to decrease the rate level.
CurrentRate[i] is then set to the next lower rate if the legaatadate (i.e. R = 1 in Table 6)
has not been reached yet. Finally, if Petg(CEPR) is between CEPR,n and CEPR;it4,

the PacketRatas considered suitable to the existing channeditmms.

The combination of théctg(CEPR,) and Pctg(NCP)is useful in order to avoid the cases
when only one part of the packet is corrupted duart eventual exceptional event (e.qg.
impact of the mobility of other devices or usemljisions). In fact, using botRctg(CEPR)

andPctg(NCP)provides an idea of the error distribution in thecket: whether it happened

Page (114)



Chapter 5. Rate adaptation algorithm

because of the bad channel conditions or becausxtefnal events. For instance, if the
Pctg(CEPRy) is higher tharCEPR,ty and Pctg(NCP)is lower thanNCPry, the errors are
distributed over a large number of PN-Codes. Howefehe Pctg(CEPRy) is lower than
CEPRiith andPctg(NCP)is higher thaNCPry, the errors are distributed over a few number
of PN-Codes. If thePctg(CEPR) is lower thanCEPR,ry and Pctg(NCP)is lower than

NCPry, the errors are acceptable and the channel consliimconsidered good.

Of course this analysis can be more accurate iéxenine the whole distribution pattern of
the packet PN-Codes errors. However, this processergy and time consuming. Therefore,
our approach represents a good tradeoff betweenrawg responsiveness and energy
consumption. Nonetheless, it is important to chdbseappropriate thresholds fGEPR, 14,
CEPR,ity and NCPry. In the next subsection, we propose a new metboddjust these

thresholds according to the channel coherence time.

5.3.2.2. Adapting the thresholds to the channel conditions

In [Heinzer 2012], authors have shown that thera c®rrelation between the chip error rate
of a received packet and the PRR. In [Hamdi 20t patent proposed a method to adapt the
thresholds used to change rates according to thbe@uof success and failures of the current
rate. In this patent, an additive increase mutigilve decrease (AIMD) function was
incorporated in the rate adaptation algorithm f@2.81 WLAN communication systems. The
AIMD rate adaptation algorithm depends on the PRREhe current rate. Thresholds of the

PRR are adjusted depending on the success of tigsiens.

In our approachCEPR,y and NCPry values are adjusted every time the rate changes.
Computation of these thresholds is based on thkepatelivery ratio (PDR) of the current
rate which is computed at MAC level. The PDR foraig given in(31). The number of

received packets and the number of received AQKsst to zero when the rate changes.

PDR Number of sent packets at the current rate 100 31
= *
number of received ACK (3D

CEPRut+ andNCPry thresholds computation uses two constanemdp. In fact, they ensure
the respect of the application communication resngnts over time related to the PDR.

When PDR is between and 3, we consider that the link between communicatindes is
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good and that the used data rate is suitable. Tthasg is no need to change the data rate
thresholds. However, if PDR is lower th@ar(i.e. the PDR is low and the link quality is not
suitable for the used data rate) or higher thgne. the PDR is high and the link quality is
very good for the used data rathyesholds should be readjusted.

CEPPyry +Ax(1—22) if PDR > a
CEPP[WTH = 100 (32)
PDR .
CEPPyyry — A+ 228 if PDR < 8
PDRY
NCPTH+B*<1_W) lfPDR> a
NCPpy =B x =2 if PDR < B

The thresholds are computed according to PDR avenglata rate. Formulas are given in
(32) and(33). Let us note that since PDR is a percentage, tieislivide per 100 to obtain a
value between 0 and A andB areconstants that are respectively used to adpERR,,
and NCPry thresholds. The higher A and B values, the higher difference between the
previous and the ne@EPR,ty andNCPry values is and vice-versa.

The aim of adjustin€EPR,+ andNCPry is to ensure the stability of our algorithm aslwel
as its responsiveness to the changes of channéitioms. In fact, nodes keep transmitting at
a given data rate as long as the data rate idiita the channel conditions. However, if the
channel conditions change, the rate has to be eldatog. In our approach, when the PDR at
a given data rate reaches a value which is highan & we consider that the channel
conditions have been stable and that@&#°R, 4 andNCPry were suitable. In this case, the
CEPRu1H value is increased (i.e. the lower threshold cpoading to the percentage of the
total number of chip errors per packet is increps€derefore, data rate is more likely to be
increased faster even if the channel conditionsraetite a little (as long actg(CEPR)
does not exceed the new valueGEPR,4). At the same time, tldCPry value is increased
too (i.e. the threshold corresponding to the pdeggnof the total number of corrupted PN-
Codes per packet is increased). Thus, even wheghhenel conditions deteriorate a little
(i.e. the percentage of the total number of coed@®N-Codes per packet increases but does

not exceed the new value NCPry), the data rate is not decreased.
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However, if the PDR is lower theh the rate adaptation algorithm is not being effitiand
thresholds are not being suitable to the curretd dee. In this case, the thresholisPR,,
andNCPry are decreased. DecreasM@Pry makes the data rate algorithm more sensitive to
chip errors that may occurs. In fact, data ratedse likely to be decreased faster. At the same

time, decreasin@EPR, 4 slows down the increase of the date rate.

Therefore, when the PDR is higher thamcreasing the algorithm encourages the increase of
the data rate. However, when the PDR is lower fhahe algorithm encourages the decrease

of the data rate.

5.3.3. Scenario description and simulation setup

Simulations have been conducted using an ad-howmonlet Transmissions at the MAC
sublayer are done according to the non-slotted IBBE.15.4 CSMA-CA algorithm. All

nodes communicate on the same channel frequency.

Table 17. Simulation setup for the adaptive data rie adaptation algorithm

Duration of the simulation (s) 18000 (5 hours)
Routing protocol Greedy protocol [Karp 2000]
RF transceiver CC2420 (Table 8)
Transmission power (dBm) 0

Propagation model Two-ray-ground
Distance between two successive nodes (m) 10

Mobility Model Billiard

Maximum Node Speed (m/s) 3.5

CBR packet interval (s) 60

CBR packet size (Byte) 112

Hello packet interval (s) 1

Hello packet size (Byte) 80

AWGN mean (dBm) -80

AWGN variance 3

Table 17 summarizes the parameters used in ourations. In our scenarios, the greedy

routing protocol [Karp 2000] is used: every nodeiquically broadcasts (P period) a NTW
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HELLO message. When a node receives a HELLO mesgag®lates its neighbor table (i.e.
which contains information about its neighbors).afffan event occurs (e.g. a data message
has to be sent), the data packet is forwardedeméarest neighbor according to the neighbor
table. In our simulations, the first transmissiderts at a random time. Then, each second, a
new HELLO message is sent. The HELLO packet siz80isbytes at the PHY layer. A
neighbor is considered lost after 2.5 seconds fileentime the update occurs and if no new

HELLO message has been received during this interva

We use the constant bit rate (CBR) applicatiordodmit data packets. In our scenarios, each
node chooses a random destination and periodisatigs data packets to it until the end of

simulation that lasts 5 hours. The data packetatiziee physical layer is 112 bytes.

We run two sets of simulations corresponding tostiaéic use case (i.e. nodes are not moving)
and to the mobility use case. In both case, atstagt of the simulation, nodes are first
organized in a grid network. Successive nodeseparated by 10 meters. In the mobility use
case, nodes move according to the billiard mobititydel. In this model, the node rebounds
against the network boundaries. The maximum spéetbaes is set to 3 m/s, their initial
position and the angle of their movement are randorthe mobility use case, all nodes begin

to move at the start of the simulation.
The channel modeling uses the following setup:

* We use the two ray ground radio propagation model.

* We use the additive white gauss noise that is imptged according to the Box-
Muller method. We set the corresponding mean tal®® and the variance to 3.

* The link quality estimation is based on the CER potation. In our simulations, the
BER is calculated for each PN_Code. In WSNet, tlRBs equivalent to the CER. Each
PN_Symbol has C chips, for instance 32 chips ferstlandard bit rate and 8 chips when the 1
Mb/s is used. The Hamming distance HD for each Bédeacan be deduced by the following

equation:
HD = C » BER (34)
» The considered interferences are orthogonal imntes. In fact, since our network

only uses one channel for communication, only fetences that happen within the same

channel are considered.
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5.3.3.1. CEPP and NCP averages

a andp parameters depend on the application requirentamtesponding to PDR. Table 18
gives the values used in our adaptive data ratptatilan algorithm. We consider that the rate
should be decreased whEntg(NCP)of the last received packet is above 39% QCEPR,tH

is set to 39%) which is obviously a relatively higarcentage. Therefore, there is no risk of
wrongly decreasing the data rate. The constantegald and B) used in our simulations to
computeCEPR,,t4 andNCPry thresholds are set to 5. That means that therelifée between
two consecutive values &EPR, 4 or NCPry is in the range of [0,5] and that the maximum
value is 5%. We consider that this range is sugtétt the channel conditions. At the start of
the simulation botlCEPR, 4 andNCPry are set to 1090NCPry is in the range of [5,40] and
CEPRuH Is in the range of [2,35].

Table 18. Parameters of the rate adaptation metricand thresholds

A 5
B 5

A 80%
B 30%
CEPRiH 39%

5.3.3.2. Battery Model

The battery model used in our simulation is a limaadel: the power consumption decreases
linearly with each transmission and reception. Wfierocontroller consumption is not taken
into account. This pre-established assumption & ahade considering that we use
simulation-based evaluation and the microprocegswrgy consumption is not known.
Besides, it has been pointed out in subsectiorl 1lat the RF transceiver is the hardware
part that consumes energy the most. We consideéttliegprocessing of the channel quality
estimation and the rate adaption algorithm do equire much energy compared to the RF
transceiver activities. In fact, when the standaitdate is used, the microprocessor is active
during a longer time since the packets are lor&gra consequence, using the rate adaptation
algorithm should even more reduce the power consompf the microprocessor. Besides, in
our study, even if a packet is corrupted, the node continues its processing; as a consequence,

energy consumed at each reception concerns theewlhohtion of packet reception.
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5.3.3.3. Implementation modifications in WSNet simulator

In order to evaluate the proposed algorithm, sitia are conducted using WSNet
simulator. However, some extensions to this sinoulare required in order to validate our

approach. The main changes are summarized as follow

* The acknowledgment mechanism is added to WSNet reglard to the inter-frame
time intervals (subsection 2.3.5.4). Figure 52 Riglire 53 are intended to give an indication
of the required modifications. The original implamegion of this protocol in WSNet is given
in Figure 52. The modification of the state machihat handles the unslotted CSMA-CA
protocol is given in Figure 53. The retransmissabpackets if the ACK is not received was
not added in the state machine.

* The Box-Muller method for AWGN generation has beeplemented.

* The packet processing has been modified so that B&iRbe computed for each
received symbol and the HD can be determined aouprtb the (34). The node also
continues to process the packet until the endefeleption even if it is corrupted.

» The rate adaptation algorithm has been implemdntdte simulator.

N

STATE_IDLE STATE_TXING
v
STATE_® STATE_TX

Figure 52. State machine of the unslotted CSMA-CAlgorithm in WSNet simulator

V
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STATE_ACK_T
XING

STATE_TXING

STATE_WAIT_
ACK

STATE_IDLE

\4

STATE_®

N ¢

Figure 53. Modified state machine of the unslotte@€ SMA-CA algorithm in WSNet

STATE_TX

V

5.3.4. PDR evaluation and mobility impact

Figure 54 shows the PDR at the MAC sublayer obthiuseng our approach (hamed ADAPT
in the Figure 54) and for the standard protocohm@d STD in the same figure). This PDR
includes both routing and CBR packets. It is imaortto take into consideration when
analyzing the simulation results that the lowegsadate is the legacy rate. Increasing the rate
means that channel conditions are good enough tid @wdhout distorting the transmitted
signals. The throughput (or PDR) should then bdebewhen we do not use the rate
adaptation algorithm that includes higher ratesweieer, we notice in Figure 54 that, except
the case of only two communicating nodes, thera igery slight difference in the PDR
between our approach (ADAPT) and the standard (STWg@ also notice that PDR
dramatically drops when the number of nodes ine®abhe same conclusions can be derived
on the PDR of CBR packets from Figure 55 concerrimg mobility use case (Mob).
However, it can be noticed, in Figure 55, thatha static use case (Stc), the PDR in higher
when using our data rate adaptation algorithm. Tésult highlights the efficiency of our
approach in comparison with the standard. In fiacgur simulation scenarios, the nodes are
spaced by 10 m which is a relatively high distawgdeen using the two-ray ground
propagation model. The channel coherence timéésefore, very short. However, the packet
interval is set to 60 seconds which appears to diewmell adjusted regarding the channel

coherence time. Using the data rate adaptationitiigpimproved the PDR without changing
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the packet interval. In the mobility use case sden#his is not the case. In fact, in ad hoc
networks, the mobility increases the connectivifytlee mobile node, which increases the
PDR.

PDR at MAC sublayer

100

I ADAPT_Grid_Stc

STD_Grid_Stc

e=¢==ADAPT_Mob_Grid

PDR (%)

—==S5TD_Mob_Grid

2 5 10 20 30 40
No. Nodes

Figure 54. Packet delivery ratio (PDR) at the MAC ablayer vs. network nodes’ number
for static (Stc) and mobile (Mob) scenariosThe static and mobile scenarios are evaluated
using respectively our rate adaptation algorithrD/®T) and the standard protocol (STD)

PDR of CBR packets
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90
80

70 - \
§ 60 - mmmmm ADAPT_Grid_Stc
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Figure 55. CBR Packet delivery ratio (PDR) vs. netark nodes’ number for static (Stc)
and mobile (Mob) scenariosThe static and mobile scenarios are evaluated using
respectively our rate adaptation algorithm (ADARNY the standard protocol (STD)

5.3.5. Energy efficiency

Figure 56 and Figure 57 shows results correspondisgectively to the energy consumption
and the gain in energy for both the mobility and #tatic use cases in comparison with the
standard protocol. As it can be seen in FigureribRagure 57, it is not possible to determine
which case is more energy efficient by considednly the energy results. The results relative

to the PDR must be considered in order to figuretbe real energy gain. To that end, we
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introduce a new metric to evaluate our approactchvig the energy efficiencygffyy, of the

network. It is computed as follows:

Average consumed energy
Average number of received ACK packet

Effnew = (35)

It can be seen in Figure 58 that in all casesapproach is more energy efficient. The gain in
energy efficiency can reach up to 33%.

Energy Consumption

9

8

7 B ADAPT_Grid_Stc

6 |STD_Grid_Stc
= s APT_Grid_Mob
9_>5 4 D_Grid_Mob
[J]
c 3
w

2 .

1 .

0 - r .

2 5 10 20 30 40
No. Nodes

Figure 56. Energy consumption in both scenarios veetwork nodes’ number for static
(Stc) and mobile (Mob) scenarios

Gain in Energy
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Figure 57. Gain in energy in comparison to the stashard for static (Stc) and mobile
(Mob) scenarios
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Energy Efficiency
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Figure 58. Network energy efficiency: ADAPT is the proposed approach, STD
corresponds to standard protocol scenario, Mobstadespectively indicate whether nodes
are mobile or static

5.4. Summary

We have first proposed a hybrid mobility-aware dette adaptation algorithm. The joint
mobility management and rate adaptation moduledased on the LQI parameter. The rate
adaptation algorithm uses LQI thresholds and dyoaltyi adjusts them according to the most
recent handover procedure conduct. Although addimmge additional rates to the IEEE
802.15.4 standard protocol does not require heheynges in the hardware design, we have
shown that our joint approach (RA+MM approach) isrenenergy efficient compared to the
standard protocol and also to the case where dymobility management approach is
considered (MM approach). In fact, simulations hademonstrated that besides the
considerable improvement in the average time otlssonization for both MM and RA+MM
approaches compared to STD approach, the averageniag energy in RA+MM is higher.
We have also analyzed the performance of commungcabdes (a sender and a receiver) and
have figured out that the high remaining energymwhsing the standard protocol (STD) is
due to long periods of synchronization loss duritigch nodes do not communicate. We have
also demonstrated the energy efficiency of our @g@gn compared to the mobility
management (MM) approach. Communicating node aisafgs also shown the efficiency of
our approach in terms of synchronization time. daotf the number of received beacons for
both sender and receiver is higher than the avelsmgeEon number. Finally, we have

highlighted the impact of changing the packet waeon the network performance.

After that, we have proposed a second hybrid rdgptation approach for mobile IEEE
802.15.4 nodes based on the chip error rate (CHR)s algorithm introduces the
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Pctg(CEPRy) andPctg(NCP)percentages metrics that have been computed bas€&R of
both correctly received and corrupted packets. \WeehdefinedCEPR, 1, CEPR,ty and
NCPry thresholds forPctg(CEPR;) and Pctg(NCP) CEPRyt+ and NCPry thresholds are
adjusted using the PDR corresponding to the curnesed data rate, thus ensuring
responsiveness to the channel conditions variatidfes have first noticed when examining
the simulation result that PDR increases when thmber of nodes decreases. We have also
observed a slightly higher PDR using our approaanehough the data rates used are higher
than the legacy rate. The PDR of CBR packets can be significantly higher in some cases.
Finally, simulations have proved the energy efficie of our method in comparison with the
standard protocol. The gain in energy efficiency fmth mobility and static use cases’

approaches in comparison with the standard protmaokeach up to 33%.

The study conducted during the first part of thiemter (mobility-aware rate adaptation
algorithm) has been published in [Chaabane 2014keéond publication presenting the

hybrid adaptive algorithm will be soon submittedhijournal.
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Chapter 6. Conclusion and

perspectives

6.1. Conclusion

An overview of the IEEE 802.15.4/ZigBee protocotanstate of the art related to its energy
efficiency and to the properties that are relatethe protocol specification at the PHY and
MAC layers (e.g. signal strength, node active mEjoCSMA-CA protocol) have been
conducted. Through this study, it has been made that even though IEEE 802.15.4/ZigBee
protocol offers mechanisms that reduce energy aopsan such as the use of the idle mode
and the low transmission signal power, the eneffigiency of the protocol has proven not to
be optimized. Moreover, we have pointed out thdikarsome other wireless protocols, IEEE
802.15.4 does not include an efficient mobility mgement module.

This thesis has proposed a global network organizdor mobile communicating nodes and
has focused on both the global organization anchtdue itself. The main constraint in this
study is the limitation in hardware and energy kmidgf mobile nodes. Our proposed
approaches and methods had to ensure efficiencyle wavoiding relatively heavy

computations and changes in the standard protdbel.work has targeted the first three low
layers (PHY, MAC and NWK). First, we have definedietwork architecture that takes into
consideration low energy budget of mobile nodes. WMéwe proposed a cluster tree
architecture where each cluster is initialized bgtatic coordinator that defines a unique
channel frequency on which all cluster nodes havaotnmunicate. Node synchronization is

ensured using IEEE 802.15.4 beacon-enabled mode.

We investigated two main features that are the htphnanagement and the data rate
adaptation. We highlight below the proposed apgrea@nd the most important results.
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6.1.1. Mobility management

Mobility management strategy has to keep mobileesatbnnected to the network when they
move from one cluster to another. This is enstiiadks to the anticipation of change of cells
based on the link quality between end devices heat toordinators and also thanks to the
knowledge of coordinator locations. A new mobilitpganagement approach has been
presented and evaluated using simulations. Theopegp mobility management approach
anticipates the link disruption by controlling th@l value of each received packet and uses a
speculative algorithm. ArLQlireshold formula and two speculative algorithms have been
proposed and evaluated in a grid network. The dpteee algorithms are the same-road and
the probabilistic algorithms. The efficiency of theobility management approach has been
demonstrated. In fact, the gains in energy andydelaomparison to the standard protocol
procedure are important. Moreover, the mobility agement approach has proven its
efficiency even in a noisy environment. In addittorthat, obtained simulations have pointed

out that the mobility behavior of end devices hgseat impact on network performance.

6.1.2. Rate adaptation

In mobile network, there is a high fluctuation ¢fetchannel conditions that may either
improve or deteriorate the link rapidly. We havedishis property to adapt data rate in order
to reduce energy consumption of mobile nodes whikintaining a good link quality.
Therefore, this study has also focused on the @ataadaptation for IEEE 802.15.4 mobile
nodes. We have first combined a mobility-aware date adaptation algorithm with the
proposed mobility management approach. The motalitgre rate adaptation network is also
based on the LQI parameter and uses LQI threshioddsare dynamically adjusted according
to the most recent handover procedure. We have rstibat our mobility-aware data rate
adaptation approach (RA+MM approach) is more efficicompared to the standard protocol
and to the case where only the mobility managerapptoach is used (MM approach). Its
efficiency has been evaluated in terms of energysemption and synchronization time. We
have also highlighted the impact of changing thta gecket transmission interval on the
network performance. After that, we have proposeduylarid rate adaptation approach for
mobile IEEE 802.15.4 nodes based on the chip eater(CER). This adaptive rate adaptation
algorithm introduces th®ctg(CEPR;) and Pctg(NCP)percentages metrics that have been
computed based on CER of both correctly receivetlcamrupted packets. We have defined
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CEPRuwtH, CEPRytH andNCPry thresholds foPctg(CEPR,) andPctg(NCP) CEPR,tx and
NCPry thresholds are adjusted using the PDR correspgnidirthe current used rate, thus
ensuring responsiveness to the channel conditiangations. Simulations have proved the
energy efficiency of our method in comparison witle standard protocol. We have also
observed a slightly higher PDR using our approagmnehough the rates used are higher than
the legacy rate. In addition to that, we have alsticed the impact of the number of mobile
nodes (the PDR decreases when the number of nodesases). Finally, the gain in energy

efficiency can reach up to 33%.

6.2. Perspectives

This thesis work opens many interesting researalsppetives that are examined in the

following sections.

6.2.1. Amore efficient dynamic LQI tresholg Management

In our work, thef parameter that has been used @eshoia COMputation has been set to a
constant. However, it has been demonstrated irestiba 4.7.2 that the network performance
changes depending on tlfie parameter value. Therefore, this parameter caradjested
dynamically. The adaptive method could be basedhennetwork conditions such as the
number of end devices in the cluster, the numbetrasfsmitting nodes among them, the
distance from the coordinator, the estimation efribde velocity, etc.

6.2.2. Enhancement of the speculative algorithm

The proposed speculative algorithms are efficianttbey are based on prediction, thus not
very accurate. The probabilistic speculative athaomiitself may be evaluated using other sets
of probabilities (i.e. the probabilities of selegfia coordinator on a different road). Another
method for selecting next coordinator can be prego& model using ARIMA or another
auto-regressive method [Lee 2010] can be morestgaland could be compared to our
algorithm mainly in term of energy since auto-regree algorithms are more complex than
predictive algorithm. Another model based on lamatawareness could also be addressed.
However, we should overcome the poor accuracy efRR-based ranging method of this

latter model and the high system complexity. Inftigera 2009b] for instance, a roundtrip
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RF time of flight ranging method for narrow-bandlics was presented that successfully

deals with these errors.

6.2.3. Accurate | EEE 802.15.4 protocol stack modeling

It is important to mention that the lack of an aete IEEE 802.15.4 protocol stack modeling
simulator make results debatable in some use casdact, methods that depend on PHY
parameters (i.e. PHY-aware algorithms) have to \uated using a relatively accurate
simulator. However, here again, a tradeoff betwesaturacy and complexity (e.qg.
development time, access to simulator modules, laiion run time) should be considered.
On the other hand, algorithms that use informatiom upper network layers tolerate the use
of less accurate simulators. In order to test aimgyprotocol for instance, one tolerates the
inaccuracy of the channel modeling. Actually, thargmn of error of the channel modeling in
this case is negligible compared to the effectrodre related to the network. In our study, we
had to use two different simulators, NS-2 and WS$Nebrder to validate our approaches.
Even though modifications have been performed oth lmmulators, they are still not
sufficient enough to be used in comparing the twappsed data rate algorithms to each other
due to implementation differences. Both simulatatso do not offer the possibility to
evaluate the adaptive rate adaptation algorithmnwiteis combined with our mobility
management approach. However, it is naturally ptesdo add the beacon-enabled mode in
WSNet [Nazim 201%] At some point, experimentations using real WSKiware platforms

should be conducted in order to give a more réakstaluation of our work in a real scenario.

6.2.4. Harvesting energy

This thesis has focused on reducing energy consompW¥We have considered in our
simulations an initial amount of energy for eaclil@d¢typically a battery). However, several

YIn [Nazim 2011], an implementation in the WSNensiator of the beacon enabled mode was performed.
However, this new version was not available bytime this study was being conducted.
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studies [Sudevalayam 2011] and some real platfaffiesed an energy harvesting system in

order to increase node life time [CC2500]. Thistsys can be used in designing sensor
applications and algorithms. In fact, some pararsetan be tuned based on the available
energy budget to prevent battery full-dischargéhefnodes. These parameters include packet
transmission interval, signal power strength, shgtoff some modules such as localization

system [Castagnetti 2014]. In our case, addingnangy harvesting system can be used by the
rate adaptation algorithm. Information on the bigtstate of charge could be considered as an

additional parameter for the data rate selection.

6.2.5. Impact of @ and g on the rate adaptation algorithm

We have used statistics of CER distribution oveckpa in the adaptive rate adaptation
algorithm and we have combined them to the PRRIdleo, we have used two parameters
andp that have been set to a constant value duringlaiions. It would be worth evaluating
the impact of changing their values deeper. Itds anportant to notice that making decisions
over several packet transmissions by analyzing essiee frames (statistics) can help to
identify mobility and interference-induced erraitsis for instance well established that errors
over time increase in case of mobility [Wu 2010heTcoordinator should save the history of
the avg(CEPR;) andavg(NCP)of each node. Keeping track of the variationhafse values
may be useful to manage the mobility and contrel tetwork congestion by tuning packet

transmission time.

6.2.6. Areverse mobility approach in order to reduce energy consumption

In this thesis, we have focused on presenting a&ubies to manage the mobility of sensor end
devices. The mobility of end devices was randommnee@ugh we used mobility models to
evaluate our approaches. The node mobility randemdeteriorates the network performance
in terms of energy and synchronization time. lbdias an important impact on the routing
protocol. However, from another perspective anceddmg on the application characteristics,
mobility can be investigated the other way aroufidat means that end devices would be
static and the coordinator (i.e. the sink) wouldi@bile in order to optimize communication
cost [Vlajic 2011] [Gomez 2012]. The mobile sinkwa have either an optimized mobility or
a fixed (constrained) mobility. In the first caske sink’s path is a function of a particular

network variable and the path is continuously aegisto ensure optimal network
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performance with regard to one or more performanetrics. On the other hand, the fixed
mobility is fully deterministic. The sink follows &mited and well-defined set of path-
segments inside the network field. The fixed trajgci® typically imposed by the nature of
the physical terrain and/or presence of obstaciethe environment (e.g. walls, buildings,

vegetation).

| think this kind of approach could be especiallapted in environments where there is a
need to pick up and collect some environmental oreasusing mobile devices (e.g. smart

phone, tablet, etc.). This is useful in home maomtpfield or industrial environments.

Another way to use mobility is the use of opporstici communication in ad hoc network
[George 2010]. In this case, when two devices happde in the same neighborhood, they
communicate to keep track of each other and/oxtbange data.

6.2.7. Interoperability of mobile devices and security issues

Nowadays, users increasingly use a large numbedewtes that do not necessarily use the
same wireless protocol. The emerging concept oflnkernet of ThingqloT) raises new
issues. In fact, the interoperability of differetyppes of devices is increasingly required.
Devices need to be connected to each other withootan intervention. These countless
possibilities of connecting different interfacesatttuse different communication protocols
push the scientific community along with indusistd to think about a new standardization in
order to optimize communication between differemdk of devices (e.g. smart phone,
sensors, computers, etc.). There are some advanads in this area that try to propose
solutions for the 10T. In that spirit, the 6LowPAdotocol is proposed in order to connect via
internet sensor devices to other type of deviceswéver, this protocol has proven to be
heavy considering the hardware limitation of sensmies. Another basic solution is the use
of several protocol interfaces at some devices whihthandle the packet adaptation and the
routing. However, switching between protocols has enhsure the maintaining of the
communication. One can also develop new methods thenamically change the
communication interface according to the availdiple quality on each interface or according
to the application requirements. For instance,unmoposed architecture, coordinators may

have different interfaces in order to allow othevides using different protocols to connect.

The variety of protocols and the mobility of nodalso require security cautions. The

802.15.4 MAC layer proposes security options. Hamvewdespite the fact that the
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specification includes a number of security pramisi and options, it was highlighted in
[Sastry 2004] that the security issue was not vahdled. This feature is even more
important when dealing with mobile nodes that neelle able to synchronize with different
types of devices in different types of networksn@alling the access to these networks and

some confidential information within mobile nodesaicrucial issue.

A possible extension of this work would be to sttigly possibilities to connect different types
of devices in a global network architecture thaseésvice-oriented. However, it should not
change the habits of people but adapt the seracddhe deployment to user’s expectations.
Therefore, mobility management and data rate ataptahould be handled according to the

link quality, but regardless of the used protocol.
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Annex A. Some MAC attributes and constants
[IEEE TG 15.4 2006]

Note that MAC PIB attributes always begins withd&c and MAC constants always begins
with “a” .
MAC PIB Constant

» aUnitBackoffPeriod is equal to 20 symbols.
» aMaxSIFSFrameSize: 18 Bytes

» aBaseSuperframeDuration

e aTurnaroundTime: 12 symbols

» aUnitBackoffPeriod: 20 symbols

» aMinCAPLengtM40 symbol periods.

MAC PIB Attributes

* macBeaconOrder

* macSuperframeOrder

* macMinSIFSPeriod

* macMinLIFSPeriod

* macMinBE is between 0 and macMaxBE. It is equd by default.

» macMaxBE is from 3 to 8. It is set to 5 by default.

* macLIFSPeriod: 40 symbols (2.4 GHz frequency band)

* macSIFSPeriod: 12 symbols (2.4 GHz frequency band)

* macMaxCSMABackoff is the maximum number of backaffts CSMA-CA algorithm
will attempt before declaring a channel accessiffaillt is between 0 and 5. The default value
is 4.
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* macMaxFrameRetries: Range 0-7; default 3

* macResponseWaitTime

* macMiInBE is between 0 and macMaxBE. It is equd by default
« macMaxBE is from 3 to 8. It is set to 5 by default

* The first tentative: BE = macMinBE

« macMinBE <= BE <= macMaxBE
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Annex C. Box-Muller Method [Box 1958]

The Box-Muller method is widely used in simulatisoftware to generate a random variable.
This method includes three steps: the first twosayenerate independent valxgsandx, of a
random variable uniformly distributed over [0,1h the third step, the functiorf§x;) and

g(x) are derived fronx; andx; by:

fG) = J=In(x)
g(x2) = V2 cos(2m x3)
Finally,
n = f(x1)g(xz)
gives a sample of thé(0,1)distribution.
The code implemented in NS-2 and WSNet simulaesifollows:
double gaussrand()
{
static double V1,V2,S
static int phase =;0
double X;
if (phase== 0){
do {//Scale two random integers to doubles betwdeand 1
double Ul= (double) rand())RAND MAX;
double U2= (double) rand())RAND MAX;

V1 =2 * U1l — 1//Scale number to numbers between -1 and 1
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V2=2*U2-1
S=V1*V1+V2*V2
}while(S>=1|| S ==0)
X =V1 *sqrt(-2 * log(S)/S)
}
else{
X =V2 * sqrt(-2* log(S)/S);
}
phase = phase < 1
return X

}

X = mean + sqrt (variance) * X

Page (152)



Annex D. Frames Fields

Annex D. Frames Fields [IEEE TG 15.4 2006]
[ZigBee]

PPDU frame format

4 Bytes 1 Byte 7 bits 1 bit N 127 Bytes
Preamble SDF Frame Length Reserved MPDU
Acknowledgment Frame format

2 Bytes 1 Byte 2 Bytes
Frame Control Sequence Number FCS
MHR MFR

Frame Control field of the Acknowledgment frame
Bit0-2 | 3 4 5 6 7-9 10-11 12-13 14-15
Frame| Security | Frame | Ack PAN Id | Reserved | Destination| Frame | Source
type Enabled | pending | request | compressing addressing | version | addressing

mode mode
SET TO ZERO
ZigBee packet at the network layer

Bit 0-15 Variable Variable
Frame Control Routing Fields Data Payload
NHR NTW Payloyd
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