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Université de Rouen, Rouen, France
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sion energy Ecoh [eV/atom], bulk modulus B [GPa] and spin magnetic
moment µ [µB/atom]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.3 Comparison of the properties of pure hcp cobalt obtained in the present
work with SIESTA-GGA, calculated with LDA [2], hybrid LDA-GGA [4],
GGA [2] and experimental values [5, 3, 7]: lattice parameters a and c
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Introduction

General idea and motivation

This thesis presents a theoretical work of electronic structure and order tendency in
transition metal nanoalloys focusing on the particular case of cobalt-platinum systems.

The interest in alloys of late transition metals arises from their potential applica-
tions in high-density magnetic storage devices where they can be used as supported
nanoparticle arrays and as stable, efficient and selective catalysts in chemical processes.
Presently, however, the preparation of materials with optimal properties faces a num-
ber of technological and physical restrictions. Particularly noteworthy is the so-called
superparamagnetic limit [12], which restricts the minimum size of the thermally sta-
ble magnetic domain and thus, constraints the maximum density of the information
storage on magnetic hard drives. On the other hand, in catalysis and electrocataly-
sis the major problem is to characterize the active sites and to find the correlation
between specific configuration (size, shape, composition) and the catalytic properties.
Therefore, comprehensive understanding of processes and phenomena resulting in the
material properties interesting from the application point of view, is crucial for a suc-
cessful technology. In particular, both magnetic and catalytic properties are closely
related to the modifications of the local electronic structure on various sites mostly due
to the differences of chemical and topological environment. This justifies the undertak-
ing of a theoretical research in this direction. An in-depth knowledge of the interplay
between structural features on the atomic level and the desired macroscopic properties
will allow guidance to the best way of elaboration of dedicated nanoparticles. In par-
ticular the ordering phenomena must be well controlled. There is, however, a lack of
phase diagrams for nanoalloys. For instance relatively few researchers addressed the
size effect on L10 ordering tendency, much of the work concentrated on FePt systems.
The experimental results [13] showed that there was no chemical ordering in FePt
particles with a diameter smaller than 3 nm while in case of CoPt ordered phase is
observed even at diameter of 2 nm [14].

Characterization of the Co-Pt system

Apart from their magnetic properties the nanoparticles of platinum and 3d-transition
metals (such as Co, Ni, Cr) have also attracted attention as possible catalysts for the
electrochemical oxygen reduction reaction [15, 16] whose slow rate is one of the ob-
stacles in the development of polymer electrolyte membranes and direct methanol fuel
cells. Electrochemical properties of bimetallic Pt-metal bulk electrodes and carbon-
supported nanoparticles have been studied by various groups [15, 16, 17]. The results
show, that the maximum reactivity is by about one order of magnitude higher than
that of pure Pt nanoparticles. There were some experimental [18, 19] and theoret-
ical [20, 21] attempts to explain the effect of a metallic addition on the catalytic
activity and selectivity of platinum. Whereas the influence of the composition of Pt-
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metal alloys on their electrocatalytic activities has been studied quite extensively, the
effect of particle size and morphology has up to now not been theoretically investi-
gated. Because of the effect of ordering on the surface composition in contrast to the
monotonous dependence of the catalytic activity of the monometallic Pt particles in
the size range 1.5-5.0 nm [16] more complex effects are expected for bimetallic particles.

During recent years many teams worldwide synthesized Co-Pt particles with the diam-
eters ranging from very small ones (1-2 nm) up to 10 nm [22, 23] by means of different
methods (ion-sputtering, molecular beam epitaxy, redox transmetalation, gas phase
cluster deposition, biochemical synthesis of protein - encapsulated grains, reduction
of super-hydrides or carbonyls at a high temperature, using the reverse micelles tech-
nique and other techniques [24, 25, 26, 27]). Depending on the method used one can
obtain structures of different structural and physico-chemical properties - varying in
size, morphology, composition and ordering. Synthesized were both ”core-shell” (con-
taining separate layers of pure element) and ”solid solution” (intermixed) variants on
several substrates (graphite, silicon, inorganic oxides, etc.).

Extended characterization of Co-Pt nanoparticles performed by numerous techniques
showed chemical L10-type long-range order coupled with strong ferromagnetic behavior
of the intermixed nanoparticles at room temperature [28] in contrary to pure Co and Pt
”core-shell” clusters which appeared superparamagnetic and exhibited strong thermal
fluctuations of magnetic moments [29]. The observed high magnetic anisotropy with
associated substantial magnetic susceptibility and coercivity as well as good corrosion
resistance [23] lead to the conclusion that ordered CoPt nanoalloys are interesting can-
didates for ultrahigh-density magnetic recording media.

The bulk phase diagram of the Co-Pt system is represented in Fig. 1. The Co-Pt alloys
are known to have a strong tendency for ordering so that the phase diagram is charac-
terized by three main ordered phases, the fcc L12 (Co0.25Pt0.75 and Co0.75Pt0.25) and
the fct (tetragonalized) L10 (Co0.5Pt0.5). Cobalt-rich L12 structure is significantly less
marked. It is speculated that assymmetry of L12 phases’ stability can be attributed
to the presence of strong ferromagnetism ([8] and references therein).

One of the main questions about ordering phenomena in CoPt is about the role of
magnetism which has been shown very recently to be much important [30]. We will
also investigate this point using DFT calculations.

As the main current interest with CoPt is to synthesize nanoparticles with enhanced
catalytic or magnetic properties (anisotropy mainly in this case), many experimental ef-
forts till now concentrated on obtaining perfectly ordered L10 CoPt nanoparticles [22].
In this field size effects have to be closely investigated since not only properties may
be modified in nanoparticles with regards to bulk alloys but also more fundamentally
the phase diagram. For instance although the L10 structure is the most stable one
in the bulk alloy, this statement cannot be directly extended to nanoalloys because of
finite size effects. As already mentioned currently no actual phase diagram is available
for nanoalloys but some evidences for possible modifications have been reported. For
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Co3Pt (L12) CoPt (L10) CoPt3 (L12)

Figure 1: High-temperature magnetic and chemical phase diagram of the CoPt sys-
tem [8]. Example L12 (Co3Pt, CoPt3) and L10 (CoPt) structures are shown below.

instance D. Alloyeau et al. [14] recently found, within both experimental observations
(High Resolution Transmission Electron Microscopy) and atomistic simulations (Monte
Carlo), that the order-disorder transition temperature in CoPt equiatomic 2 − 3 nm
nanoparticles is 325− 175 K lower than the bulk material transition temperature.

In this context the need to predict ordering tendencies in nanoalloys motivated the
main goal of this work. A first step in this direction proposed here consists of the
development of a model able to predict the ordering tendency (basically versus phase
separation) in nanoalloys on the basis of their electronic structure determined using a
tight-binding scheme founded on specific DFT calculations. The choice for studying
the electronic structure is tightly related to the fact that the properties of nanoalloys
depend on the local electronic structure on the various inequivalent sites showing par-
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ticular chemical and morphological structures.

From the methodological point of view a simplified parametrized description of the
electronic structure is often necessary for studies of complex transition-metal com-
pounds involving intricate surface, structural and chemical effects. A wide variety of
currently available ab-initio Density Functional Theory (DFT) band structure codes
are available. Up to now these codes are still applicable to relatively simple structures,
and in general, cannot be used in systematic studies of thermally activated structural
transformations such as e.g. order/disorder phenomena in bulk or nano-structured
alloys. Such studies have been most often feasible within diverse semi-empirical ap-
proaches, among which the Tight-Binding Approximation (TBA) is particularly well
suited. Depending on the problem, it allows tuning the accuracy of the electronic
structure determination by handling the number of exact moments of the local densi-
ties of states (LDOS) which are calculated. In all cases, the TBA simulations require a
self-consistent treatment of the link between the atomic orbital level shifts and charge
redistribution on the various sites which may differ either geometrically (particular
coordination in bulk or at the surface) or chemically (occupation by particular atoms).

For at least two decades the former aspect has been extensively studied in the case
of pure metal surfaces in connection with the development of surface core level spec-
troscopy techniques. Very few studies addressed, however, multicomponent systems
(alloys) and up to now, no rules for the correct and efficient treatment of charge trans-
fer in nanoalloys have been elaborated. Such an analysis is however useful, not only
for the sake of interpretation of alloy core level experiments, but more generally for the
sake of enabling thermodynamic calculations based on electronic structure for which
the essential data is the effect of alloying on the atomic levels (so-called here ”diagonal
disorder”). While usual interpolation schemes of the pure element band structure have
generally become inadequate, the situation is still more complicated for late transition
series elements for which not only d but also s-p electrons have to be taken into ac-
count, as already shown in the case of surfaces [31, 32]. Indeed, even though it is known
from DFT approach that, in the case of a pure metal surface, the surface electronic
charge is the same as in the bulk, not only per site but also per orbital [32] we do not
control to the same extent how the things evolve as soon as two different elements are
present.

A local neutrality rule for the CoAu system has been already investigated in [33]. The
aim of the present work is to generalize such local neutrality rule for another archetypal
system, CoPt, which contrary to CoAu exhibits a strong ordering tendency in bulk
and whose particularity consists of the fact that a complex magnetic metal is alloyed
with a late transition one for which sp-d hybridization may be important. From there
the second aim will be to develop a model, based on tight-binding electronic structure
calculations, for predicting ordering tendencies in nanoalloys within simple parameters.
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Organization

The thesis is divided into three main parts.

In the first chapter the extensive description of the methodology is given and some
technical aspects of the performed calculations are discussed. The ab-initio class of
methods covers all approaches that start directly from the well established physi-
cal laws without imposing system-specific arbitrary models or forcing approximations
that require parameter fitting. In the solid-state physics it means that the proper-
ties of the material are derived from its electronic structure calculated by solving a
quantum mechanical many-body problem. Within DFT any property of a system of
interacting particles in an external potential can be described by a functional of the
ground state electron density which can be determined self-consistently. The DFT
calculations have been performed with the SIESTA [34] method which uses the basis
of linear combination of atomic orbitals (LCAO). The GGA (Generalized Gradient
Approximation) exchange-correlation functional in the PBE [35] parametrization has
been used. In the Tight Binding method every single electronic wave function can be
represented as a linear combination of fixed atomic orbitals associated with particular
atoms and therefore the method is the best suited for studying systems where there
is no significant overlap between orbitals like transition metals studied here. The TB
Hamiltonian for a binary alloy in the basis of atomic orbitals involves two types of ma-
trix elements: diagonal atomic levels for given atom and off-diagonal hopping integrals
between two orbitals on neighboring sites. In a mixed system the difference between
these values for different atoms (disorder parameters) drives the redistribution of the
electronic states with respect to those of pure elements. These fundamental param-
eters are calculated from the averaged LDOS for a given atom type obtained by the
recursion method [36] as a continued fraction, whose coefficients are directly related to
the moments of LDOS. These LDOS are determined from a self-consistent treatment
of the environment-driven charge redistribution using a local charge neutrality rule as
validated by DFT calculations. The local electronic structure within DFT and TBA
methods is studied for inequivalent sites classified with respect to their local environ-
ment, up to the first nearest neighbors.

Chapters two and three of the thesis are focused on the DFT results for Co, Pt
elemental systems, CoPt bulk alloys at different concentrations and CoPt systems with
lower dimensionality (surfaces, nanoparticles). First the basic structural properties are
calculated and compared with the data available in literature (both experimental and
theoretical). Then, surface energies of pure Pt(100), Pt(111) and Co(0001) surfaces are
calculated and in the case of pure clusters a simple analysis of the favorable shape with
respect to the size is performed. In case of mixed systems systematic analysis of the
heats of formation with respect to concentration is performed in order to investigate
the importance of magnetism for stabilization of the structure. The main objective
is, however, to study in detail the charge redistribution and local magnetic moments
on sites in different structural and chemical environments. This analysis is performed
first in the simplest case of the pure systems where only the site coordination effects
are present (pure surfaces and single-component clusters). Secondly, mixed binary sys-
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tems are introduced which allows to determine the charge transfers between orbitals of
the two atom species both inside the bulk with only concentration-dependent chemical
effects and in more intricate case of surfaces and small clusters where the effects of the
site coordination and chemical environment are combined. The effect of the coordina-
tion, concentration and local chemical environment is studied in detail with the aim to
verify the local neutrality rule per site, species and orbitals. Some limits to the strict
generality are identified. The results obtained at this step will allow a self-consistent
determination of the atomic level shifts within the TBA calculations (next chapter).

The fourth chapter is devoted to the TBA calculations which, in the context of the
thesis, have been conducted only in the case of paramagnetic model systems. TBA cal-
culations were performed first for a number of selected simple structures with the aim
to compare the results with DFT calculations (pure fcc bulk, L10 CoPt, dilute systems
and Co monolayer on Pt(111)). The LDOS determined for the same systems by means
of DFT and TBA techniques are compared and evaluated in terms of the fulfillment
of the neutrality rule. The comparison of the results obtained by DFT and TBA tech-
niques is then extended to a small typical cuboctahedral cluster of CoPt with an L10

ordered arrangement by comparing the average Co and Pt DOS. Subsequently more
realistic cluster sizes and configurations inaccessible directly by ab-initio approaches
are analyzed. This analysis is mainly focused on model cuboctahedral shapes with L10

ordering. The LDOS on sites with different chemical environment and coordination
number is studied in detail. Systematic analysis of those changes as a function of the
site coordination is performed and some trends are identified. These observation is
then used to predict the average atomic d-level given the cluster size, which allows to
predict the basic features of the LDOS (d-band center and d-band width) by simple
laws with structural and chemical terms. Following the previous work on the ordering
trends in transition metal alloys [37] we propose a new way to predict the ordering
tendency for any transition metal nanoalloy as a function of its size. This is achieved
on the basis of the basic properties of DOS either directly calculated in the TBA frame-
work for given structure or estimated by the simplified laws. The study is summarized
with a map of ordering regions composed of the analyzed clusters which along with
data available in the literature allows to determine ordering domains and to predict
the ordering preference of a cluster solely by its location on the map.

In conclusion the results obtained in both approaches will be summarized and a
number of improvements along with the future perspectives will be briefly discussed.



Chapter 1

Methodology

1.1 First principles approach

Ab-initio class of methods covers all approaches that start directly from the well es-
tablished laws of physics without imposing system-specific arbitrary models or forcing
approximations that require parameter fitting. In solid-state physics it means that
properties of the material are derived from its electronic structure calculated by solv-
ing quantum mechanical many-body problem for a system of electrons and atomic
nuclei.

1.1.1 Hamiltonian of many-body system

A system of Nn nuclei each one located at the position Rk, having the electronic charge
Zk, mass Mk and being associated with N electrons at positions rl each having a mass
me and electronic charge e can be described by the Hamiltonian:

Ĥ = −
N∑
i

h̄2

2me
∇2
i︸ ︷︷ ︸

kinetic energy of electrons

+

electron-electron interaction︷ ︸︸ ︷
N∑
i,j
i<j

e2

|ri − rj |
−

Nn∑
i

h̄2

2Mi
∇2
i︸ ︷︷ ︸

kinetic energy of nuclei

+

nucleus-nucleus interaction︷ ︸︸ ︷
Nn∑
i,j
i<j

ZiZje
2

|Ri −Rj |
−

N∑
i

Nn∑
j

Zje
2

|ri −Rj |︸ ︷︷ ︸
electron-nucleus interaction

The state of such system can be determined by solving the Schrödinger equation:

ĤΨn({Rj}, {ri}) = EnΨn({Rj}, {ri}) (1.1)

where Ψn is a complete many-body wavefunction of the system state with energy En.

Because of the electrostatic nature of all interactions in the system the forces on both
electrons and nuclei are of the same order of magnitude. Since typically nuclei are
by 5 orders of magnitude more massive than electrons they move with much smaller
velocities and the time-scales of nuclear and electronic motion will be well separated.
This separation, known as adiabatic or Born-Oppenheimer approximation [38], allows
to find the electronic ground-state under the assumption that nuclei are stationary and
then to evaluate system energy and solve the problem of nuclear motion. Neglecting
the nuclear kinetic energy and the nucleus-nucleus interaction terms the Hamiltonian
is written as:
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Ĥ = −

T̂︷ ︸︸ ︷
N∑
i

h̄2

2me
∇2
i +

V̂int︷ ︸︸ ︷
N∑
i,j
i<j

e2

|ri − rj |
−

Vext︷ ︸︸ ︷
N∑
i

Nn∑
j

Zje
2

|ri −Rj |
(1.2)

The problem is now simplified compared to 1.1, but due to the many-body nature of
electron-electron interactions it is still too complicated to be solved for N ≥ 3.

Independent electron approximations

In order to further simplify the problem instead of dealing with the motion of N
electrons in the ionic potential of Nn nuclei one can take a mean field approach by
replacing the interaction between a given electron with all the remaining ones with
effective potential Veff. This leads to the ”non-interacting”, one-electron Hamiltonian
without explicit electron-electron interaction term. The effective potential can be
expressed in terms of the electron density:

ρ(r) =
∑
σ

∑
i

fσi |Ψσ
i (r)|2 fi - Fermi-Dirac distribution σ ∈ {↑, ↓} - spin (1.3)

With Veff defined as averaged Coulomb interaction the Hamiltonian 1.2 now writes:

Ĥ = −
N∑
i

h̄2

2me
∇2
i + e2

∫
dr′

ρ(r′)

|r− r′|︸ ︷︷ ︸
Veff

−
N∑
i

Nn∑
j

Zje
2

|ri −Rj |
(1.4)

In this approximation, proposed in 1927 by D.R. Hartree, the true N -electron wave-
function Ψ({ri, σi}) is replaced by a product of single-electron wavefunctions ψi(ri, σi):

Ψ({ri, σi}) =
1√
N

N∏
i

ψi(ri, σi) σi - spin of the electron (1.5)

Solution of the Schrödinger equation 1.1 for the Hamiltonian 1.4 requires a priori
knowledge of the ρ(r). One must, therefore, employ an iterative procedure and con-
struct an effective potential from the density obtained in the preceding step starting
with some postulated, initial ρ(r). This algorithm continues until self-consistency is
reached.

The Hartree factorization 1.5 clearly does not take into account the antisymmetry of
the fermionic wavefunctions and therefore totally neglects the exchange interactions
coming from the exclusion principle. The solution is to define the Slater determinant :

Ψ({ri, σi}) =
1√
N !

∣∣∣∣∣∣∣∣
ψ1(r1, σ1) · · · ψ1(rN , σN )

...
. . .

...

ψN (r1, σ1) · · · ψN (rN , σN )

∣∣∣∣∣∣∣∣ (1.6)
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which leads to Hartree-Fock approximation where the Hamiltonian 1.4 contains an
additional state-dependent exchange term V i,σ

EX that damps the potential Veff for equal
spins:

V i,σ
EX = −

[∑
j

∫
dr′

ψ∗j (r
′, σ)ψj(r

′, σ)

|r− r′|

]
ψj(r, σ)

ψi(r, σ)
(1.7)

Besides the fact that the Hartree-Fock approximation yields equations hard to solve in
all but a few special cases (spherically symmetric atoms, homogeneous electron gas) it
is still a mean-field approximation that does not properly account for the correlated
motion of electrons. Several post-Hartree-Fock methods aiming at overcoming this
limitation were proposed [39] and are widely used in quantum chemistry.

1.1.2 Density Functional Theory

Fundamental observation that led to one of the most successful theories that is until
today most widely used in ab initio calculations is similar to those previously discussed:
any property of a system of interacting particles in external potential can be described
by a functional of the ground state electron density. The existence proof for such
functional, without, however any suggestions concerning the exact methodology for its
construction was given in 1964 by Hohenberg and Kohn [40].

The Hohenberg-Kohn theorems

Theorem 1: For any system of interacting particles in an external potential Vext,
the potential Vext is determined uniquely, except for a constant by the ground state
particle density ρ(r) which means that the Hamiltonian is fully determined as well.

Theorem 2: A universal functional for the system energy E[ρ] can be defined in
terms of the density ρ(r) corresponding to any external potential Vext and for which
the exact ground state of the system is the global minimum of functional E[ρ]. The
density ρ(r) which minimizes the functional is the exact ground state density ρ0(r).

An alternative formulation of Levy and Lieb [41, 42] provides an operational definition
of the functional. The total energy for any many-body state Ψ can be written with 1.2
as:

E = 〈Ψ| T̂ |Ψ〉+ 〈Ψ| V̂int |Ψ〉+

∫
d3rVext(r)ρ(r) (1.8)

One can define the unique lowest energy for particular electronic density ρ(r) by min-
imizing the expression 1.9 over all states Ψ that have the same density ρ(r):

E[ρ] =

F [ρ(r)]︷ ︸︸ ︷
min

Ψ→ρ(r)

[
〈Ψ| T̂ + V̂int |Ψ〉

]
+

Eext︷ ︸︸ ︷∫
d3rVext(r)ρ(r) (1.9)

The first part of the expression 1.9 defines the Levy-Lieb functional F [ρ(r)] that does
not depend on the Vext. The exact analytical form of this functional is not known, but
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it may be expressed in terms of the kinetic energy of a non-interacting electronic gas Ts,
the electron density self-interaction Hartree term EH and the many-body exchange-
correlation energy EXC:

F [ρ] =

Ts[ρ]︷ ︸︸ ︷
1

2

∑
σ,i

|∇Ψσ
i |2 +

EH [ρ]︷ ︸︸ ︷
1

2

∫
d3r d3r′

ρ(r)ρ(r′)

|r− r′|
+

EXC[ρ]︷ ︸︸ ︷∫
d3r ρ(r)εXC(r) (1.10)

where εXC(r) denotes the exchange-correlation energy density (energy per particle).

1.1.3 Approximations of the exchange-correlation functional

The main difficulty is now to properly approximate the εXC term as a local or nearly-
local functional of the electron density. Over the years, diverse approximations have
been developed. Starting with a relatively simple variant based on the local den-
sity only one can incorporate increasingly complex components accounting for the
environment and mimic features of the true, exact functional. Some of them can be
quite sophisticated and designed to deal with highly specific set of problems. This is
sometimes referred to as a Jacob’s ladder of density functional approximations for the
exchange-correlation energy [43] with the ideal exact-exchange at the ”heaven” level.

Local (Spin) Density Approximation

The simplest form of such approximation has been proposed by Hohenberg, Kohn
and Sham [40, 44]. The εXC is assumed to be identical to the exchange-correlation
energy density εXCHEG corresponding to a homogeneous electron gas (HEG) of the
same density. While the analytical formula for the exchange energy density εXHEG of
HEG is available (∝ 3

√
ρ), the correlation part εCHEG can be approximated by Wigner

correlation functional [45] following directly from HEG model, calculated by a means
of quantum Monte Carlo simulations [46] or estimated using various analytical forms
(see e.g. Vosko, Wilk and Nusair (VWN) [47], Perdew and Zunger (PZ81) [48]). The
notion of locality stems from the fact, that the functional at a given point is fully
defined by the electron density at that particular point. The LSDA approximation is
a simple spin-wise generalization of LDA with spin density ρσ:

εXCLSDA[ρ↑, ρ↓] = εXCHEG[ρ↑, ρ↓] ≡ εXHEG[ρ↑, ρ↓] + εCHEG[ρ↑, ρ↓] (1.11)

The rationale for the local approximation is that the range of the exchange-correlation
effects for typical electron densities in solids is relatively short. This assumption is
especially valid for nearly-free-electron metals reasonably described in terms of the
standard electron-gas model. Worse results should be expected for systems with more
localized electrons like late transition metals and where magnetism plays significant
role.

Generalized-Gradient Approximations

The accuracy of the L(S)DA for systems with highly inhomogeneous electron density
can be improved by taking into account the density gradient. In real materials with
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large variations of ρ the parametrization of exchange - correlation functional only in
terms of ρ and magnitude of its |∇ρσ| at each point (low-order gradient expansion [44,
49, 50]) appears insufficient and does not lead to consistent improvement over L(S)DA
sometimes yielding worse results [9]. The solution is the generalized -gradient expansion
(GGA) where the special dimensionless functional FXC[ρ, |∇ρ|, . . . ] is introduced to
modify the behavior of large electron density gradients:

εXCGGA[ρ↑, ρ↓] = εXHEG[ρ↑, ρ↓] FXC[ρ↑, ρ↓, |∇ρ↑|, |∇ρ↓|, . . . ] (1.12)

The exchange part FX of this GGA enhancement factor FXC can be expressed in terms
of the Seitz radius rs which equals to the average distance between electrons and the
dimensionless reduced density gradients of k-th order defined as [9]:

sk =
|∇kρ|

(2kF )k ρ
where kF denotes Fermi wave vector kF =

3 3
√

2π/3

rs
(1.13)

Numerous formulas for FXC have been proposed. The most common ones include
those of Becke (B88) [51], Perdew and Wang (PW91) [52], Becke [51], Lee, Yang and
Parr [53] (BLYP) and Perdew, Burke and Enzerhof (PBE) [35] which has been used for
the purpose of the present work. The PBE formula used in the present work involves
a simplified form of the PW91 FX factor:

FPBE
X (s ≡ s1) = 1 + κ− κ

1 + µs2/κ
µ = 0.21951 κ = 0.804 (1.14)

The parameters µ and κ were introduced in order to recover the linear response form
of the local approximation and satisfy the Lieb-Oxford bound [54]. Since FX ≥ 1 per
definition 1.14, PBE-GGA leads to the exchange energy lower than in LDA which
results in a reduction of the binding energy and the correction of its overestimation
typical for LDA. The correlation factor FC is usually expressed in terms of the exchange
εXLDA and the correlation εCLDA energy densities stemming from LDA [55, 56, 35]
(PW91, PBE). Alternatively, the orbital-dependent Colle-Salvetti correlation-energy
formula is sometimes used [53] (LYP). In all cases FC vanishes with s→∞.

Strategy for the choice of the optimum EXC approximation

GGA functionals are commonly considered as an improvement over LDA [43] but the
choice of the XC potential always depends on the studied system and its particular
properties to be calculated. For instance, LDA tends to overestimate the bond strength
leading to underestimated lattice constants and overestimated bulk moduli while GGA
exhibit opposite behavior [57]. This tendency is particularly well marked in the case
of 3d metals, especially magnetic ones since magnetization strongly depends on inter-
atomic distances and decreases with lattice contraction. A very well known example
is the case of phase diagram of iron - LDA calculations indicate that the most stable
phase should be paramagnetic fcc instead of ferromagnetic bcc. However, there is no
general rule that allows to unambiguously choose the XC functional for given system
other than comparison of the results of test calculations between each other and with
available experimental data. This ”strategy” will be indeed applied in the case of Co
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and Pt in the next chapter. The choice of particular parametrization is also important
in view of the considerable effect of the proportion between the magnitudes of the
exchange and correlation components on the accuracy of the result where specific kind
of interactions play significant role [58]. GGA has been successfully applied in several
related works [59, 60, 61]. PBE parametrization, in turn, is considered most universal
(thus not specifically designed for solids/molecules) which is important in this work.
For complete review and extensive tests see [62, 58, 63].

1.1.4 Kohn-Sham equations

The idea of the Kohn-Sham approach consists of replacing a complex many-body
interacting systems with an auxiliary non-interacting system showing the same ground-
state density. Combining the formula 1.9 with 1.10 the energy functional may be
expressed as a sum:

EKS = Ts[ρ] + Eext + EH [ρ] + EXC[ρ] (1.15)

The ground-state solution for the auxiliary system can be found through the variational
minimization of 1.15 with respect to a set of electronic one-particle electron states ψσi :

δEKS

δψσi
∗ =

δTs
δψσi

∗ +

[
δEext

δρ
+
δEH
δρ

+
δEXC

δρ

]
δρ

δψσi
∗ = 0 (1.16)

Setting δTs/δψ
σ
i
∗ = −1

2∇
2ψσi , δEext/δρ = Vext and δρ/δψσi

∗ = ψσi one can make
use of the Lagrange multiplier method with multipliers εσi to satisfy orthonormality
constraints of ψσi and write 1.16:(

−1

2
∇2 + Vext +

δEH
δρ

+
δEXC

δρ
− εσi

)
ψσi = 0 (1.17)

The above Kohn-Sham equations define an effective potential:

VKS(r) = Vext(r) +
1

2

∫
ρ(r)

|r− r′|
dr′ +

δEXC

δρ(r)
(1.18)

In this formulation the effective potential is composed of the external potential Vext

the Hartree term and exchange-correlation potential defined as a functional derivative
of EXC. Since LDA and GGA yield EXC as a function of the electron density and its
gradients at a given point the corresponding XC potential is expressed explicitly [9].

Solving the Kohn-Sham equations

Formula 1.17 defines a set of coupled Schrödinger equations for independent particles
in effective potential depending self-consistently on the electron density ρ. Therefore,
the algorithm for solving this set of equations requires an iterative procedure like the
one discussed in section 1.1.1 for Hartree approach. Fig. 1.1 shows a scheme of such
procedure.

1 The initial shape of ρ(r) is set. Proper guess of initial electronic density facili-
tates the convergence of the algorithm. Depending on the problem this can be



1.1. FIRST PRINCIPLES APPROACH 13

achieved by simply superimposing the charge densities of isolated atoms, through
some a priori chemical knowledge, from previous unconverged iteration or from
calculations performed for a slightly different geometry [64, 65].

2 The effective potential Veff for the current electronic density ρ(r) is constructed
using the selected exchange-correlation functional containing the Hartree term
and the external potential Veff of the nuclei. The strong nuclear Coulomb poten-
tials are usually replaced by effective ionic pseudopotentials that account for
the screening effects of the tightly-bound core-electrons and excludes them from
explicit calculations.

3 The most computationally demanding step is the numerical solution of the Kohn-
Sham equation for given probe potential determined by the current electron den-
sity ρ(r). The procedure involves expansion of the eigenvectors ψi(r) in terms of a
basis of functions showing particular properties. This choice of a basis leads to
distinct but equivalent descriptions of the underlying electronic structure. Each
method has its advantages, disadvantages and applicability constraints.

4 The solution of step 3 is now used to calculate the next-iteration electron den-
sity ρ(r) and the steps 2 and 3 are repeated until self-consistency between ob-
tained after algorithm iteration electronic density ρ̃(r) and ρ(r) used before for
potential construction. Convergence is usually verified through the condition
maxij(ρ̃ij , ρij) < T evaluated on density matrix elements ρij . The arbitrarily
chosen tolerance T determines the accuracy of calculations.

5 If the self-consistency was not reached a new value of the density is chosen using
currently calculated ρ̃(r) and previous values of ρ(r). The way the choice is made
can seriously affect the convergence and the possibility to achieve self-consistency
quickly. The simplest form of the density mixing scheme is linear mixing shown
on the diagram which leads to the ”steepest descent” direction for minimization
of the energy. Several numerical mixing schemes have been developed, most
notably the modified Broyden method [66, 67] and Pulay [68] mixing.

1.1.5 Basis sets

The solution of Kohn-Sham equations 1.17 involves finding the eigenvectors and re-
spective eigenvalues. The procedure is to expand the eigenvectors in terms of functions
of known properties. Ensemble of such functions fk form a basis in which ψi(r) writes:

ψi(r) =
∑
k

cikfk(r) (1.19)

The basis can be chosen in a number of ways, each having some advantages and dis-
advantages. Most important criteria for the choice of basis include: the asymptotic
completeness, computational complexity, efficiency and achievable accuracy of the cal-
culations, conceptual simplicity and ease of implementation, meaningfulness of the
physical interpretation and its relevance for a particular problem. Existing methods
can be classified into one of the three families [9, 69]:
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Guess initial ρ(r) 1

Calculate effective potential

Veff(r) = Vext(r) + VH(ρ(r)) + VXC(ρ(r))
2

Solve Kohn-Sham equation[
−1

2
∇2 + Veff(r)

]
ψi(r) = εiψi(r)

3

Calculate the density

ρ̃(r) =
∑
i

fi|ψi(r)|2 4

Self-
consistency
with ρ(r)?

Finished

Select new value of density

ρ(r) := αρ̃+ (1− α)ρ
5

No

Yes

Figure 1.1: Self-consistent algorithm for solution of Kohn-Sham equations [9].
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• plane wave and grids
Plane wave methods are very widely used due to their conceptual simplicity
(Fourier transforms) and generality achieved by not making assumptions regard-
ing the specific features of the eigenvectors. This also means, that they are not
tailored to represent any function in particular and hundreds of plane waves per
atom are necessary to achieve good accuracy. Real-space grids are appealing
alternative for finite systems, but essentially suffer from the same problems.

• localized basis sets
Plane wave approach also lacks the locality and straightforward physical in-
terpretation which is a strong point of localized methods and specifically of a
basis of localized atomic-like orbitals (LCAO). In this case the basis consists
of relatively few, atom-centered functions with radial component and spherical
harmonic. Several representation schemes are available (e.g. Gaussian-based,
Slater orbitals or Numerical Atomic Orbitals). The LCAO approach is closely
related to the Slater-Koster Tight-Binding method and due to the small number
of well suited functions offers excellent efficiency and potential accuracy. The
main drawback is the lack of systematic rules for selecting proper basis functions
for given system.

• atomic sphere methods
This is a family of most general methods offering hybrid description with smoothly
varying functions between atoms and efficient representation of atomic-like fea-
tures near nuclei (augmentation). Notable members of this family are Korringa-
Kohn-Rostoker method, Augmented Plane Waves approach and muffin-tin or-
bitals. These methods are ones of the most accurate in DFT, but non-linear
(with linearization possibility), difficult to implement and numerically expen-
sive.

Numerical Atomic Orbitals implemented in SIESTA code are constructed as numerical
solution of Kohn-Sham equations of isolated pseudo atom using Numerov method on
logarithmic grid which is more dense close to the nucleus. The basis functions are
then defined by the adjustable radial component and well defined spherical harmonic
for given orbital. The radial part is composed from one (single-ζ) or more (double-ζ,
triple-ζ, . . . ) radial functions. Additionally, since in the solid there is no real spherical
symmetry additional angular momenta must be introduced through artificial polariza-
tion functions that are not present in the minimal basis of the atom [9].

1.1.6 Pseudopotentials

A typical solid state system contains two basic categories of electrons:

• core electrons - chemically inert, described by localized wavefunctions and tightly
bound to the nuclei on very deep energy levels

• valence electrons - responsible for the formation of atomic bonds, almost delocal-
ized (electron gas in metals) and having most impact on the material properties
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Co: 1s22s22p23s23p6︸ ︷︷ ︸
core electrons

valence electrons︷ ︸︸ ︷
4s23d7 Pt: 1s22s22p23s23p63d104s24p65s24d105p64f14︸ ︷︷ ︸

core electrons

valence electrons︷ ︸︸ ︷
5d96s1

Since the predominant effect brought about by the core electrons is screening of the
nuclear potential there was an idea to exclude core electrons from the current calcu-
lations and to account for their effect by constructing effective pseudopotentials (PS).
Within this procedure, the related all-electron wavefunctions ψi(r) are replaced by
pseudo-wavefunctions ψPS

i (r) that are identical to ψi(r) outside the core region. The
problem is now how to generate a replacement that would maintain the accuracy and
transferability of the full, all-electron (AE) solution. The notion of transferability is
here of a crucial interest as it guarantees that the pseudopotential constructed in par-
ticular environment (usually an isolated atom in the ground or excited state) will be
reliably applicable in another environment (condensed matter, molecules, ions). There
are several requirements for a ”good” pseudopotential [70, 9]:

1. AE and PS eigenvalues are in mutual agreement for given reference configuration

2. AE and PS wavefunctions completely overlap beyond a chosen core radius Rc

3. logarithmic derivatives of AE and PS wavefunctions are equal at Rc

4. integrated charges inside Rc equal for AE and PS (norm conservation)

5. agreement of energy derivatives of the logarithmic derivatives

While the all-electron potential diverges close to nucleus and the true electron wave-
functions oscillate rapidly in the core region (necessary in order to satisfy the orthog-
onality constraints), the behavior of pseudopotential and pseudo wavefunctions below
Rc is more smooth (see visualization in Fig. 1.2) - nodes of the wavefunction vanish
while conserving the charge (thus norm conservation) and the singularity of the po-
tential is replaced by a shallow minimum - the strong nuclear potential is screened by
core-electrons.

Generation of norm-conserving pseudopotentials

In order to ab initio generate a pseudopotential one starts with a choice of the atomic
configuration and performs the all-electron calculations independently for each |l,m〉
state of an isolated atom (or an atomic-like state) by self-consistently solving radial
Schrödinger equation in terms of the all-electron atomic wavefunctions with given
angular momenta. The Hamiltonian is composed of a Laplacian (in spherical coordi-
nates), the nuclear Coulomb interaction term Vext, the Hartree term VH(r) and the
exchange-correlation potential VXC(r) (Hartree units):[

−1

2

d2

dr2
+
l(l + 1)

2r2
− Vext(r) + VH(r) + VXC(r)

]
ψAEn,l (r) = εn,lψ

AE
n,l (r) (1.20)



1.1. FIRST PRINCIPLES APPROACH 17

ψAEn,l (r)

ψPSn,l (r)

V AE(r)

V PS(r)

r

Rc

Figure 1.2: Schematic representation of the pseudopotential and valence pseudo wave-
function (dashed line) versus all electron potential and true wavefunction (solid line).

Subsequently, valence states are identified and a pseudo wavefunction ψPSn,l (r) is se-

lected for the calculated all-electron wavefunction ψAEn,l (r) so that it satisfies the pre-
viously mentioned criteria for the arbitrarily chosen core radius Rc (sometimes also
called pseudoisation radius). The exact form of the pseudopotential is therefore not
unique which allows to select it with regard to optimum computational properties.
The choice of Rc which is done separately for each l channel is especially important:
while its smaller values lead to so-called ”hard” potentials that provide better accuracy
and transferability being, however, more computationally demanding, relatively large
values of Rc lead to ”soft” potentials with smooth wavefunctions that in plane-wave
approach can be described with as few basis functions as possible and therefore tend
to be more computationally efficient.

Several procedures of pseudopotential generation have been developed. Bachelet,
Haman, Schlüter [71] and later Vanderbilt [72] assumed generic parametrized form
of the pseudopotential and subsequently performed parameter-fitting procedure to
obtain wavefunction with desired properties. Another approach detailed by Chris-
tiansen et al. [73] and Kerker [74] is to start with such pseudo-wavefunction ψPS and
find the pseudopotential using inverted Schrödinger equation with all-electron energy.

General tendency in solid-state applications is to make pseudo-wavefunctions as smooth
as possible. Kerker assumed following analytic form of pseudo wavefunction:

ψPS
r<Rc(r) = ep(r) p(r) - fourth order polynomial (1.21)

This approach has been extended by Troullier and Martins [75] through the use of
higher order polynomial with coefficients selected to match derivatives of all-electron
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wavefunction and satisfy the constraint of norm-conservation. A number of other
schemes evolved, most notably the dual-space Gaussian pseudopotentials [76]. The
quality of the pseudopotential can be also improved by incorporating the scalar rela-
tivistic effects and the spin-orbit interactions. The approach of Troullier-Martins has
been followed in the present work because of its conceptual simplicity and compatibility
with the SIESTA code.

Tests of pseudopotentials

Apart from the verification of the compliance with the discussed earlier list of re-
quirements it is always good practice and absolute necessity for custom-generated
pseudopotentials to perform test calculations in selected, well-known situations and
compare with available experimental data and other calculations.

Important feature of a pseudopotential is that while being generated for just one spe-
cific atomic configuration it is, at the same time, supposed to be transferable. The
transferability means that it can still provide adequate description of an atom when
the valence electronic configuration is varying within the limits that can be expected in
the system in question [77]. Therefore, a number of different trial configurations must
be tested by performing calculations with a chosen pseudopotential and comparing the
results with the all-electron calculations conducted for the same trial configurations.
The particular choice of trial configurations should be conditioned by the possibility of
their occurrence in the target system. By considering all-electron calculation of these
different configurations as a reference, one should check whether the pseudopotential
calculation yields reasonable energies of valence states and properly reproduce the rel-
ative total energy differences between trial configurations which should be not affected
by the choice of particular calculation scheme.

All choices made during the procedure of pseudopotential generation, in particular the
electronic configuration of the atom, cut-off pseudoization radii and all other advanced
features like core corrections must be verified by performing initial calculations for
simpler systems with well known properties and adjusted accordingly. Finally it is
also important to maintain the balance between accuracy and related computational
overhead.

1.1.7 Deployment of the SIESTA method

SIESTA [34] is a widely used method (several thousands of users all over the world)
to perform efficiently standard self-consistent Kohn-Sham DFT electronic structure
calculations of molecules and solids. Its efficiency is tightly related to the use of local-
ized basis sets. It can be used with a wide variety of exchange-correlation functionals
(including GGA-PBE used in the present work) and besides the standard way of solv-
ing the generalized eigenvalue problem by direct diagonalization it also offers various
order-N algorithms relying heavily on sparsity of Hamiltonian and overlap matrices.
The latter feature, however, was not used in the present calculations. SIESTA is also
capable of structural relaxation by moving the atoms in the aim to minimize the forces
acting on them. Several algorithms are available e.g. conjugate-gradients and Broyden.
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SIESTA calculations work flow

Practical implementation of DFT calculations with SIESTA is an iterative procedure
that consists of the following steps [77] - some of them will be discussed in detail later:

1. selection of typical bulk configurations for testing: in case of a Co-Pt mixed
systems the natural choice was pure Pt (fcc), pure Co (fcc/hcp) and CoPt (L10)

2. choice of exchange correlation functional and its particular parametrization

3. choice the basis set and associated parameters

4. preparation of pseudopotentials that conform to all the basic requirements de-
tailed in previous section - this is to be done for all atoms separately

5. a number of test calculations for selected configurations with lattice constant(s)
near the expected (experimental) values within a window of tolerance - for the
magnetic systems spin-polarized calculations should be performed.

6. choose most energetically favorable value(s) by fitting Birch-Murnaghan equation
of state to the energy vs unit cell volume relation

7. final relaxed calculations starting from the newly found lattice constants and
derivation of basic bulk properties (bulk modulus, magnetic moment, energetical
quantities, charges, densities of states)

8. comparison of the results with well known features of sample systems, results
obtained from similar calculations and respective experimental data

These steps have to be repeated should the need for improvements arises. It is impor-
tant to note that there is no fitting the parameters to experimental data - the choices
that are made here are meant only to find a compromise between computational fea-
sibility and the accuracy of calculations. Last, but not least while the real test for
ab-initio method is always the comparison of the calculations with experimental data
it is also advisable to perform some purely numerical tests where the convergence of
self-consistent calculations can be verified.

Pseudopotentials for Co and Pt

For the ion-electron interactions, the core electrons are replaced by norm-conserving,
improved Troullier-Martins pseudopotentials [75] with core corrections, factorized in
the Kleinman-Bylander form [78] including scalar-relativistic effects. Pseudopoten-
tials were generated with the aid of the program ATOM [79] developed by S. Froyen,
N. Troullier, J. Martins and A. Garcia. This program was also used to perform basic
tests. Atomic configurations and cutoff radii (in Bohrs ≈ 0.529Å) used for subsequent
calculations:

Pt: [Xe] 4f14 5d9 6s1 6p0 5f0

relativistic rcs=2.65, rcp=2.47, rcd=1.53, rcf=2.32
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Co: [Ar] 4s2 4p0 3d7 4f0

spin polarized rcs=1.8, rcp=1.9, rcd=0.7, rcf=0.2.

Core correction was provided with pseudo core charge density given by r2 exp(a+br2 +
cr4) outside rpc. For Co relevant parameters were rpc = 1.152, a = 4.630, b = −3.042
and c = 0.316 (pseudo core charge of 10.1489 e) and for Pt rpc = 1.308, a = 4.730,
b = −2.278, c = 0.171 (pseudo core charge of 17.1443 e).

Fig. 1.3 and Fig. 1.4 illustrate the comparison between the results of all-electron and
pseudopotential calculations performed for reference atomic configuration.
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Figure 1.3: Visualization of all-electron (AE) wavefunctions and pseudo-wavefunctions
(PS) as a function of radius (Bohr) for each orbital. One can observe that below cut-off
radius (dashed line) AE wavefunction has nodes that vanish in PS case while above
cut-off both functions are identical.

The choice of basis

Valence states are described using double-ζ polarized basis sets. For Pt, a DZP basis
was used with two different radial functions to represent the 6s and 5d orbitals and
one polarization 6p shell. For cobalt, a DZP basis was used with two different radial
functions to represent the 4s and 3d orbitals and one polarization 4p shell.

Pt: 6s (double-ζ, polarized) 6p (single-ζ) 5d (double-ζ)

Co: 4s (double-ζ, polarized) 4p (single-ζ) 3d (double-ζ)

Fig. 1.5 illustrates the basis fine-tuning, here in the case of orbital-confining cutoff
radii checked with the calculation of Pt bulk lattice parameter.
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Figure 1.4: Comparison of orbital energies calculated with pseudopotential and those
obtained from all-electron calculation. Differences are negligible (less than 0.5 mRy).

Figure 1.5: Example of basis fine-tuning. Calculation of pure platinum (fcc) lattice
constant for bases generated with different orbital-confining cutoff radii.

Determination of lattice constants

In order to calculate the lattice constant let us consider the simplest case of pure fcc
platinum. Several calculations of the total energy were performed for various values
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of the lattice constant taken within a few percent of tolerance around expected value.
The relation between the unit cell volume and its energy is analyzed. This analysis is
performed by fitting the integrated Birch - Murnaghan [80, 81] equation of state:

E(V ) = E0 +
9V0B0

16


[(

V0

V

) 2
3

− 1

]3

B′0 +

[(
V0

V

) 2
3

− 1

]2 [
6− 4

(
V0

V

) 2
3

] (1.22)

where B0 is bulk modulus and B′0 its pressure-derivative. The curve has a minimum
at V0 which corresponds to the optimized lattice constant (Fig. 1.6). Examples of the
calculations in case of the complicated structures with more than one lattice constant
can be found in literature e.g. [82, 4].
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Figure 1.6: Example of lattice constant calculation in case of pure fcc platinum and
total energy surfaces for a range of a and c lattice constants in case of L10 CoPt.

Charge analysis: Mulliken populations

The attribution of charge to a specific atom within DFT calculations is always some-
what arbitrary and one must remember that pseudocharge can only be calculated
which is based on Kohn-Sham electronic density. There are no real atoms; there are
only nuclei and a wavefunction and a charge density of electrons in the field of those
nuclei. From the obtained spatial charge density, there are several different schemes of
partitioning this charge density into sites or ”atoms” (see e.g. [83] for a more complete
overview) and it is worth comparing the results from different methods in order to
better understand what ”really happens” in the system and to get some idea on the
accuracy that can be achieved when willing to make charge analysis per sites (and
possibly orbitals) with DFT. The two following methods, accessible within the use of
Siesta, were considered:

• Mulliken analysis - since LCAO basis was used it is possible to simply project
the charge on the basis functions associated with given atom and obtain the
orbital charge directly [84]. In practice, the corresponding matrix elements of
density and overlap matrices are multiplied to form the population matrix in such
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way, that electronic density from overlap matrix is partitioned equally between
atoms. This method has the great advantage of simplicity and efficiency. Since
it requires the use of an atom centered basis, the main drawback of this method
will be its high sensitivity to the choice and optimization of that basis. It works
best for small basis sets and in order to allow for charge comparisons the same
basis sets must be used for all calculations. Mulliken populations can be obtained
directly within SIESTA.

• Bader analysis - another approach that can only be used to calculate total
charge on the atomic site is to take the spatial distribution of charge density and
integrate it inside volumes corresponding to the sites. These volumes can be cho-
sen either arbitrarily (e.g. spheres of certain radius, equal Voronoi tessellation)
or based on Bader approach used in molecular calculations which is to find zero
flux charge-density surfaces to divide atoms [85]. A program of A. Arnaldsson,
W. Tang, S. Chill and G. Henkelman has been used [86, 87, 88].

The analysis of local magnetic moment also requires calculation of the charges associ-
ated with spin up and spin down electronic populations and will be performed within
the Mulliken formalism. Additionally, since the distinction between spin up and spin
down populations is purely conventional we will assume that spin up is represented
by the majority of electronic population, that is, the total magnetic moment is always
positive. This convention, applied universally, does not affect the generality of analysis
and still can lead to negative local contributions to the magnetic moment.

Supercell scheme and periodic boundary conditions

The DFT calculations with SIESTA always involve the application of periodic bound-
ary conditions due to the use of the supercell scheme. Therefore, in order to perform
calculations for finite or spatially confined systems (clusters, surfaces) one must intro-
duce proper amount of vacuum inside the supercell in order to exclude, unless intended,
the interactions between periodic images of the same system. This is particularly im-
portant in SIESTA where default size of the supercell equals to the size of the system
and, therefore, periodic boundary conditions are implied in all directions. This issue
will be discussed in detail on the example of pure surface calculations in the next
chapter.

Geometry optimization

The aim of this procedure is to find most energetically favorable atomic structure
from arbitrary starting point. This is in fact the attempt to reincorporate into the
calculations the movement of nuclei that was neglected within Born-Oppenheimer ap-
proximation. Atomic structure optimization is usually performed in three steps:

1. mentioned above determination of reference lattice constants for the bulk systems

2. for inhomogeneous systems a series of trial configurations are prepared and a
configuration with lowest energy is used - the choice of these configurations de-
pends heavily on the system in question e.g. in case of surface the starting point
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would be to use proper bulk lattice constant for all sites and the distance between
surface layer and deeper layers can be varied perpendicular to the surface

3. short-distance geometry fine-tuning can also be performed by a series of sin-
gle point energy calculations in which the forces on nuclei are calculated using
Hellman-Feynman theorem [89] and later used in the integration of equations of
motion for nuclei allowing to move them towards equilibrium structure

The last step of geometry optimization is error prone due to the two factors. First, in
case of incomplete basis set or changes of the supercell shape an error is introduced
known as the Pulay force [90] and must be taken into account. Secondly, because
of restrictions of multivariate optimization algorithms care must be taken i.e. one
has to choose a starting point that leads to a global rather than a local minimum.
Therefore all the above steps must be performed and last step is meant mainly for
fine-tuning. It is common to perform initial structure determination with classical
molecular dynamics.

Convergence of calculations and numerical tests

In numerical calculations there is always a trade-off between accuracy and computa-
tional resources spent on solving given problem. In order to make optimal choice one
must conduct several tests. The aim of the convergence study is to determine the min-
imal (in the sense of least associated computational effort) value for given parameter
of calculations that will not affect the accuracy. This can be done by analyzing the
relevant system parameters (e.g. total energy or other relevant property of the system)
as a function of the parameter of calculations. The value that does not yield further
improvements should be chosen for subsequent calculations. One of the most impor-
tant parameters in SIESTA are k-grid cutoff and mesh cutoff. The first one governs the
fineness of the k-grid used for Brillouin zone sampling [10] using the method of choos-
ing optimal grid developed by Moreno and Soler [91]. The second one is the equivalent
for a plane wave energetical cutoff for the grid [10]. Example of the aforementioned
analysis performed for those two parameters is given in Fig. 1.7 - convergence in terms
of the total energy can be observed for increased mesh cutoff and k-mesh density.

The proper choice of the k-point sampling depends on the geometry of the system.
For the most simple symmetrical bulk unit cell, in principle, as many as possible same
number of k-points are taken in the three directions of the cell in order to describe the
Brillouin zone. However considering asymmetrical slabs with surfaces, in the supercell
scheme, one has to take different k-points numbers in order to keep a same density of
k-points in the three directions of the system. Typically the first Brillouin zone of a
surface is flat then it is sufficient to choose a two-dimensional mesh of Nx × Ny × 1
with an appropriate choice of Nx and Ny upon the dimensions of the cell. Finally for
clusters, or more generally for isolated systems, the Γ point contains all the informa-
tion and is sufficient to cover the first Brillouin zone. Considering more k points would
lead to take into account the artificial periodicity of the system.
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Figure 1.7: Example analysis of the impact of two critical parameters: mesh cut-off
and k-grid cut-off [10] on the total energy of CoPt magnetic bulk system (vertical solid
lines mark the choice made for the purpose of further calculations).

Another question is the convergence of self-consistent algorithm which can be im-
proved by e.g. the choice of mixing scheme. In SIESTA three mixing schemes are
available: linear mixing, Pulay convergence accelerator [68] and Broyden-Vanderbilt-
Louie-Johnson mixing scheme [92]. Through mixing weight parameter one can control
the proportions between the input and output density matrices in the density matrix
to be used in next SCF cycle and for mixing schemes that use information from more
than one SCF cycle the number of past cycles to consider [10].

1.2 Tight Binding approach

The tight binding method relies on the possibility to describe the electronic structure
of a solid-state system by treating electrons as tightly bound to the atoms they belong.
Every single electronic wavefunction can be represented as a linear combination of
fixed atomic orbitals associated with particular atoms and therefore the method is
best suited for studying systems where there is no significant overlap between orbitals
(like sp valence electrons of semiconductors and d states of transition metals). The
method was first developed by Bloch [93] for the simplest case of s-orbitals and then
extended by several authors [94, 95].

1.2.1 The Tight-Binding Hamiltonian

An effective potential ofNn atoms can be approximated by a superposition of potentials
associated with isolated, neutral atoms. Within this approximation the Hamiltonian
of a single electron can be written in the following form:

Ĥ = −1

2
∇2 +

Nn∑
i

V (|r−Ri|) = T̂ +

Nn∑
i

V̂i (1.23)
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where T̂ denotes the kinetic energy operator and V̂i is spherically symmetric potential
centered on site i located at Ri. Within Tight-Binding Approximation (TBA) any one-
electron delocalized wavefunction Ψn(r) given by the Schrödinger equation ĤΨn(r) =
EnΨn(r) can be expressed in terms of a linear combination of atomic orbitals (LCAO):

Ψn(r) =
∑
i,λ

cni,λψλ(r−Ri) =
∑
i,λ

cni,λ |i, λ〉 (1.24)

where the index λ = {n, l,m} enumerates atomic orbitals on site and ψλ(r) = χnl(r)Ylm(r̂)
is an atomic function with radial function χnl(r) multiplied by spherical harmonic
Ylm(r̂). The Schrödinger equation can be rewritten in the basis 1.24:∑

i,λ

cni,λĤ |i, λ〉 = En
∑
i,λ

cni,λ |i, λ〉 (1.25)

The coefficients ci,λ can be determined by projecting 〈j, µ| on 1.25.∑
i,λ

cni,λ 〈j, µ| Ĥ |i, λ〉︸ ︷︷ ︸
Hλµ
ij

= En
∑
i,λ

cni,λ 〈j, µ|i, λ〉︸ ︷︷ ︸
Sλµij

(1.26)

and solving for |Hλµ
ij − ES

λµ
ij | = 0. Usually a weak overlap of the orbitals is postu-

lated where the overlap integrals Sλµij are vanishing quickly with the inter-site distance.

The Hamiltonian 1.23 can now be written down in the new basis |i, λ〉 and subsequently
separated into two terms representing intra-atomic and interatomic interactions:

Ĥ =
∑
i,j

∑
λ,µ

|j, µ〉Hλµ
ij 〈i, λ| =

intra-atomic term︷ ︸︸ ︷∑
i

∑
λ,µ

|i, µ〉Hλµ
ii 〈i, λ|+

interatomic term︷ ︸︸ ︷∑
i,j
i 6=j

∑
λ,µ

|j, µ〉Hλµ
ij 〈i, λ| (1.27)

where the matrix element Hλµ
ij can be expressed in the following way:

Hλµ
ij = 〈j, µ| Ĥ |i, λ〉 = 〈j, µ| T̂ + V̂i |i, λ〉+ 〈j, µ|

∑
k 6=i

V̂k |i, λ〉 (1.28)

Since for an isolated atom the |i, λ〉 fulfill the Schrödinger equation (T̂ + V̂i) |i, λ〉 =
εi,λ |i, λ〉 the orthonormality of the basis 〈j, µ|i, λ〉 = δi,jδλ, µ allows the above formula
for the matrix element to be written in the following form:

Hλµ
ij = εiλδijδλµ + 〈j, µ|

∑
k 6=i

V̂k |i, λ〉 (1.29)

The matrix elements of the Hamiltonian contain three-component integrals involving
two orbital states |i, λ〉, |j, µ〉 and the potential Vk. These matrix elements can be
classified to one of the following categories depending on the location of the atomic
sites, on which they are centered:
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• one-center - both orbitals and the potential are centered on the same site: e.g.
〈i, µ| V̂i |i, λ〉 (the terms have symmetry of an isolated atom)

• two-center - (i) the orbitals are located on two different sites and the potential is
calculated on one of them: e.g. 〈i, µ| V̂i |j, λ〉 or (ii) both orbitals are centered on
a single site and the potential is centered on a different one: e.g. 〈i, µ| V̂k |i, λ〉

• three-center - both the orbitals and the potential are centered on different sites:
e.g. 〈i, µ| V̂k |j, λ〉 (these terms can be neglected here, Vk vanishes quickly with r)

It is assumed that the three-center integrals can be neglected since the interaction
over the orbitals centered on two different single sites and the potential centered on
the third single site tends to be small compared to the two-center integral where it
exerted directly on same site [96]. Within this assumption all the intra-atomic terms
depend only on the displacement between two sites.

Hλµ
ij ≈

i 6=j
〈j, µ|

∑
i 6=j

V̂i |i, λ〉 (1.30)

Combining 1.27 with expression 1.29 one obtains the final form of the Hamiltonian:

Ĥ =
∑
i,λ

|i, λ〉 (εiλ + αλ) 〈i, λ|+
∑
i,j
i 6=j

∑
λ,µ

|j, µ〉βλµij 〈i, λ| (1.31)

where:

αλ =
∑
k 6=i

∑
µ

〈i, µ| V̂k |i, λ〉 - shift of the atomic level due to the presence of the
crystal field but usually neglected since it leads only
to a small shift in the energy levels

βλµij = 〈j, µ| V̂k |i, λ〉 - interaction between the orbitals on different sites,
also called hopping integral depending on the dis-
tance between the sites i, j and the orientation of
the orbitals λ, µ.

When modelling end of transition series metals like Co and Pt one can restrict further
considerations to orbitals s, p and d. In the case of two-center integrals there is a single
axis of symmetry which connects both sites. Each orbital can be expressed as a linear
combination of possible orthogonal orientations λγ with different angular momenta γ
relative to this axis. The number of distinct alignments γ (denoted traditionally by σ,
π and δ) depends on the symmetry of the orbitals involved. Therefore, it is possible to

express βλµij using integrals between the orbitals λ and µ for given alignment γ denoted
λµγ e.g. ddπ, spσ (see Fig. 1.8). This parametrization was first proposed by Slater
and Koster [95].

The calculation of the hopping integrals βλµij is usually restricted to the nearest-

neighbors and therefore Ĥ can be represented by symmetric block matrix where the
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Figure 1.8: Visualization of the possible symmetric hopping integrals between two s,
p and sp orbitals (first row), d orbitals (second row) and sd, pd orbitals (last row) [1].

blocks are defined for pairs of sites i, j so that they vanish when i and j are not first
neighbors, for example:

Ĥ =


ε β 0 β . . .

β ε 0 0 . . .

0 0 ε 0 . . .

β 0 0 ε . . .

 (1.32)

where rows and columns correspond to atomic sites and each matrix block consists of
a matrix with rows and columns corresponding to orbitals on the given sites. In the
sp− d case their dimensions are 9× 9 (one s orbital, three p ones and five d ones):

0 - a zero matrix for sites located too far one from each other
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εi - diagonal block of elements ελµ = ελδλµ where each ελ denotes the atomic level
associated with the orbital λ on the site i

βij - a block of Slater parameters corresponding to the mutual alignment of orbitals on
sites i and j, for the configurations where z-axis of the orbital functions contains
i and j the block is diagonal, otherwise a rotation matrix must be applied

The βij block for two z-aligned d orbitals can be written down using Slater-Koster
parameters: 

ddδ 0 0 0 0

0 ddπ 0 0 0

0 0 ddπ 0 0

0 0 0 ddδ 0

0 0 0 0 ddσ

 (1.33)

The most important advantage of this method is the possibility to work in direct space
and account for specific atomic configurations in a parametrized fashion without being
forced to make use of the Bloch theorem.

1.2.2 Calculation of the Local Density Of States

The local density of states (LDOS) ni(E) for a given site i can be derived from Trδ(E−
H) using a projection of the Green function G(z) = (zÎ − Ĥ)−1 on |i, λ〉:

ni(E) = lim
η→0+

[
− Im

π

∑
λ

〈i, λ|G(E + iη) |i, λ〉

]
(1.34)

Such projection of can be expressed in terms of a continued fraction [97, 98, 99]:

Gλλii = 〈i, λ|G(z) |i, λ〉 =
1

z − a1 −
b21

z − a2 −
b22

z − a3 −
b23
. . .

(1.35)

with coefficients an, bn which can be derived either from the knowledge of the first
moments of the density of states ni(E) or directly by tridiagonalizing Hamiltonian by
means of recursion method which will be followed in the present work. The larger is
the number of the coefficients used the better the formula 1.35 approximates Gλλii .

The ”first moments” method

It is a well-known fact [100, 101] that a distribution can be derived from a finite number
of moments, therefore ni(E) can be reconstructed from the knowledge of its p-order
moments [97, 98]:
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mp(i) =

∫ +∞

−∞
Epni(E)dE =

∑
λ

〈i, λ| Ĥp |i, λ〉 (1.36)

Multiplying 1.36 by
∑

j,µ |j, µ〉 〈j, µ| = 1 one finds that the moments of increasing order
may be calculated by counting closed paths of the length p starting from the site i.
The first moments of ni(E) possess simple physical meanings: m0 is the total number
of states (norm), m1 describes the center of a gravity of the band, m2 is associated
with the mean width of the band and m3 with its asymmetry and so on.

An increasing number of moments taken into account will allow obtaining an increas-
ingly detailed LDOS. The advantage of this approach is that it gives the possibility to
choose the level of accuracy depending on the treated problem. For instance, second
moment approximation is sufficient to provide atomic interactions for use in atomistic
simulations (Molecular Dynamics, Monte-Carlo). Going to fourth moment will allow
more accurate studies of alloying effects possibly again in atomistic simulations, mainly
Monte Carlo. In the present work higher levels of moments will be considered in order
to study in more details the electronic structure in relation to structural (coordination)
and alloying (chemical environment) effects.

The recursion method

The Hamiltonian Ĥ defined by 1.32 considerably simplifies when being represented
in a new orthogonal basis of pseudo-orbitals |n}. By means of the iterative Lanczos
algorithm a basis is found that tridiagonalizes the Ĥ so that the matrix elements
{n| Ĥ |m} are equal to zero for n ∈ {m− 1,m,m+ 1}. One can assume the following
form of the Ĥ-matrix (elements are zero unless specified otherwise):

Ĥ =



a1 b1 0

b1 a2 b2 0

0 b2 a3 b3 0
. . .

. . .
. . .

. . .
. . .

0 bn−1 an bn

0 bn an+1


(1.37)

which can be also written down in a compact form:

Ĥ =
∑
n

(
|n} an {n|+ |n} bn {n+ 1|+ |n− 1} bn−1 {n|

)
(1.38)

with coefficients an = {n|N |n} and bn = {n|H |n+ 1} where {n|H |n+ 2, 3, . . . } = 0.
The basis of |n} can be constructed recursively starting with |1} = |1〉 (here, for the
simplicity of notation only one orbital per site is considered) and following iteratively:

|n+ 1} = Ĥ |n} − an |n} − b2n−1 |n− 1} (1.39)
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The vectors determined in the above way need to be normalized by means of the factor√
{n|n}−1

.

In the new basis the matrix zÎ − Ĥ is also tridiagonal and can be easily inverted.
Therefore, the matrix elements of G(z) = (zÎ − Ĥ)−1 can be expressed in terms of the
coefficients an, bn like in the 1.35 allowing the determination of the LDOS on given site.

The calculation of an, bn coefficients is usually performed by constructing a recursion
cluster around the site on which the LDOS is to be calculated. Such a cluster is com-
posed of the shell of the nearest-neighbors of the site and the consecutive shells that
are added to the cluster are build of nearest-neighbors of the sites from shell added
previously (see Fig. 1.9). At each step of the recursion 1.39 a new pair of (an, bn−1)
coefficients is calculated and, therefore, for N pairs of coefficients a cluster of N shells
must be constructed.

a b c d

Figure 1.9: Construction of the recursion cluster for the fcc structure (cross-section).
The number of coefficients and the size of the recursion cluster are directly related
to the first moments approximation. Within the Second Moment Approximation the
LDOS on a given site (a) depends only on its first neighbors (b). For the Fourth- and
further Moment Approximations more recursion shells need to be considered (c,d).

In the case of infinite or semi-infinite systems the series of coefficients an, bn is known
to converge asymptotically towards a∞, b∞ respectively. Concrete calculations require
that a practical and efficient termination is defined. It can be done by replacing the
denominator of bn in 1.35 with Γ(z)−1 = z − a∞ − b2∞Γ(z) and solving the second
degree equation for Γ(z):

Γ(z) =
z − a∞ −

√
(z − a∞)2 − 4b2∞
2b2∞

where z = lim
η→0

E + iη (1.40)

Since LDOS is non-zero for E where Gλλii has a non-zero imaginary part (compare 1.34)
and the expression under the square root in 1.40 is negative the LDOS band edges can
be easily determined: a∞ − 2b∞ < E < a∞ + 2b∞ which defines a∞ and b∞.

The situation is somewhat different in the case of finite crystals. Indeed, in that case,
the continuous density of states is replaced by a series of delta functions (atomic-like
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states), the number of which increases with the number of atoms N in the cluster.
This implies that, in this case, instead of converging towards bulk asymptotic value
b∞, the bn coefficients vanish beyond a given level Nc (Nc < 9N for a spd system),
which truncates the fraction at level Nc, leading to a discrete spectrum. However, for
sufficiently large clusters, Nc is of the order of a few hundred of levels and the decrease
of bn coefficient only undergoes after a wide plateau around the value b∞. Therefore,
from a technical point of view, it is legitimate to use the bulk asymptotic values to
terminate the continued fraction instead of truncating it at a level at which it would
not be justified. Obviously this leads to a continuous density of states instead of a
dense ensemble of delta peaks, which is numerically better conditioned to perform the
integration involved in the calculations of both band fillings and energies.

The parameters ε and β are usually taken from the compilation of D.A. Papacon-
stantopoulos [102] designed for pure elemental solids. In the mixed A-B systems the
hopping integrals β are calculated as average from those of pure metals [103] which is
usual practice in the treatment of the electronic structure of alloys.

1.2.3 LDOS of inhomogeneous systems

The calculation scheme presented in the previous section is not complete for inhomo-
geneous systems with inequivalent sites having different LDOS where possible charge
redistribution effects induced by the perturbation of LDOS must be considered. The
site inequivalency with respect to the bulk site can be both due to a different coor-
dination (surfaces, edges, vertices) and due to changes in the chemical environment
brought about by the alloying effects. The charge changes modify the potential and
affect the parametrization of the hopping integrals leading to the transferability prob-
lems. Some of the proposed solutions of this problem include: an explicit consideration
of interatomic electron-electron interactions [104, 105, 106, 107], an application of self-
consistent Green-function technique based on the TB-LMTO-ASA method [108], an
implementation of the Ewald technique to account for the charge transfer [109] and an
inclusion of long ranged Hartree contributions within a self-consistent adjustment of
site-dependent occupation numbers [110].

Another approach, well known for its efficiency, is based on a second-order expansion
of the DFT Kohn-Sham total energy with respect to charge density fluctuations and
is known as the self-consistent charge density functional tight-binding (SCC-DFTB)
method [111]. In this framework it is possible to fully account for the proper dis-
tribution of charge. One simpler approach is to use a local neutrality rule per site
and orbital (s, p and d) of the system under study. Such rule has been successfully
applied to the surfaces of transition metals [32] and extended to mixed cobalt-gold
systems from DFT calculations [33]. It will be an important part of this thesis work
to verify if such a rule applies to complex cobalt-platinum based systems. This should
indeed significantly simplify the calculations and allow considering in an easier and
more efficient way complex systems like nanoalloys. This choice is also motivated by
the fact that the principle of charge neutrality has been widely used in literature in
the derivation of alternative TB potentials e.g. within the Second Moment Approxi-
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mation [112, 97, 98, 99, 113].

Self-consistent treatment of LDOS in the case of a surface

In the first approximation it can be assumed that in order to reach the self-consistency
of charge it is sufficient to adjust only the atomic levels εiλ [114] (Fig. 1.11). The
task is to determine the shifts δεiλ of the pure bulk atomic levels ε0λ so that the
effective atomic level εiλ = ε0λ + δεiλ for each inequivalent site i satisfies the rules of
self-consistency. Once the λ-projected LDOS niλ(E) is calculated for a given εiλ the
total valence band filling per site Ni can be found by integrating of niλ(E) up to the
Fermi level EF :

Ni =
∑
λ

Niλ =
∑
λ

∫ EF

−∞
niλ(E)dE (1.41)

In addition, the total band filling per an inequivalent site can be defined: Ni =
∑

λNiλ

and the corresponding N0 occupancies in bulk can be obtained using formula 1.41 for
niλ = n0λ where LDOS n0λ(E) is calculated for an unshifted atomic level ε0λ.

In the case of a pure surface built of an element for which only d electrons can be
taken into account, it is sufficient to assume that regardless of the location of the site i
(surface, step, stacking fault, ...) the d-band filling remains the same as in a pure bulk
Ni,d = N0,d (the local charge neutrality) [114]. It has also been shown that all the inner
electron energy levels rigidly follow this d-band shift (core level shifts) which has been
evidenced by photoemission experiments [115, 116]. Ab-initio calculations concerning
the Pd surfaces [32] shown that in the case of the late transition metals, where different
types of orbitals and sp − d hybridization must be taken into account, the neutrality
rule has to be applied separately for s, p and d orbitals (Niλ = N0λ for λ ∈ {s, p, d}).
Therefore in all TB calculations presented hereafter these spd hybridizations will be
taken into account (chapter 4).

In the self-consistent algorithm whose block diagram is shown in Fig. 1.10 the values of
δεiλ are varied until the calculated band fillings meet the above mentioned charge neu-
trality rules which can be defined eg. per site (Ni = N0) and per orbital (Niλ = N0λ).
In the simplest case of pure surfaces which is discussed here the Fermi level is given
simply by the corresponding bulk value.

The method can be directly extended to pure clusters by applying the self-consistent
procedure for each site of different coordination (core, facet, vertex and apex) [117].
The situation is more complicated in mixed A-B systems for which a rule of charge
distribution has to be derived accounting not only for structural effects but also for
alloying ones e.g. for all changes in chemical environment. As mentioned previously,
it will be the aim of the following chapters to verify if a neutrality rule can be applied
specifically to cobalt-platinum based systems, not only per site and orbital but also per
species. This will be done by performing an extensive study of several cobalt-platinum
based systems with the DFT-SIESTA method (chapters 2 and 3).
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Initial set of δελi 1

For each inequivalent site construct re-
cursion cluster, calculate LDOS ni(E)

2

Evaluate the band fillings
Niλ per orbital and site

3

Self-
consistency
with N0λ?

Finished

Select new values for shifts δελi
(generic nonlinear, multivariate op-
timization algorithms can be used)

4

No

Yes

Figure 1.10: The self-consistent algorithm for LDOS determination on sites whose local
environment differs from bulk.

ε0 ε0 + δε

Figure 1.11: In a pure bulk system all sites are equivalent (left) with atomic level ε0.
Atomic levels of surface sites (right) are shifted by δε due to the lower coordination.
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Figure 1.12: Sample classification of the sites in the case of cuboctahedral fcc cluster:
topological classification of sites based on the coordination Zi numbers (left, each color
corresponds to a different class) and site occupancy for binary A−B L10 ordered alloy
(right, each color corresponds to a different atom type). The combination of those two
factors give the full classification of inequivalent sites in the system (e.g. platinum site
on mixed, (100) surface is classified with parameters Zi = 8, Mi = 6, Xi = Pt).

1.3 Inequivalent site classification

In order to account for different inequivalent sites in complex systems a systematic site
classification rule must be applied. The approach adopted in the present work involves
an analysis of the site neighborhood within the nearest-neighbors. For each site in the
system three parameters are taken into account (see Fig. 1.12):

• the standard site coordination number Zi - number of sites in first co-ordination
shell, e.g. 12 - fcc bulk, 9 - fcc (111) surface, 5 - vertex of cuboctahedral cluster

• the mixing rank Mi - number of the nearest-neighbor sites around i-one occupied
by atoms of a type different than the one residing on i, Mi ≤ Zi, e.g.. 6 - L10

bulk site, 4 - L10 alloy (100) pure surface, 6 - L10 alloy mixed (001) surface

• the site occupation parameter Xi - type of the atom that occupies given site

Results of DFT calculations performed independently for inequivalent sites show no
significant variation of local electronic structure among sites classified as equivalent
with respect to their first coordination shell which proves that the proposed method
is sufficient. This classification will be therefore used for the analysis of DFT results
(chapter 3) and for applying the self-consistent procedure in nanoalloys (chapter 4).



36 CHAPTER 1. METHODOLOGY



Chapter 2

DFT calculations of pure systems

In the following chapter the results of calculations performed for elemental cobalt and
pure platinum systems will be presented. The calculations were performed systemati-
cally first for infinite bulk systems with fcc (Pt, Co) and hcp (Co) structure and later
also for the spatially confined systems like Pt(111), Pt(100), Co(0001) surfaces and
platinum clusters of sizes ranging from 13 to 561 atoms (up to 2.8 nm of diameter).
The main objective was to study first the effect of the site coordination on the elec-
tronic structure: first separately from the alloying effects in mixed systems. The latter
phenomena will be considered in the next chapter.

2.1 Elemental bulk systems

The results for bulk systems were treated mostly as a verification of the method and
later used as a reference in the further analyses of more complex structures. It was
therefore out of the scope to go into much detail into the study of elemental solids. The
work presented here is rather focused on few basic properties and on the site charge
distribution.

2.1.1 Basic properties

A number of properties were calculated and compared with available data gathered
from the literature (both experimental and calculated with DFT). The results are
summarized in the Tabs. 2.1, 2.2 and 2.3. Lattice constants were determined by mini-
mization of the energy per unit cell volume (without thermal corrections). In order to
obtain the bulk moduli the described earlier fitting of the Birch-Murnaghan equation
of state was performed. The cohesive energies were calculated by subtracting from
the obtained total energy per atom the value of the energy of an isolated atom. The
calculations of an isolated atom involve definition of large, empty supercell with just
single atom inside. In order to improve the accuracy it is advisable to include so-called
ghost atoms in the positions normally occupied by the nearest-neighbors (typically,
the correction is of the order of 0.1 - 0.3 eV). The zero-point vibrational energy con-
tribution was neglected.

Comparison of our calculations (SIESTA-GGA) with the experimental values shows
an overall reasonable agreement in terms of lattice constants, c/a ratio of hexagonal
structure, magnetic moments and bulk moduli. The most notable discrepancies are
the larger bulk moduli of Co hcp (by over 50%) and the systematically overestimated
magnitude of cohesive energies.
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Pt (fcc) GGA-SIESTA LDA GGA experimental

lattice constant [Å] 3.981 3.93 3.99 3.92

bulk modulus [GPa] 240 296.0 278

cohesive energy [eV/atom] −6.38 −7.40 −5.55 −5.84

Table 2.1: Comparison of the properties of pure fcc platinum obtained in the present
work (GGA-SIESTA), calculated with LDA (SIESTA code) [1], GGA (VASP code) [2]
and experimental values [3].

Co fcc
Non magnetic Magnetic

a Ecoh B a Ecoh B µ

LDA [2] 3.37 -8.03 3.43 -8.10 1.53

LDA-GGA [4] 3.46 260 3.53 216 1.64

GGA [2] 3.45 -5.01 3.52 -5.18 1.61

SIESTA-GGA 3.45 -7.59 285 3.51 -5.84 248 1.61

Experiment 3.55 1.61

Table 2.2: Comparison of the properties of pure fcc cobalt obtained in the present
work (SIESTA-GGA), calculated with LDA [2], hybrid LDA-GGA [4], GGA [2] and
experimental values [5, 6, 7]: lattice parameter a [Å], cohesion energy Ecoh [eV/atom],
bulk modulus B [GPa] and spin magnetic moment µ [µB/atom].

Co hcp
Non magnetic Magnetic

a c c/a Ecoh B a c c/a Ecoh B µ

LDA [2] 2.39 3.86 1.62 -8.02 2.43 3.91 1.61 -8.13 1.50

LDA-GGA [4] 2.45 3.97 1.62 262 2.50 4.05 1.62 221 1.60

GGA [2] 2.45 3.95 1.61 -4.99 2.49 4.02 1.61 -5.20 1.58

SIESTA-GGA 2.44 3.95 1.62 -7.64 304 2.47 4.02 1.63 -5.85 263 1.57

Experiment 2.41 4.07 1.62 -4.50 191 1.58

Table 2.3: Comparison of the properties of pure hcp cobalt obtained in the present
work with SIESTA-GGA, calculated with LDA [2], hybrid LDA-GGA [4], GGA [2]
and experimental values [5, 3, 7]: lattice parameters a and c [Å], cohesion energy Ecoh

[eV/atom], bulk modulus B [GPa] and spin magnetic moment µ [µB/atom].

Looking closer to all data, the usual known differences between the use of GGA with
regards to L(S)DA are found like the increase of lattice constant which is usually under-
estimated in L(S)DA calculations, the counterpart of this increasing being sometimes
an overestimation of lattice parameter (see case of Pt here).

Another expected improvement related to the use of GGA with regards to L(S)DA is
the reducing of the bulk moduli (usually overestimated in LDA by more than 10% for
d-metals) and a much better estimation of total energies and energy of atoms leading
to a reducing of the cohesion energies so that on the overall a better description of co-
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hesive properties is achieved with GGA [118]. Cohesion energies are indeed, although
still overestimated, lowered when using GGA or hybrid LDA-GGA [4]. Regarding
bulk modulus B, for Pt a reduced value is indeed obtained with regards to LDA but
now somewhat much reduced with regards to experiments. Conversely, for Co hcp,
SIESTA-GGA still gives a much higher value of bulk modulus B than experiment (by
about 50%). So far we could not explain this discrepancy. We can just mention here
the extensive study of cohesive properties performed by G. Y. Guo and H. H. Wang [4]
within an hybrid LDA-GGA method. Although their calculated value of B is also
larger (by about 15%) than the experimental value, the authors neither give some ex-
planation of this discrepancy.

GGA is also known to be more realistic for magnetic phases. For instance LDA is
predicting a wrong ground state for iron, fcc instead of bcc [119, 120]. Spin magnetic
moment is usually underestimated with LSDA which is to be paralleled with the re-
duced distances knowing that a general behavior in magnetic d-metals is an increase
of spin magnetic moment with increasing interatomic distance. Finally, as already
mentioned in the chapter describing methodologies, LDA is giving reasonable results
if the electronic density is uniform but may lead to errors when the density is varying
too much for instance for more open systems like small clusters in which we are par-
ticularly interested. For all these reasons we choose to use the GGA approximation in
all the following studies.

We can observe also, in the case of Co, that magnetism has some influence on struc-
tural parameters since accounting for it leads to an increased parameter systematically
whatever the method of calculation. It reduces also the bulk modulus. Things are less
clear concerning cohesion energy. Regarding the evolution of the properties from non
magnetic to magnetic state one can better see the effects of magnetism on structure
through total energy vs volume curves as represented in Fig. 2.1. The results show
that under sufficient pressure the ferromagnetic configuration of fcc Co is no more
preferred over paramagnetic one - the difference between respective energies as well as
magnetic moment decrease with unit cell volume.
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Figure 2.1: Total energy per atom for ferromagnetic (filled circles) and paramagnetic
(hollow circles) fcc Co relative to the minimum energy of ferromagnetic case (left) and
magnetic moment (filled squares) with respect to the unit cell volume.
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2.1.2 Charge redistribution analysis

The investigation of charge redistribution is one of the main objectives of this part
of the work. Partial atomic charges associated with each valence orbital s, p and d
have been estimated using the Mulliken population analysis separately for each spin in
the case of magnetic systems (Tab. 2.4). The placement of an atom in the crystalline
lattice results in the interatomic charge transfer between orbitals. In the case of cobalt
70% of the charge associated with the s orbital is transferred to p and d orbitals. In
the case of platinum the p charge in bulk consists of about 50% of the s charge and
a small contribution from the d orbital. The total charge that is transferred between
orbitals inside an atom is of the order of one electron. Since all the atoms in the fcc
and hcp lattices are in equivalent positions there is no charge transfer between sites.
Interestingly, the geometrical differences between the cobalt fcc and hcp lattices do
not affect the charge redistribution.

s [e] p [e] d [e]
∑

[e]

Co (magnetic)

isolated 2.00
1.00↑ 1.00↓

0.00
0.00↑ 0.00↓

7.00
5.00↑ 2.00↓

9.00
6.00↑ 3.00↓

fcc bulk 0.59
0.28↑ 0.31↓

1.09
0.51↑ 0.58↓

7.32
4.51↑ 2.81↓

8.99
5.30↑ 3.80↓

hcp bulk 0.61
0.29↑ 0.32↓

1.06
0.49↑ 0.57↓

7.33
4.51↑ 2.82↓

9.00
5.28↑ 3.72↓

Co (non magnetic)
isolated 1.81 0.00 7.19 9.00

fcc bulk 0.60 1.04 7.35 9.00

Pt (non magnetic)
isolated 1.34 0.00 8.66 10.00

fcc bulk 0.65 0.97 8.39 10.00

Table 2.4: Comparison of the charge distribution between orbitals in the case of an
isolated atom and an atom inside an infinite bulk. Total site charge is given in the last
column.

2.1.3 Band structure and the density of states

The calculated band structures (Fig. 2.2) correctly predict metallic character of the
investigated systems. The density of states of cobalt (Fig. 2.3b) exhibits a strong
ferromagnetic behavior as the minority spin (spin down) band is shifted towards higher
energies and partially unoccupied while the majority spin (spin up) band is full. There
are no significant differences between cobalt densities of state in fcc and hcp variants.

2.2 Low-coordinated systems: pure surfaces

The infinite bulk considered in the previous section is, of course, an approximation
and idealization of a real, spatially confined solid state system in which the inter-
face between the body and its surroundings (vacuum in the simplest case) need to
be taken into account. The existence of a surface modifies the structural and elec-
tronic properties of the material. Understanding of these modifications is a key step
towards the studies of nanometer-sized clusters where surface effects are expected to
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Figure 2.2: Band structure of Pt (fcc), Co (fcc) and Co (hcp) at high-symmetry points.
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Figure 2.3: Projected d-band density of states of pure platinum (fcc - nonmagnetic)
and cobalt (fcc, hcp - magnetic). Energies are shifted by respective Fermi levels EF .

be predominant. Pure surfaces have been already studied in many works, theoretically
and experimentally [121, 116]. Considering them also here opens an opportunity of
comparison with available literature data and of justifying the transferability of the
present calculations.

The following surfaces were chosen for analysis: Pt(100), Pt(111) and Co(0001). The
calculations were performed for slabs of the thickness varying from 4 to 10 atomic
layers (up to 1.8− 2.0 nm depending on the system). The supercell scheme (Fig. 2.4a)
was applied with periodic boundary conditions defined in such a way that the amount
of vacuum between the images ruled out the self-interaction. The exact vacuum size
has been chosen after several test calculations. The total energy of a 10-layer slab
of Pt(111) calculated with 1, 3, 4 and 6 nm of vacuum was slightly decreasing up to
4 nm. The total variation was, however, less than 0.6 meV and finally, the vacuum
size of 4 nm was chosen for further calculations1. The number of atomic layers in the
slab should be also sufficiently large to ensure that the interaction between its two
symmetrical surfaces is negligible through the slab. The critical thickness was found
to be of six atomic layers. Since the considered surfaces do not undergo significant

1the enlargement of the unit cell only slightly increases the calculation time in the case of the use
of localized basis sets, it was then advisable to take some safety margin in the choice of vacuum size
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reconstruction only the distance between the surface layers and the rest of the slab
has been optimized with respect to the energy for each slab thickness - the procedure
is detailed in Fig. 2.4b. Only in the case of Pt(100) the relaxation of the surface layer
occurs within a significant amount with an inward relaxation by almost 1% of the bulk
interlayer. This result slightly varied with the slab thickness.
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Figure 2.4: Pure surface calculations: a) the supercell scheme b) the surface layer
distance optimization (example result for Pt(100) slab of 10 atomic layers, ∼ 1.8 nm).

2.2.1 The surface energy

Surface can be considered as a defect and it is associated with an increase of the total
energy of the system. This extra surface energy γ of a clean surface can be calculated
in the supercell scheme as the difference per unit area between the total energy of the
slab Eslab and the total energy of the corresponding bulk Ebulk with the same number
of atoms.

γ =
1

2A
(Eslab − Ebulk) (2.1)

where A is surface area of a single slab facet, the factor 2 being associated to the
presence of two symmetric surface in the chosen slab geometry.

surface γ [eV/at] γ [J/m2] γexp [J/m2]

Pt(100) 1.10 2.22 2.48 [122]

Pt(111) 0.79 1.85

Co(0001) 1.06 3.19 2.55 [122]

Table 2.5: Surface energies of Pt(100), Pt(111) (nonmagnetic) and Co(0001) (mag-
netic) surfaces calculated in the supercell scheme with 6-layer slab.

While the relations between surface energies (γCo
(0001) > γPt

(100) and γPt
(100) > γPt

(111)) are

correctly reproduced (in J/m2) the absolute values are underestimated for Pt and
overestimated for Co compared to the experimental data which might be related to
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the fact that only the relaxation for surface layer was performed and the obtained
values are prone to numerical errors due to the comparison of large numbers whose
difference is three orders of magnitude smaller. While on one hand close agreement
between DFT calculations and experimental values could hardly be expected even be-
tween different types of ab initio calculations a wide spectrum of values is observed.
On the other hand, the experimental value is a macroscopic average quantity obtained
in the liquid state at low temperature and then extrapolated using a phenomenological
approach developed by A. R. Miedema et al. [122]. Thus uncertainties about the deter-
mination of a single exact value of a surface energy are present on both experimental
and theoretical sides. This topic is extensively discussed in the work of S. Karoui [123].

2.2.2 Charge redistribution: towards the neutrality rule

It is a well known fact that in the case of a pure metal the electronic charge on the
surface is the same as the charge in the bulk not only per site but also per orbital [32].
This conclusion is also validated in the present work for Co and Pt cases. Tab. 2.6
compares the Mulliken charges associated with an atom on the surface and another one
inside the slab, located the nearest possible to the geometrical center of the supercell.
The first observation is that the charges calculated inside the slab are perfectly con-
sistent with those derived previously from the bulk calculations (see Tab. 2.4) which
justifies the choice of the slab thickness. While estimating the accuracy of the method
around 0.1 eV and admitting that a variation of charge of this order is negligible, it
can be stated that for all calculated systems the total charge on the site does not
change with its coordination. There is, however a small charge redistribution between
p and d orbitals. In the case of Co(0001), the local magnetic moment at the surface
is increased by 0.17 µB/atom compared to the bulk which is evidently related to the
loss of coordination at the surface.

s [e] p [e] d [e]
∑

[e]

Pt (100)
surface 0.68 0.80 8.45 9.93

interior 0.65 0.97 8.39 10.00

Pt (111)
surface 0.68 0.83 8.43 9.94

interior 0.65 0.97 8.39 10.00

Co (0001)

surface 0.71
0.34↑ 0.37↓

0.99
0.45↑ 0.54↓

7.31
4.58↑ 2.73↓

9.01
5.37↑ 3.64↓

interior 0.61
0.29↑ 0.32↓

1.06
0.49↑ 0.57↓

7.33
4.51↑ 2.83↓

9.00
5.28↑ 3.72↓

Table 2.6: Comparison of the charge distribution between orbitals on the surface sites
and the interior of the slab for different surface orientations.

An example of charge redistribution profile between sites located along the z axis
(perpendicular to the surface) in the case of Pt(100) is shown in Fig. 2.5a. It allows
to get a deeper insight into how the site charge is modified by the surface and in
particular, what is the scale and the range of this effect. As it was already pointed
out the total charge of sites slightly decreases near the surface, but is still inside the
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tolerance region of 0.1 eV. Clearly, the charge is simply shifted to the sites located
deeper inside the slab and only the first three layers seem to be affected. There is also
small charge transfer taking place between orbitals on a single surface site, but it is
also negligible. It is worth pointing out that the relaxation of the surface layer does
not affect the charges (see Fig. 2.5b) and therefore, the process is mainly due to the
change of the site coordination and not the distance between sites.
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Figure 2.5: In-depth charge redistribution analysis in the Pt(100) case: a) charge
redistribution profile along the axis perpendicular to the surface, y axis represents the
difference between the orbital/site charge q on a given site and the corresponding bulk
value q0; the red (blue) region marks the surface (bulk) sites. The lines are arbitrarily
fitted eye-guides; b) charge changes on the surface layer with respect to its distance
from the slab - in all cases the charge redistribution is negligibly small.

2.2.3 Density of states on surface sites

The lower site coordination is reflected by the changes of the local electronic structure.
Differences between the d-band LDOS (which is the most significant in case of transi-
tion metals) calculated on the surface sites and inside the slab are shown in Fig. 2.6.
In the case of platinum the center of gravity of the LDOS (marked by vertical line
of the same style) is noticeably shifted towards higher energies - 0.72 eV in case of
Pt(100) and 0.55 eV for Pt(111). This shift is clearly due to the fact that the charge
has to be preserved at the surface with regard to bulk (neutrality). The reducing of
bonds number at the surface leads itself to the decrease of band width which without
any associated band shift towards higher energies would lead to an excess of charge at
the surface. This rationale holds for all d-metals having in the bulk a more than half
filled d-band. For metals with less than half filled bands the shift occurs toward lower
energies. In case of Co(0001) surface the first LDOS peak is more emphasized at the
expense of flattening of the second one.
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Figure 2.6: Projected d-band density of states of pure platinum and cobalt surfaces,
dashed line represents bulk LDOS. Energies are shifted by respective Fermi levels EF .

2.3 Finite size systems: pure platinum clusters

Study of surfaces presented in the previous section was an important intermediate step
towards the investigation of finite size systems namely clusters or nanoparticles. In the
supercell scheme used in DFT the system is therefore a cluster of atoms placed in a
vacuum of sufficiently large spans in all directions in order to effectively isolate it from
its images introduced by the application of the periodic conditions inherent to DFT
procedure of calculation. In the present work a cubic supercell of fixed dimensions
14 × 14 × 14 nm was used which resulted in at least 12 nm of spacing between the
periodic cluster images in each direction2. Because the main objective here is to study
charge distribution, which, as previously shown is negligibly affected by near-surface
relaxations (Fig. 2.5b), highly symmetric, model configurations were considered with
no structural optimization the latter increasing considerably computational time.

2.3.1 Cluster configuration

The calculations were performed for cuboctahedral and icosahedral clusters of N atoms
built by growing around a central atom n shells of first neighbors while obeying the
following law for closed shells clusters:

N =
1

3

(
10n3 + 15n2 + 11n+ 3

)
= 13, 55, 147, 309, 561, . . . (2.2)

The above restriction indeed guarantees the possibility to construct perfect, n-shell
clusters of desired shape with fcc structure (see Tab. 2.7). In the case of icosahedra
the fcc lattice, however, is distorted and the distances between 30−40% of neighboring
sites are decreased by 5.1% (see [124] for discussion of the structure). The presented
calculations were performed for relatively small clusters (up to n = 5 which corresponds
to a cluster of 561 atoms with a diameter lower than 3 nm).

Several low-coordinated sites can be classified on the cluster surface depending on
the geometry: surfaces of various orientations, edges and vertices (Fig. 2.7). Due to

2cluster calculations are very time-consuming, therefore instead of systematic analysis of the amount
of vacuum the supercell size was chosen with large margin of safety after simple charge density analysis
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cuboctahedron icosahedron

crystal structure
fcc

(nearest-neighbor shells)
fcc

(Mackay variant)

(100) square facets 6 -

(111) triangular facets 8 20

edges / vertices 24/12 30/12

Table 2.7: Summary of the calculated cluster geometries. The table indicates, for the
two considered shapes, the total number of (100) and (111) facets, edges and vertices.

the different local environment the particular sites are expected to modify electronic
structure as it was already observed in the case of simple surfaces. Such modifications
are responsible for higher local reactivity that leads to interesting catalytic properties
of pure platinum clusters [125].

cuboctahedron icosahedron

Z = 5

Z = 6

Z = 7

Z = 8

Z = 9

Z = 12

Figure 2.7: Low-coordinated sites in cuboctahedral and icosahedral clusters: (111)
surfaces (Z = 9), (100) surfaces (Z = 8), edges (Z = 7, 8) and vertices (Z = 5, 6).

2.3.2 Energetically favored structures

With two alternative morphologies for a given cluster size a natural question raises on
which morphology is energetically favored. Since the fcc structure inside icosahedral
clusters is distorted one can expect that for large clusters, where the bulk-like contri-
bution to the total energy is larger the cuboctahedra should be preferred; the distorted
structure being more favorable for smaller clusters e.g. [126]. In fact, the preference for
fivefold symmetry structures in case of small particles instead of fcc structure found in
bulk metals is a very typical case of size effect. Icosahedral or decahedral shapes and
their truncated variants with surfaces consisting of only (111), close-packed faces tend
to be more energetically favorable than shapes in which also (100) faces are present.
On the other hand, clusters fcc crystal lattices tend to have octahedral or truncated
octahedral shapes. In the case of octahedral clusters pure (111) surfaces are observed
as well, but these shapes have significantly lower volume to surface area ratio. This
ratio is improved for truncated shapes, like cuboctahedra, but at the price of highly
energetic (100) faces [127]. Results of the calculations support this reasoning - in the
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case of clusters smaller than 147 atoms the total energy per atom for the icosahedral
shape is lower than for the cuboctahedra (Fig. 2.8).
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Figure 2.8: a) Total energy per atom of a Pt cluster (normalized to the analogous
energy in bulk as a function of size b) Charge redistribution on the low-coordinated
cluster sites as a function of the site coordination number for d orbitals (squares con-
nected with solid lines) and s + p orbitals (circles connected with dashed lines) for
cuboctahedral (red) and icosahedral (blue) clusters. Black lines correspond to the ref-
erence bulk values. The result was obtained for a cluster of 561 atoms by averaging
over all the equivalent sites (with the same coordination number).

2.3.3 Charge redistribution on surfaces, edges and vertices

The most significant charge modification is expected on the lowest coordinated sites
with Z ≤ 8 (edges and vertices). The Mulliken analysis results summarized in Tab. 2.6
support this hypothesis, however, even for these sites the total charge is decreased in
the worst case by less than 0.3 electron compared to the charge on fully coordinated
site inside the cluster. Edges and vertices are more subject to charge transfer and the
charge that is transferred from these sites originates mostly from the p orbital. Small
fraction of the p orbital charge (less than 0.2 electron ) is also transferred to the d
orbital on the same site. In order to visualize the charge transfer from the different
surface sites towards underlying sites a sectional view of two Pt clusters, respectively
cuboctahedral and icosahedral, is represented in Fig. 2.9. We then observe that charge
redistribution follows the scheme observed in case of surfaces - there is a small charge
transfer from surface sites (lighter) towards the lower atomic layers (darker) mainly
the two first underlayers. The charge inside cluster is not modified (gray).

2.3.4 Density of states on clusters

Typical densities of states (d-band PDOS) of such clusters are represented in Fig. 2.10
for a Pt cuboctahedron and a Pt icosahedron both of 561 atoms. These PDOS present
a narrowing with decreasing site coordination (from facets to edges and vertices) and
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cuboctahedron icosahedron

Z s [e] p [e] d [e]
∑

[e] Z s [e] p [e] d [e]
∑

[e]

interior 12 0.67 0.98 8.40 10.05 12 0.67 0.99 8.40 10.06

(111) surface 9 0.71 0.85 8.43 9.99 9 0.69 0.82 8.45 9.95

(100) surface 8 0.69 0.83 8.45 9.98 - - - - -

edge 7 0.70 0.72 8.48 9.91 8 0.69 0.74 8.48 9.92

vertex 5 0.71 0.45 8.57 9.73 6 0.69 0.45 8.58 9.71

Table 2.8: Comparison of the charge distribution between orbitals inside the Pt cluster
and on particular surface sites along with the site coordination Z. The results were
obtained for a cluster of 561 atoms by averaging over all the equivalent sites (with the
same coordination number).

a) b)

Figure 2.9: Total site charge variation profile with respect to bulk for a) cuboctahedra
b) icosahedra (cross section, the gray scale corresponds to the amount of charge from
-3% (white) to +3% (black) of bulk value. The charge redistribution follows scheme
observed in case of surfaces - there is small charge transfer from surface sites (lighter)
towards lower atomic layers (darker). The charge inside cluster is not modified (gray).

are significantly modified near the Fermi level. The density of states at the Fermi level
n(EF ) remains, however, unchanged. These modifications are some of the indicators
that local properties (magnetic or catalytic) may change when going from bulk to
nanoalloys and probably also when changing the size of clusters. These densities are
in qualitative agreement with those calculated by C. Mottet [117] with Tight-Binding
formalism using a local neutrality rule per site and orbital. This is already an indication
that the local neutrality rule verified for surfaces is also extendable to pure clusters
with different inequivalent sites upon coordination.
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Figure 2.10: Projected d-band density of states on various low-coordinated sites on
pure platinum clusters. Energies are shifted by respective Fermi levels EF .

2.4 Conclusions

The calculated basic properties of pure bulk systems show an overall reasonable agree-
ment with the experimental data and other calculations. The results obtained in the
case of cobalt correctly predict a decrease of the magnetic moment with pressure lead-
ing eventually to the paramagnetic transition. In the case of pure surfaces the mutual
relationships between surface energies were correctly reproduced. In this framework we
have discussed the differences between the values usually obtained with the GGA and
L(S)DA which allowed to explain some of the observed discrepancies and to justify the
choice of GGA. Additionally, the study of the energetics of pure Pt clusters properly
identified that the icosahedral shape is preferred over the coboctahedral one in the
case of small clusters while for larger structures this preference is reversed. We have
then systematically studied the charge redistribution in systems with low-coordinated
sites. The analyses performed in the case of pure surfaces allows to conclude that
within a tolerance region of c.a. 0.1 eV the charge transfer between the bulk and the
surface sites is negligible. We have also verified that the relaxation of the distance
between the surface layer and the bulk does not affect the charges attributed to the
atoms. The analysis of the results obtained for pure clusters shows that except for
the lowest-coordinated sites located on the vertices the charge redistribution is also
negligible, however, even in these most extreme cases the total charge decreases only
by less than 3% of the pure bulk value. It is worth pointing out, that in case of the
most important d-orbital charge these modifications are much smaller. The results
obtained in this chapter allowed to get more insight into the effect of site coordination
on the electronic structure separately from the alloying effects and to conclude, that
in terms of pure metals the local neutrality rule is generally obeyed.
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Chapter 3

DFT calculations of mixed
systems

The analysis performed in the previous chapter was focused on site coordination ef-
fects in pure systems. In the aim to further study nanoalloys the obvious extension
is to investigate mixed systems and introduce complex alloying effects related to the
modified local chemical environment. In the first part bulk CoPt systems of varying
concentration and chemical ordering will be studied. Since the main objective is to
derive general rules of electronic structure modifications and charge redistribution in
such cases the study will be focused on a few most typical and useful configurations.
Calculations on stoichiometrical L10 and L12 ordered alloys and a set of diluted sys-
tems were performed. In addition some disordered systems were considered. This will
allow to study the mixing effects independently from coordination effects which will be
introduced in the second part of this chapter where results of calculations in the case of
mixed systems with spatially reduced dimensions will be presented. The calculations
were performed for surfaces and thin films: Co monolayer on Pt(111) surface and CoPt
slabs with different degrees of order, ranging from disordered to perfectly ordered L10.
In the third part finite-size mixed systems will be investigated - nearly stoichiometrical
clusters of sizes up to 561 atoms: L10 ordered cuboctahedra and icosahedra with alter-
nating Co/Pt shells [61]. This variety of systems allowed an extensive analysis of the
interplay between alloying and coordination effects and accounting for modifications
of electronic structure and charge redistribution.

More precisely, the outline of this chapter is then the following: In the first section
mixed bulk systems will be investigated. We will cover first the basic properties like
lattice constants, bulk moduli and magnetic moments and compare them with available
experimental data. We will then detail on the role of the magnetism on phase stability
in CoPt alloys including diluted systems. The next step will be the in-depth analysis
of charge distribution calculated with different methods and the notion of mixing rank
will be introduced. We will then consider the charge redistribution and local magnetic
moments on sites with different mixing rank and for various concentrations. Finally
calculated local densities of state will be discussed. In the next section mixed systems
with surfaces will be investigated using the example of one Co overlayer on a Pt(111)
substrate. First the adsorption energies for different stacking variants will be analyzed
and compared with experimental observations. We will then analyze again the charge
redistribution and local magnetic properties, this time in the presence of surface. In the
end the densities of state will be compared with those obtained for pure systems. The
chapter will be supplemented by the similar analysis of the charge and spin magnetic
moments in case of small clusters.
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3.1 Mixed Co-Pt bulk systems

Three ordered phases of bulk Co-Pt alloy have been studied (Fig. 3.1): Co3Pt (L12),
CoPt (L10) and CoPt3 (L12). In order to allow for systematic analysis of broader range
of concentrations diluted A(B)1 systems had to be considered as well. The calculations
were performed for large supercells (32 - 256 atoms) of pure element with one atom
of impurity which due to the application of periodic boundary conditions resulted
in different effective impurity concentrations ranging from 0.4% to 3.1% (Fig. 3.2).
Because of the computational limitations for the size of the supercell the effective
concentration of impurities is relatively high with regards to an ideal diluted system
and the impurity atoms are periodically distributed in the infinite bulk system modeled
in this way. Because of the possible interaction between impurity atoms and possible
geometrical artifacts of periodicity, especially in case of the non-cubic supercells with
artificial anisotropy of impurity distribution the most reliable results are expected for
the largest, cubic supercells. Relaxation of the positions of atoms were in the taken into
account, however, the improvements of the total energy, changes of the local electronic
structure and in the charge redistribution were negligible.

L12 Co3Pt L10 CoPt L12 CoPt3

Figure 3.1: Unit cells of ordered Co-Pt alloys studied in the present work.

3.1.1 Basic properties

Similarly to previous chapter also in the case of CoPt mixed systems a number of
properties were calculated and subsequently compared with the available experimen-
tal data. All calculations were performed both in paramagnetic and ferromagnetic
cases. In the case of L10 CoPt the tetragonal distortion of structure was taken into
account.

The main results are summarized in the Tabs. 3.1, 3.2 and 3.3.

Comparison with the experimental values in case of L10 CoPt shows an overall good
agreement in terms of lattice constants, bulk modulus and magnetic moments although
the local magnetic moment on Co sites in the L10 ordered phase is rather overestimated.
However the evolution of the total magnetic moment is consistent to what is expected
in the CoPt systems. Since in this compound cobalt is the magnetic element one finds

1where A(B) denotes pure A crystal with B impurity atoms for A,B ∈ {Co,Pt}
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N 32 48 72 108 256

C 3.1% 2.1% 1.4% 0.9% 0.4%

V 0.50 nm3 0.76 nm3 1.13 nm3 1.70 nm3 4.04 nm3

2× 2× 2 2× 2× 3 2× 3× 3 3× 3× 3 4× 4× 4

Figure 3.2: Supercell geometries used for calculations of diluted systems. N denotes
the total number of atoms in the supercell of volume V and C is the concentration of
impurities. Supercell dimensions along x, y and z-axis are given in unit cells (4 atoms).

CoPt (L10) paramagnetic ferromagnetic experimental

lattice constant a [Å] 3.823 (3.749) 3.821 (3.784) 3.81 [8, 128]

lattice constant c [Å] 3.641 3.703 3.69 [8, 128]

distortion (c/a ratio) 0.952 0.969 0.955 [8, 128]

bulk modulus [GPa] 250.5 229.4 229 [129]

total magnetic moment [µB/atom] − 1.155 1.11 [130] 1.20 [128]

local mag. mom. Co/Pt [µB/atom] −/− 1.965/0.255 1.76/0.35 [131]

Table 3.1: Comparison of calculated properties of L10 CoPt and those measured ex-
perimentally. Lattice constants a enclosed in parentheses have been calculated in case
of no tetragonal distortion (with assumption that c/a = 1).

Co3Pt (L12) paramagnetic ferromagnetic experimental

lattice constant [Å] 3.612 3.661 3.67 [128]

bulk modulus [GPa] 299.0 259.6

total magnetic moment [µB/atom] − 1.405 1.46 [128]

Table 3.2: Comparison of calculated properties of L12 Co3Pt and experimental data.

CoPt3 (L12) paramagnetic ferromagnetic experimental

lattice constant [Å] 3.870 3.890 3.87 [128]

bulk modulus [GPa] 268.4 254.4

total magnetic moment [µB/atom] − 0.742 0.67 [128]

Table 3.3: Comparison of calculated properties of L12 CoPt3 and experimental data.

indeed that total magnetic moment is increasing with cobalt concentration. Conversely
the local magnetic moment on Co site is increased with regard to bulk elemental Co
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when it is surrounded by Pt atoms upon alloying. At the same time Pt is acquiring a
small local magnetic moment upon alloying (see Tab. 3.1 for L10 phase).

3.1.2 Magnetism and phase stability in CoPt alloys

Observations from the previous section raise the fundamental issue of the importance
of magnetism in the evaluation of phase stability in ordered CoPt alloys. To answer
this question first a simple total energy analysis has been performed. From Fig. 3.3 it
is clear that introduction of spin polarized calculations leads to lower total energies of
the system which insures preference for ferromagnetic configuration in these systems.
One can also notice that for all systems in case of ferromagnetic calculations total
energy minima correspond to the larger energetically preferred unit cell volumes (and
subsequently lattice constants) compared to the paramagnetic case which is related
to the existence of additional ferromagnetic interactions that, due to their repulsive
nature, lead to increase of the interatomic distances.

Figure 3.3: Comparison of total energies as a function of unit cell volume for: L12

Co3Pt (left), L10 CoPt (center) and L12 Co3Pt (right). Differences between minima
corresponding to paramagnetic (red) and ferromagnetic (blue) calculations are marked.

In order to assess the ordering tendency and its relation with magnetism, systematic
analysis of heat of formation with respect to cobalt concentration have been performed.
Heats of formation were determined using the following formula:

∆H = E(CoxPt1−x)− x · E(Co)− (1− x) · E(Pt) (3.1)

where x denotes concentration and E(system) total energy of the system per atom.
This is simply the difference between total energy of a system and sum of the energies
of its constituents calculated separately. Using formula presented above heats of for-
mation of mixed systems were calculated in both spin-polarized and non spin-polarized
variants. There is, however, some ambiguity in the choice of reference states for pure
metals, namely, the crystalline structure (if there is more than one possibility) and
spin-polarization variant. Regarding the first problem fcc structure for pure Co and
Pt metals has been used. Second problem is more intricate - one approach, adopted
in the work of Karoui et al [30], is to choose, the same spin-polarization variant both
for alloy and pure bulk calculations so that elemental non magnetic Co is used as
reference for non magnetic alloy and elemental ferromagnetic Co for ferromagnetic.
Another approach, utilized in the present work, is to use always the same reference
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system, spin-polarized for magnetic metals and non spin-polarized otherwise i.e. fer-
romagnetic Co and non magnetic elemental Pt. The latter method has the advantage
of common reference levels for all calculations which simplifies interpretation of results
and it is also supposed to better capture the spirit of the definition of heat of formation
- it compares the energy of the formed alloy (in given magnetic variant) to the energies
of its free constituents the latter being taken here in a single ground state (magnetic
for Co and non magnetic for Pt).
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Figure 3.4: Heats of formation of Co-Pt systems with respect to cobalt concentration.

The results are reported in Fig. 3.4 from which it is straightforward to deduce that
ferromagnetic phases are stabilized by the presence of magnetic effects (∆H < 0) while
paramagnetic configurations have tendency for phase separation which is indicated by
∆H > 0. This observation is consistent with results available in the literature [30].
However, while in the present work we observed phase separation tendency in non-
magnetic systems, the authors of [30] report on relative ordered phase stabilities, more
precisely, on very weak (yet negative) ∆H of non-magnetic systems when compared to
magnetic calculations. The difference between both studies of non magnetic alloys is
probably related to the different choice of reference for elemental Co, magnetic in our
case, non magnetic in [30]. This points out that the results for non-magnetic systems
strongly depend on the choice of the reference. Both calculations predict successfully
that ferromagnetic L10 is the most stable phase and agree on the value of its heat
of formation (−0.10 eV/at in [30] and −0.11 ev/at in the present work) with other
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ab-initio calculations [132, 133] and experimental value of −0.13 eV/at [134].

Contrary to ordered L10 and L12 Co-Pt alloys the question of diluted systems is not
discussed elsewhere. Supercell scheme used in DFT calculations makes this problem
more complicated due to the possible errors coming from relatively small supercell size
and related to periodic boundary condition that all together yields high effective con-
centration of impurities and raises questions regarding the impact of the interactions
between them. However one can see in Fig. 3.4 that the formation energies of diluted
systems follow the same behavior with regard to magnetism, the effect is particularly
well marked in strongly magnetic, almost pure cobalt systems.

The overall conclusion of this study is that, consistently with the results of [30], mag-
netism strongly reinforces order tendency in CoPt alloys.

3.1.3 Charge redistribution in modified chemical environment

Let us recall here that one important point in this work is to establish a reliable rule of
charge distribution on sites and orbitals in CoPt alloys that could be implemented in
a relevant tight-binding self-consistent procedure for CoPt alloys and then nanoalloys.
In the case of a previous study of CoAu systems it was indeed shown that a strict local
neutrality rule per species, sites and orbitals was followed whatever the concentration
of the considered system [33]. Here we have to verify if this rule can be extended to
CoPt systems and if yes on which range of concentration/composition in the alloy.

Mulliken analysis of charge on atoms in CoPt various bulk systems

We will consider here all the systems studied in the first part of this chapter namely
ordered phases and diluted systems. For sake of simplicity all the systems were taken
in the fcc crystalline structure where all sites in the infinite bulk have 12 nearest
neighbors2 The only difference comes from the varying chemical environment since
in case of binary alloy the sites in the neighborhood of a given site can be occupied
either by the atom of the same or opposite type. The number of nearest-neighbor sites
occupied by a different atom than the one occupying given site i, that we will call
here mixing rank Mi, will depend on particular chemical configuration as shown in the
following table:

2This choice has been motivated by the fact that properties relevant to this work are only slightly
affected by the tetragonal distortion, namely: changes of Mulliken populations are below the accuracy
of the method (less than 0.01 e), magnetic moment differences are negligible and total energy of
structure with tetragonal distortion is lower by less than 20 meV/atom, which is consistent with
observations made by other authors i.e. [30].
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Mi(Co)
paramagnetic ferromagnetic

s [e] p [e] d [e]
∑

[e] s [e] p [e] d [e]
∑

[e]

Co 0 0.59 1.07 7.34 9.00 0.59
0.28↑ 0.31↓

1.09
0.50↑ 0.59↓

7.32
4.52↑ 2.80↓

9.00
5.30↑ 3.70↓

Co(Pt) 1 0.62 1.08 7.35 9.05 0.60
0.29↑ 0.31↓

1.12
0.53↑ 0.60↓

7.32
4.50↑ 2.82↓

9.05
5.32↑ 3.73↓

Co3Pt 4 0.58 1.24 7.32 9.14 0.59
0.29↑ 0.30↓

1.26
0.60↑ 0.66↓

7.27
4.56↑ 2.71↓

9.12
5.45↑ 3.68↓

CoPt 8 0.55 1.34 7.30 9.18 0.55
0.28↑ 0.28↓

1.38
0.68↑ 0.70↓

7.23
4.62↑ 2.62↓

9.17
5.57↑ 3.59↓

CoPt3 12 0.49 1.36 7.27 9.12 0.51
0.26↑ 0.25↓

1.41
0.73↑ 0.68↓

7.20
4.66↑ 2.54↓

9.12
5.65↑ 3.47↓

Pt(Co) 12 0.50 1.34 7.27 9.11 0.52
0.27↑ 0.25↓

1.43
0.74↑ 0.69↓

7.17
4.72↑ 2.45↓

9.12
5.73↑ 3.39↓

Table 3.4: Charge distribution between orbitals on cobalt bulk sites.

configuration Mi(A) A concentration location

A 0 100% atom inside pure bulk

A(B) 1 > 75% atom next to the impurity

A3B 4 75% L12 dominant component

AB 8 50% any atom in stoichiometric L10

AB3 12 25% L12 minority component

B(A) 12 < 25% impurity atom

This classification allows for systematic analysis of the local chemical environment
modifications on charge redistribution. The results of the usual Mulliken analysis are
summarized in Tabs. 3.4 and 3.5. In each system two neighboring sites occupied by
different atoms have been chosen for analysis (in L10 and L12 structures this choice is
unambiguous because of site equivalence stemming from the unit cell symmetries, in
case of impurities one of the selected sites is always impurity and the other is one of
its nearest-neighbors). This choice of sites will be used later as well.

In case of cobalt one can immediately notice that despite of dramatic change of the
chemical environment the total site charge changes only by 0.14 e in the worst case,
internal charge transfer between orbitals is also negligible and comparable to the ac-
curacy of the method. Since local magnetic moment varies with concentration, there
is, however charge transfer between spin orientations ∼ 0.45 e.

The case of platinum is more complicated: as mixing rank grows the platinum site is
slowly deprived of over 1 e of electronic charge, however, it is worth noticing that the
charge that is transferred to the surrounding cobalt sites comes mostly from p orbital.
There are as well, in rare cases (for platinum impurity only), some negative values
which is one of the possible artifacts of Mulliken analysis (see e.g. [135] for discussion).
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Mi(Pt)
paramagnetic ferromagnetic

s [e] p [e] d [e]
∑

[e] s [e] p [e] d [e]
∑

[e]

Pt 0 0.65 0.97 8.38 10.00 0.65
0.32↑ 0.32↓

0.97
0.48↑ 0.48↓

8.38
4.19↑ 4.19↓

10.00
5.00↑ 5.00↓

Pt(Co) 1 0.65 0.94 8.39 9.99 0.65
0.33↑ 0.33↓

0.94
0.47↑ 0.47↓

8.40
4.25↑ 4.15↓

9.99
5.04↑ 4.95↓

CoPt3 4 0.70 0.85 8.40 9.96 0.70
0.35↑ 0.35↓

0.84
0.39↑ 0.45↓

8.42
4.38↑ 4.04↓

9.96
5.12↑ 4.85↓

CoPt 8 0.74 0.66 8.42 9.81 0.73
0.36↑ 0.38↓

0.64
0.27↑ 0.37↓

8.46
4.42↑ 4.04↓

9.83
5.04↑ 4.79↓

Co3Pt 12 0.75 0.39 8.43 9.57 0.74
0.35↑ 0.39↓

0.39
0.14↑ 0.25↓

8.50
4.42↑ 4.07↓

9.63
4.92↑ 4.71↓

Co(Pt) 12 0.73 -0.27 8.46 8.92 0.72
0.35↑ 0.37↓

−0.20
−0.14↑−0.06↓

8.51
4.42↑ 4.09↓

9.03
4.63↑ 4.40↓

Table 3.5: Charge distribution between orbitals on platinum bulk sites.
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Figure 3.5: Comparison of s+p (blue) and d (green) orbital charges calculated with
Mulliken method on cobalt (left) and platinum sites (right) for paramagnetic systems
of different cobalt concentration (and, therefore, site mixing rank).

Comparison of methods for charge distribution: Mulliken vs Bader analysis

The results are summarized in Fig. 3.7 and Tab. 3.6. The total Mulliken charge ex-
hibits similar trend as the charge calculated with Voronoi charge density partitioning.
Bader and Voronoi variants agree for pure systems since of homogeneity and symmetry
in this case makes Bader volumes equal to Voronoi. Because the effective ”sizes” of
Co and Pt atoms are different in mixed systems Voronoi analysis overestimates Co site
charge and underestimates Pt site charge. One can observe, however, that regardless
of the method the charge redistribution induced by mixing rank changes does not ex-
ceed 0.5 e except for diluted Pt system where it is almost 1.0 e and cannot be neglected.
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Figure 3.6: Comparison of s+p (blue) and d (green) orbital charges calculated with
Mulliken method on cobalt (left) and platinum sites (right) for ferromagnetic systems
of different cobalt concentration (and, therefore, site mixing rank).

0 25 50 75 100
Co concentration [%]

5

6

7

8

9

10

11

ch
ar

ge
 a

ss
oc

ia
te

d 
w

ith
 g

iv
en

 a
to

m
 [e

]

Co: Bader
Co: Voronoi
Co: Mulliken

Pt: Bader
Pt: Voronoi
Pt: Mulliken

Pt Pt
(C

o)

Co
Pt

3

Co
Pt

Co
3
Pt

Co
(P

t)
Co

0 25 50 75 100
Co concentration [%]

10

15

20

25

30

35

40

vo
lu

m
e 

as
so

ci
at

ed
 w

ith
 a

to
m

 [%
 o

f u
ni

t c
el

l]

Co Pt

Pt Pt
(C

o)

Co
Pt

3

Co
Pt

Co
3
Pt

Co
(P

t)
Co

Figure 3.7: Comparison of charges on cobalt (dashed) and platinum (solid) sites cal-
culated with Mulliken method (cyan) and from charge density with Bader (red) and
Voronoi (black) approach for paramagnetic systems of different Co concentration (left).
Bader volume associated with each site type as unit cell fraction with respect to cobalt
concentration is also shown (right).

Insight into charge distribution in systems with different degree of ordering

In realistic experimental systems, like nanoalloys, the composition may be rather inho-
mogeneous with regard to bulk ordered phases. In order to get a qualitative idea on how
could vary the charge distribution in more inhomogeneous systems we have simulated
some disordered bulk systems and performed systematic analysis of the charge redistri-
bution induced by changes of the mixing rank of the site which can be compared to the
coordination effects. L10 structure consists of two equipotent sublattices of respective
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Cobalt site

Mulliken [e] Bader [e] Voronoi [e]

Co 9.00 9.04 9.00

Co(Pt) 9.05 9.08 9.13

Co3Pt 9.15 8.72 9.15

CoPt 9.18 8.66 9.35

CoPt3 9.13 8.58 9.46

Pt(Co) 9.09 8.55 9.08

Platinum site

Mulliken [e] Bader [e] Voronoi [e]

Co(Pt) 8.89 10.45 9.62

Co3Pt 9.54 10.49 9.36

CoPt 9.82 10.40 9.66

CoPt3 9.95 10.03 9.91

Pt(Co) 10.00 9.97 9.83

Pt 10.00 10.05 9.98

Table 3.6: Comparison of site charges calculated with different methods.

atom types. The long range order parameter η can be defined as η = 2 · na/Na − 1
where Na denotes number of sites of a-atom sublattice and 0 < na ≤ Na is a number
of a atoms on a-atom sublattice. Therefore, η = 1 corresponds to perfectly ordered
L10 phase and η = 0 to completely disordered systems. The typical size of the used
cells is 4× 4× 4 which is reasonable to be handled with DFT calculations.

The results for charge distribution are shown on the left plot in Fig. 3.8. One can
immediately notice, that the d-orbital charge is not affected by the mixing at all. In
case of total charge there is a slight trend for Pt sites to acquire charge with increased
mixing rank. For cobalt sites this tendency is reversed. However, even between the
extreme cases (Mi = 0 and Mi = 12) the difference of the charges does not exceed
0.3 e with one, already discussed, exception of platinum site of Mi = 12 where the
total charge is 1 e lower than on pure bulk sites. It is also worth pointing out, that for
equivalent sites (occupied by the same atom and with exactly the same mixing rank)
the differences of the charge are negligible, especially for the most important d-orbital
charges.

3.1.4 Evolution of local magnetic properties as a function of chemical
environment

The charge distribution allows also following the evolution of local spin magnetic mo-
ment in terms of chemical environment. We have therefore studied the evolution of
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Figure 3.8: Comparison of the Mulliken total (circles) and d-orbital (squares) charges
(left plot) and local magnetic moments (right plot) with respect to the site mixing rank
for platinum (red) and cobalt (blue) sites. This is the average calculated over all bulk
sites of all samples within CoPt slabs of different order parameter ranging from 0 to 1.
Respective pure bulk values are marked with horizontal lines (dashed for d-orbital).

local spin magnetic moment with cobalt concentration from the Mulliken distributions
by making the difference between local spin up and spin down charges at Co and
Pt atomic sites in the different configurations, first in the set of ordered phases and
diluted systems. Results for magnetic moment per site (Co and Pt) and per orbital
contributions (d and s+p) are presented in Fig. 3.9. Polarization of platinum atoms
in contact with Co atoms in the alloy increases with cobalt concentration until a rel-
atively small critical concentration is reached and then is stabilized on the level of
0.26 µB/atom. At the same time local magnetic moments associated with particular
cobalt atoms decrease but since their concentration grows the total magnetic moment
increases with Co concentration which is consistent with experimental evidence (see
Tab. 3.1, Tab. 3.2 and Tab. 3.3). Comparing the calculated magnetic moments to the
one of pure cobalt one can deduce, that one alloying effect is to decrease total magnetic
moment which is purely a concentration effect since the number of the most polarized
atoms decreases when their concentration decreases. At the same time, on a local point
of view, the alloying effect is to increase the local magnetic moment on cobalt sites
while cobalt atoms are surrounded by more and more platinum atoms approaching in
this way the configuration of the isolated Co which is the configuration of maximal
magnetic moment. The combined s and p orbital contribution is order of magnitude
smaller than d orbital contribution. In case of cobalt sites it slightly decreases the
overall magnetic moment for systems with cobalt concentrations above 50% and in-
creases it for platinum-rich systems. In case of platinum sites s+p contribution to
the local magnetic moment is always negative and therefore decreases the overall local
magnetic moment on these sites. This effect is most pronounced for high Co concen-
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trations. Of course these latter considerations must be taken with much caution since
we may have uncertainties in Mulliken analysis. Nevertheless the overall rationale on
local magnetic properties does not change much while considering or not sp contri-
bution since the predominant contribution to magnetism is coming from d electrons.
These considerations can be extended to disordered systems while using the analysis
in terms of mixing rank. The results are shown on the right plot in Fig. 3.8. They
include CoPt slabs of different degrees of ordering going from completely disordered
systems to perfectly ordered one. The results are also consistent with the experimental
evidence (see e.g. [136] for the review). Finally, it is worth noting, that local magnetic
moment of cobalt grows abruptly in mixed environment (starting from Mi = 1) and is
almost constant until further increase at Mi = 12.
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Figure 3.9: Average magnetic moments of Pt atoms (red), Co atoms (blue) and total
magnetic moment (green) in mixed systems with respect to cobalt concentration (left).
Two smaller plots on the right show d (upper) and s+p (lower) contributions.

The case of dilute systems is quite peculiar since contrary to pure FCC metals and
L10 or L12 alloys the symmetry of atomic sites is broken by the presence of single
impurity atom in the supercell. The analyses performed so far were concentrated on
impurity atoms and their neighbor sites. This naturally leads to a question about spin
on sites further away from impurity. This effect has been studied here and results are
shown in Fig. 3.10 where it can be seen that the values of local magnetic moment con-
verge rapidly to the corresponding pure bulk values as the distance from the impurity
increases.

3.1.5 Evolution of densities of states with chemical environment

Calculations of mixed bulk systems performed for a wide range of element concen-
trations gave opportunity to study the modifications of the local density of states on
a given site with respect to its local chemical environment. Local densities of state
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Figure 3.10: Average magnetic moment on Pt (red) and Co (blue) atoms in the dilute
system system with, respectively, one Co or Pt impurity atom - d orbital (left) and
s+p orbitals contributions (right). Solid lines correspond to the values for pure bulk.

projected on d orbital are presented in Fig. 3.11 (paramagnetic case) and Fig. 3.12
(ferromagnetic case). The reason for choosing only d band is that for transition metals
d-electrons have the greatest impact on the catalytic (bond formation, oxidation states)
and magnetic (spin polarization) properties, d-orbital predominantly contributes to the
total LDOS and therefore also to the energetics. Several observations can be made.
First of all the density of states of minority component, that is, on a site with high
mixing rank, narrows as the mixing rank grows and the band width reaches its mini-
mum in case of dilute systems (i.e. impurity atom). In paramagnetic case this results
in elevated density of states within small energy range. Interestingly, in case of cobalt
the peak of density emerges right below Fermi energy contrary to platinum where
additional electronic states concentrate on lower energies. According to Stoner crite-
rion [137] one can therefore expect higher magnetization on Co sites that will grow with
their mixing rank (decreasing Co concentration) which is indeed the case (Fig. 3.9).
Obviously the density of states of majority component converges with its concentra-
tion towards the reference of pure bulk density. One can also note that the LDOS
is sensitive mostly to the local modifications of chemical environment (mixing rank):
the density of states on impurity atom does not change with impurity concentration
(which means, that the impurity atoms do not affect each other within the scheme of
limited cell sizes where the impurity could interact with its image through periodic
boundary conditions, see Fig. 3.13) and density of states on the nearest-neighbors of
the impurity is very slightly modified compared to the pure element (Fig. 3.11, last
row).

At sufficiently high Co concentration (starting from 25% in case of CoPt3) it can be
observed that CoPt alloys are strong ferromagnets with a full majority spin band (spin
up). It can be seen that upon alloying effect, when Pt atoms are surrounded by Co
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atoms, they become polarized. Pt d-band spin up and spin down are modified and
shifted one from each other. The hybridization between Co and Pt d states is clearly
visible at around 1 eV above Fermi level where Pt spin down LDOS shows a well
marked small peak while density of spin up is zero. This hybridization leads to a small
induced local magnetism on Pt as it was already observed in the framework of Mulliken
analyses.

6 4 2 0 2
E - Ef [eV]

0

1

2

3

4

n(
E)

Pt(Co) Co impurity in Pt matrix

6 4 2 0 2
E - Ef [eV]

0

1

2

3

4 Co(Pt) Pt impurity in Co matrix

6 4 2 0 20

1

2

3

4
CoPt L10  alloy

6 4 2 0 20

1

2

3

4

n(
E)

pure bulk systems

6 4 2 0 20

1

2

3

4

n(
E)

CoPt3  L12  alloy

6 4 2 0 20

1

2

3

4
Co3 Pt L12  alloy

Figure 3.11: Local density of states (d band, paramagnetic case) of neighboring cobalt
(blue) and platinum (red) sites. For comparison the corresponding pure element bulk
LDOS are shown on the upper left plot.
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Figure 3.13: Electronic structure in diluted systems (Mi = 12). Local density of states
(d band) on the impurity atom for various supercell sizes denoted by color intensity
(47+1, 71+1 and 107+1 atoms). L10 CoPt LDOS is shown for comparison (dots).

3.2 Surfaces and thin films: the case of one Co overlayer
on a Pt(111) substrate

Natural extension of the analyses performed for bulk systems was to combine both
mixing and surface effects. One practical case was selected: cobalt monolayer on top
of Pt(111) slab (Fig. 3.14). This system has the additional interest to be representative
of systems of ultra thin films or nanostructured surface systems widely investigated
both experimentally [138, 139, 140, 11] and within atomistic simulations [141, 142].

The calculations for the Pt(111)+Co system were performed with varying Pt(111) slab
thickness (between 5 and 25 atomic layers) and three stacking variants, namely fcc,
hcp and on-top. The outermost atomic layer was relaxed in direction perpendicular to
the surface. By this study we wanted also to check the energy difference between fcc
and hcp stackings of the adlayer knowing a priori that they are the most favorable and
are possibly competing but what we don’t know is the quantitative difference between
them and the effect of magnetism. It is in fact a general question in growth of compact
metallic structures which stacking is preferentially followed. This question cannot not
be solved in principle by semi-empirical descriptions, like the second moment approxi-
mation of the tight-binding formalism, which are unable to differentiate quantitatively
fcc stacking from hcp stacking.

3.2.1 Energetics

Systems with overlayers can be characterized by adsorption energy defined as difference
between total energy of such system and sum of the energies of pure adsorbent and
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Figure 3.14: Co (purple) monolayer on top of Pt(111) surface with stacking variants:
fcc (left), hcp (center) on-top (right). Fragment of (111) surface and slab cross-section.

free atoms adsorbate (vapor phase). E.g. in case of n Co atoms absorbed on a Pt(111)
surface adsorption energy per one Co atom can be written in the following way:

Eads = (Etot[Pt(111)+Co]− Etot[Pt(111)]− nEfree[Co]) /n (3.2)

The adsorption energy Eads of Co monolayer has been calculated for fcc, hcp and
on-top stacking variants. Results obtained for different Pt(111) slab sizes are pre-
sented in Fig. 3.15 (left). On-top configuration (as well as bridge positions) is obvi-
ously much less favorable in metallic close-packed system. Nevertheless we considered
this position in order to have a quantitative energy reference about the difference be-
tween most favorable and unfavorable adsorption sites. One can observe, that indeed
Efcc

ads < Ehcp
ads � Eon-top

ads both for magnetic and non-magnetic calculations. The effect
of magnetism is here only a rigid shift of the adsorption energies while the relative
energies between the different stackings are unchanged. The energetical difference be-
tween fcc and hcp is, however, relatively small and therefore both variants should be
observed experimentally with majority of fcc. As can be seen in the STM image in
Fig. 3.15 (right) this is indeed the case and Pt(111) surface is covered mostly by fcc
stacked Co with thin boundary regions where hcp stacking can be observed.
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Figure 3.15: Co monolayer adsorption energy with respect to the Pt(111) slab thickness
in ferromagnetic (circles) and paramagnetic (squares) case. Dashed line corresponds
to the mean value. Results for fcc (blue), hcp (green) and on-top (yellow) variants are
presented (left picture). Fragment of STM picture taken from [11] showing Pt(111)
surface covered by thin Co layer with two stacking variants: fcc and hcp (right picture).

3.2.2 Charge analysis and local magnetic properties

Results obtained in case of surface sites in mixed systems allow to evaluate the impact
of site coordination on the charge redistribution and local magnetic moments. Analysis
of profiles shown in Fig. 3.16 leads to the conclusion that the charges are almost not af-
fected by the mixing effects: the charges obtained for the Pt pure surface sites is nearly
the same as charges in the presence of Co monolayer and the charges on Co layer are
equal to the charges in bulk Co or pure Co surface. While there is no significant charge
transfer one can notice well pronounced spin polarization change: magnetic moment of
Co atoms in this case are considerably higher than those reported for pure surface and
pure bulk sites. In order to better disentangle site coordination effect versus alloying
effect on local magnetic properties the value of the spin local magnetic moment on a
Co impurity placed into a Pt bulk matrix has been added in Fig. 3.16. As expected
one can see that the local magnetic moment is increasing from bulk Co to pure Co
surface due to bond breaking at the surface i.e. due to the reducing site coordination.
Then having the Co adlayer on top of a Pt substrate instead of a Co one leads to an
additional increase, this time much higher showing the importance of alloying effect.
However here, to the alloying effect should be also added the effect of epitaxy since
the Co adlayer is strained to the lattice parameter of Pt much larger than the Co
natural bulk lattice leading to a magnetic behavior even closer to an atomic-like one.
The importance of alloying over bond breaking is rather supported by considering the
case of a Co impurity into a Pt matrix (no bond breaking in this case) where the spin
local magnetic moment reaches its maximum with a slightly higher value than in the
case of Co/Pt(111) making the two cases rather similar with regard to local magnetic
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properties. The latter comparison shows definitely that alloy effect prevails on site
coordination effect in the enhancement of magnetic moment. Platinum atoms in the
vicinity of cobalt are also slightly polarized but this effect vanishes after roughly 3
atomic layers. These observations, in particular the values of local magnetic moments
and its geometrical distribution on sites are in excellent agreement with available ex-
perimental data [139, 136].

In order to get more insight into charge redistribution on surface sites of different
mixing rank one can analyze charge in the case of the surface of slabs with different
degrees of order. Let us recall here that the slabs used in this case are built of stacked
(100) planes (i.e. at the surface Zi=8) while the previous study of Co/Pt(111) was in-
volving surfaces with (111) orientation. Results are reported in Fig. 3.17. Comparison
with analogous relationship analyzed earlier in the bulk (Fig. 3.8) reveals no significant
charge modification neither between sites of different mixing rank nor for those with
different coordination number.
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Figure 3.16: Charge and magnetic moment (total and broken down by d and s+p
contributions) evolution across Pt(111) slab (19 layers, blue) with Co fcc-stacked ad-
sorbate (monolayer, green). Surface sites are marked by squares. Solid, dashed and
dotted line denotes respectively values for Co bulk, surface and impurity sites. Stacking
variant has no impact on these results (fcc stacking is shown).

Local magnetic moment increases both in case of lower coordination and with higher
mixing rank. In case of Co sites the increase due to the coordination effect is from
1.61 µB/atom in pure bulk to 1.78 µB/atom on Co(0001) surface) and due to the grow-
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Figure 3.17: Comparison of the Mulliken total (circles) and d-orbital (squares) charges
(left plot) and local magnetic moments (right plot) with respect to the site mixing
rank for platinum (red) and cobalt (blue) sites. This is the average calculated over
all surface (Z=8) sites of all considered samples within CoPt slabs of different order
parameter η ranging from 0 to 1 (in the case of η = 1 the surface is supposed to
be terminated by Pt). Respective pure bulk values are marked with horizontal lines
(dashed for d-orbital). A similar analysis for bulk sites has been presented earlier in
Fig. 3.8.

ing mixing rank - up to 2.36 µB/atom in the case of Co impurity and 2.14 µB/atom in
case of Co monolayer on Pt(111) where both effects are present (Fig. 3.16). Polariza-
tion of spins on Pt sites is related to their non-zero mixing rank. It is, however, more
pronounced on low-coordinated sites, i.e. local magnetic moment on Pt-terminated
(100) surface of L10 CoPt is 30% higher than on Pt impurity into a Co matrix.

3.2.3 Densities of states

So far the effects of coordination and mixing on the local density of states were studied
separately. The results discussed in this section allow to account for the interplay
between them. Before going into the most complicated case of mixed clusters it is
worthwhile to analyze the influence of the substrate on the surface layer in simpler
systems. Pt(111) system with Co monolayer allows to observe how the presence of the
Co-Pt interface influences the local electronic structure. In the Fig. 3.18 the difference
between pure Co surface and the Co monolayer on Pt(111) substrate are clearly visible
- the density of states in the latter case is narrower and more polarized (increased
magnetic moment). Density of states of Pt(111) surface covered by Co monolayer is
slightly polarized as well. In case of platinum the LDOS narrowing on pure surface
sites with respect to the sites in the bulk can be considered a coordination effect since
the band width of platinum sites in mixed environment near to the Co-Pt interface
is not modified. As we noted earlier similarities between the case of Co/Pt(111) and
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the case of Co impurity into a Pt matrix, the densities of states of the latter case are
reported again in Fig. 3.18. Then it can be actually seen that the Co/Pt(111) case is
somewhat similar to the dilute Pt(Co) bulk case, although in the case of Co/Pt(111)
the narrowing of the Co band is now related to the bond breaking at the surface. This
comparison confirms the validity to consider both systems as similar upon their local
magnetic properties.
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Figure 3.18: Local density of states of platinum (left) and cobalt (middle) sites in the
presence of Co-Pt interface between Co monolayer and Pt(111) slab (solid black) and,
for reference, on pure surface (dashed blue) and inside pure slab (magenta dots). The
case of a Co impurity placed into a Pt matrix is represented on the right graph (green
plot).

3.3 Nanoalloys: cuboctahedral and icosahedral clusters

Further extension of the studies presented in last two sections is to investigate mixed
systems with not only single surface, but also less coordinated sites like edges and ver-
tices and to observe the charge redistribution, local magnetic moment alteration and
local densities of state within broader range of possible environments of the atomic site.
To this aim we have performed calculations on mixed clusters up to 561 atoms. Two
configurations were selected: cuboctahedral with L10 chemical ordering and icosahe-
dral composed of alternating shells of Co and Pt (Fig. 3.19). The number of Co and Pt
sites is not equal and, therefore, two variants of slightly different stoichiometry (ranging
from 44 to 56%) are always possible. For detailed description of geometrical features
of each structure refer to the relevant section of chapter 2. We will consider here two
characteristic shapes and chemical arrangements namely icosahedra with concentric al-
ternating shells of Co and Pt and cuboctahedra showing a L10 like arrangement with
alternating (100) planes of Co and Pt. This choice was motivated by the DFT study
presented in [61]. Note that here atomic relaxations were not taken into account which
would have led to too time consuming calculations for the considered set of clusters.
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Figure 3.19: Mixed cluster morphologies (from left to right): cuboctahedral L10 (with
cross-section) and icosahedral onion-like (with cross-section). The cluster size is 561
at.

3.3.1 Charge analysis and local magnetic properties

Following the procedure adopted in previous sections we have analyzed the charges
and local magnetic moments with respect to the site coordination and mixing rank
(Fig. 3.20). The disordered systems were not considered here. The calculated charges
are within numerical accuracy in agreement with respective pure bulk values which is
a very important result for the implementation of charge neutrality rule in TBA calcu-
lations. The notable exceptions are the least coordinated cobalt sites (edges/vertices),
however, the charge variation does not exceed 0.5 e even in the extreme cases (i.e. low-
coordinated cobalt sites). In case of local magnetic moment the results for platinum
sites exhibit behavior similar to the one already observed in case of bulk (Fig. 3.8) and
surface sites (Fig. 3.17) - the magnetic moment emerges with non-zero mixing rank
and then saturates. Decreasing site coordination number only very slightly enhances
the local magnetic moment. Conversely, while local magnetic moment of highly co-
ordinated cobalt sites is in agreement with values obtained in bulk systems with the
same mixing rank, the decreasing site coordination (denoted by smaller points on the
right plot in Fig. 3.20) substantially enhances the observed local magnetic moment
leading to total values by over 0.5 µB/atom higher in extreme cases (Mi < 5).
The local electronic properties (LDOS) on various sites will be discussed in greater
detail along with the TBA results in the next chapter where they will be also used for
comparison to assess the accuracy of the latter method.

3.4 Conclusions

Although some uncertainties are arising from the more or less arbitrary charge analy-
ses, we can conclude here on the overall study that a local neutrality has been obtained
per site, species and orbital. Some limits of the strict generality are found since there
is a slight charge transfer between spin orientations related to the changes of the mag-
netic moment and in the case of platinum the charge distribution starts to deviate
from neutrality in the diluted CoPt systems. However for the cases most interesting
for applications and especially for surfaces and clusters, it shall be sufficient to use the
neutrality rule in further TBA calculations. Apart from this most important result a
number of other informative observations were made: having successfully reproduced
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Figure 3.20: Mulliken charge redistribution (left) and local magnetic moment (right)
on small clusters with respect to to the mixing rank of the site for platinum (red)
and cobalt (blue) sites. Marker size correspond to the coordination number. Each
point was calculated as an average over all equivalent sites (in terms of occupancy,
coordination number and mixing rank) for all considered cluster morphologies, sizes
and stoichiometries.

the basic properties of mixed bulk systems we have also addressed the importance of
magnetism on the CoPt ordered phase stability proving for broad range of concen-
tration that magnetic interactions are responsible for the structure stabilization. The
calculated heats of formation are in very good agreement with other calculations and
measurements. Disordered systems were also analyzed leading to an important evi-
dence regarding the evolution tendencies of the average charge and the local magnetic
moments. It has been found that in almost all cases, even with high mixing rank
the charge distribution does not differ from the one observed in a pure bulk, which is
especially well marked in the most important case of d-orbital charges. We have also
systematically investigated the tendencies of local magnetic moment evolution with
respect to the mixing rank and the modification of these tendencies with a decreasing
site coordination number. We have found, that in the case of Pt sites local magnetic
moment is mainly induced by the non-zero mixing rank and in some cases is slightly
enhanced on low-coordinated sites, while in the case of Co sites the local magnetic
moment grows considerably with the mixing rank and with decreasing coordination
number. This result was obtained with decent statistics allowing to eliminate the ef-
fects stemming from the geometrical differences in the atomic arrangement and atomic
configuration of more distant coordination zones resulting in the same mixing rank.
Part of this work has been recently published in Electrochimica Acta [143]. An impor-
tant feature of the present study was also the systematic evaluation of local magnetic
moments with respect to the environment of a given site where we were able to reach
very good level of compliance with the experimental values in the case of the thin Co
layer deposited on Pt(111) surface. In this system we have also successfully recovered
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the experimentally observed preference for the fcc stacking of Co layer with a possi-
bility of a co-existence with the hcp variant which was energetically less favorable. As
the most important conclusion remains, however, the evidence obtained to support the
choice of the local neutrality rule in the case of mixed and low-coordinated sites that
will be used in the calculations in the next chapter.



Chapter 4

TBA calculations of realistic
systems

The results of ab-initio DFT calculations discussed in the previous chapters allow not
only justifying the charge redistribution related assumptions (mainly the local neu-
trality rule per site, species and orbital) but also verifying the validity of the Tight
Binding method by direct comparison with DFT results as presented in this chapter.
This verification, performed for the local densities of state within a broad selection
of most typical systems will be discussed in the second section of this chapter after
having given some additional features on the application of the TB methodology to
nanoalloys. Application of the self-consistent Tight Binding method actually allows ex-
tending the scope of calculations to clusters of “realistic“ sizes as used in experiments,
ranging from few tens to few thousands of atoms. The results of quantitative analysis
of the local electronic structure’s features that are most important for the interpreta-
tion of local properties (as for instance band shifts for catalysis or density at Fermi
level for magnetism) will be presented in the following section. Data like. εd should
provide guidance to the interpretation of core level shifts measurements using X-Ray
photoemission spectroscopy (XPS) in nanoalloys, a widely used technique in the field
of catalysis for instance. Then last section is devoted to the fundamental question of
order tendency in nanoalloys by still using the example of CoPt. In this case the work
is dedicated to the determination of the two pertinent parameters characterizing order
in an AB nanoalloy namely the diagonal disorder parameter δd,0 = εAd − εBd (differ-
ence between gravity centers of the d-bands, εd) and off-diagonal disorder parameter
δnd = WA

d −WB
d (difference between d-band widths, Wd). These values have been

shown to allow deriving ordering tendencies in all bulk transition metal alloys [37]. We
further intend here to derive a law for the evolution of these parameters as a function of
the size of clusters and to provide a tool for predicting ordering tendency in nanoalloys
as a function of size which is an essential step for scientists willing to control the atomic
arrangements in the fabrication of specific clusters for targeted properties. Most of the
work presented in the following is the object of an article recently published in Physical
Review B [144].

4.1 Additional features for the use of tight-binding: from
alloys to nanoalloys

For an alloy AcB1−c, the chemical configuration is defined from the set of site occu-
pation factors pai such as pai = 1 if site i is occupied by an atom of type a (a = A,B)
and pai = 0 otherwise. Then the corresponding Hamiltonian is written in the basis of
atomic orbitals λ at sites i, |i, λ〉:
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H(pai ) =
∑
a=A,B

∑
i,λ

pai |i, λ〉εaiλ〈i, λ|

+
∑

a,b=A,B

∑
i,j 6=i,λ,µ 6=λ

pai p
b
j |j, µ〉(β

λ,µ
ij )ab〈i, λ| (4.1)

which involves the effective atomic levels εaiλ and the hopping integrals (βλ,µij )ab. In this
framework εad is the atomic d orbital level for an atom of the type a (a = A,B) in its
own bulk and the hopping integral between two d-orbitals on neighboring sites drives
the d bandwidth (W a

d ) [145]. The first term gives rise to the so-called diagonal disor-
der effect coming from the difference δd,0 = εAd − εBd whereas the second one accounts
for the possible effect of off-diagonal disorder due to the difference in d bandwidth:
δnd = WA

d −WB
d . These two parameters δd,0 and δnd actually drive the redistribution

of the electronic states with respect to those of pure elements and therefore both the
new properties of the (nano)alloy and its preference for ordering or phase separation
at low temperature. Based on these parameters, well known from compilations in the
literature [102], systematic studies within the TB approach were previously carried
out for deriving ordering tendencies in all bulk transition metal alloys [37] and general
trends in d-band and core level shifts [146], the latter being tightly related e.g. to
catalytic properties. The next step of the present work is to combine site coordination
effects (atomic structure) and alloying effects (chemical structure) in a single model for
nanoalloys in the experimental size range (up to thousands of atoms). The essential
quantity to study is the local density of states (LDOS), n(E). The method of calcula-
tion has been described in first chapter and its main features are just recalled here. In
all cases sp−d hybridization is taken into account by using the basis of atomic orbitals
λ(s, p, d). Each partial LDOS niλ(E) is obtained from the continued fraction expan-
sion of the Green function G(E) = (E −H)−1 whose coefficients are directly related
to the moments of the density of states. These coefficients are calculated within the
recursion method [36] implemented with a self-consistent treatment of charge transfer
induced by both coordination changes and alloying effects. The technique makes use
of a local charge neutrality rule per site, per orbital and per chemical species, well
known for surface effects as already discussed. Now it is extended to CoPt alloys
from DFT calculations of this work. Here a new application of this TB approach for
nanoalloys is proposed where both alloying and structural effects are included in the
same procedure. In practice ten pairs of exact coefficients are considered in order to
obtain sufficiently detailed LDOS. The main difficulty is then to determine the effective
atomic level εiλ for each inequivalent site i, while ensuring the charge self-consistency
on this site. This requires, after indexing all inequivalent sites i and species a, that
these levels are shifted for each orbital λ with respect to those in the bulk by a value
δεaiλ following:

εaiλ = εa0λ + δεaiλ (4.2)

in order to satisfy a given rule (here the local neutrality rule) on the different band
fillings per orbital and per species Na

iλ, which are obtained by integration of the partial
local densities of states up to the Fermi level EF :
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Na
iλ =

∫ EF

−∞
naiλ(E)dE (4.3)

The total band filling (number of valence electrons) at site i, occupied by an atom of
type a is then determined by summing over all orbitals such as Na

i =
∑

λN
a
iλ.

In the self-consistency cycle, δεaiλ is varied until charge per Co or Pt atom and orbital
at each site reaches the target bulk value by fixing the common Fermi level either at
the position of that in the matrix (only in the dilute case for a bulk system) or by
varying it at each step to keep the total charge for any other alloy system (bulk alloy
or nanoalloy).

If interested in relative stability of different chemical configurations one has in general
to calculate the band contribution to the energy of the considered systems to be com-
pared. This can be performed by simply integrating the LDOS calculated as described
above, without forgetting to subtract the double counted terms due to the level shift
issued from the self consistent procedure:

Eaiλ =

∫ EF

−∞
Enaiλ(E, δεaiλ)dE −Na

iλδε
a
iλ (4.4)

where Na
iλ is the number of electrons per orbital in bulk a material, unchanged in any

other site (surface, alloy, cluster) following the adopted local neutrality rule. The sum
over all orbitals will give the band energy for site i and the further sum over all sites
i will give the contribution of a atoms to the total band energy.

The remaining parameters of the model are the hopping integrals between orbitals of
neighboring sites, (βλ,µij )ab. If a = b the values are directly taken from the compilation
of D. A. Papaconstantopoulos [102] designed for elemental solids. For the specific case
of Co, the parameters for the structural fcc paramagnetic phase were applied, in agree-
ment with the fcc structure of the clusters considered hereafter. If a 6= b the arithmetic
average of βλ,a and βλ,b is used. Magnetism was not explicitly included in the TB calcu-
lations but some considerations about it will be given in the last section of this chapter.

From the obtained spd LDOS, the most meaningful partial d−LDOS will be extracted
and then the main characteristic quantities deduced: d-band center εd, d-band width
Wd, diagonal and off-diagonal disorders. The values of εad and W a

d can be calculated
directly from the relevant density of states nd(E) using the following formulas:

εd =

∫ +∞
−∞ nd(E)E dE∫ +∞
−∞ nd(E) dE

- the first raw moment of n(E) (4.5)

Wd =

√√√√8 ln 2 ·
∫ +∞
−∞ (E − εd)2 nd(E)E∫ +∞

−∞ nd(E) dE
- full width at half maximum (4.6)
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4.2 Compatibility of the TBA and DFT results

The validity of this TB method must be first supported by more fundamental ab initio
calculations on the basic bulk phase alloys since the description of ordering behavior
of complex nanoalloys is necessarily related to the bulk phase diagrams. We shall
thereby verify the relative stability of the usual bulk alloy phases against possible
competing ones. On the other hand the method must be proved to provide reliable
local densities of states on which all interpretations in terms of local properties (as for
instance band shifts for catalysis or density at Fermi level for magnetism) are related.
For both purposes ab initio complementary DFT calculations were performed with the
SIESTA-GGA method used in the previous chapters.

4.2.1 Comparison of relative stability energies

The low temperature experimental phase diagram of CoPt is characterized by three
main ordered phases [147, 8], the fcc L12 (Co0.25Pt0.75 and Co0.75Pt0.25) and the fct
(tetragonalized with regards to fcc) L10 phase at equiconcentration. However, while
considering in this work only the fcc crystalline structure, two ordered phases have to
be considered at c=0.25 concentration, in what is concerned relative stability, namely
L12 (Cu3Au type) and also DO22 (Al3Ti type). For c=0.5 if L10 has to be the most
stable it should be checked that the TB model well predicts this stability against other
phases like the bcc B2 one. In this context we have calculated the relative stability en-
ergy ∆Estab of the different ordered structures, at c=0.25 and c=0.5, both with DFT
and TB methods. Within the latter only band energy, i.e the explicit term issuing
from the electronic structure, has been considered using e.g. 4.4 and summing partial
contributions of Co and Pt while accounting for their respective concentration in the
considered systems. The results are presented in Tab. 4.2.1.

Alloy composition Co0.75Pt0.25 Co0.5Pt0.5 Co0.25Pt0.75

∆Estab [eV/atom] EL12 − EDO22 EL10 − EB2 EL12 − EDO22

DFT (magnetic) 0.001 -0.247 -0.007

DFT (non magnetic) 0.003 -0.337 -0.012

TB (non magnetic) 0.028 -2.635 -0.128

Table 4.1: Relative stability energy ∆Estab (eV/atom) between several bulk CoPt or-
dered alloys at different concentrations. DFT calculations were performed with (mag-
netic) and without (non magnetic) spin polarization.

There is a full consistency between DFT and TB concerning the sign of the obtained
values of ∆Estab and the hierarchy of the obtained relative energies. Absolute TB
values of ∆Estab are however different by about one order of magnitude than DFT
ones. More surprising is the apparent degeneracy between the L12 and DO22 ordered
structures obtained both in DFT and TB although the experimental phase diagram
shows only the L12 structure around c = 0.25 (or c = 0.75) with the Co3Pt L12 phase
being less marked [29]. However, it should be kept in mind that the structural difference
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between the L12 and DO22 consists only of the insertion of an anti-phase boundary
between two fcc unit cells leading to a periodic ordering on two fcc cells instead of one,
making the two structures rather similar. Therefore the related energies of these two
phases should not differ too much. This is deduced from a description of their density
of states in terms of their moments, the DOS of the L12 and DO22 structures having
six identical moments [148]. In the same sense, recent almost exhaustive calculations
of bulk Co-Pt structures by R. V. Chepulskii and S. Curtarolo resulted in very close
values for Co3Pt L12 and DO22 phases [133].

4.2.2 Direct comparison of the densities of state

Since all the analyses of the electronic structure will be based on the local density of
states the most straightforward way of comparing TBA and DFT results is to super-
impose respective LDOS curves normalized with EF = 0 as shown in Figs. 4.1, 4.2
and 4.3 and comment the results through the prism of charge transfers discussed in
previous chapters.

In the case of systems compared in Fig. 4.1 the best agreement occurs obviously in
the case of pure materials (first two plots). For mixed systems one can observe small
discrepancies, but the tendencies in evolution of the LDOS shapes with changing con-
centration are well reproduced. Most notable exception is diluted platinum systems
for which the position of the main peak of platinum atom density of states obtained
from TBA calculations is considerably shifted towards Fermi level compared to the
reference DFT result. This can be correlated with relatively high charge redistribution
observed earlier in this particular system.

The most important step is, however, to verify the LDOS-es calculated within TBA
method in the case of low coordinated sites on cluster surface. Local densities of state
on selected site classes have been collected in the Fig. 4.2. The most important features
are very well reproduced, the only exceptions are already observed in case of CoPt L10

bulk, slightly broader Pt band for sites inside cluster and misplaced peaks of Pt LDOS
calculated on mixed edge located at the intersection of mixed (100) and (111) surfaces.
On sites where charge redistribution strictly adheres to the local neutrality rule (see
LDOS of pure Pt surfaces) the agreement is clearly better. There is also a good agree-
ment in terms of averaged cluster PDOS (Fig. 4.3).

These comparisons justify the reliability of self-consistent TB model in determining
accurately the distribution of electronic states on inequivalent sites of nanoalloys and
bulk systems. At the same time it allows identifying its limits when the single form of
self-consistency condition through the local neutrality rule is employed. However, even
if some deviations from the neutrality rule have been observed in a few cases in the
calculations, but also in some experiments [149, 150, 151], our choice for nanoalloys
remains to join a single law in order to bring the overall behavior of transition metal
alloys under a single description which was already shown, in the case of bulk alloys, to
be sufficient to describe d-band shifts and obtain a good agreement with photoemission
experiments [146].
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Figure 4.1: Comparison of the LDOS obtained from paramagnetic TBA (dashed lines)
and DFT (solid lines) calculations for cobalt (blue) and platinum (red) sites in pure
and mixed infinite systems (bulk and interfaces).
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Figure 4.2: Comparison of the LDOS obtained from paramagnetic TBA (dashed lines)
and DFT (solid lines) calculations for various cobalt (blue) and platinum (red) sites
in cuboctahedral clusters of 309 atoms with L10 ordering.
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Figure 4.3: Averaged DOS (sp-d, non magnetic) in a cuboctahedral CoPt L10-like
cluster of 147 atoms. Solid lines correspond to DFT calculations and dashed ones to
TB calculations. The insertion shows the corresponding atomic structure. Color code
for both curves and structure in insertion is blue for Co and red for Pt.

4.3 Mixed clusters: analysis of d-band position and width

Pure clusters have been more extensively studied in the past with the TB method [117,
152]. Therefore they were not studied here in detail and this work was rather focused
on the mixed clusters which are the most interesting in the current fields of applications
where alloying effects are employed in order to obtain new properties either magnetic
or catalytic. Studies available in the literature [153, 61, 154] show that several shapes
and chemical arrangements are possible for those clusters, including polyicosahedral
onion-like structures typical for small clusters, decahedra and truncated octahedra
with L10-like structure that are stable for larger sizes. In the present study the chosen
model shape for fcc clusters of sufficiently big size is the cuboctahedral one.

Here we will therefore build a model nanoalloy as a cuboctahedral piece of a bulk fcc
L10 structure. Surfaces of such n-shell clusters in platinum- or cobalt-rich variants
are composed of sufficiently large set of inequivalent sites to be considered as repre-
sentative of realistic systems. The electronic properties of the low-coordinated sites in
mixed chemical environment will be compared with analogous sites in pure clusters in
order to differentiate chemical and geometrical effects. Fig. 4.4 shows partial d-LDOS
for all the inequivalent sites of both a pure Pt and a CoPt cluster. Effective band-
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width decreases with decreasing site coordination (from facets to edges and vertices)
and increasing site mixing rank (between sites with the same coordination e.g. edge in
the pure Pt and in mixed cluster). This is an expected effect that was also observed
in the DFT calculations not only for clusters but also for pure and mixed surfaces.
Change of the chemical environment of the site also heavily modifies LDOS near the
Fermi level which could be related to changes in local magnetic properties.

Since the shifts of the d-band and the d-band width depend on the site coordination it
is interesting to investigate the nature of this dependency. Fig. 4.5 shows d-band cen-
ters of gravity of platinum and cobalt sites with respect to its coordination number Z
for extreme cluster sizes: small (147 atoms) and three times larger in terms of diameter
(2869 atoms) both for pure clusters and for binary CoPt system. One can immediately
notice nearly linear shift of the ε towards higher energies (both for Pt and for Co) with
decreasing site coordination and energetical separation of the d-band centers between
pure and mixed systems. It is worth pointing out, that LDOS is almost not affected
by the cluster size which supports the statement that electronic structure on given site
is a local effect and therefore depends only on modifications of local environment of
that site.

The effect of coordination-driven d-band energy level shift is related to the narrowing
of the d-band with additional condition of constant charge stemming from the local
neutrality rule and nearly constant filling at the Fermi level (upper edge to the band
does not move) which leads to concentration of the electronic states just below EF for
decreased site coordination and/or increased site mixing rank. Therefore similar linear
tendencies can be observed for the width of the d-band defined as the centered second
moment of the LDOS scaled by the same constant which relates the second moment to
the actual band width in the bulk - it decreases with decreasing coordination number
as can be seen in Fig. 4.6.

In summary the behavior of the d-levels upon alloying in nanoclusters can be estimated
by a linear variation law as a function of coordination Z to which an alloying term
estimated by a rigid shift is added, allowing separating the structural and chemical
effects. The above considerations can be therefore analytically summarized by writing
down the atomic d-level εaZ for a = Co, P t:

εaZ = εa0 + ∆εaalloy + ∆εasite(Z − 12) (4.7)

The linear fit (see Fig. 4.5) leads to the following values of the constants: for the al-
loying term, ∆εPt

alloy = +0.6± 0.15 eV, ∆εCo
alloy = −0.3± 0.1 eV and for the geometrical

term, ∆εPt
site = −0.16 eV, ∆εCo

site = −0.085 eV.

As a rather similar behavior is found for d-band width, a same linear equation can
be derived for d-band width by just replacing εa by W a, with here ∆WPt

alloy = −1.0±
0.25 eV, ∆WCo

alloy = +0.6±0.1 eV, ∆WPt
site = −0.4 eV, and ∆WCo

site = −0.22 eV. Further
approximation of the alloying terms by the values of the actual bulk alloy, which is
justified in view of our results, should allow a generalization of these formulations to
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Figure 4.4: Partial d-LDOS on the geometrically inequivalent sites on a cuboctahedral
Pt (a) and CoPt L10-like (b) cluster of 2869 atoms. The insert shows the correspond-
ing atomic structures, in which the sites have been colored upon their environment
(coordination, chemical).
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Figure 4.5: Center of gravity of d-band for the geometrically inequivalent Pt (a) and
Co (b) sites of cuboctahedral CoPt L10 like clusters compared respectively to pure Pt
and Co clusters. Two sizes are considered: Ntot = 147 and Ntot = 2869. Straight lines
correspond to linear fits (see text). Label “Co rich” (“Pt rich“) refers to concentration
in Co (Pt) > 0.5.
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Figure 4.6: Width of the d-band for the geometrically inequivalent Pt (a) and Co (b)
sites of cuboctahedral CoPt L10 like clusters compared respectively to pure Pt and
Co clusters. Two sizes are considered: Ntot = 147 and Ntot = 2869. Straight lines
correspond to linear fits (see text). Label “Co rich” (“Pt rich“) refers to concentration
in Co (Pt) > 0.5.
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any bimetallic nanoalloy. Then, for a n shells cuboctahedron, one is able to write an
analytic formula for the dependence of the average atomic d-levels as a function of the
cluster size:

εan = εa0 + ∆εaalloy + ∆εasite
∑

Z=5,7,8,9

xaZ
NZ

Ntot
(Z − 12) (4.8)

where Ntot(= 1 + n
3 (10n2 + 15n + 11)) is the total number of atoms, and the sum-

mation over Z means summing over the different under-coordinated sites, the respec-
tive numbers of which is NZ : NZ=5 = 12 vertices, NZ=7 = 24(n − 1) edge atoms,
NZ=8 = 6(n − 1)2 atoms for the (100) facet, NZ=9 = 4(n − 1)(n − 2) atoms for
the (111) facet. xaZ = caZ/c

a is the ratio between the partial a-concentration at a
site of coordination Z and ca the global a concentration in the whole cluster. Here
again, a similar equation can be used to describe the size-dependence of the effective
d-bandwidth by just replacing εa by W a.

4.4 Ordering trends in nanoalloys

From the results of the previous section, we are now able to return to the question of
the ordering tendency in nanoalloys the ultimate goal being to be able to predict this
tendency for any transition metal nanoalloy as a function of its size. Following the
previous work on bulk alloy [37], the ordering tendency for a cluster of order n will
be linked to the differences δnd = εCon − εPtn and δnnd = WCo

n −WPt
n obtained either by

averaging all the Pt and Co LDOS in the cluster, respectively, or using the previously
derived linear law. Averaging over all possible configurations in each case gives the
law of variation for δnd as a function of the size of the cluster, which writes analytically
as:

δnd = δd,0 + ∆εCo
alloy −∆εPt

alloy

+
∑

Z=5,7,8,9

(xCo
Z ∆εCo

site − xPt
Z ∆εPt

site)
NZ

Ntot
(Z − 12) (4.9)

This equation simplifies for a completely disordered alloy, or for a perfect L10 system
if one averages Co and Pt centered clusters (as it is done here), since in these cases
xaZ = 1. One is then able to draw a diagram of this analytical law and to compare
the resulting curve with the values obtained by averaging respectively all the Pt and
Co LDOS in ordered clusters of different sizes. This is plotted in Fig. 4.4, in which
we can see that bulk values are definitely reached around 2000 atoms (or in term of

diameter as used in Fig. 4.4, N
1
3 ≈ 12). The presented analytical model is based on

approximations implying that only d-band shifts of the surface atoms are modified
and where only prefactors are fitted to local values. Therefore an overall quantitative
agreement with the values resulting from the LDOS averaging cannot be expected as
it would be the case of an actual fit of these values.
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It is worth noticing that there is no basis to consider the increase of diagonal disorder
parameter with the cluster size a general rule. Indeed the sign of the Z-dependent term
in the equation 4.9 is driven by the difference ∆εCo

site − ∆εPt
site, which depends on the

system under study, and can be deduced for any nanoalloy from the simple calculation
of this dependence for both pure components. Finally a similar equation can be used
to describe the n-dependence of the off-diagonal disorder parameter, replacing δd by
δnd and εa by W a, the variation of which will also depend on the nature of the alloy
through the sign of ∆WCo

site −∆WPt
site.
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Figure 4.7: Variation of the diagonal disorder parameter in nanoalloys, δnd , as a function

of N
1
3 (representative of the diameter of a cluster containing N atoms). The continuous

line represents the theoretical values given by equation (4.9). Red and blue circles
represent values deduced from averaged LDOS respectively for the so-called Pt rich
and Co rich ordered cuboctahedral clusters (see Fig. 4.5).

Once the behavior of the two main parameters (δnd , δ
n
nd) which drive the electronic

structure of a nanoalloy of size n is known, let us show how the mapping previously
derived to predict ordering tendency for bulk alloys [37] can be extended to the case
of nanoalloys. A relevant way to visualize the alloying effects in clusters vs bulk ef-
fects is to build a mapping of ordering and demixing domains in the parameter space
spanned by δnd and d-band electronic filling Ne for different values of δd and for the
concentration of interest, here c = 0.5. Results are presented in Fig. 4.4. Contrary to
Ref. [37], here we focus on a single set of values corresponding to an average value
of d-bandwidth related to CoPt and equal to 6 eV. The most significant effect is that
for δd = 2.0 eV (black curve) only one large and centered domain appears meaning in
particular that the corresponding alloys with Ne > 8 and Ne < 2 should show strictly
demixing tendency. However reducing δd to at least 1.0 eV reveals new ordering do-
mains at higher electronic filling allowing again order tendency for late transition metal
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alloys. It remains to introduce the cluster points in this bulk map, by postulating that
it can be done by just moving the bulk point according to the values of δnd , δ

n
nd issued

from the previous laws. In addition, consistently with the charge neutrality rule, these
points will be always positioned at the electronic filling of Ne = 8.5 characteristic of
CoPt at equiconcentration. In order to cover both possible size and morphological ef-
fects we have considered two limiting sizes (147 and 2869 atoms) and two morphologies
adding icosahedra to the previously investigated cuboctahedra. As can be seen from
the the corresponding specific points in Fig. 4.4, all the systems fall at the frontier of
the upper ordering domains.

A general behavior of the evolution of electronic structure in CoPt nanoalloys can be
tentatively deduced from these results. Actually, a global evolution is obtained when
going from bulk alloy to clusters with a large decrease of the absolute value of off-
diagonal disorder. Further decrease of diagonal disorder is found when decreasing the
size of the clusters from 2869 atoms to 147 atoms. Since icosahedral and cuboctahedral
shapes are leading to similar results it can be concluded that the structure has a weak
effect on the ordering tendency. It is also worth noticing that even though the points are
not falling directly in the upper ordering domains their displacements as a function of
size strictly follows the shift towards lower absolute values of δnd, indicating that order
tendency does not change for any CoPt nanoalloy. The possible role of magnetism was
not yet invoked although, as recently proposed by S. Karoui and coworkers [30], in a
spin polarized description of the CoPt LDOS, the majority spin up band is completely
full and does not participate to the cohesion of the alloy so that an effective average
electronic filling of 6.6 d electrons should be attributed to CoPt systems. In this case
all the points of Fig. 4.4 would be shifted down into the larger ordering domains,
meaning that once again the bulk ordering tendency is not only preserved but even
enhanced in the cluster.

4.5 Conclusions

In summary, the presented methodology has been shown to be an accurate way to
describe and predict the main local characteristics of nanoalloys, namely their mixing
behavior and the redistribution of the energy electronic states from the single knowl-
edge of the electronic structure of their pure constituents, using a self-consistent TB
approach in the direct space. Local effects can be quantified through linear laws as
a function of the site coordination, by disentangling structural and chemical effects.
Such a methodology is extendable to any other alloy since it has been shown to give a
unified description of the local electronic structure both at surfaces of pure materials
and in pure bulk alloys. Thus, analytic laws have been derived which yield on one hand
the variation of both the d atomic level and the effective d bandwidth and on the other
hand, the variation of diagonal and off-diagonal disorder parameters, as a function of
the cluster size. The ordering trends in nanoalloys can then be estimated from the
bulk stability maps by just shifting the corresponding (δd, δnd) points according to
these analytic laws. This method has no limit neither in the size, nor in the structural
asymmetric features, allowing the presence of surfaces, low coordinates sites, defects
like vacancies or stacking faults. Of course the method would deserve some improve-
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Figure 4.8: (Ne, δnd) ordering domains represented in the parameter space spanned
by δnd and Ne for different values of δd and for alloys at equiconcentration. Ordering
domains are delimited by black, blue, dotted green and dotted red lines corresponding
respectively to δd = 2.0, 1.0, 0.5, 0.25 eV, the area outside these domains corresponding
to demixing tendency. This plot is related to an average bandwidth of pure constituents
of Wav,max = 6.0 eV. The points correspond to bulk and 2869 and 147 atoms clusters.

ments like an explicit introduction of magnetism and also the elastic effects through
an explicit distance dependence of the parameters.



Chapter 5

General conclusions and
perspectives

This work proposed an accurate way to predict the characteristics of realistic-size
nanoalloys (mixing behavior, redistribution of electronic states) by means of the self-
consistent Tight Binding approach supported by the ab initio Density Functional The-
ory calculations. Since DFT is a method applicable only to relatively small systems it
is used for comparison and to verify the correctness of the local neutrality assumption.
The local neutrality assumption is applied later as a self-consistency rule in system-
atic TBA calculations of larger and more complex systems inaccessible directly by
DFT. The subject of the analysis was mainly the local electronic structure on various
inequivalent sites systematically classified in terms of their local environment (site oc-
cupation, coordination number and mixing rank). This methodology has been verified
and successfully applied in the case of CoPt system and is extendable to other binary
systems without actual size limitations related to numerical complexity of calculations.
Even in its simplest form the model showed its usefulness.

After extensive discussion of DFT and TBA approaches, both in terms of their theoret-
ical foundations and practical application, the work was focused on DFT results of Co
and Pt elemental systems. We hawe calculated a set of basic structural and energetic
properties (lattice constants, c/a ratio of hexagonal structure, magnetic moments, bulk
moduli, surface energies and energetics of small clusters) that showed an overall rea-
sonable agreement with the literature and this allowed to conclude on general validity
of the method within the chosen parametrization. The local neutrality rule in the case
of low-coordinated sites in pure metallic systems (pure surfaces and single - compo-
nent clusters) was also verified which allowed to get more insight into the effect of
site coordination on the local electronic structure separately from the alloying effects.
These effects were taken into account in the subsequent analysis of DFT calculations
of mixed Co-Pt systems where the charge transfers between orbitals of the two atom
species was carefully studied both inside the bulk with only concentration-dependent
chemical effect related to the mixing rank of the site and in more intricate cases of
surfaces and small clusters where the effects of the site coordination and chemical en-
vironment are combined. On the overall study a local neutrality has been obtained per
site, species and orbital. Some limitations of the strict generality were also identified,
namely a slight charge transfer between the spin orientations related to the changes of
magnetic moment and deviation from neutrality in diluted CoPt systems. In the case
of platinum admixture the charge redistribution exceeds the tolerance level. However,
for most cases and concentrated alloys, the most interesting for applications, neutral-
ity rule is a valid assumption and can be applied in further TBA calculations. Basic
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properties of mixed CoPt systems were also studied and the comparison with the ex-
perimental values in case of L10 CoPt showed a very good agreement in terms of lattice
constants, bulk modulus and magnetic moments. A very interesting observation could
be made for the formation energies of ordered alloys (L10 and L12 phases). In ferro-
magnetic calculations this formation energy is always negative which means that the
system exhibits a preference for ordering contrary to the paramagnetic case where the
formation energy is found slightly positive. A systematic analysis of the heats of forma-
tion with respect to concentration allows to conclude that ordered phases are stabilized
by magnetic effects with regard to paramagnetic configurations showing much higher
energies of formation. This is consistent with the results available in the literature [30].

The TBA calculations were performed first for a number of selected simple structures
in order to compare the results with DFT calculations (pure fcc bulk, L10 CoPt, dilute
systems and Co monolayer on Pt(111)). These preliminary TBA results showed a good
qualitative agreement of the LDOS (in terms of shape, band width and position of the
center of gravity) with the DFT results at least for concentrated systems (diluted sys-
tems deviated from the range of application of the neutrality rule). The comparison
between the DFT and TBA was then extended to a small typical cuboctahedral clus-
ter of CoPt with an L10-ordered arrangement and a very reasonable agreement was
found while superimposing the average DOS of Co and Pt. This agreement between
the results obtained by means of the two methods justified the extension of the anal-
ysis upon more realistic cluster sizes (from few tens to several thousands of atoms)
and configurations inaccessible directly by ab initio approaches. Only a few model
configurations were considered including pure and L10-ordered mixed cuboctahedral
clusters. LDOS on sites with different chemical environment and coordination num-
bers were analyzed in detail. Systematic analysis of those changes as a function of
site coordination evidenced linear variation law of d-band center and d-band width.
Linear fits were performed for given size and configuration variant and the same anal-
ysis was performed for Co d-band with analogous conclusions regarding the linearity
of the trends. It is worth noticing that the observed trends do not change with the
variation of cluster size within the considered range of sizes. An interesting feature is
also the fact that the observed linear trends are universal (in terms of the slope) for
both mixed and pure clusters (the latter being simply vertically shifted) which effec-
tively allows to decouple the effects of the alloying (chemical environment) and the
effects related to the geometry (site coordination). Since the slope of the linear trend
is preserved the effect of the cluster size contributes only to the rigid vertical shift of
the observed trends allowing to predict an average atomic d-level given the cluster size.
These observations prove that the basic features of LDOS (d-band center and d-band
width) can be predicted by simple laws on the basis of two terms: a structural term
represented by the linear function of the site coordination and a chemical term as a
rigid shift.

Following the previous work on ordering trends in the transition metal alloys [37] the
present Thesis proposes a new way to predict the ordering tendency for any transition
metal nanoalloy as a function of its size. The prediction is grounded on the basic
properties of DOS either directly calculated in the TBA framework for given structure
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or estimated with linear laws. Once the behavior of these two main DOS parameters
that drive the electronic structure of a nanoalloy of size n is known, it is possible
to create a map of ordering regions. All clusters were therefore analyzed within this
parametrization and the results are summarized in the form of a two-dimensional
map spanned over the disorder parameter space. One can observe the sensitivity of
the parameters with respect to the cluster size, shape (we introduced icosahedra in
this case as they were not studied previously in such detail as the cuboctahedra) and
stoichiometry variant (Co- or Pt-rich clusters) as well as the evolution of the cluster
location on the map. Using the data available in the literature one can determine
ordering domains and predict the ordering preference of a cluster solely by considering
its location on the map.

Perspectives

The TBA scheme of calculations can be further extended by the inclusion of colinear
spin magnetism. At the absence of the spin-orbital coupling the spin up and spin down
electron populations can be treated separately within a single Fermi level EF for both
spin variants. The spin-wise LDOS can be obtained by shifting the center of mass of
the paramagnetic LDOS. For small shifts the magnetic moment introduced in this way
will be proportional to this shift and the value of the paramagnetic density of states
at EF . Considerations of the competition between the potential and kinetic energies
with respect to the disproportion of spin populations leads to the Stoner criterion
which states that such a shift can be energetically favorable in systems with narrow
bands and large density of states at EF . This allows to predict ferromagnetic behavior
solely from non-magnetic calculations. It is also possible to find the self-consistency
relation necessary to determine these shifts, see [155] for discussion. Another extension
would be to account for the variation of β integrals with respect to the changes of
interatomic distances rij which can be done by introducing the effective distance-
dependant hopping integral:

βλµij = βλµ0 e
−q

(
rij
r0
−1

)
(5.1)

where β0 is the previously considered hopping integral and r0 is the nearest-neighbor
distance. In this framework a more explicit repulsive contribution to the total energy
could also be added. In terms of the ab initio calculations the increasing computing
performance of modern computers allows to perform more systematic studies and to
carry out accurate calculations for previously inaccessible systems. However, the tight-
binding formalism remains a fundamental framework for understanding the physics of
the alloy systems more profoundly on the basis of the knowledge of simple parameters
like the diagonal and non-diagonal ones or the electronic filling of bands.
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[146] C. Goyhenex and G. Tréglia. Unified picture of d-band and core-level shifts in
transition metal alloys. Physical Review B, 83 (2011).

[147] J. M. Sanchez, J. L. Moran-Lopez, C. Leroux and M. C. Cadeville. Magnetic
properties and chemical ordering in Co-Pt. Journal of Physics C: Solid State
Physics, 21(33) L1091–L1096 (1988).



BIBLIOGRAPHY 105

[148] A. Bieber, F. Ducastelle, F. Gautier, G. Tréglia and P. Turchi. Electronic struc-
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