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pour le collisionneur ILC – 
Impact sur la Détermination des 
Rapports d'Embranchment du 

Boson de Higgs Standard

Résumé
Cette thèse est une contribution au document intitulé "Detector Baseline Document (DBD)" décrivant le concept 
de détecteur ILD envisagé auprès du collisionneur linéaire international électron-positon ILC (acronyme de 
l'anglais International Linear Collider).
Les objectifs de physique de l'ILD nécessitent un détecteur de vertex (VXD) particulièrement léger, rapide et très 
granulaire permettant d'atteindre une résolution sans précédent sur le paramètre d'impact des trajectoires 
reconstruites des particules produites dans les interactions étudiées. Le principal objectif de cette thèse est de 
montrer comment optimiser les paramètres du VXD dans le cas ou il est composé de Capteurs à Pixels Actifs 
fabriqués en technologie industrielle CMOS (CAPS). Ce travail a été réalisé en étudiant la sensibilité des 
performances d'étiquetage des saveurs lourdes et de la précision sur les rapports d'embranchement hadronique 
du boson de Higgs aux différents paramètres du VXD.
Le cahier des charges du VXD, particulièrement ambitieux, a nécessité le développement d'une nouvelle 
technologie de capteurs de pixels de silicium, les CAPS, dont le groupe PICSEL de l'IPHC est à l'origine. La 
vitesse de lecture et l'influence des paramètres qui régissent la fabrication des capteurs en fonderie ont été 
étudiées dans cette thèse, et des prototypes
de CAPS ont été caractérisés sur faisceau de particules. Enfin, les performances de trajectométrie d'un VXD 
composé de CAPS a été évalué avec des études de simulation.

Mots clés: ILC, ILD, Détecteur de Vertex, Étiquetage des
Saveurs Lourdes, Rapports d'embranchement du Higgs, Capteurs
CMOS à Pixels Actifs

Résumé en anglais
This thesis is a contribution to the " Detector Baseline Document ", describing the ILD detector which is intended 
for the International Linear Collider (ILC).

The physics goals of the ILD call for a vertex detector (VXD) particularly light, rapid and very granular allowing to  
reach an unprecedented resolution on the impact parameter of the tracks that reconstruct the particles produced 
in the studied interactions. The principle goal of this thesis is to show how to optimise the parameters of the VXD  
in the case that is composed of Active Pixel Sensors manufactured in industrial CMOS technology (CAPS). This  
work  has been realised by studying the sensitivity  of  the performance of  the heavy flavour tagging and the 
precision  on  the  hadronic  branching  fractions  of  the  Higgs  boson  as  a  function  of  different  sets  of  VXD 
parameters.

The specifications of the VXD, particularly ambitious, call for the development of a novel silicon pixel sensors 
technology, the CAPS, which was pioneered by the PICSEL group of IPHC. The readout speed and the influence 
of the fabrication parameters have been studied in this thesis, and CAPS prototypes have been characterised in  
test beams. Finally, the tracking performance of a CAPS based VXD has been evaluated with simulation studies.

Key words : ILC, ILD, Vertex Detector, Flavour Tagging, Higgs Branching Fractions, CMOS Active Pixel Sensors
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Prefa
e

The Standard Model (SM) des
ribes the elementary parti
les of Nature and the funda-

mental intera
tions between them. It has been extremely su

essful, being 
onsistent

with the experimental results at the per mill level. The only part missing to be 
om-

plete is the experimental veri�
ation of the higgs se
tor. The higgs se
tor o�ers an

explanation, inside the framework of the SM, for the Ele
troWeak Symmetry Breaking

(EWSB) and the generation of the fermion masses. Despite its su

esses, the SM 
an-

not be the ultimate theory. The reason is that it 
annot des
ribe one of the four known

fundamental intera
tions, the gravity. Moreover, there is an experimental observation

that 
ontradi
ts the SM. That is the dis
overy of the Dark Matter, whi
h 
annot be

explained by the SM.

Therefore, the two dominant questions in today's parti
le physi
s are to understand

the EWSB and to sear
h for signs of new, beyond the SM, physi
s. The International

Linear Collider (ILC) aims to address these two questions. The EWSB will be explored

through detailed study of the higgs se
tor. The ILC physi
s 
ase will be signi�
antly

enhan
ed if a light higgs boson will be dis
overed at the LHC

∗
. Its mass, 
ouplings,

width and quantum numbers 
an be measured with high pre
ision in a model inde-

pendent way using the higgsstrahlung pro
ess, whi
h is the main ben
hmark rea
tion

proposed in the ILD Letter of Intent (LoI). The ILD (International Large Dete
tor)

is one of the two dete
tor 
on
epts approved by the International Dete
tor Advisory

Group (IDAG).

This thesis was a 
ontribution to the ILD Dete
tor Baseline Do
ument (DBD). It


on
erned the optimisation of the ILD Vertex Dete
tor (VXD) and its sensors, fo
us-

ing on the CMOS sensors te
hnology. The physi
s goals of the experiment require

a VXD featuring unpre
edented impa
t parameter resolution, 
apable to provide ex-


ellent performan
es in the re
onstru
tion of displa
ed verti
es and therefore in heavy

�avour tagging. These requirements 
all for an innovative pixel te
hnology. This thesis

∗
A parti
le 
onsistent with the higgs boson, featuring a mass of 126GeV has been dis
overed lately

(July 2012) at the LHC.

xiii
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e

mainly addressed the three following subje
ts:

� Test beam data analysis of CMOS sensors.

� Optimisation of the VXD via simulation studies of the higgsstrahlung pro
ess.

� Tra
king performan
es of the proposed CMOS based VXD and Sili
on Inner

Tra
ker (SIT) dete
tor 
on�guration.

It 
onsists of seven 
hapters. The �rst three of them are the introdu
tory ones. In

the �rst 
hapter the SM is introdu
ed, giving more emphasis to the higgs se
tor. It is

explained why SM 
annot be the ultimate theory. A non exhaustive list of the beyond

the SM theories is brie�y summarised. Then we pass to the physi
s motivations of

the ILC, and give a des
ription of its expe
ted physi
s program, assuming di�erent

s
enarios of the LHC results.

The se
ond 
hapter is an introdu
tion to the ILC and the ILD. We give a des
ription

of the ILD subdete
tors, obviously fo
using on the VXD. A dis
ussion of the re
on-

stru
tion algorithms also takes pla
e, where we fo
us mainly on the standalone sili
on

tra
king.

The third 
hapter starts by reporting the VXD sensor requirements. Then the

CMOS sensors are introdu
ed, and it is explained why they are 
onsidered as a promis-

ing 
andidate for the ILC VXD. Finally, we propose a CMOS based VXD, that 
an

satisfy the ILC physi
s goals while being 
ompliant with the experimental running


onstraints.

The author had no 
ontribution to the aforementioned �rst three 
hapters. The

�rst part of the work 
ondu
ted for this thesis is reported in the fourth 
hapter. There,

after �rst des
ribing the test setup and the tools used for the laboratory and the beam

tests, we pass to the test beam results of the MIMOSA 22bis and MIMOSA 24 sensors,

whi
h were a
tually the author's 
ontribution to the CMOS sensors R&D. MIMOSA

22bis was addressing the upstream part (pixel array) of MIMOSA 26, whi
h o�ers the

baseline ar
hite
ture for numerous appli
ations. The main purposes of MIMOSA 22bis

test beam was to extra
t the optimal pixel design, featuring in�pixel ampli�
ation and

pedestal subtra
tion, and to validate the 
olumn parallel readout. The whole R&D

line that led us to MIMOSA 26 was based on the AMS 0.35 µm CMOS pro
ess. The

s
ope of MIMOSA 24 was to enlarge the group of the validated CMOS pro
esses for


harged parti
le tra
king by adding a new one, namely the XFAB 0.35 µm.

The �fth 
hapter addressed the optimisation of the VXD. In order to do that, we

performed full simulation studies using the higgsstrahlung pro
ess. Two main alter-

native VXD geometries exist, one equipped with �ve single layers (VXD03),and one

equipped with three double layers (VXD05). The performan
es of the two geometries

were 
ompared in terms of heavy �avour tagging e�
ien
y and purity and in their

sensitivities on the extra
tion of the higgs hadroni
 bran
hing ratios. The study was
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based on the LoI software tools, and assumed a generi
 sensor te
hnology. The �avour

tagging was provided by a neural network ar
hite
ture being developed for the LoI.

The neural nets were subje
ted to a dedi
ated training for ea
h geometry. In the se
-

ond part of this 
hapter, the parameter spa
e of the sensor requirements was explored.

The motivations were multifolded: to refer to some of them, was to see in what extent

we 
an play with the sensors material budget and the distan
e from the intera
tion

point without severely penalising the physi
s potential of the dete
tor, to �nd the best


ompromise between the power 
onsumption and the single point resolution of the

outer layer's sensors, or to further probe di�eren
es in the behaviour of the VXD03

and VXD05 geometries. Finally we tried to evaluate the robustness of the VXD versus

the beamstrahlung. The results obtained by this study were not reliable due to the

non mature software tools.

In the sixth 
hapter we pro
eeded in tra
king performan
e studies of the CMOS

based VXD, in order to probe its robustness against the beam ba
kground. The ob-

tained results are expe
ted to be useful in the guidan
e of the CMOS sensors further

development, espe
ially 
on
erning the spatial�time resolution interplay, the optimisa-

tion of ea
h VXD layer separately, but as well as to extra
t the optimal overall dete
tor


on�guration. The SIT is in
luded in this study. Two options are examined and 
om-

pared: the standard one, equipped with strip sensors, and an alternative equipped with

CMOS pixel sensors.

The thesis is 
losing with a syntheti
 and 
omprehensive 
on
lusion.
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CHAPTER 1

Theoreti
al Ba
kground

The Standard Model (SM) is a single 
onsistent theory, providing a joint des
ription

of the ele
troweak and strong intera
tions between the elementary parti
les. The only

intera
tion that is not in
luded is the gravity. Its development was one of the major

s
ienti�
 a
hievements of the last 
entury. It has been very su

essful in the explanation

of a wide variety of experimental observations. All the predi
ted parti
les but one have

been already found. The one left is the higgs boson. The higgs �eld manifests itself

through this parti
le. Therefore it has profound importan
e sin
e in the SM, the

parti
les a
quire their mass via the intera
tion with the higgs �eld. With the dis
overy

of the higgs boson, the SM would be 
ompleted.

But is this the end of the story? Obviously not. As we already mentioned, the

SM does not a

ount for one of the four fundamental intera
tions, the gravity. Until

re
ently, there was no experimental result to 
ontradi
t the SM. But now, 
osmologi
al

observations from independent sour
es agree that only ∼ 5 % of the Universe is made

of ordinary matter. For the remaining 95%, the SM has not any explanation. So it

is obvious that it is not the ultimate theory. New theories, either extensions of the

SM or beyond the SM, wait for experimental veri�
ation. Finally, even if the SM is in

very good agreement with the experimental data, some of its se
tors are quite obs
ure.

We do not really understand why the ele
troweak symmetry breaking happens. Some

other se
tors, like the higgs me
hanism, have been added ad ho
, while parameters like

the fermion masses have been added �by hand�. It is widely believed that the SM is

a very good approximation of the truth at the ele
troweak energy s
ale. New physi
s

may wait for us at the tera�s
ale.

So the time is ideal for new 
ollider experiments whi
h are going to explore the

tera�s
ale. The Large Hadron Collider (LHC) at CERN has already started. It is a

1
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powerful ma
hine, with a 
ollision energy of 14TeV, that features a very high potential

for dis
overies. However, the extremely high data rate, the very high level of QCD

ba
kground and the poorly de�ned parameters governing elementary intera
tions (a

problem impli
it to hadron 
olliders) 
ompli
ate the realisation of high pre
ision mea-

surements. Moreover, the level of the pre
ision a
hieved is not as high as to assertively

establish or invalidate the SM. For example, if a higgs boson is found, one has to mea-

sure pre
isely its properties in order to �nd out to whether this is the SM higgs boson

or something else. Finally, the extremely high data rate imposes the triggered sele
tion

of physi
s pro
esses, based on their signature. A lepton 
ollider, o�ering 
lean, well

de�ned and tunable intera
tion 
onditions, would be ideal for pre
ise measurements.

Here we should stress the advantages stemming from pre
ise measurements. Measuring

pre
isely small quantum 
orre
tions, they 
an give us an insight for physi
s at mu
h

higher energy s
ales than the dire
t rea
h of the ma
hine. Moreover, the sensitivity to

new phenomena or new parti
les is enhan
ed be
ause of the tunable, well de�ned and

almost ba
kground free intera
tion 
onditions.

The International Linear Collider (ILC), whi
h is an e+e− 
ollision ma
hine, is a

strong 
andidate. The pre
ision added to LHC preliminary assessments would be highly

valuable. Its untriggered operation maximises its sensitivity to non�SM physi
s. This

is another example of the fruitful LHC�ILC interplay, espe
ially in the 
ase where

both ma
hines are running 
on
urrently. Feedba
k from the ILC 
ould help the LHC

experiments to optimise their triggers in order to maximise their e�
ien
y. Last but

not least they 
an establish a very interesting synergy with astrophysi
s and neutrino

experiments, in order to address the 
osmologi
al questions.

In this 
hapter, we are going �rst to give a brief overview of the SM. Then we will

refer to the main 
hallenges that it has to 
onfront, and the proposed solutions whi
h are

naturally leading us to plan experiments like those at the ILC. The physi
s potential of

the ILC will be des
ribed. The main topi
 of this thesis is the ILC vertex dete
tor. We

are going to evaluate this dete
tor by studying its performan
es in tra
king and heavy

�avour tagging, as well as with the a

ura
y on the determination of the bran
hing

ratios of the SM higgs. For the purposes of these studies, we are going to use mainly the

higgsstrahlung pro
ess. Thus, the SM higgs produ
tion and de
ays will be des
ribed in

the last part of the 
hapter. The bibliography of the theoreti
al part of the 
hapter is

based on textbooks [Halzen 84℄, le
tures and summer s
hool le
tures [S
hool 09℄. The

part 
on
erning the SM higgs physi
s at the ILC is based on [RDR b℄.

1.1 The Standard Model

1.1.1 Stru
ture of the Standard Model

The SM is a gauge theory des
ribed by the gauge group
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SUC(3) ⊗ SUL(2) ⊗ UY (1) (1.1)

A gauge theory is invariant under a 
ontinuous set of lo
al transformations. The

parti
les of the SM are divided in elementary fermions, whi
h are the 
onstituents of

matter and have spin

1
2
and intermediate gauge bosons, whi
h are the mediators of

the intera
tions and have spin 1. This framework is 
omplemented by the higgs boson,

whi
h is the only parti
le predi
ted by the SM yet to be found, and whi
h is a produ
t

of the higgs me
hanism whi
h is assumed to be responsible for the generation of the

masses and of the ele
troweak symmetry breaking.

There are 12 elementary fermions. Ea
h of them has a 
orresponding antiparti
le,

featuring identi
al mass but the opposite ele
tri
al 
harge and magneti
 dipole moment.

The fermions appear in two 
ategories, the quarks and the leptons. The leptons are

moving freely in nature. On the 
ontrary, the quarks are always found in bound states


alled hadrons. This happens due to the 
olour quantum number whi
h the quarks

are 
arrying. There are three 
olour (red, blue, green) and three anti�
olour (anti�red,

anti�blue, anti�green) quantum numbers. Only 
olourless parti
les are observed in

nature. Thus the quarks 
an only be found in 
olourless 
ombinations, the hadrons,

of two (mesons) or three (baryons) quarks

∗
. This e�e
t is 
alled 
olour 
on�nement.

The six quarks, 
arrying 
olour, ele
tri
 
harge and weak isospin, 
an intera
t through

both ele
troweak and strong intera
tions. Three out of the six leptons, the ele
tron,

the muon and the tau, are 
arrying ele
tri
 
harge thus intera
t through the ele
tro-

magneti
 and the weak intera
tions. The three neutrinos, as their name implies, are

neutral. They intera
t only via the weak intera
tion.

The fermions are further 
lassi�ed in three generations. However, the existen
e

of more generations 
annot be ex
luded. The measurement of the Z boson width,

realised at the Large Ele
tron Positron 
ollider (LEP) at CERN, demonstrated that

only three spe
ies of light left handed neutrinos exist. We should point here that if

sterile neutrinos do exist (these are neutrinos that do not intera
t even through the

weak intera
tion), they 
ould allow for the existen
e of more than three generations

of light neutrinos, despite the LEP results. However it should be stressed that up to

date, there is no eviden
e for a fourth generation of fermions.

Ea
h generation 
ontains two quarks, one 
harged lepton and one neutrino. The

total lepton number, de�ned by the generation number of the 
harged leptons, is al-

ways 
onserved in intera
tions. This is not true for the neutrinos, sin
e neutrinos

�avour os
illations have been observed. Con
erning the quarks, mixing between their

generations is allowed via weak 
harged 
urrents, but it is suppressed with respe
t to

intera
tions inside the same generation. The strength of the 
harged �avour 
hanging


urrents is expressed by the Cabibbo�Kobayashi�Maskawa (CKM) matrix [PDG a℄.

The fermions of ea
h generation have di�erent masses, the ones of the �rst generation

∗
4 and 6 quarks bound states are predi
ted by SU(3) quark model.
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being the lightest. The fermions belonging to the se
ond or third generations de
ay

to the ones belonging to a lower generation, therefore we rapidly end up only with

fermions of the �rst generation. The ordinary matter in the whole Universe is made

of fermions belonging to the �rst generation. Those are the ele
tron and the u and d

quarks whose 
ombinations form the proton and the neutron. Fermions of the se
ond

or third generation 
an be found only in high energy 
ollisions. For example, muons

are produ
ed when 
osmi
 rays 
ollide with the parti
les of the earth's atmosphere. A

summary of the already observed SM parti
les 
an be found in table 1.1.

The matter 
omes with two 
hiralities, left�handed and right�handed. The left�

handed fermions are found in isodoublets of the weak isospin, while the right�handed

in singlets and vi
e versa for the antifermions (see table 1.2). In the SM, the neutrinos

are assumed massless and only left�handed neutrinos and right�handed antineutrinos

are in
luded. However, numerous experiments have given eviden
e for neutrino os
illa-

tions, whi
h imply the existen
e of non�zero masses for the neutrinos [Ahn 06℄. Thus,

referen
e frames exist where a neutrino has inversed heli
ity. Nevertheless, the neu-

trino's masses 
an be in
luded in the SM without major modi�
ations in its stru
ture.

The intera
tions between the fermions are realised by ex
hanging gauge bosons.

The strong intera
tions are mediated by the gluons. The gluons are massless bosons

that 
arry 
olour 
harge, thus they also intera
t with themselves. This property leads

to 
olour 
on�nement. There are eight independent states of gluons, 
onstru
ted from


ombinations of the three 
olour and anti�
olour quantum numbers. They are des
ribed

by the SUc(3) se
tor of the formula 1.1. The ele
tromagneti
 intera
tions, des
ribed

by the UY (1) fa
tor of the formula 1.1, are mediated by the massless photon. Photon

does not 
arry any ele
tromagneti
 
harge itself: so, even if it feels the 
harge, there

is no photon self�intera
tion. The weak for
e is des
ribed by the SUL(2) fa
tor of the
formula 1.1. The for
e 
arriers are the massive 
harged bosons W+

and W−
, and the

neutral Z boson. The weak intera
tion strongly violates the parity. The 
harged weak


urrents (W+W−
bosons) maximally violate parity sin
e they 
ouple only with left�

handed fermions (or right handed antifermions). The neutral weak 
urrent (Z boson)

also violate the parity, however they intera
t with fermions of both 
hiralities. The

gauge bosons of the SM are summarised at the se
ond part of the table Table 1.1.

The ele
tromagneti
 and weak intera
tions are 
ombined into the ele
troweak in-

tera
tion, being realised within the gauge group SUL(2) ⊗ UY (1). Its 
arriers are the
W+

, W−
and W 0

bosons of weak isospin with universal 
oupling g, and the neutral

B0
boson of weak hyper
harge with universal 
oupling g', from the se
tors SUL(2) and

UY (1) respe
tively. The photon and the Z boson are derived from the mixing of the

W 0
and B0

states:

(

Z0

γ

)

=

(

cos θW sin θW

− sin θW cos θW

) (

W 0

B0

)

(1.2)

where θW is the weak mixing angle. The ele
tromagneti
 
onstant e and the g are
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parti
le family symbol mass [MeV/c2] ele
tri
 
harge [|qe|]

first generation

Quarks

u 1.5�3.3 +2/3
d 3.5�6.0 −1/3

Leptons

e− 0.511 −1
ν̄e ≤ 2.2 · 10−6

0

se
ond generation

Quarks

c 1270+70
−110 +2/3

s 104+26
−34 −1/3

Leptons

µ−
105.7 −1

ν̄µ ≤ 0.17 0

third generation

Quarks

t 170900 ± 1800 +2/3
b 4200+170

−70 −1/3

Leptons

τ− 1784.1 −1
ν̄τ ≤ 15.5 0

for
e gauge bosons mass [GeV/c2] ele
tri
 
harge [|qe|]

Strong g (8 gluons) 0 0

Ele
tromagneti
 γ (photon) 0 0

Weak

W± 80.3980 ± 0.0250 ±1
Z0 91.1876 ± 0.0021 0

Tab. 1.1: Overview of the three generations of quarks and leptons families, along with the medi-

ators of all for
es, ex
ept the gravitational. The qe stands for the value of the ele
tri



harge of the ele
tron (qe = 1.6 · 10−19
C). [PDG b℄
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(

u
d

)

L

(

c
s

)

L

(

b
t

)

L

uR dR cR sR bR tR

(

νe

e−

)

L

(

νµ

µ−

)

L

(

ντ

τ−

)

L

eR µR τR

Tab. 1.2: Weak isospin states of the fermions.

related with the θW via:

e = g sin θW (1.3)

where sin θW ∼ 1/2. The weak mixing angle has been measured at the LEP and

the Stanford Linear Collider (SLC) with an a

ura
y of 0.1%.

This very elegant formalism assumes massless bosons. The presen
e of a mass term

for the gauge bosons breaks the gauge invarian
e of the ele
troweak Lagrangian. If one

just introdu
es mass terms in the ele
troweak Lagrangian by hand, without giving any

attention to the indu
ed breaking of the symmetry, non renormalisable divergen
es will

o

ur. Whi
h means that the in�nities arising in higher order 
al
ulations, would not

be reabsorbed into the Lagrangian. Hen
e, the theory would lose its predi
tive power

and be
ome meaningless. This, however, is 
ontradi
tory with what we observe in the

Universe. The weak for
e has a very short range, thus the mediating bosons should be

massive. Indeed, the experimentally observed physi
al parti
les W and Z bosons are

massive. Another evident fa
t from our everyday experien
e is that the fermions have

also mass. The mass is given to the parti
les through spontaneous symmetry breaking,

even though fermions and bosons a
quire their masses with a di�erent way. We will

give an overview of this pro
ess, as assumed in the SM, in the following se
tion.

1.1.2 The Higgs Field

Through this se
tion, we will dis
uss the Ele
troweak symmetry breaking and the

subsequent generation of the masses of the gauge bosons, the me
hanism responsible

for the generation of the fermion masses and the 
al
ulation of the va
uum expe
tation
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value of the higgs �eld.

Ele
troweak Symmetry Breaking and Generation of the Z, W Masses

The goal is to in
lude the masses of the weak ve
tor bosons W±
and Z into a renormal-

isable ele
troweak theory. Obviously, the photon should remain massless. A solution

to this problem is provided by the spontaneous ele
troweak symmetry breaking. The

most simple way to do so is to introdu
e a new 
omplex s
alar SU(2) doublet �eld Φ,
the higgs �eld. It breaks the ele
troweak symmetry by a
quiring a non�zero va
uum

expe
tation value [Higgs 64℄.

The following Lagrangian, invariant under lo
al gauge transformations, des
ribes

the s
alar �eld and its potential V (Φ):

L = (DµΦ)†(DµΦ) − V (Φ) (1.4)

where λ > 0 and V (Φ) is:

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2
(1.5)

The potential 
an take two forms, depending whether µ2
is positive or negative. In

the 
ase µ2
> 0, the potential has a minimum at Φ = 0 and des
ribes a s
alar �eld

with mass µ. The interesting part 
omes with the 
ase that µ2
< 0. Then an in�nite

number of minima is found, laying in a 
ir
le of radius υ, where υ2 = − µ2

2 λ
. These

minima have equal probability. However, when one performs a measurement to the

system, he must �nd one of them. So, we sele
t this parti
ular minimum without any

loss of generality. The system remains symmetri
. This e�e
t is 
alled spontaneous

symmetry breaking.

So, the �eld Φ is expanded around this parti
ular minimum, in terms of the �eld

h(x) that represents the quantum �u
tuations around the minimum:

Φo =
1√
2

(

0
υ + h(x)

)

(1.6)

By substituting equation 1.6 to the Lagrangian 1.4, we 
an �nd the masses generated

by spontaneously breaking the ele
troweak symmetry for the gauge bosons, whi
h are

des
ribed from the following term:

(
1

2
υg)2W+

µ W−
µ +

1

8
υ2(W 3

µ , Bµ)

(

g2 −gg′

−gg′ g′2

) (

W 3µ

Bµ

)

(1.7)

thus the masses of the W+
, W−

bosons are:

MW =
1

2
υg (1.8)
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of the Z boson

MZ =
1

2
υ
√

g2 + g′2
(1.9)

and MA = 0 for the photon. From equation 1.3, we get the ratio of the masses of

the Z and W bosons:

MW

MZ

= cos θW (1.10)

where θW is the weak mixing angle. If one expands the potential V (Φ), one ends
up with the following term in the Lagrangian:

− λυ2h2 − λυh3 − 1

4
λh4

(1.11)

where the �rst term gives the mass of the higgs boson, M2
H = 2λυ2

, while the se
ond

is the trilinear and the third the quarti
 higgs self�intera
tions. The higgs boson mass

is given as a fun
tion of the parameter λ, whi
h is one of the free parameters of SM.

Thus, the SM 
annot predi
t the higgs boson mass. This is one of the main reasons

that makes the sear
hes for the higgs boson so 
hallenging. Its mass is one of the most

sought goals of the high energy physi
s experiments of our days. On
e its value is

measured, all the other parameters of the higgs boson are automati
ally �xed inside

the SM. So when (or if) the higgs boson is found and its mass is measured, the pre
ise

measurement of its parameters will reveal its nature, whether is pure SM nature or

not.

Theoreti
al and experimental 
onstraints exist on the higgs boson mass. They

depend on the energy s
ale Λ, up to whi
h the SM is expe
ted to be valid. The

theoreti
al boundaries on the expe
ted higgs mass as a fun
tion of the s
ale Λ is shown

at the �gure 1.1. The upper limit is set by the validity of the perturbative expansion.

Its value is a few hundred GeV. The unitarity in s
attering amplitudes set also an upper

limit at few hundred GeV. The lower limit follows from the intrinsi
 properties of the

higgs potential [Bran
hina 05℄.

Dire
t sear
hes at LEP have ex
luded the region ≤ 114.4 GeV/c2
at 95% 
on�den
e

level. A parti
le 
onsistent with the Higgs boson, having a mass of 126.5 GeV/c2
,

has been found lately (July 2012) by the ATLAS and CMS experiments at the LHC

with 5.0 σ signi�
an
e. The region up to 523 GeV/c2
, ex
ept of a mass window at

121.8 < MH < 130.7 GeV/c2
, has been ex
luded at 99% 
on�den
e level. There is still

a possibility for a heavy higgs with a mass ≥ 600 GeV/c2
to be found. The latest higgs

sear
h results from ATLAS experiment ([ATLAS ℄) are illustrated in �gure 1.2.

Very important informations 
on
erning the higgs se
tor are also stemming from

pre
ision ele
troweak observables. The higgs mass 
ontributes via loop 
orre
tions to
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Fig. 1.1: Theoreti
al 
onstraints on the higgs boson mass as a fun
tion of the energy s
ale

Λ, with the assumption that the SM is valid up to that s
ale. The theoreti
al

un
ertainties on the limits are re�e
ted on the width of the 
onstraint bands.

several observables, like the W boson mass or several leptoni
 and hadroni
 asymme-

tries. Pre
ise measurements of these observables at LEP, SLC and Tevatron allow us

to 
onstrain the higgs mass. The global ele
troweak �t to all these observables yields

MH = 91+45
−32 GeV/c2

, with an upper limit of 186 GeV/c2
at 95% 
on�den
e level. This

�t 
an 
hara
terise the predi
tive power of the SM. The existen
e of a higgs boson with

substantially larger mass requires some new physi
s, that will 
ompensate for its e�e
t

on the loop 
orre
tions of the ele
troweak observables.

Fermion Masses Generation

The same higgs �eld is also assumed to be responsible for the fermion masses generation.

The fermions a
quire their masses through a Yukawa intera
tion between the s
alar

higgs �eld and the fermion �eld. Con
erning the ele
tron for example, the gauge

invariant se
tor:
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Fig. 1.2: The latest experimental results on SM higgs boson sear
hes from ATLAS exper-

iment. The bla
k solid line 
orresponds to the experimental results. In the mass

ranges where this line is below the horizontal dashed line, the existen
e of a higgs

boson featuring a mass inside that range is ex
luded at 95% 
on�den
e level.

The dotted line shows the expe
ted limit in the absen
e of a higgs boson. The

green band shows the expe
ted region in the absen
e of a higgs at 68%, while the

yellow band at 95% 
on�den
e level. A signi�
ant ex
ess is 
learly observed at

∼ 126GeV/c2
. The shadowed areas at the bottom plot show the ex
luded mass

regions at 99% 
on�den
e level.
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L = −Ge

[

(νe, e)L

(

Φ+

Φ0

)

eR + eR(Φ−, Φ
0
)

(

νe

e

)

L

]

(1.12)

is added to the Lagrangian. Ge is the Yukawa 
oupling between the ele
tron and

the higgs �eld. The mass of the ele
tron will be generated by spontaneous symmetry

breaking: we expand around the va
uum expe
tation value in terms of the higgs �eld

h(x). After breaking spontaneously the symmetry, the Lagrangian takes the following

form:

L = − Ge√
2

υ(eLeR + eReL) − Ge√
2

(eLeR + eReL)h (1.13)

The �rst term of the equation 1.13 is the ele
tron mass term and the se
ond one

is an intera
tion term with the higgs �eld. We should stress here that the SM does

not predi
t a mass value for the fermions sin
e Ge is not de�ned. We 
hoose the

appropriate values for the Yukawa 
ouplings Gx, where x indi
ates a fermion, in order

to be 
onsistent with the observed fermion masses. Thus the validity of the SM 
annot

be 
he
ked dire
tly versus the fermion masses. On the other hand, a

ording to the

se
ond term of equation 1.13, the higgs 
ouplings to the fermions are proportional to

their masses. Thus the study of the higgs 
ouplings at the ILC 
an be a 
ru
ial validity

test of the SM. Another thing that should be stressed here is the wide span of the

fermion masses over �ve orders of magnitude. The SM does not o�er an explanation

for this fa
t.

Higgs Va
uum Expe
tation Value

The Fermi's 
oupling 
onstant GF has been 
al
ulated very pre
isely through measure-

ments of the muon lifetime. GF is given by the following equation:

GF =

√
2 g2

8M2
W

(1.14)

where g is the weak 
oupling 
onstant and MW the mass of the W boson. Taking

MW from equation 1.8 and substituting to equation 1.14 we get for υ, the higgs va
uum
expe
tation value, that υ ≈ 246 GeV.

1.1.3 SM Free Parameters

The SM 
ontains a big number (26) of free parameters. Their values are not predi
ted

by the SM but, as already mentioned for the fermion masses, need to be measured

experimentally. For many years, these free parameters have been the fermion masses

(9), the ele
tromagneti
 and strong 
oupling 
onstants, the quark mixing parameters

of the CKM matrix (4), the higgs boson mass, the Z boson mass and the weak 
oupling
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onstant. The θQCD
CP is a spe
i�
 parameter belonging to the QCD Lagrangian. If this

parameter was non zero, it would allow CP violation to o

ur in QCD intera
tions. This


omes to a 
on�i
t with the experimental results obtained up to date, thus the θQCD
CP

should be 0 or extremely small. We la
k of an impli
it explanation why this happens,

and this is the strong CP problem [Dine ℄. The above parameters 
ount to 19, and

with the ex
eptions of the higgs mass, all the other parameters have been already

experimentally measured. Re
ently, 7 more parameters were added after dis
overing

that neutrinos do have masses. Out of this 7 additional parameters, three of them are

for the neutrinos masses and four for the Ponte
orvo�Maki�Nakagawa�Sakata (PMNS)

matrix [PDG 
℄, whi
h is the equivalent of the CKM matrix for the neutrinos. This

brings the total number of the SM free parameters to 26. Out of the 26 aforementioned

parameters, 15 of them, whi
h are the parti
le masses and the mixing parameters of

the CKM matrix depend on the higgs �eld. This number may in
rease to 22, if also the

neutrinos a
quire their masses by intera
ting with the higgs �eld. Finally, 
osmologi
al

observations suggest that we need to add one more parameter in order to des
ribe

nature: this is the 
osmologi
al 
onstant, whi
h expresses the energy density of the

va
uum, whi
h is a possible �explanation� for the Dark Energy (DE).

1.1.4 The Challenges of the Standard Model

All the parti
les predi
ted from the SM, ex
ept the higgs boson, are already found.

Observables, pre
isely measured in several experiments, are 
onsistent with the SM

predi
tions, sometimes at the per mil level. With the ex
eption of the neutrinos masses,

whi
h 
an be a

ommodated with some rather minor modi�
ations of the SM, there

are not other experimental results 
ontradi
tory to the SM.

Despite its numerous experimental su

esses, the SM is not the ultimate theory of

everything. Its insu�
ien
y is underlined from 
osmologi
al observations and theoret-

i
al in
ompleteness. We will give an overview for some of the 
hallenges that parti
le

physi
s 
urrently fa
es, in the following, non�exhaustive list.

Higgs boson: The higgs boson has still to be found. Its existen
e and the pre
ise

measurement of its parameters 
onsist an ultimate test for the SM. A de�nite

answer 
on
erning its existen
e is expe
ted to be derived in the near future by

the LHC experiments. The higgs boson parameters may be pre
isely measured

via an LHC�ILC interplay.

SM free parameters: Their existen
e do not 
onsist a per se problem for the SM.

But we la
k a deeper understanding for their values. For example, as already

mentioned, why the values of the fermion masses spread over �ve orders of mag-

nitude?
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Gravity The SM does not in
lude one of the four fundamental intera
tions, the grav-

ity.

Cosmologi
al observations: Several independent 
osmologi
al observations 
onverge

that only ∼ 5 % of the Universe is explained by ordinary matter. 25% of the

energy density in the Universe is 
onstituted by Dark Matter (DM) and the re-

maining 70% by DE. The origin and nature of the DM and the DE are unknown,

and they 
annot be explained by the SM [Spergel 03℄.

Hierar
hy problem: The SM does not predi
t the higgs mass. It however sets some

theoreti
al bounds (see �gure 1.1) with respe
t to Λ that limits the higgs mass

to be ≤ 1 TeV. Taking into a

ount the ele
troweak observables, the SM higgs

boson mass has to be less than 200 GeV. On the other hand, quantum 
orre
tions

to its mass via top quark, W, Z bosons and the higgs boson itself loops, are Λ2

divergent, resulting in a huge mass. In order to avoid that, some very deli
ate


an
ellations between the quantum 
orre
tions should o

ur, a topi
 known as

��ne tuning�. For example, if Λ is at Plan
k s
ale, the �rst 33 de
imal pla
es

must 
an
el ea
h other. Even though �ne tuning is not a showstopper for the

SM, it seems quite unnatural, and we la
k an impli
it explanation why it o

urs

[Veltman 77℄.

CP violation: One would expe
t that at the Big Bang, equal amounts of matter and

anti�matter have been 
reated. In our days, we observe a baryon asymmetry in

Universe. Therefore Universe, for some reason, favours matter at the expense of

anti�matter. An explanation of this fa
t may be given via the CP violation. CP

violation has not been observed in QCD. On the 
ontrary, it is observed in weak

intera
tions, but it 
annot explain the observed amount of matter / anti�matter

imbalan
e in the Universe. The explanation should lie in physi
s beyond the SM.

[Sakharov 67℄

GUT s
ale: The SM fails to �nd a 
ommon point where the 
oupling 
onstants of

the three fundamental intera
tions have equal strength. This point is 
alled the

Grand Uni�
ation Theories (GUT) s
ale.

1.1.5 Beyond the Standard Model

The aforementioned 
onsiderations are among the main motivations driving the 
urrent

and future parti
le physi
s experiments, like the LHC and the ILC. Several theories that

have the ambition to answer these questions, await for feedba
k from the experiments.

These theories in
lude Supersymmetry, Te
hni
olour, String theory, Extra dimensions,

Supergravity et
. Some of them try to extent appropriately the SM, striving to address
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its weaknesses. To make an exhaustive list or give a detailed des
ription is outside of

the s
ope of this se
tion.

Among the most popular is Supersymmetry (SUSY) [Singer ℄, whi
h is the only

renormalisable Quantum Field Theory (QFT) among all alternatives of the SM 
onsid-

ered up to now. SUSY is an additional symmetry that relates ea
h known elementary

fermion with a 
orresponding boson, and vi
e versa. The two related parti
les are


alled superpartners. They are a priori expe
ted to have exa
tly the same mass and

quantum numbers, ex
ept that their spin will di�er by 1/2. Su
h a symmetry has not

yet been found in Nature. There is no experimental eviden
e of any SUSY relating

known elementary fermions and bosons. So, if supersymmetry exists, it will be a broken

symmetry. This will allow the supersymmetri
 parti
le to a
quire very high masses,

explaining this way why they were not experimentally observed until now.

SUSY extension of the SM addresses a variety of the 
urrently open issues of parti
le

physi
s. It provides a natural solution to the hierar
hy problem. The loop 
ontributions

on the higgs mass arising from the bosoni
 and fermioni
 superpartners will be mutually


an
elled. Thus the hierar
hy problem will be solved without the ne
essity to perform

any �ne tuning. The SUSY also allows for the uni�
ation of the three gauge intera
tions

at a 
ommon GUT s
ale. Moreover, the lightest supersymmetri
 parti
le, will be a

promising 
andidate for (at least a part of) the dark matter. Therefore, if SUSY

manifestations are found, numerous fundamental questions should be answered. But a

new one will also arise: why is SUSY broken?

A large fra
tion of the allowed parameter spa
e of SUSY has been ex
luded by the

LEP and Tevatron experiments. Within the LHC perspe
tives, it is expe
ted that the

SUSY energy s
ale is typi
ally around 1TeV. If this s
ale will be found to be well above

1TeV would a
tually 
ontradi
t the bene�t of SUSY for 
ontrolling mass divergen
es.

Thus if it exists, supersymmetri
 parti
les should be dis
overed at the LHC.

Alternatively, the Te
hni
olour [Dimopoulos 79℄ theories explain the mass genera-

tion by introdu
ing a new strong gauge intera
tion. This intera
tion substitutes the

role of the higgs �eld for the spontaneous EW symmetry breaking, thus for the gen-

eration of the masses. Without assuming any higgs boson, it avoids the �ne�tuning

problem. A number of new resonant parti
les, likely to be a

essible at the LHC energy,

are predi
ted. These resonan
es are mostly de
aying to top quark pairs.

Another a
tive area of resear
h for theories beyond the SM is the �eld of extra

dimensions. They were introdu
ed inside the framework of the e�orts to unify quantum

me
hani
s with gravity. Extra dimensions are predi
ted by String theories, that foresee

10 or 11 spa
e�time dimensions. They also 
onsider as a possible explanation for the

hierar
hy problem between the weak and the Plan
k s
ale (large extra dimensions,

[Arkani-Hamed 98℄). Their signature in 
ollider experiments 
ould be missing energy

or modi�
ation of the di�erential 
ross se
tions for bosons or fermions pair produ
tion.
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1.2 Physi
s at the ILC

The ne
essity for pre
ision measurements was already underlined in several 
ases in

the previous se
tions, where a brief overview of the lands
ape of the 
urrent physi
s

issues took pla
e. The ILC, as we will explain in the se
ond 
hapter, o�ers an ideal

environment for pre
ision physi
s. The 
hallenges on the parti
le physi
s listed in the

se
tion 1.1.4 
onsist the main motivations to pro
eed to the ILC.

To understand the nature of the Higgs boson found at LHC, detailed measurements

of its properties are required, in parti
ular of the Higgs 
ouplings to the EW bosons

and to the elementary fermions. Su
h pre
ision measurements are a major priority

for the up
oming LHC physi
s programme and have triggered an e�ort to a
hieve a

ten-fold in
rease of the ma
hine luminosity in the next de
ade.

The expe
ted ultimate pre
ision on the Higgs 
ouplings [Hig 13℄ tends however to

be limited by systemati
 un
ertainties, resulting in a

ura
ies whi
h may not allow to

unravel the exa
t nature of the Higgs boson.

Moreover, the pre
ision on the invisible width, whi
h provides a unique window on

potential new physi
s (e.g. DM parti
les), will be determined with relatively modest

pre
ision. Finally, it is worth noti
ing that the LHC does only allow measuring rates

expressing produ
ts of 
ross-se
tions with bran
hing fra
tions and ratios of bran
hing

fra
tions; it does not allow to measure dire
tly 
ouplings, whi
h would require deter-

mining the total width. The 
ouplings are therefore derived from the measurements

by assuming the SM value of the total width.

The ILC, on the other hand, allows for a dire
t determination of the total width

using the Higgsstrahlung and the WW-fusion pro
esses studied at 250 and 500 GeV.

The 
ouplings are measured in a model-independent way without assumption on the

total width, and with a pre
ision whi
h 
an be about ten times better than at LHC for


ertain �nal states [Battaglia 01℄. Finally, measurements at the ILC will be limited by

statisti
s, meaning that any luminosity upgrade of the ma
hine will bene�t dire
tly to

the experimental pre
ision.

The top quark physi
s studies that 
ould be performed at the ILC are also of

extreme interest. The a

ura
y on the measured top mass is one of the dominant

sour
es of un
ertainty for the ele
troweak pre
ision tests. The ILC aims to measure

the top mass with an un
ertainty of∼ 100 MeV. A dis
ussion on what su
h an a

ura
y

will bring, 
an be found at [Heinemeyer 03℄. Furthermore, the top Yukawa 
ouplings

measurement will be an important test of the fermions masses generation via the higgs

me
hanism. Following the same line of thought, the pre
ise measurement of other

ele
troweak observables at the ILC, like the Z, W+, W−
bosons masses and the weak

mixing angle, will allow to further 
onstrain the SM higgs boson mass, and to perform

this way 
ru
ial tests on the validity of the SM. The high peak luminosity of the ILC,

as well as its ability to vary its 
ollision energy, will allow to a

umulate very high

statisti
s in the produ
tion either of top quark pairs, or gauge boson, leading this way
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to very pre
ise measurements of their parameters. Additionally, the foreseen beam

polarisation will allow to e�e
tively suppress ba
kground pro
esses.

If SUSY exists, some supersymmetri
 parti
les (g̃, q̃) are likely to be dis
overed at

the LHC. The mass spe
trum of those parti
les will be partially dire
tly a

essible at

the ILC(l̃) . If �nally SUSY parti
le 
andidates are dis
overed, a number of 
ru
ial

questions will arise; the most straightforward among them will be whether it is really

SUSY. To answer this question, we have to measure the quantum numbers of the new

parti
les. The ILC o�ers an ideal ground to establish SUSY, with pre
ise Yukawa and

gauge 
ouplings measurements and 
omparisons, spin veri�
ation and parti
le masses

measurements (e.g. through threshold s
ans). In 
ertain new parti
les sear
hes, heavy

�avour tagging and maybe, also vertex 
harge identi�
ation are 
ru
ial. The 
lean

environment of the ILC, allows for the vertex dete
tor to be pla
ed 
losed to the

Intera
tion Point, providing this way these informations with the required a

ura
y.

Other very important questions that the ILC 
an 
ontribute are how SUSY is realised

in Nature, and why and how SUSY is broken.

A very interesting interplay 
an be established between the ILC and the 
osmology.

The nature of the DM is still unknown, but it is 
lear that it 
annot be entirely

explained with SM matter. The supersymmetri
 extensions of the SM, as well as the

theories beyond the SM, provide 
andidates for DM. These 
andidates 
an be dete
ted

in 
ollider experiments (LHC and ILC). Their expe
ted signature 
an be 
as
ade de
ays

or elementary intera
tions with large amounts of missing energy. If DM parti
les

will be dis
overed in 
ollider experiments, the pre
ise measurement of their mass and

other properties is 
ru
ial. This pre
ision measurements 
ould allow us to understand

whi
h new physi
s model predi
t the dis
overed DM 
andidate parti
les. Using the

model parameters, the reli
 abundan
e 
an be estimated. Then this estimation should

be 
ross�
he
ked with the 
osmologi
al observations, to �nd out whether they are


onsistent. Therefore, we will be able to know whether the anti
ipated model 
an

explain the whole DM observed in the Universe. This roadmap 
ould reveal the true

nature of the DM. A se
ond 
osmologi
al aspe
t that the ILC intents to sear
h is the

baryon asymmetry of the Universe. Several supersymmetri
 extensions of the SM try

to give an explanation of this subje
t. Thus, sear
hes for new parti
les and pre
ise

determination of their properties at the ILC may shed light on this mystery also.

1.2.1 Standard Model Higgs Physi
s at the ILC

One of the studies performed within the framework of the thesis, is the evaluation and

optimisation of an ILC vertex dete
tor performan
e on �avour tagging and the extra
-

tion of the higgs hadroni
 bran
hing ratios. These studies are presented in 
hapter

5. They were based on a SM higgs boson, produ
ed via the higgsstrahlung pro
ess.

For this reason, we will �nish the introdu
tion with an overview of the produ
tion and

de
ay pro
esses of a SM higgs at the ILC.
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Produ
tion of the SM Higgs at the ILC

The dominant produ
tion me
hanisms for the SM higgs boson at the ILC are the

higgsstrahlung e+e− → ZH → ffX, where X are the de
ay produ
ts of the higgs and

the WW fusion e+e− → ννH . The �gure 1.3 shows the Feynman diagrams of these

two pro
esses.

→

•

e
−

e
+ Z

∗

H

Z

•

e
−

e
+

V
∗

V
∗

H

νe (e−)

ν̄e (e+)

Fig. 1.3: Leading order Feynman diagrams of the dominant me
hanisms for higgs produ
tion

at the ILC. The higgsstrahlung pro
ess is illustrated at the left part of the �gure,

while at the right part shows the higgs produ
tion through the fusion of two

virtual ve
tor bosons. In 
ase of W bosons we have two neutrinos in the �nal

state, whereas in 
ase of Z bobosons, an e+e− pair. WW fusion dominates by an

order of magnitude the ZZ fusion.

The two dominant produ
tion me
hanisms have similar 
ross se
tion, O(50fb) for

a higgs mass in the range of 115GeV ≤ MH ≤ 200GeV at a 
ollision energy of

√
s =

500 GeV. The 
ross se
tions as a fun
tion of the higgs boson mass MH for

√
s =

500GeV and

√
s = 1TeV are shown at the �gure 1.4. At lower

√
s , the higgsstrahlung

pro
ess dominates the higgs produ
tion. It sharply in
reases after the produ
tion

threshold, rea
hing a maximum at

√
s ∼ MZ +

√
2 MH . After the peak, the 
ross

se
tion s
ales as ∼ 1/s. The WW fusion dominates at the highest values of

√
s . It

in
reases essentially like log s/M2
H .

Dete
tion of the Higgs at the ILC

In the higgsstrahlung pro
ess, the Z boson is monoenergeti
. At the ILC, the initial

state of the event is a

urately known. Thus the higgs boson 
an be re
onstru
ted out

of the re
oiling system of the Z, without making any assumption 
on
erning the higgs

de
ay. This way, the higgs mass and the higgsstrahlung 
ross se
tion 
an be de�ned in

a model�independent way. The higgs mass MH will be 
al
ulated from the following

equation, whi
h expresses energy 
onservation:

M2
H = s + M2

Z − 2
√

s (E1 + E2) (1.15)
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Fig. 1.4: Cross se
tions for the main produ
tion me
hanisms of higgs at the ILC as a fun
tion

of MH for

√
s = 500GeV (left plot) and

√
s = 1TeV (right plot), obtained

with the HPROD ([Djouadi a℄) software. Radiative 
orre
tion are not taken into

a

ount. ([Djouadi b℄)

where MZ is the mass of the Z boson, re
onstru
ted out of its de
ay produ
ts that

feature energies E1 and E2. The Z 
an de
ay either to a pair of 
harged leptons, either

to a quark pair or invisibly to neutrinos. All of these de
ay 
hannels 
an be exploited in

order to in
rease the statisti
s for the higgs mass 
al
ulation. The 
learest signal, thus

the best signal to ba
kground separation, is o�ered by the de
ay 
hannels Z → µ−µ+

and Z → e−e+
. In order to maximise the a

ura
y, the radiative e�e
ts due to the

beamstrahlung (see se
tion 2.2.1), the Initial State Radiation (ISR) and the Final

State Radiation (FSR) should be e�e
tively suppressed. Otherwise they are going to

introdu
e high tails in the re
oil mass distribution. The optimal

√
s for this analysis

is at 250GeV, assuming MH = 120 GeV where the 
ross se
tion of the higgsstrahlung

pro
ess is highest and the re
onstru
tion of the Z boson is the easiest [Ito 09℄.

Higgs De
ay at the ILC

A

ording to the SM, on
e the mass of the higgs boson is determined, its properties

are uniquely de�ned. The bran
hing ratios of a SM higgs as a fun
tion of its mass are

illustrated at the �gure 1.5, being obtained by the HDECAY software ([Djouadi 98℄).

All the kinemati
ally allowed higgs de
ays with bran
hing ratios > 10−4
, in
luding the

loop mediated ones and the de
ays to o��shell ve
tor bosons, are presented in the �gure.

It also in
ludes the QCD and ele
troweak radiative 
orre
tions. The higgs 
ouplings

to the fermions are proportional to their mass. Thus, the s
ale of the fermioni
 higgs
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bran
hing ratios are de�ned by the fermion's mass. As a 
onsequen
e, the pre
ise

measurement of the fermioni
 higgs bran
hing ratios 
onsists a 
ru
ial test that 
an

reveal whether the dete
ted higgs has a SM nature or not.
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Fig. 1.5: The theoreti
al predi
tions for the bran
hing ratios of the SM higgs boson as a

fun
tion of its mass. The bands express the introdu
ed un
ertainties due to the un-


ertainties on the measurements of the quark masses and the strong 
oupling 
on-

stants. The error bars of the points indi
ate the expe
ted sensitivity of their mea-

surement at the ILC, assuming

√
s = 350GeV with 500 fb

−1
. [Aguilar-Saavedra ℄

A light SM higgs, having a mass MH ≤ 140 GeV, will mostly de
ay into bb pairs with
a bran
hing ratio of O(80%). Other important de
ay 
hannels are the cc, τ+τ−

and

pairs of gluons, featuring bran
hing ratios of O(5%). Sin
e, as we already mentioned,

the higgs 
ouplings to the fermions are proportional to their mass, the bran
hing ratios

to light quarks are expe
ted to be negligible. Therefore, the study of the SM nature of

the higgs via its 
ouplings will be performed by extra
ting the bran
hing ratios to bb
and cc pairs. Here we 
an stress the importan
e of a vertex dete
tor that will provide

ex
ellent �avour tagging. For masses MH ≥ 140 GeV, the higgs de
ays predominantly
to gauge bosons pairs.
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1.3 Con
lusion

Through this introdu
tory 
hapter, we have tried to brie�y summarise the main 
hal-

lenges that fundamental physi
s has 
urrently to 
onfront with. On the one hand, these

are the establishment or reje
tion of the SM, through the unveiling of the me
hanism

of the EW symmetry breaking and the understanding of how parti
les a
quire their

masses. On the other hand, SM is not the ultimate theory of Nature. A number of

questions rise from its short
omings, like to give a profound solution to the hierar
hy

problem, shed light to the nature of Dark Matter and Dark Energy, explain the baryon

asymmetry in Universe and �nally embede the gravity and unify all intera
tions in a

more general theory.

Some of the above points 
an be adressed via 
ollider experiments. For example,

the LHC is expe
ted to �nd the higgs boson(s), if exist(s). The task that 
omes dire
tly

after the potential dis
overy of the higgs boson is to understand its nature, meaning

whether it is the higgs boson des
ribed by the SM or something else. In order to

address this question, we need to measure very pre
isely the higgs properties. One of

the most important among them, is the higgs hadroni
 bran
hing ratios. These kind of

studies need dete
tors featuring unpre
edented sensitivity, and a ma
hine that o�ering

an environment that allows for high pre
ision measurements. This ma
hine 
an be an

ele
tron�positron linear 
ollider. A proposed one is the ILC. In the next 
hapter, we are

going to make an introdu
tion to the ILC and one of its proposed dete
tors, the ILD.

The requirements and optimisation of the dete
tor, in order to maximise its sensitivity

in the extra
tion of higgs hadroni
 bran
hing ratios, will be the main subje
t of this

thesis.
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ILC and ILD

A large fra
tion of the High Energy Physi
s (HEP) 
ommunity has 
onverged on the

ne
essity of an ele
tron�positron linear 
ollider as the next large world wide ma
hine.

Currently, LHC has started running, and the world of physi
s is expe
ting ground-

breaking results. So why already foresee another large multi�billion proje
t in HEP?

Espe
ially in a period of global �nan
ial 
risis? And why an ele
tron�positron linear


ollider?

The answer lies in the 
omplementary nature of the lepton and the hadron parti
le


olliders. A hadron 
ollider, having a high 
ollision energy at the 
enter of mass

(hereafter

√
s ), is a very powerful tool for dire
t dis
overy. The LHC for example,

featuring

√
s = 14 TeV, has a limit for dire
t dis
overy of a few TeV, in 
ase of single

parti
le produ
tion. Here we should stress that large mass obje
ts may be dis
overed

at hadron 
olliders provided their 
ross se
tion is large enough, and their �nal states


an be re
onstru
ted. The lepton 
olliders feature generally lower

√
s . Their value lies

mainly in the fa
t that the provided experimental 
onditions allow for high sensitivity

investigations. The 
omplementarity of these two di�erent 
ollider types 
an be also

underlined by the fa
t that they 
over di�erent parts of the mass s
ale sensitivity

spe
trum with respe
t of their

√
s . For example, sleptons of ∼ 250 GeV/c2


an be

dete
ted at the ILC but not at the LHC, even though they are kinemati
ally a

essible.

On the other hand, LHC 
an dire
tly probe SUSY parti
les of higher masses, whi
h are

not kinemati
ally a

essible at the ILC. It should be also mentioned that important

dis
overies have been made also at lepton 
olliders: the gluon at the e+e− storage ring

PETRA and the τ lepton and the 
harm quark at the e+e− SPEAR 
ollider.

The main advantages of lepton 
olliders 
an be summarised as:

21
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� The leptons are stru
tureless obje
ts, at least up to the energies a
hieved at par-

ti
le 
olliders until now. Therefore, during ea
h 
ollision the full

√
s is available

for the elementary pro
ess involved. This fa
t allows us to know pre
isely the

initial four�ve
tor of the momentum, thus we 
an fully re
onstru
t the event. On

the 
ontrary, the hadron 
olliders are a
tually parton assembly 
olliders. Only a

part of the

√
s is available for parti
le 
reation during ea
h 
ollision (typi
ally

0.1

√
s ), so the initial four�momentum of an event is not known.

� Moreover, at the hadron 
olliders, the partons that do not parti
ipate in the

elementary pro
ess 
ontribute to parasiti
 (soft) intera
tions (QCD ba
kground).

These mask the elementary pro
ess of interest, in parti
ular at small polar angles,

and exhaust the radiation toleran
e of the dete
tors. It also imposes a sele
tive

trigger implementation. The lepton 
olliders, due to the fa
t that the leptons are

elementary parti
les, do not su�er from this kind of ba
kground. Additionally,

the event rate is low, 
ompared to a hadron 
ollider of similar energy. However

the 
ross se
tions of the interesting ele
troweak physi
s pro
esses are only 1�

2 orders of magnitudes lower than the total 
ross se
tion, see �gure 2.1. This

provides a relatively 
lean environment, ideal for pre
ise measurements. The

dete
tors, due to the low event rate, do not have to 
ope with extreme data

rates. Thus, they 
an fun
tion in triggerless mode, being this way more sensitive

to any possible new physi
s. For 
omparison, at the LHC, the total 
ross se
tion

of the interesting pro
esses 
an be 8�11 orders of magnitude smaller than the one

of the QCD ba
kground.

� The beam energy (and thus

√
s ) is tunable, and both ele
tron and positron beams


an be polarised. Therefore the spin of the initial state is a

urately known and

tunable. Depending on the rea
tion under study, the sele
tion of an appropriate

polarisation 
an allow for the enhan
ement of the signal and the suppression of

the ba
kground 
ross se
tions. The advantages on the ILC physi
s expe
ted from

the polarisation of both beams are well explained in [Moortgat-Pi
k 08℄.

The 
omplementarity of hadroni
 and leptoni
 
olliders 
an be easily illustrated with

the following examples. The Z boson was dis
overed at the Super Proton Syn
hrotron

(SPS), a proton�antiproton 
ollider at CERN. The detailed study of Z boson, whi
h

was 
ru
ial in order to establish the SM, took pla
e at a lepton 
ollider, the Large

Ele
tron Positron 
ollider (LEP), lo
ated also at CERN. The sensitivity of a lepton


ollider 
an indire
tly probe for new physi
s mu
h further than its

√
s . Small quantum


orre
tions that 
an be pre
isely measured at lepton 
olliders 
ould be a hint for new

physi
s sin
e they are in�uen
ed by the whole stru
ture of an anti
ipated model. For

example the mass of the top quark was predi
ted at the LEP, and the parti
le was

�nally dis
overed at the proton�antiproton 
ollider Tevatron, at Fermilab. Moreover,

LEP was the �rst ma
hine able to sear
h for the SM Higgs boson in the mass range
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. 100 GeV/c2
, and was the �rst ma
hine �xing upper bounds on its mass. A very

detailed study for the LHC�Linear Collider interplay 
an be found at [Weiglein 06℄.

Last but not least, a parti
le having a very 
hallenging de
ay for the LHC experiments

(for example fully hadroni
), 
ould be missed at the LHC due to the vast amount of

QCD ba
kground and the dete
tor's triggers. The triggerless fun
tion of the lepton


ollider dete
tors allows to be potentially unbiased to any possible signature of new

physi
s.
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Fig. 2.1: Cross se
tions of several physi
s pro
esses at the ILC as a fun
tion of the 
ollision

energy [Wienemann ℄.
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But why a linear and not a 
ir
ular 
ollider? Cir
ular 
olliders o�er a number

of advantages. The parti
le bun
hes 
ir
le many times, being a

elerated over an

extended period of time. At a linear 
ollider, the parti
les should rea
h the desired√
s in only one a

elerating path. Therefore a linear 
ollider would require a bigger

number of a

elerating 
avities and would be, in general, bigger than a 
ir
ular 
ollider

providing the same

√
s . The parti
les bun
h repetition rate at the linear 
olliders is


onstrained by the damping ring (see sub�se
tion 2.1.1) store time. Therefore it is 1�2

orders of magnitude lower than the one at the 
ir
ular 
olliders. So in order for the

linear 
olliders to rea
h a high luminosity (see equation 2.4), very small beam spot

sizes should be a
hieved.

The 
hoise for a linear 
ollider is imposed by Bremmstrahlung. The traje
tories of

the parti
les at a 
ir
ular a

elerator are of 
ourse bent. This means that they lose

energy through syn
hrotron radiation. Equation 2.1, whi
h des
ribes the syn
hrotron

radiation emitted by a parti
le following a 
ir
ular traje
tory:

∆Esyn ∝
E4

Rm4
(2.1)

where E is the energy of the parti
le, R the radius of its traje
tory and m its mass.

Due to the fa
t that the radiative energy loss is proportional to the parti
le's energy

at the fourth power, a 
ir
ular ele
tron�positron a

elerator with energy well beyond

the one of the LEP is not plausible. It should have an extremely big radius. Thus, the

energy loss via syn
hrotron radiation imposes that the next high energy lepton 
ollider

should be a linear one. Con
erning hadron 
olliders like the LHC, equation 2.1 does

not 
onsist a problem due to the presen
e of the mass term at the fourth power at the

denominator.

Currently, two proje
ts for ele
tron�positron linear 
olliders are under study, the

ILC [ILC ℄ and the Compa
t LInear Collider (CLIC) [CLIC ℄. A di�erent approa
h,

pursued by a part of the HEP 
ommunity, is to address the same questions that the

ILC and the CLIC try to answer, with a muon 
ollider [MuonCollider ℄. Here it should

be noted that equation 2.1 does not pose a problem for a muon 
ollider, due to the

large muon mass, thus it 
ould adopt a 
ir
ular design. Additionally the higher mass

of the muon allows a higher

√
s . Nevertheless the 
ompli
ations imposed by the fa
t

that the muons are unstable parti
les have not yet being solved.

The aforementioned experiments are merely motivated by the same fundamental

questions. At this point one may raise the question, if both the ILC and the CLIC

should be 
onstru
ted and if not, whi
h one of them. The answer of the �rst question

is quite obs
ure. It depends not only on s
ienti�
, but also on politi
al and �nan
ial


riteria. The se
ond question is also di�
ult. Ea
h of the proje
ts has its own ad-

vantages. The ILC features a more mature te
hnology, and 
ould run in parallel with

the LHC, or the super LHC. That would give the invaluable opportunity of 
ross
he
k

and interplay between the LHC and the ILC. On the other hand, the CLIC, has a
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more 
hallenging te
hnology whi
h 
an make a

essible a signi�
antly higher

√
s . Yet

it has to demonstrate its proof of prin
iple. However, the physi
s needs 
annot be

absolutely predi
table in advan
e. Therefore the early LHC results may show the way.

Con
erning the dete
tors, they share the same basi
 philosophy. Nevertheless, sin
e

the running 
onditions of ea
h a

elerator will impose substantially di�erent environ-

mental 
onditions, the dete
tor optimisation will follow di�erent roads. This thesis is

studying a vertex dete
tor for the ILC. From now on, we will mainly fo
us on this


ollider.

2.1 The ILC

The ILC is a proposed linear ele
tron�positron 
ollider. It will have a tunable

√
s

of 200-500 GeV, with an option of upgrade up to 1 TeV. Its length stret
hes to 31

km, and will rea
h 51 km in the 
ase of the upgrade. Its design should also allow for

ele
tron�ele
tron, photon�photon and ele
tron�photon 
ollisions.

The two main 
hara
teristi
 parameters of a 
ollider are the

√
s and the luminosity.

Obviously, the higher the

√
s , the higher the mass spe
trum available during the


ollisions for the 
reation of parti
les, as predi
ted by the equation relating the energy

with the mass:

E = mc2
(2.2)

The se
ond main reason that 
alls for high energy parti
le 
ollisions is explained by

De Broglie equation whi
h relates the parti
le's momentum (p) with their wavelength

(λ):

λ =
h

p
(2.3)

so the higher the momentum, the �ner the details we 
an probe in the stru
ture of

the matter.

The luminosity, assuming symmetri
al beams featuring a Gaussian 
ross se
tion, is

expressed by the following equation:

L =
nbN

2frep

4πσxσy
· HD (2.4)

where nb is the number of parti
le bun
hes, N is the number of parti
les per bun
h,

frep is the repetition rate, σx and σy are the dimensions of the beam transverse pro�le

and HD is a multipli
ative fa
tor. The latter depends on the beam�beam intera
tion

and enhan
es the luminosity by a fa
tor ∼ 2 (see se
tion 2.2 about the pin
h e�e
t).

The luminosity di
tates the statisti
s that we expe
t by a 
ertain pro
ess. If the 
ross

se
tion of the pro
ess is σ, then the event rate will be:
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dN

dt
= Lσ (2.5)

The ILC is deigned for a peak luminosity of 2 × 1034cm−2s−1
at

√
s = 500 GeV.

Luminosity and energy are 
orrelated in a 
ertain extent, whi
h 
alls for a 
ompromise

allowing for a minimal sensitivity at a given 
ollision energy. This 
ompromise is found

at the ILC by relying on the 
omputable 
ross se
tions of various fundamental pro
esses

of interest.

2.1.1 ILC Baseline Design

Fig. 2.2: S
hemati
 layout of the ILC for the 500GeV option.

Figure 2.2 illustrates the baseline design of the ILC. Its mains 
omponents are the

ele
tron and positrons sour
es, the damping rings, the main lina
s, the Beam Delivery

System (BDS) and the Intera
tion Region (IR). It is designed to host two general

purpose dete
tors that will share the same IR. They will be alternatively positioned on

the IR using a push�pull s
heme. In the following subse
tions we will brie�y des
ribe

the main 
omponents of the ILC. A detailed des
ription of the ILC 
an be found at

the a

elerator's Referen
e Design Report (RDR) [RDR a℄.

Ele
tron Sour
e

The ele
trons are produ
ed by two independent laser�DC guns systems. The laser

will �re high intensity, 2 ns pulses of 
ir
ularly polarised photons on a photo
athode
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in order to produ
e polarised ele
trons. Right after their produ
tion, the ele
trons

will be prea

elerated up to 76MeV with the help of non�super
ondu
ting a

elerating

stru
tures. After that, they will be inje
ted in a 250m long super
ondu
ting lina


where they will rea
h the energy of 5GeV.

Positron Sour
e

The design of the positron sour
e is more 
hallenging than the ele
tron one. The

ele
tron beam, when rea
hing an energy of 150GeV, goes through a 150m heli
al

undulator, before returning to the main lina
. When passing through the undulator, the

ele
trons produ
e ∼ 10 MeV photons that are dire
ted to a Ti�alloy target. There, they

produ
e ele
tron�positron pairs. The positrons are separated from the ele
trons and

the remaining photons whi
h are dumped. The positron beam is �rst prea

elerated

to 125MeV at a normal 
ondu
ting lina
, transferred over 5 km and �nally a

elerated

to 5GeV at the super
ondu
ting Boost Lina
 before being inje
ted into the dumping

rings. The ele
tron beam, after passing through the undulator where it undergoes an

average energy loss of ∼ 3 GeV, is transferred ba
k to the main lina
.

Damping Rings

The ele
tron and positron beams, as produ
ed from their sour
es, they feature a large

emittan
e. In other words the dimensions and density of the parti
le bun
hes, as well

as their momentum phase spa
e, are quite outspread. In order to rea
h the desired

luminosity, the emittan
e should be redu
ed. This takes pla
e in the damping rings.

There, magnets and wigglers for
e the parti
les to follow a bent tra
k. They emit

radiation in both transverse and longitudinal planes, but their energy is restored only

on the longitudinal one. After 25ms of damping time, the bun
hes obtain the desired

emittan
e to be introdu
ed into the main lina
s. The radius of the damping rings is

6.7 km.

Main Lina
s

After the extra
tion from the damping rings, the bun
hes follow a transfer line to the

Ring To the Main Lina
 (RTML) stru
ture. The RTML 
ompresses the bun
h length

by a fa
tor of 30�45 and a

elerates them up to ∼ 15 GeV. It also rotates the spin of the
parti
les a

ording to the desired polarisation at the 
ollision point and �nally delivers

them to the main lina
s. There, the parti
les will be a

elerated to their �nal energy

of 250GeV. The main lina
s use 1.3GHz super
ondu
ting 
avities, made of niobium,

o�ering an average a

elerating gradient of 31.5MeV/m. Their working temperature

is 2 Kelvin. Ea
h lina
 hosts ∼ 8000 
avities. Sin
e the parti
les should rea
h their

maximum energy in only one passing through the lina
s, the total length of ea
h main

lina
 will be 11 km.
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The a

elerating 
avities are organised in RF units. One RF unit is 
onstituted

from three SuperCondu
ting RF (SCRF) 
ryomodules, 
ontaining in total 26 
avities.

Ea
h RF unit has its own RF sour
e that in
ludes a 120 kV modulator, a 10MW multi-

beam klystron and a waveguide whi
h distributes the power to the 
avities. The RF

sour
e, together with the power supplies and other support equipment, is hosted in a

servi
e tunnel, that runs parallel to the main lina
 tunnel. The main reasons for the

servi
e tunnel are to permit easy a

essibility and redu
e the radiation exposure of the

RF sour
e [RDR a℄. This twin-tunnel design, whi
h is the baseline design of the ILC,

is 
urrently under 
onsideration, merely for 
ost reasons (see se
tion 2.1.3).

Beam Delivery System

The s
ope of the BDS is to transfer the beams from the main lina
s to the IR, and

appropriately fo
us them in order to satisfy the luminosity goals of the ILC. It brings

the beams to 
ollide with a 14mrad 
rossing angle. This allows for separated extra
tion

lines for the 2 beams. Due to the elongated shape of the bun
hes, this 
rossing angle

will lead to poor mutual penetration of the 2 bun
hes. To restore the luminosity, the

bun
hes are rotated in the horizontal plane. This te
hnique, whi
h is illustrated by

�gure 2.3, is 
alled 
rab 
rossing. The BDS serves other purposes as well. It should

prote
t the dete
tors from miss�steered beams. It should also o�er a s
reening from

the beam halo muons. The task of the de�e
tion of the muons is ful�lled by magnetised

iron shielding.

Intera
tion Region

The ILC may host two general purpose dete
tors, the International Large Dete
tor

(ILD) and the Sili
on Dete
tor (SiD). Its initial design had foreseen separate intera
tion

regions for ea
h dete
tor. This would have required two separate BDS, ea
h of them

being ∼ 4 km long. Cost 
onsiderations �nally led to the de
ision of a 
ommon IR, that

will be shared by both dete
tors. The dete
tors will fun
tion alternatively a

ording

to a push�pull s
heme. The push�pull s
enario is depi
ted in the �gure 2.4.

The ILD is planned to be pla
ed on a 15×20×2 m thi
k moving 
on
rete platform

that will transport the dete
tor from the beam line to the garage position. This way

of transportation has been 
hosen in order to minimise possible damages due to the

transportation. It is inevitable that some substantial amount of time will be lost for

mounting�dismounting and transporting the dete
tors. It is obvious that this time has

to be as little as possible in order to exploit the beam time. The in
oming dete
tor

needs also some time for alignment and 
alibration. The alignment requirements for the

axis of the dete
tor are ±1 mm and ±100 µrad, while for the �nal quadrapole magnet
they are ±200 µm and ±5 µrad. Con
erning the ILD, the 
alibration is expe
ted to be

realised by taking about 1 pb−1
at

√
s = 91.2 GeV, where the 
ross se
tion for the Z
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Fig. 2.3: Illustration of the 
rab 
rossing te
hnique. The green and blue oval surfa
es repre-

sent the bun
h transverse se
tion of the 
olliding beams. At the top of the �gure

one 
an observe the small overlapping area of the two beams, whi
h leads to a

loss of luminosity. Using the 
rab 
rossing te
hnique (bottom of the �gure), the

overlapping area is maximised. From [Zimmerman ℄

boson produ
tion is maximised. Of 
ourse this assumes that the swit
h between the


enter of mass energies 
an be performed easily.

2.1.2 Beam Parameters

The beam parameters are designed in order to a
hieve the desired luminosity of 2 ×
1034cm−2s−1

, while keeping as low as possible the beamsstralung e�e
t (see se
tion 2.2).

The table 2.1 summarises the main beam and Intera
tion Point (IP) parameters for√
s = 500 GeV. The sele
tion of this set of beam parameters is a result of the optimi-

sation of the whole a

elerating stru
ture.
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Fig. 2.4: Possible design of the foreseen dete
tor hall for the ILC.

The design of the vertex dete
tor is very sensitive to the environmental 
onstraints

imposed by ea
h set of beam parameters. The frequen
y of the bun
h trains is 5Hz.

Ea
h bun
h trains lasts about 1ms, whi
h 
an be translated into a ma
hine duty 
y
le

of ∼ 1
200

. The time stru
ture of the beam may allow to swit
h o� the sensors of the

vertex dete
tor during the ∼ 200 ms long train interval, thus redu
ing the dissipated

power. We will resume the power 
y
ling operational mode of the vertex dete
tor in the

se
tion 3.1.1. Ea
h bun
h train is 
onstituted by 2625 bun
hes, with a time interval of

369.2 ns between them. The hit density per unit time on the vertex dete
tor (therefore

its o

upan
y, see sub�se
tion 3.1.2) depends on these numbers.

In order to 
ope with potential operational di�
ulties, there exist a number of

di�erent beam parameter options, that are designed to 
onfront possible problems or

limitations that may arise during the fun
tion of the ILC. They 
an all provide the

luminosity of 2× 1034cm−2s−1
at

√
s = 500 GeV. The design of the ILC allows a

ess
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to any set of these beam parameters without any modi�
ation.

Low N �Low N� means that a lower number of parti
les per bun
h (N) will be de-

livered. The big bun
h populations may lead to disruption e�e
ts at the IP,

mi
rowave instabilities in the damping rings, or wake�eld e�e
ts at the lina
s.

The Low N option, having half the number of parti
les that the nominal has,

therefore the aforementioned e�e
ts 
an be suppressed. The 
onse
utive loss in

luminosity 
an be 
ompensated via a better fo
us on the IP. The low spa
e 
harge

is also expe
ted to suppress the beamstrahlung e�e
t.

Large Y Tuning di�
ulties may not allow us to rea
h the desired emittan
e. The

�Large Y� option fo
us more tightly in the horizontal plane in order to restore

the luminosity, and elongates the bun
hes to redu
e the beamstrahlung e�e
ts.

A problem that 
ould arise is the higher disruption of the beams at the IP.

Low P In the low power beam parameters the beam 
urrent is redu
ed by a fa
tor

of ∼ 30 % and the beam power by a fa
tor of 2. The reason for that is to


omply with possible limitations arising from the beam 
urrent or the beam power

[RDR a℄, but also for run�
ost redu
tion reasons. The luminosity is restored via

a better fo
us on the horizontal plane. The bun
hes 
annot be elongated due

to the fo
using on the verti
al plane. Thus a signi�
ant enhan
ement of the

beamstrahlung is expe
ted.

Parameter Units Nominal Low N Large Y Low P

Repetition rate Hz 5 5 5 5

Parti
les/bun
h ×1010
2 1 2 2

Bun
hes/pulse 2625 5120 2625 1320

Bun
h interval ns 369.2 189.2 369.2 480.0

Energy loss by beamstrahlung % 2.4 1.7 2.7 5.5

Luminosity 1034/cm2/s 2 2 2 2

Tab. 2.1: Main beam and IP parameters for

√
s = 500GeV for various ILC opti
s options.

(from [RDR a℄)

2.1.3 2009 Strawman Baseline

The 2009 Strawman Baseline option (SB2009) is proposing some major modi�
ations

at the design of the ILC, aiming to redu
e its 
ost [SB2009 ℄. The goal is the highest

possible 
ost redu
tion, without 
ompromising signi�
antly the physi
s potential of the
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ILC experiments. A strong argument of the SB2009 proposal is that the subsequent


ost redu
tion 
an a
t as a bu�er for future unexpe
ted expenses that often o

ur in

large proje
ts. The most important modi�
ations 
omparing to the nominal design

are:

� The 
ivil engineering is among the most important 
ost�driving fa
tors of the

ILC proje
t. A signi�
ant redu
tion of the 
ost 
ould be a
hieved if the twin

tunnel design 
ould be abandoned. Then the main lina
s and the RTML would

be integrated in a single tunnel. The single tunnel solution poses the 
hallenge

to pla
e the lina
s together with the sour
es and the distribution system of the

RF, inside the same tunnel. Studies have proven the feasibility of su
h a 
on
ept.

This is expe
ted to redu
e by ∼ 26 km the length of the tunnels.

� The redu
tion of the beam power by 50%. The beam power is proportional to

N × nb, where N is the number of the parti
les per bun
h and nb the number of

bun
hes per time unit. So the beam power 
ould be redu
ed to 50% by 
utting by

half either the number of bun
hes or the number of parti
les per bun
h. In order

to minimise the de
rease of the luminosity, whi
h is proportional to N2 × nb (see

equation 2.4), it is the number of bun
hes that should be de
reased. However,

a redu
tion of 50% of the luminosity is inevitable. The redu
tion of the beam

power will allow for the de
rease of the damping rings radius down to 3.2 km, as

well as the de
rease of the number of klystrons and modulators by 50%.

� The modi�
ation of the design of the 
entral region will lead to further suppres-

sion of the required tunnelling, redu
ing therefore the 
ivil engineering 
osts.

� The undulator based positron sour
e will be moved from the 150GeV point to

the end of the ele
trons main lina
. Thus the length of the low energy positron

transfer line will be de
reased by several km. Moreover, the 
hanging of the

positron sour
e will isolate most of the radiation�hazard stru
tures at the 
entral

region.

The impa
t on the physi
s potential of the ILC experiments should be evaluated

very 
arefully. A very important aspe
t of the SB2009 
on�guration is the redu
tion

of the luminosity. It 
an be restored for the

√
s = 500 GeV, but not fully for the√

s = 250 GeV, see table 2.1. Moreover, the SB2009 beam parameters will result in

a higher beam indu
ed ba
kground. Finally, it should be studied whether the SB2009

design allows for possible upgrades of the ILC for higher luminosity or

√
s .

2.1.4 Other Beam Options

A

ording to its baseline design, the ILC should be able to 
ondu
t photon�photon or

ele
tron�photon 
ollisions. The photons will be produ
ed from the s
attering of the
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ele
trons with high intense pulse lasers. The s
attering will take pla
e a few millimeters

in front of the IP. A photon energy ∼ 80 % of the ele
tron energy may be rea
hed

[Be
htel 06℄.

2.2 Beam Indu
ed Ba
kground

2.2.1 Beam-Beam Intera
tions

The main sour
e of ba
kground in the ILD arises from the intera
tion between the very

intense ILC beams. This e�e
t has not been observed in su
h an extent at the previous

lepton 
olliders (SLC, LEP). It is a result of the very high spa
e 
harge density of the

ILC bun
hes. Very detailed studies 
an be found at [Vogel 08℄. Here we will give a

brief des
ription of the beam intera
tions e�e
t and then fo
us on the pair ba
kground


reation whi
h is severely a�e
ting the vertex dete
tor and 
onsists a major 
hallenge

for its design.

When the two opposite bun
hes approa
h ea
h other, they exert mutually an ele
-

tromagneti
 for
e. The traje
tories of the ele
trons (or positrons) are bent towards the


enter of the opposite bun
h. This is 
alled the pin
h e�e
t and it is both bene�
ial

and detrimental. The further fo
using of the beams, thus the de
rease of the beam spot

area, results in a luminosity enhan
ement by a fa
tor of ∼ 2. On the other hand, the

de�e
tion of the parti
les leads to the emission of hard bremstrahlung photons whi
h

degrade the energy spe
trum of the beams. This is a very important e�e
t be
ause

the pre
ise knowledge of the initial state is 
ru
ial for a number of ILD analyses, like

the model independent Higgs boson mass and produ
tion 
ross se
tion measurement

[Ito 09℄. The average energy loss per parti
le is ∼ 1GeV . The beamstrahlung photons

travel along with the spent beams towards the beam dumps, therefore they are not

a major ba
kground sour
e. On the other hand, the s
attering between two of these

photons 
an 
reate ele
tron�positron pairs that are the largest sour
e of ba
kground

in the vertex dete
tor.

2.2.2 The Pair Ba
kground

The e+e− pairs are 
reated from bremstrahlung photons through two 
ategories of pro-


esses, the 
oherent and the in
oherent pair 
reation. The 
oherent pair 
reation is an

e�e
t of the same nature of the usual pair produ
tion where a photon intera
ts with an

atomi
 nu
leus �eld. Here the role of the atomi
 nu
leus �eld is played by the 
olle
tive

�eld of the bun
h. The 
ontribution of this pro
ess to the total number of e+e− pairs

in the ILC environment is estimated to be negligible. The vast majority is originates

from the in
oherent pair 
reation. In this 
ase, the e+e− pairs are generated via the

s
attering of two photons 
oming from the two approa
hing beams. The in
oherent
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pair 
reation 
an be subdivided in the three following pro
esses, depending on the

nature of the photons that parti
ipate in the s
attering. If both photons are virtual

then we have the Landau�Lifshitz pro
ess whi
h 
ontributes to ∼ 1
3
of the pairs. When

one photon is real and the other is virtual, the pro
ess is 
alled the Bethe�Heitler. Its


ontribution is ∼ 2
3
. In the Breit�Wheeler pro
ess, both parti
ipating photons are real.

Its 
ontribution is estimated to be at the per 
ent level. Figure 2.5 shows the Feynman

diagrams of the aforementioned pro
esses.

Figure &'() The incoherent pair production processes.
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Fig. 2.5: In
oherent e+e− pair 
reation. From [S
hulte 96℄

The e+e− pairs have in prin
iple relatively low PT and are emitted in the very

forward dire
tion. The tra
k density is illustrated in �gure 2.6 as a fun
tion of the

radius, the z 
oordinate and the strength of the magneti
 �eld. This distribution has

a 
oni
al shape whose radius is 
on�ned by the magneti
 �eld. The shape of this 
one

di
tates the design of the beam pipe and the vertex dete
tor whi
h both should be

su�
iently far from the dense 
ore of the tra
k densities distribution. Thus it is used

to de�ne the minimal inner layer radius as well as the length in the z dire
tion (along

beam axis) of the ladders of this layer. However there will be still a small fra
tion of

parti
les with higher PT and/or polar angle that will dire
tly rea
h and 
reate hits in

the vertex dete
tor.

A se
ond very important 
ontribution arises from se
ondary ba
ks
attered parti-
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les. Even though the vast majority of the beam parti
les, after the 
ollision, and the

beamstrahlung are dire
ted towards the beam dumps, a small fra
tion of them will be

lost. This is happening be
ause the two beams 
ollide with a 
rossing angle of 14mrad.

These lost photons and ele
tron/positrons may hit the 
alorimeters whi
h instrument

the very forward region of the dete
tor, espe
ially the BeamCal (see sub�se
tion 2.3.4),

and generate se
ondary parti
les. A fra
tion of these parti
les 
an be ba
ks
attered

and rea
h the vertex dete
tor, in
reasing the hit density mainly at small values of the

azimuthal angle φ and, in a lesser extent, for large z. The latter 
ontribution 
an

be suppressed e�e
tively with the appli
ation of the anti�DID (Dete
tor Integrated

Dipole) �eld ([Seryi 06℄). The anti�DID is a magneti
 �eld whose goal is to 
ompen-

sate for the spin misalignment of the beam parti
les, 
aused by the main �eld of the

ILD, but also to guide the majority of the pair ba
kground parti
les towards the beam

extra
tion holes (see also se
tion 2.3.5). Con
luding, the pair ba
kground

∗
a
tually

dominates the hit density at the vertex dete
tor (VXD). At the innermost layer ∼ 5
hits per cm2

per bun
h 
rossing are expe
ted (meaning per 370 ns).
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Fig. 2.6: Beamstrahlung e+e− pair parti
les tra
k density as a fun
tion of the radius (ver-

ti
al axis) and the distan
e in z (horizontal axis) for several magneti
 �elds and

beam options. The magneti
 �eld value and set of beam parameter are written

on ea
h plot. The 
olour s
ale at the right part of the �gure, de
odes the tra
k

density. From [LoI 10℄

The Strasbourg group has performed detailed simulation studies in order to es-

timate the hit densities at the ILD vertex dete
tor (VXD) 
aused by the e+e− pairs

[De Masi 09℄. The beamstrahlung was generated with the Guinea Pig software pa
kage

[GuineaPig ℄. The produ
ed �les passed through the full simulation of the dete
tor.

Only the in
oherent pair produ
tion has been taken into a

ount. The �gures 2.7

∗
From now on the terms pair ba
kground, beamstrahlung ba
kground and beam indu
ed ba
k-

ground refer to the beam ba
kground due to the in
oherent pair 
reation.
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and 2.8 illustrate the number of hits/mm2/BX for ea
h layer as a fun
tion of the z


oordinate and the φ (azimuth) angle respe
tively, for the single layers (VXD03 - see

se
tion 2.3.2) model. For the layers 2-5, the hits densities have been multiplied by a

fa
tor of 5 for better visibility. The anti�DID �eld was not in
luded in this study. In

�gure 2.8, the hit density in the region |φ| ≤ 500
is substantially higher. This e�e
t

is 
aused by the ba
ks
attered parti
les, sin
e they are not produ
ed symmetri
ally

around the z axis. The reason for that is that the 
on�guration of the very forward

region, where those parti
les are 
reated, it is not symmetri
 around the z axis due

to the beams 
rossing angle. The peaks appearing for several values of the φ angle is

an artifa
t; at these φ angles the two neighbouring ladders overlap (see se
tion 2.3.2),

thus a parti
le 
rossing this area will 
reate two hits, one on ea
h ladder.
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Fig. 2.7: Number of hits per mm2
per BX for all 5 layers as fun
tion of the distan
e to the

IP on the z-axis, assuming the nominal beam parameters. This number has been

multiplied by a fa
tor of 5 for layers 2-5. From [De Masi 09℄

The anti�DID 
an e�e
tively suppress the 
ontribution arising from those ba
ks
at-

tered parti
les. This is shown in the �gures 2.10 and 2.9. They illustrate the hit densi-

ties arising from the pair ba
kground parti
les hitting the innermost layer of the VXD

dire
tly or after being ba
ks
attered, without and with the presen
e of the anti�DID

�eld 
orrespondingly. The hits labelled �large hit time� are due to the ba
ks
attered

parti
les. The label �large hit time� is justi�ed by the fa
t that the ba
ks
attered



2.2 Beam Indu
ed Ba
kground 37

)° (φ
-150 -100 -50 0 50 100 150

/BX2
# h

its
/m

m

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18
0.2 layer 1

 5×layer 2 
 5×layer 3 
 5×layer 4 
 5×layer 5 

layer 1
 5×layer 2 
 5×layer 3 
 5×layer 4 
 5×layer 5 

layer 1
 5×layer 2 
 5×layer 3 
 5×layer 4 
 5×layer 5 

layer 1
 5×layer 2 
 5×layer 3 
 5×layer 4 
 5×layer 5 

layer 1
 5×layer 2 
 5×layer 3 
 5×layer 4 
 5×layer 5 

Fig. 2.8: Number of hits per mm2
per BX for all 5 layers as fun
tion of the φ (azimuth)

angle, assuming the nominal beam parameters. This number has been multiplied

by a fa
tor of 5 for layers 2-5. From [De Masi 09℄

parti
les need to travel a distan
e of ∼ 4 m from their origin in order to 
reate a hit

at the vertex dete
tor. The anti�DID �eld de
reases their density by a fa
tor of ∼ 3,
depending on the z and φ 
oordinates, whi
h of 
ourse is dire
tly re�e
ted into the

overall hit density. Moreover, it eliminates the peaks for large z, at the ends of the lad-

ders, resulting in a mu
h smoother hit density distribution. Thus its implementation

is 
onsidered as highly bene�
ial for the ba
kground levels at the VXD. The table 2.2

summarises the hit densities for ea
h layer for both geometries after implementing the

anti�DID �eld.

2.2.3 The CLIC

The

√
s that the ILC 
an rea
h is determined by the operational �eld gradient for

31.5MeV/m delivered by its super
ondu
ting a

elerating 
avities. It has been demon-

strated that the latter 
annot ex
eed a gradient of 50MeV/m (re
ently, super
ondu
t-

ing a

elerating 
avities featuring a gradient that slightly ex
eeding 50MeV/m have

been 
onstru
ted), due to thermal breakdown e�e
ts. Hen
e, if one wants to build a

multi�TeV ele
tron�positron 
ollider, without making it extremely long, a novel lepton

a

elerating method has to be used. The CERN pursues the CLIC study [CLIC ℄,
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Fig. 2.9: Hit densities due to beamstrahlung in the innermost layer of the VXD as a fun
tion

of the z 
oordinate. Top: without the anti�DID �eld. Bottom: with the anti�DID.

The bla
k 
rosses show the overall hit density, the green (small hit time) the one

originating from parti
les impinging dire
tly the VXD ladders, while the red ones

(large hit time) originates from the ba
ks
attered parti
les. From [De Masi 09℄
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Fig. 2.10: Hit densities due to beamstrahlung in the innermost layer of the VXD as a fun
-

tion of the azimuthal φ angle. Top: without the anti�DID �eld. Bottom: with

the anti�DID. The bla
k 
rosses show the overall hit density, the green (small

hit time) the one originating from parti
les impinging dire
tly the VXD ladders,

while the red ones (large hit time) originates from the ba
ks
attered parti
les.

From [De Masi 09℄
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VXD05 VXD03

layer Hits/cm2 × BXs r.o(µs) − (BXs) Hits/cm2 × BXs r.o(µs) − (BXs)
1 4.4 ± 0.5 25(68) 5.3 ± 0.5 25(68)

2 2.9 ± 0.4 25(68) 6.0 ± 0.5 × 10−1
50(136)

3 1.54 ± 0.14 × 10−1
100(272) 1.9 ± 0.13 × 10−1

100(272)

4 1.34 ± 0.11 × 10−1
100(272) 6.9 ± 0.6 × 10−2

100(272)

5 3.2 ± 0.7 × 10−2
100(272) 3.1 ± 0.4 × 10−2

100(272)

6 2.7 ± 0.5 × 10−2
100(272)

Tab. 2.2: Hits densities per cm2
per BX, readout time and subsequent number of BXs

superimposed per layer for the two main geometries, expe
ted for the nominal

beam options . The anti�DID �eld is in
luded [De Masi 09℄.

whi
h aims for an ele
tron�positron 
ollider that features an

√
s of 0.5 to ≥ 3 TeV .

The goal for the a

elerating gradient is 100MeV/m. In order to a
hieve this goal,

the CLIC will use an innovative two beam a

eleration s
heme. The ne
essary RF

power will be transferred to the main beam from the de
eleration of a low energy -

high 
urrent ele
tron beam, 
alled the drive beam. The proof of prin
iple for the CLIC

te
hnology is still under way. Thus, the CLIC times
ale goes well beyond the one of

the ILC.

2.3 The ILD

Sin
e the ILC running 
onditions are mu
h less demanding than the LHC ones, one

may 
onsider that sin
e dete
tors adapted to the LHC environment being at hand, the

R & D for the ILC dete
tors does not pose any important 
hallenges. This is a total

mis
on
eption. The worth of the ILC physi
s program lays in the ability to perform

high pre
ision measurements. This pushes the dete
tors to target for unpre
edented

momentum, jet energy and impa
t parameter resolutions. These requirements make

the R & D for the sensor te
hnologies, as well as the re
onstru
tion algorithms and the

software, to be very 
hallenging tasks. Additionally, even though it is true that most of

the subdete
tors are e�e
tively almost ba
kground free, the beam indu
ed ba
kground

sets rather aggressive 
onstraints to the vertex dete
tor and to the forward tra
kers

and 
alorimeters. Finally the design and integration of the ILC dete
tors should be


ompatible with the push�pull operational s
heme, meaning they have to be easily

movable and able to be aligned and 
alibrated a

urately in a relatively short time.

Currently two general purpose dete
tors are being developed, the Sili
on Dete
tor

(SiD) [SiD 09℄ and the International Large Dete
tor (ILD) [LoI 10℄, whi
h were subje
t

of a Letter Of Intent (LoI) submitted to the relevant evaluation bodies [IDAG ℄ in
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2008/2009. The ILD was the produ
t of the merge of two previous dete
tor 
on
epts,

the Large Dete
tor Con
ept (LDC) and the Global Large Dete
tor (GLD), that share

the same philosophy. The studies dis
ussed in this thesis have been 
ondu
ted inside

the ILD framework, thus from now on we are going to fo
us on the ILD. The �gure 2.11

presents an artisti
 view of the ILD. The time at whi
h this thesis was written, the ILD


on
ept was still rapidly evolving. Whi
h means that the des
ription of the dete
tor

and its re
onstru
tion algorithms that will follow, will not be valid in all details by the

time this do
ument will be 
ompleted. So the goal of the following subse
tions is to

introdu
e the stru
ture and the general philosophy of the dete
tor, but also to outline

the framework in whi
h the physi
s analysis obje
t of this thesis were performed. This

way the reader 
an evaluate whether the presented studies are up to date, or not. The

following dete
tor and algorithms des
riptions are 
onsistent with the ILD Letter of

Intent.

Fig. 2.11: An artisti
 view of the ILD.
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2.3.1 ILD General Overview

The ILD follows the basi
 design s
heme of the modern HEP dete
tors. Its design

parameters are merely driven by the Parti
le Flow approa
h. A transverse sket
h of

one quadrant of the ILD is shown in �gure 2.12. Going outwards from the IP, we will

meet the following subdete
tors: the Vertex Dete
tor, lo
ated just outside the beam

pipe; it is 
omplemented by a sili
on tra
king system whi
h is 
onstituted by the Sili
on

Inner Tra
ker in the barrel and the Forward Tra
king Disks at the end
aps. The main

tra
ker is a Time Proje
tion Chamber. A se
ond auxiliary sili
on tra
king system is

lo
ated between the main tra
ker and the 
alorimeters. It is 
onstituted by the Sili
on

External Tra
ker in the barrel and the End
ap Tra
king Dete
tor at the end
aps.

The Vertex Dete
tor, the Time Proje
tion Chamber and the 
omplementary sili
on

dete
tors 
onsist the ILD tra
king system. Within this system, the Time Proje
tion

Chamber plays the 
entral role for the tra
k re
onstru
tion, while the Vertex dete
tor

is mainly optimised for the re
onstru
tion of displa
ed verti
es. The 
alorimeters, both

the ele
tromagneti
 and the hadroni
, are lo
ated inside the 
oil, in order to optimise

the jet energy resolution. The strength of the magneti
 �eld is 3.5T. The interplay

between the strength of the magneti
 �eld and the radius of the dete
tor di
tates its

overall design. The spe
i�
 values for the ILD were 
hosen after a 
ost�performan
e

optimisation pro
edure [LoI 10℄. An iron yoke surrounds the 
oil, being instrumented

with muon dete
tors. The forward region is instrumented with the BeamCal, the

LumiCal and the LHCAL. In the following se
tions, we will brie�y des
ribe the ILD

subdete
tors, giving of 
ourse emphasis to the Vertex Dete
tor whi
h is the main

subje
t of this thesis.

We are going to use the following systems of 
oordinates: the 
artesian, where x

and y are the horizontal and verti
al 
oordinates respe
tively, in the plane transverse

to the beam line, while z is the 
oordinate along the beam line; the spheri
al, where

r is the distan
e from the beam line, θ is the polar angle and φ the azimuthal one;

and �nally the 
ylindri
al, where r is the distan
e from the beam line, φ the azimuthal

angle and z is the 
oordinate along the beam line.

2.3.2 The Vertex Dete
tor

The ILC physi
s program requires a Vertex Dete
tor (
alled VXD hereafter) that ex-

hibits ex
ellent performan
e in terms of �avour tagging, meaning b- and 
-jet identi-

�
ation, and tra
k re
onstru
tion. Flavour tagging is essential for numerous studies,

the most prominent being the pre
ise measurement of the Higgs boson 
ouplings to the

fermions. The key for the �avour tagging is the e�
ient re
onstru
tion of the displa
ed

verti
es. To do so, one has to provide a dete
tor that exhibits high spatial resolution,

while featuring very low material budget, and lo
ated as 
lose as possible to the IP. The

minimum distan
e is di
tated by the beamstrahlung indu
ed ba
kground, as dis
ussed
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Fig. 2.12: Transverse view of one quadrant of the ILD ([LoI 10℄).

in the se
tion 2.2.2. The VXD, together with the forward dete
tors, are the subsystems

of the ILC mostly a�e
ted by the beamstrahlung ba
kground. The imposed running


onstraints, as well as the trade o�s between the various VXD requirements, will be

explained in the third 
hapter.

The VXD also plays a 
entral role in the tra
k re
onstru
tion. Providing 5 or 6 very

high pre
ision spatial points for ea
h tra
k, it o�ers a standalone tra
k re
onstru
tion

ability. This is 
ru
ial for the tra
k re
onstru
tion of low momentum parti
les that

do not rea
h the main tra
ker. Also, o�ering a polar angle 
overage down to ∼ 13.50
,


ombined with the Forward Tra
king Dete
tor, it may help in the re
onstru
tion of

the shallow angle tra
ks. The ability to re
onstru
t low momentum and/or very for-

ward tra
ks 
ould be proven indispensable for the studies that require vertex 
harge
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identi�
ation. Vertex 
harge has a binary behaviour, meaning that a single missed or

misre
onstru
ted tra
k is su�
ient to alter 
ompletely the measurement. An example

of a study that requires vertex 
harge identi�
ation is the Top quark forward�ba
kward

asymmetry ([Ikematsu 09℄).

The VXD is 
omposed of ladders, arranged 
ylindri
ally in 
on
entri
 layers to form

barrels. The radius of the innermost layer, as well as the length of its ladders is limited

by the 
oni
ally shaped dense 
ore of the pair ba
kground tra
ks, see �gure 2.6. So the

standard LoI design of the VXD is 
omposed of long barrels. The beam ba
kground

depends on the beam parameters. Therefore the minimum distan
e from the IP will

be de�ned from the sele
ted beam parameters.

There are two main VXD 
andidate geometries, one with 5 single layers (VXD03)

and one with 3 layers (VXD05), as illustrated by �gure 2.13. The VXD03 geometry

features single ladders, whi
h means one layer of sili
on pixel sensors on a light me-


hani
al support, that has to provide all the ne
essary servi
es. The VXD05 geometry

features double sided ladders, meaning that sili
on pixel sensors will equip both sides

of the support layer, with a 2 mm distan
e between them, and providing this way two

very high pre
ision measurements per layer. The main features for ea
h geometry are

summarised in table 2.3. For both designs, the material budget has to be limited to a

few per mill of radiation length (X0). The material budget stated in the LoI is 0.11%

and 0.16% of X0, for single and double sided ladders respe
tively. The high single point

resolution and very light material budget required 
all for a pixelated sensor te
hnology

di�erent from the one used previously, in parti
ular at the LHC. A world wide e�ort

was initiated to develop new pixel te
hnologies for this purpose. Various are under

development in perspe
tive of an optimal at the time of the dete
tor 
onstru
tion. The

lo
ation of the support ele
troni
s is te
hnology dependent. It 
ould be put either at

the ends, or at the sides of the ladder. An overlapping area of ∼ 500 mm between

neighbour ladders has been foreseen, in order to allow for a

urate ladder to ladder

alignment.

radius(mm) ladder length (mm) readout time (µs) No of ladders

geometry VXD03 VXD05 VXD03 VXD05 VXD03 VXD05 VXD03 VXD05

layer1 15 16/18 125 125 25-50 25-50 10 10

layer2 26 37/39 250 250 50-100 100-200 11 11

layer3 37 58/60 250 250 100-200 100-200 11 17

layer4 48 250 100-200 14

layer5 60 250 100-200 17

Tab. 2.3: Geometri
al and te
hnologi
al parameters of the two main vertex dete
tor options.

The VXD05 geometry, as it is des
ribed inside the GEANT4 [Geant4 ℄ simulation
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Fig. 2.13: VXD geometries: 5 single layers (VXD03, left) and 3 double layers (VXD05,

right).

for the LoI studies, is illustrated in �gure 2.14. The innermost layer is mounted on

the beam pipe, while the outer layers are supported by a 500 µm thi
k, 65mm radius


ylindri
al beryllium support. The whole stru
ture is en
losed inside a 10mm thi
k

(0.05 %X0) Styrofoam 
ryostat with an inner radius of 90mm. As a shield against

the Ele
tromagneti
 Interferen
e (EMI) 
oming from the beam (see se
tion 3.1.2), a

Faraday 
age made of a 0.5mm thi
k aluminium foil (0.56 %X0) surrounds the 
ryostat.

The simulation of 
abling and servi
es in general, inside and outside the VXD, is

quite 
oarse, merely be
ause these aspe
ts depend strongly on the sensor te
hnology.

Con
erning the LoI studies, the 
abling inside the 
ryostat was simulated with �at

kapton 
ables of 0.094mm thi
kness. The servi
es that will transfer the power, the data

and the 
ooling from and to the outer world were missing. Re
ently, going towards the

Dete
tor Baseline Do
ument (DBD), e�orts have been made to estimate some generi


values for the amount of the 
abling needed. One would expe
t one 
able per ladder.

Hen
e, depending on the 
hosen geometry, the number of 
ables for power and data

will typi
ally amount from 60 to 80. Inside the simulation framework, they will be

des
ribed as �at, 50 µm thi
k kapton 
ables with 0.018 % radiation length. This value

may rise to 0.02 − −0.03 % when the metal tra
es will be in
luded. Further aspe
ts

whi
h may severely a�e
t the 
ables material budget 
annot be examined at the 
urrent

level of the VXD studies. One example is whether or not 
oaxial 
ables with metal

s
reening will be required in order to avoid the EMI. Finally, the spe
i�
ations for the


ooling pipes are also not des
ribed yet, mainly be
ause they are te
hnology dependent.
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Fig. 2.14: Visualisation of a se
tion of the VXD05 design as des
ribed inside the simulation

framework (Mokka, see se
tion 5.4) used for the LoI studies. We 
an see the

three double sided ladders (the support is visualised with red, the sensitive with


yan and the supporting ele
troni
s with green), the Be support shell (blue), the

kapton 
ables (white) and the 
ryostat (grey), while the beam pipe is visualised

with orange 
olour.

A detailed des
ription of the simulation status of the VXD that is going to be used for

the DBD studies will be given in 
hapter 6.

2.3.3 The Tra
king Dete
tors

At the ILD, the task of the tra
k re
onstru
tion is ful�lled by the 
ombination of three

subdete
tors, that they feature standalone tra
king abilities. The 
entral tra
ker is

a Time Proje
tion Chamber (TPC), being 
omplemented by the VXD, whi
h is 
ru-


ial espe
ially for the re
onstru
tion of the low momentum tra
ks, and the Forward

Tra
king Dete
tor (FTD) that provide shallow angle 
overage. Additional high pre-


ision spatial measurements for mat
hing tra
k segments re
onstru
ted in the above

mentioned subdete
tors are provided by the Sili
on Inner Tra
ker (SIT), the Sili
on

External Tra
ker (SET) and the End
ap Tra
king Dete
tor (ETD). The development

of the tra
king system was driven by the requirement to o�er an overall momentum

resolution for high momentum parti
les of σ1/PT
= 2 × 10−5GeV/c.
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The TPC

The TPC is a large volume gaseous dete
tor that serves as main tra
ker of the ILD.

The momentum resolution depends mostly on its performan
e. It is 
onstituted of a


entral barrel part, with an inner radius of ∼ 33 cm and an outer radius of ∼ 180 cm,

and two end
ap parts. Ea
h TPC end
ap has an area of 10 m2
. It provides solid angle


overage up to cos θ ∼ 0.98. The ILD physi
s program requires a TPC featuring a

momentum resolution one order of magnitude better than the one a
hieved at the LEP

experiments. This goal 
an be a
hieved with the use of mi
ro�pattern gas dete
tors.

The 
orresponding R & D issues are mainly investigated by the LCTPC 
ollaboration

[LCTPC ℄.

Compare to sili
on dete
tors, the TPC provides moderate spatial resolution, fea-

turing ≤ 100 µm in rφ and ∼ 500 µm in z. On the other hand, it provides a huge

number of spatial points in three dimensions (≥ 200), that 
ompensate for the moder-
ate resolution. The sele
tion of a TPC as a main tra
ker o�ers several advantages to

the overall dete
tor 
on
ept. It o�ers a low material budget, being 
ompliant with the

parti
le �ow analysis spe
i�
ations. It 
an 
ope with the high magneti
 �eld required

in order to a
hieve high momentum resolution. Additionally, by measuring the energy

loss of the parti
les, it 
an provide valuable parti
le identi�
ation information.

Sili
on Tra
ker

The tra
k re
onstru
tion provided by the TPC and the VXD will be substantially

improved with the aid of an auxiliary sili
on tra
king system developed by the SiLC


ollaboration [SILC ℄. It is 
onstituted by four subsystems, the SIT and SET in the

barrel region, and the FTD and ETD on the forward region. We will give a brief

des
ription of ea
h subsystem in the following list.

SIT The SIT is 
onstituted by two 
ylindri
al false double layers equipped with sili
on

strip sensors, lo
ated in the spa
e between the VXD and the TPC. They are 
alled

false double layers be
ause the two sili
on strip sensors are glued together, in a

way that the strips on the two layers form a stereo angle between them. Following

this approa
h, the SIT 
an provide two three�dimensional measurement points.

The featured spatial resolution is ∼ 7 µm in rφ and ∼ 50 µm in the z 
oordinate.

A material budget of 0.65% X0 per layer is within rea
h, while the �nal goal is

0.5%X0 per layer. Its main purpose is to bridge the gap between the TPC and the

VXD, and aid in the linking of the two tra
k segments re
onstru
ted from the two

aforementioned subdete
tors. It will be also very helpful for the re
onstru
tion of

the low momentum tra
ks. Finally, due to the high time resolution of the strips,

it 
an provide single bun
h 
rossing timestamping.

SET A parti
le going from the TPC to the Ele
tromagneti
 CALorimeter (ECAL),
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has to 
ross the TPC external wall that features a radiation length of 3 %. The

multiple s
attering e�e
ts will introdu
e some un
ertainties on the tra
k prop-

agation. The SET is formed by a 
ylindri
al layer of false double sided sili
on

strip sensors. It is lo
ated in the spa
e between these two subdete
tors, and will

give a spatial point measurement in order to 
ompensate for these un
ertainties,

bene�ting the tra
k�
luster mat
hing (see se
tion 2.4.4). Additionally, it 
an also

provide single bun
h 
rossing timestamping.

FTD The FTD is 
onstituted by 7 disks of sili
on sensors, 
omplementing the TPC

by 
overing the very forward region down to 0.15 rad. The �rst two or three

disks will be equipped with sili
on pixel sensors and the rest with sili
on strips.

It features its own standalone tra
king 
apabilities. Given the fa
t that it is

positioned in the very forward region, it is expe
ted that will severely su�er from

the beam indu
ed ba
kground.

ETD The ETD is 
onstituted by a 
ylindri
al layer of false double sided sili
on strip

sensors. The motivations for the ETD are similar to the ones of the SET. It will

provide a link between the TPC end
ap and the 
alorimeter end
ap. It will help

to redu
e the e�e
t of the TPC end
ap material budget, that it is expe
ted to

rea
h 15 %. The ETD measurements will help to signi�
antly extent the lever

arm of the tra
k re
onstru
tion, up to 2430 mm in the z 
oordinate.

2.3.4 Calorimeters

The physi
s program of the ILD requires typi
ally a jet energy resolution of ∆E/E ≤
3.8 % for jet energies ≤ 100 GeV, as it is stated at the [LoI 10℄. This target 
an be

expressed equivalently as ∆E/E = 30 %/
√

E/GeV . Su
h a �ne resolution is out of

rea
h of the 
onventional 
alorimetri
 systems. The ILD plans to a
hieve it with the

help of the Parti
le Flow Analysis (PFA), see se
tion 2.4.4. Thus the design of the


alorimeters is merely driven by the PFA requirements, whi
h means that they are

optimised for high transverse and longitudinal segmentation. The energy resolution

of the 
alorimeter itself remains of 
ourse an important 
onsideration, nevertheless it

is a se
ondary priority 
ompared to the segmentation. This is be
ause the desired

energy resolution is going to be a
hieved through a 
ombination of information from

the tra
king system and the 
alorimeters. There is a number of alternative te
hno-

logi
al options for the 
alorimeters. The 
hoi
e will be mostly based on their pattern

re
ognition performan
e. The R & D takes pla
e inside the framework of the CALICE


ollaboration [CALICE ℄. Both hadroni
 and ele
tromagneti
 
alorimeters will be po-

sitioned inside the super
ondu
ting solenoid in order to minimise the material lo
ated

in front of them. This spe
i�
ation 
alls for a 
ompa
t design, driven by 
ost 
on
erns.

They will be sampling 
alorimeters with layers of absorber material interleaved with
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sensing layers. They will 
onsist a barrel and two end
ap parts, following the general

ILD stru
ture.

Ele
tromagneti
 Calorimeter The ECAL will be a sampling 
alorimeter using tung-

sten as an absorber. There are three options for the sensitive material. In one

option, 
alled the SiW ECAL, the sensitive material will be square sili
on pin�

diodes featuring a pit
h of 5mm. The se
ond option, the S
ECAL, foresees

s
intillator strips of 1×4 cm2
. In order to a
hieve the desired segmentation, they

will be oriented orthogonally with respe
t to the strips of the neighbouring layers.

This way an e�e
tive granularity of 1×1 cm2

an be a
hieved. The third option is

a variation of the SiW option, where the sensing and the readout are realised with

pixelated CMOS sensors (see se
tion 3.2). Featuring a pixel pit
h of O(50 µm),
a very high granularity 
an be a
hieved even with a digital readout. The use of

standard industrial CMOS pro
esses 
ould lead to a redu
ed 
ost 
ompared to

the analogue sili
on pin�diodes.

Hadroni
 Calorimeter The Hadroni
 CALorimeter (HCAL) will be a sampling 
alorime-

ter, using stainless steel as an absorber. Two di�erent options for the sensitive

material exist. The �rst option is s
intillator tiles (Analogue HCAL), being read

out by sili
on photomultipliers. In the se
ond option (Digital HCAL), the a
tive

layers will be equipped with gaseous devi
es, being read out in semi�digital mode

(2 bits). A strong 
andidate is the Glass Resistive Plate Chamber (GRPC), that


an provide very �ne segmentation 
ombined with high dete
tion e�
ien
y while

maintain the 
ost at low levels.

Forward Calorimeters The very forward region of the ILD, very 
lose to the beam

pipe, will be equipped with luminosity�monitoring 
alorimeters. These are 
alled

LumiCal and BeamCal. The s
ope of the LumiCal is to provide pre
ise measure-

ments of the luminosity by measuring the Bhabha s
attering pro
ess e+e− →
e+e−(γ). Additionally, it will extend the solid angle 
overage of the ECAL down

to 10mrad. The BeamCal will be used for a fast on�line estimation of the lu-

minosity. The estimation will be based on the energy deposit due to the beam-

strahlung pair ba
kground parti
les. The information of the BeamCal 
an be fed

ba
k to the BDS (see se
tion 2.1.1). Then the BDS 
an apply the ne
essary beam

opti
s 
orre
tions to maximise as mu
h as possible the luminosity. The radiation

toleran
e requirements here are quite aggressive. The BeamCal has to withstand

a dose of several MGy per year. Another reason to instrument the very forward

region is the 
alorimeter hermeti
ity. The LHCal is expe
ted to extend the solid

angle 
overage of the HCAL.



50 2. ILC and ILD

2.3.5 The Magneti
 Field and the Yoke

The ILD is designed to operate in a nominal magneti
 �eld of 3.5T. Its main require-

ments are a high homogeneity inside the volume of the TPC and redu
ed fringing �elds

(the magneti
 �elds that are spread beyond the 
oil). They should be kept small in

order not to magneti
ally perturbate the se
ond dete
tor, whi
h is kept at a garage

pla
e at the IR. The main magneti
 �eld is generated by a super
ondu
ting 
oil sur-

rounding the whole tra
king and 
alorimetri
 system. The size and geometry of the


oil determines the overall stru
ture of the ILD dete
tor.

The 
oil is surrounded by an iron yoke, whose main fun
tionality is to return the

magneti
 �ux. It is 
onstituted by a barrel and two end
ap parts and its total weight

amounts to 13400 t. It will feature a sandwi
h like stru
ture, where iron plates will be

interleaved with muon dete
tors. The muon dete
tors are also going to serve as tail


at
hers, improving the energy resolution for high energy jets not fully 
ontained in

the 
alorimeters.

A se
ondary magneti
 �eld in the ILD dete
tor is the anti�Dete
tor Integrated

Dipole (anti�DID) �eld. At the ILC is foreseen that the beam 
ollision will happen

with a 
rossing angle, most likely 14mrad. In su
h a 
ase, the main �eld will introdu
e

a small deviation (O(100 µm)) on the verti
al traje
tory of the parti
les at the IP.

This angle will 
ause a rotation of the parti
le's spin, resulting in a spin misalignment.

Initially, the proposed solution to 
ompensate for this e�e
t was to superimpose a so�


alled DID �eld, that would align the �eld lines with the in
oming beams. However,

the DID �eld would have a large impa
t on the e�e
t of the beamstrahlung on the

dete
tor. It is expe
ted to in
rease the number of pair ba
kground parti
les that will

ba
ks
atter on the BeamCal and hit the VXD. On the other hand, if the polarity of

the DID is reversed (anti�DID), the �eld 
an guide the majority of the beamstrahlung

parti
les to the beam extra
tion holes, thus minimising the hits due to ba
ks
attered

beamstrahlung parti
les on the dete
tor. The studies exposed in [Seryi 06℄, demon-

strate that both the e�e
ts of the spin misalignment and the minimisation of the

ba
ks
attered beamstrahlung parti
les 
an be realised with the anti�DID �eld.

2.4 Re
onstru
tion

The physi
s rea
h of an experiment depends strongly on both the dete
tor performan
es

and the re
onstru
tion algorithms used. In order to better understand the results of

the dete
tor optimisation, we should evaluate the dete
tor inside the framework of the

used tools, and understand the maturity of those tools. In the following se
tions, a

brief des
ription of the re
onstru
tion algorithms used by the ILD 
ollaboration will

be given. We are going to emphasise those whi
h strongly a�e
t or involve the VXD.
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2.4.1 Digitisation

The hits digitisation pro
edure, inside a simulation study, is the reprodu
tion of the

real dete
tor's response to a parti
le 
rossing its sensitive volume. Di�erent kind of

dete
tors, like 
alorimeters or a TPC, but as well as the same kind of dete
tors that use

di�erent te
hnologies, require their own spe
i�
 digitiser. Con
erning the ILD VXD,

as has been repeatedly mentioned, there is not yet a spe
i�
 pixel te
hnology 
hosen.

This fa
t imposes the utilisation of a very generi
 hit digitiser. This algorithm takes

the hits as they are simulated by GEANT4, and reprodu
es the response of the sensor

by applying a simple Gaussian smearing on the VXD ladders surfa
e. The size of the

smearing depends on the assumed sensors single point resolution.

2.4.2 Vertexing

The vertexing is the pro
edure to re
onstru
t the primary and the displa
ed verti
es

of a �nal state. The ILD uses a topologi
al vertex �nder, 
alled ZVTOP [Ja
kson 97℄.

The jet �avour tagging is strongly based on the vertexing. The �avour tagging 
ould be

regarded as the most important task of the ILD VXD. Thus, the VXD performan
e on

this aspe
t is 
ru
ial for its optimisation. For this reason, the parameters on whi
h the

vertex re
onstru
tion and the �avour tagging are based, will be examined in 
hapter

5, where the VXD optimisation is dis
ussed (see se
tion 5.7).

2.4.3 Tra
king

The tra
king 
an be de�ned as the re
onstru
tion of the 
harged parti
les traje
tories.

The tra
k re
onstru
tion pro
edure inside the ILD 
ollaboration is still evolving. In this

se
tion, we are going to des
ribe the tra
k re
onstru
tion algorithms that have been

used for the purposes of the LoI studies. Two separate tra
k segments are re
onstru
ted,

one at the sili
on dete
tors and the other at the TPC. The two segments are then


ombined in a unique tra
k. The TPC tra
k re
onstru
tion is based on the LEP

tra
king algorithms. It take into a

ount the energy loss and the multiple s
attering

e�e
ts. A Kalman �lter te
hnique is used for the tra
k �tting.

The sili
on dete
tors tra
king imposes 
ertain requirements on the VXD perfor-

man
es. Thus we are going to brie�y des
ribe its pattern re
ognition algorithm. It

starts by forming tra
k seed 
andidates, in the VXD and SIT layers, whi
h then follows

throughout the dete
tor. Inside a magneti
 �eld, one needs three 3�dimensional mea-

surements in order to initialise tra
k re
onstru
tion. Therefore, the tra
k seeds are hit

triplets that belong to di�erent layers. In order to a

elerate the hit sear
h pro
edure,

the VXD and the SIT are initially divided in stereo angle se
tors. The seed formation

is restri
ted ea
h time inside a se
tor. The produ
ed triplets are tested whether they

satisfy the helix hypothesis. If they do, they are a

epted as tra
k seeds. Then the
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algorithm sear
hes the other layers of the same se
tor in order to atta
h additional

hits to the tra
k seed. The assignment is based on the distan
e between the position

of the hit and the extrapolation of the tra
k helix on this layer. A χ2

riterion de-


ides whether the hit should be kept. Finally all the re
onstru
ted tra
ks are sorted

a

ording to their χ2
over degrees of freedom value. The tra
k with the smallest one

is by de�nition a

epted. Ea
h hit will be assigned to only one tra
k, meaning that

those tra
ks 
andidates that share hits with an already a

epted tra
k, are reje
ted.

The same pro
edure is applied to the forward tra
king dete
tors. Finally, pairs are


reated, of all the possible 
ombinations between the tra
k segments re
onstru
ted at

the VXD�SIT and those from the FTD. The segments are examined whether they 
an

be merged or not. The 
ru
ial merging 
riterion is the angle di�eren
e of the two tra
k

segments. In the 
ase the 
riteria are full�led, a single tra
k is 
reated.

The approa
h of tra
k pattern re
ognition used by the sili
on tra
king algorithm

imposes some limitations to the evaluation of the VXD performan
es. The brute

for
e seed triplet formation and the assignment of hits to a tra
k based on prede�ned

distan
e 
riteria, will introdu
e a huge 
ombinatorial ba
kground in the 
ase of high hit

densities. This is the 
ase of the ILD VXD, when beamstrahlung hits are 
onsidered.

The maturity of the sili
on tra
king tool, does not allow it to 
ope well with the beam

ba
kground. We will 
ome ba
k to this point when we will try to evaluate the VXD

performan
e.

2.4.4 Parti
le Flow Analysis

As mentioned in the se
tion 2.3.4, the goal for the jet energy resolution for the ILD

rea
hes ∆E/E ≤ 3.8 % (or equivalently 0.3
√

E ). This value is imposed by the require-

ment for a jet energy resolution 
omparable to the W and Z bosons width. Su
h a

�ne resolution is not a
hievable with 
onventional 
alorimetry. In order to a
hieve its

goals, the ILD will follow the Parti
le Flow Analysis (PFA) paradigm [Thomson 09℄.

The PFA, rather than being a 
alorimetri
 te
hnique, de�nes the overall dete
tor op-

timisation pro
edure. The prin
iple of the PFA is to individually measure the energy

of ea
h parti
le inside a jet. The energy of the 
harged hadrons and the leptons will

be measured by the tra
king system, the energy of the photons with the ECAL and

that of the neutral hadrons with the HCAL. The jet fragmentation studies at LEP

demonstrated that ∼ 60 % of the jet energy is 
arried by 
harged parti
les (mainly

hadrons), ∼ 30 % by photons and only ∼ 10 % by neutral hadrons. Thus the aforemen-

tioned approa
h for the energy measurement 
an 
ompensate for the large statisti
al

�u
tuations of the hadroni
 showers. To measure the jet energy using the PFA, one has

to assign ea
h re
onstru
ted tra
k to the 
orre
t 
alorimeter 
luster to avoid double


ounting or negle
ting the parti
le's energy. For example, if a neutral parti
le 
luster

in the 
alorimeters 
annot be resolved from a 
harge hadron shower asso
iated with

a tra
k, the energy of the neutral parti
le will be disregarded. This �
onfusion� term
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dominates the jet energy resolution. Therefore, the granularity of the 
alorimeters is

more important than the energy resolution. This makes the 
alorimeter design and

optimisation for the ILC experiments to di�er from the traditional 
alorimetry.

As already said, the design of the ILD, as well as its 
ost, are merely driven by the

PFA requirements. Both 
alorimeters should be lo
ated inside the solenoid. So the


ompa
tness is another spe
i�
ation de�ning the 
alorimeters design. Large dete
tor

radius favours the PFA, sin
e the physi
al separation of the hits in the 
alorimeters

will be larger. It is also favoured from a strong magneti
 �eld. The overall dimensions

and magneti
 �eld of the ILD, taking of 
ourse 
ost into a

ount, have been optimised

through detailed simulation studies. Other important fa
tors are the tra
king e�
ien
y,

both in barrel and in the forward region, the dete
tor aspe
t ratio (mainly for the energy

resolution of the forward jets, 0.80 ≤ |cos θ| ≤ 0.95) and the VXD material budget.

Within the ILD 
ollaboration, the Pandora PFA algorithm is used [Thomson 09℄.

2.5 SiD

Two multipurpose 
omplementary dete
tors are foreseen for the ILC, the ILD and

the Sili
on Dete
tor (SiD). This will provide an essential tool for the validation and


ross�
he
k of the obtained results. The same approa
h has been followed by the LHC

with its two multipurpose and 
omplementary dete
tors, ATLAS and CMS. Another

advantage of this approa
h are the bene�ts that will arise from their 
ompetition.

Compared to the ILD, the most substantial di�eren
e lays on the main tra
king

system. The SiD features a pure sili
on tra
ker. It is made of �ve layers of sili
on

mi
rostrip sensors, featuring a material budget of 0.8 %X0. Con
erning tra
k re
on-

stru
tion, the high spatial resolution 
ompensates for the redu
ed hits redundan
y


ompared to a TPC. Sin
e the readout of the strips takes pla
e during one bun
h


rossing, it o�ers robustness against the beam indu
ed ba
kground. Regarding the

overall design of the SiD, it is also driven by the PFA requirements. So apart of the

muon 
hambers, the main dete
tor 
omponents are lo
ated inside the solenoid, whi
h

provides a 5T magneti
 �eld. The SiD follows the strong magneti
 �eld - small dete
tor

radius approa
h, mainly for 
ost�
ons
ious reasons, sin
e the 
ost is mainly driven by

the volume of the 
alorimeters and the solenoid. The vertex dete
tor is formed from

�ve layers in the barrel region, equipped with sili
on pixel sensors, and four inner and

three outer pixel disks at the end
aps. The ele
tromagneti
 
alorimeter uses tungsten

as the absorber and sili
on as the sensing material. The hadroni
 
alorimeter has an

iron�RPC stru
ture. An iron yoke whi
h surrounds the solenoid returns the magneti


�ux. The yoke is equipped with muon 
hambers. The detailed des
ription of the de-

te
tor 
an be found at the Letter of Intent of the SiD [SiD 09℄. Figure 2.15 shows the

illustration of one quadrant of the SiD.
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2.6 Con
lusion

Through this 
hapter, we have introdu
ed the future ele
tron�positron linear 
ollider

ILC, and one of its proposed dete
tors, the ILD. A brief des
ription of the re
onstru
-

tion tools was given as well. The main fo
us was on the VXD des
ription, whose

optimisation studies is the main topi
 of this thesis. The ILC o�ers a 
lean environ-

ment, ideal for high pre
ision measurements, but is not 
ompletely ba
kground free:

its most important sour
e is the beam indu
ed ba
kground. This e�e
t 
onstraint the

VXD geometri
al design and its sensors spe
i�
ations. In the following 
hapter we will

introdu
e the CMOS sensors te
hnology, whi
h is a promising 
andidate for the VXD

sensors. We will des
ribe a VXD based on CMOS sensors, and try to �nd its opti-

mal design, that will satisfy its physi
s goals while be 
ompliant with the 
onstraints

imposed by the beam ba
kground.
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CHAPTER 3

A Proposed CMOS Based Vertex Dete
tor

The physi
s motivations driving the design of the ILD vertex dete
tor have been pre-

sented in the se
ond 
hapter. Here we will dis
uss what these mean in terms of its

performan
e. It is required that the vertex dete
tor will be able to identify 
harm and

beauty hadrons. The de
ay length of the 
harm hadrons is O(100 µm), thus a pre
ision
of O(10 µm) for the re
onstru
tion of displa
ed verti
es is required. The �gure of merit
for a vertex dete
tor, that indi
ates its pre
ision in the re
onstru
tion of displa
ed

verti
es, is the impa
t parameter resolution. The impa
t parameter resolution (σIP )

an be expressed by the following parametri
 equation:

σIP = a⊕ b/p · sin 3

2 (θ) (3.1)

where p is the parti
le's momentum and θ the polar angle. In order to a
hieve

the goals of the experiment, the required values for the parameter a is below 5 µm
and for b is ≤ 10 µm · GeV/c. In this 
hapter we will present the goals on the vertex

dete
tor design and dis
uss the sensor te
hnology required to a
hieve them. Of 
ourse,

the experiment's running 
onditions should be 
onsidered. These are mainly arising

from the beam-beam intera
tion and determine the toleran
e on the ionising and non

- ionising radiations as well as the readout time of the sensors.

The ILD requirements for an unpre
edented impa
t parameter resolution (see ta-

ble 3.1), whi
h imposes very segmented ultra light sensors, together with the 
onstraints

from the ILC running 
onditions, that demand a moderate radiation toleran
e and swift

readout, 
all for an innovative sili
on pixel sensor te
hnology. A number of 
andidate

te
hnologies exist (they are summarised in se
tion 3.1.3). In this 
hapter we will fo
us

57
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on CMOS

∗
Pixel Sensors (CPS). The latter are a novel te
hnology in the High Energy

Physi
s area, even though it is widely used by the opti
al industry. The prin
iple of

operation and the general performan
e of CMOS sensors will be presented. The ar
hi-

te
ture and the performan
e of the MIMOSA 26 sensor, the �rst full s
ale digital sensor

of the MIMOSA

†
series, will be des
ribed. Finally, using MIMOSA 26 as a baseline

sensor ar
hite
ture and assuming the double layers VXD design (see sub�se
tion 2.3.2),

a CMOS based vertex dete
tor will be dis
ussed.

3.1 The ILD Vertex Dete
tor Spe
i�
ations

To satisfy the requirements imposed both from the physi
s goals of the experiment and

its running 
onditions 
onsists a major 
hallenge, sin
e these requirements are often in


on�i
t. We 
an highlight this statement with the following example. The very high

single point resolution implies a highly segmented sensor. This 
omes in 
ontradi
-

tion with the rather fast readout speed, imposed by the beam indu
ed ba
kground.

Moreover, the big number of 
olumns of a highly segmented sensor in
reases the power


onsumption. That might ne
essitate a 
omplex 
ooling system, whi
h 
ould add on

signi�
antly on the overall material budget of the dete
tor. In the following se
tions

we are going to explain these trade�o�s, and des
ribe the optimisation pro
edure for

the sensors and the dete
tor.

3.1.1 Physi
s Driven Requirements

Impa
t Parameter Resolution

In order to re
onstru
t displa
ed verti
es, or to measure the vertex 
harge, ea
h tra
k

has to be assigned 
orre
tly to its 
orresponding vertex. To a
hieve that, the impa
t

parameter of the tra
ks has to be measured with the highest possible a

ura
y. The

impa
t parameter is de�ned as the distan
e of the 
losest approa
h of the tra
k helix to

the Intera
tion Point (IP) (see equation 3.1). The parameters a and b 
an be estimated

analyti
ally, and are approximately given by the two following expressions:

a = σs.p.
Rint ⊕ Rext

Rext − Rint
(3.2)

b = Rint · 13.6 MeV/c · z ·
√

x

X0 sin θ
[1 + 0.038 · ln (

x

X0 sin θ
)] (3.3)

∗
standing for Complementary Metal Oxide Semi
ondu
tor

†
standing for Minimum Ionising MOS A
tive pixel sensor
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where σs.p. is the spatial resolution of the sensors, z is 
harge of the impinging

parti
le,

x
X0 sin θ

the material 
rossed by the parti
le given in units of radiation length

and Rint and Rext are respe
tively the inner and outer layers radii.

Thus the parameter a depends on the single point resolution σs.p. and the lever arm.

The lever arm is de�ned as the distan
e Rext −Rint. The parameter b depends on the

distan
e of the innermost layer to the IP and the material budget (x/X0). It be
omes

the dominant fa
tor for either low momentum parti
les or parti
les 
rossing the VXD

layers at a rather shallow angle, while a dominates for high momentum parti
les. This

is 
learly dedu
ed from equation 3.1.

To optimise the VXD performan
e, one has to target for sensors with �ne granu-

larity, the lightest possible dete
tor's ladders, pla
ed at a minimal distan
e from the

IP and a large enough lever arm, while keeping the power 
onsumption of the sensors

at low levels. Power 
onsumption generates heat, whi
h needs to be swept away by

an appropriate 
ooling system. The higher the heat level, the more 
omplex, therefore

massive, the 
ooling system. Thus the dis
ussion for power 
onsumption is justi�ed

inside the framework of the material budget minimisation. During the pro
edure of

the VXD performan
e optimisation, we have to take into a

ount the running 
on-

straints imposed by the experiment. Moreover, it often happens that the simultaneous

optimisation of all those aspe
ts is not feasible, be
ause it ends up with 
on�i
ting

requirements. These e�orts will be des
ribed in the following se
tions.

The ILD 
ollaboration has set as target values for the parameters a ≤ 5 µm and for

b ≤ 10 µm · GeV/c. Su
h a high impa
t parameter resolution has never been a
hieved

by 
ollider experiments in the past. The table 3.1 summarises the values of a and b

parameters a
hieved or foreseen by several 
ollider experiments. The ILD indi
ative

sensor's and ladder's design spe
i�
ation required to a
hieve the desired performan
es

are the following:

� sensor single point resolution . 3 µm

� radius of the �rst layer ∼ 15 mm

� material budget of the �rst layer restri
ted to a few per mill of radiation length

The limiting fa
tor for the radius of the �rst layer is the fa
t that the beam tube

should be su�
iently far from the dense 
ore of tra
ks from pair ba
kground parti
les,

see se
tion 2.2. The foreseen beam pipe radius is ∼ 14 mm, whi
h means that the

minimum innermost layer radius 
ould not be less than ∼ 15 mm. This innermost

layer radius, 
ombined with a sensor's single point resolution of ∼ 3 µm 
an provide

the required pointing a

ura
y. Con
erning the material budget for ea
h layer, the

target values are ≤ 0.11%X0 for the single layers and ≤ 0.16%X0 for the double layers

geometry. These values are quite aggressive and are fairly well inside the upper limit

that b ≤ 10 µm · GeV/c sets. They are 
onsidered as target values, whi
h are not yet
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ollider a (µm) b (µm · GeV/c)
LEP 25 70

SLC 8 33

LHC 12 70

RHIC 13 19

ILC ≤ 5 ≤ 10

Tab. 3.1: A
hieved (or ambitioned) impa
t parameter resolution for di�erent 
ollider exper-

iments.

proven to be a
hievable. Presently, there is not any available te
hnology that 
an o�er

su
h light ladders, while preserving the overall performan
e. Total material budgets

of about twi
e the target values seem however already within rea
h. The above values


on
erning granularity, material budget and distan
e from the IP are the referen
e

values as stated in the LoI of the ILD, thus they are going to guide our e�orts.

Cooling System

The VXD 
ooling system is a 
ru
ial element of the design sin
e it introdu
es addi-

tional material. Being lo
ated outside the VXD �du
ial volume, it does not a�e
t its

performan
e, but it may impa
t (lo
ally) the outer tra
king performan
e and the par-

ti
le �ow analysis. As already mentioned in se
tion 2.3.2, the material budget of the


ryostat is bigger than the one of all VXD layers together. A more detailed analysis of

the subje
t will be given in the se
tion 3.4. In any 
ase it is very promising that the

time stru
ture of the beam (see sub�se
tion 2.1.2), with a ma
hine duty 
y
le of 0.5 %,

may allow to swit
h o� the sensors between the bun
h trains (power 
y
ling). This 
an

redu
e substantially the sensor power 
onsumption, thus the 
omplexity of the 
ooling

system.

E�
ien
y

A very important 
hara
teristi
 for a dete
tor is the e�
ien
y. The e�
ien
y is a quite

wide 
on
ept. Here we are going to stress the importan
e of the dete
tion e�
ien
y

and the tra
king e�
ien
y for the VXD. The dete
tion e�
ien
y 
an be de�ned as the

ratio of the number of dete
ted parti
les over the total number of parti
les traversing

the sensitive volume of the dete
tor. On a multi-layer vertex dete
tor missing a hit in

one layer results in a less a

urate tra
k re
onstru
tion. This is even more important

if the missing signal is in the innermost layer. Then the pointing a

ura
y will be

signi�
antly degraded.

Correspondingly, the tra
king e�
ien
y 
an be de�ned as the ratio of the re
on-
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stru
ted tra
ks, versus the total number of tra
ks of an event within the geometri
al

a

eptan
e of the dete
tor. It is very di�
ult for the VXD to 
over the very forward

area while keeping the material budget and multiple s
attering e�e
ts at an a

eptable

level. Additionally, the vast majority of the pair ba
kground parti
les are dire
ted to

the very forward region. Thus this region 
annot be instrumented. Finally, there are

purely pra
ti
al limitations, like the beam pipe.

Summarising, full hermeti
ity 
annot be a
hieved, and it is in parti
ular inevitable

that tra
ks with very shallow angle will be lost. Regarding the design of the forward

part of the vertex dete
tor, two options are envisaged. The �rst is a long barrel

design, and the se
ond is short barrel 
omplemented by forward end
ap disks. The

advantage of having forward end
ap disks is that a parti
le 
rossing them at a shallow

angle sees less material budget 
ompared to the other option, thus su�ers less from

multiple s
attering. On the other hand, the 
abling and servi
es of the vertex dete
tor

have to pass in front of the disks, resulting in a degradation of the overall performan
e.

Taking into a

ount the aforementioned 
onsiderations, the VXD adopts a long

‡
barrel

approa
h. The polar angle 
overage rea
hes down to 13.50
, when the FTD hits are also

in
luded.

3.1.2 Running Constraints

The running 
onstraints of the ILC environment play a major role on the VXD de-

sign, 
omparable to the one of the physi
s goals themselves. They are imposed by

the fun
tion of the 
ollider itself. Con
erning the VXD, these are mainly the beam-

strahlung, and (possibly) the ele
tromagneti
 interferen
e with the RF power emitted

by the beam.

Pixel O

upan
y

As mentioned in se
tion 2.2.2, the hits from pair ba
kground dominate the VXD o

u-

pan
y. The o

upan
y 
an be 
al
ulated from the hit density provided in [De Masi 09℄

and requires a

ounting for te
hnology�dependent parameters. The latter in
lude the

pixel pit
h, the thi
kness of the sensitive part of the sensor, the 
luster multipli
ity

and the dete
tor time resolution. Thus the o

upan
y 
an be 
al
ulated only within a

spe
i�
 te
hnology. The results are summarised in table 3.2, assuming average CMOS

parameters. For the 
luster multipli
ity, the thermal di�usion of the 
harge was taken

into a

ount. Con
erning the innermost layer, assuming the existen
e of the anti-

DID �eld, and a 25 µs integration time (68 bun
h 
rossings), the estimated o

upan
y

amounts to ∼ 1.5 %.

The e�e
ts of a high o

upan
y on the physi
s studies are mainly the following: the

formation of a 
ombinatorial ba
kground on the tra
k re
onstru
tion and the degrada-

‡
In general, a �short� barrel design is 
omplemented with end
aps, while a �long� one not.
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te
hnology Integration Time (µs) Pit
h (µm) Sensitive Thi
kness(µm) O

upan
y (%)
CMOS 25 20 15 1.5

Tab. 3.2: The sets of parameters that were used to 
al
ulate the o

upan
y for the CMOS

te
hnology option. The o

upan
y was 
al
ulated assuming the presen
e of the

anti�DID �eld.

tion of the impa
t parameter resolution (when a beamstrahlung hit is superimposed on

a physi
s hit). The smaller the number of bun
h 
rossings over whi
h one integrates

within a readout frame, the smaller the 
ombinatorial ba
kground. A small time res-

olution is thus desirable in order to keep the o

upan
y at an a

eptable level. Its

a
hievement is the purpose of intense R & D.

There are two alternative philosophies on how to read out a sensor, both of them

following from the parti
ular time stru
ture of the beam. Either the readout is per-

formed 
ontinuously, or the hit information is stored until the end of the bun
h train

and the sensor is read between two 
onse
utive bun
h trains. In the latter 
ase, a time

stamping strategy is essential. In the former, providing the readout is fast enough,

time stamping within a frame is not ne
essary. Hen
e, depending on the approa
h

that a te
hnology follows, time resolution is provided either by the integration time of

the sensor or by the timestamp. The 
hoi
e between both options is in�uen
ed by the

degree of 
omplexity of the signal pro
essing logi
 that 
an be integrated in the sen-

sor. These aspe
ts are strongly dependent on the sensor's te
hnology. A more detailed

dis
ussion of the time resolution, 
on
erning MAPS, will follow in se
tion 3.4.

Double Hit Separation

Dire
tly related to the o

upan
y due to the beamstrahlung, is the ne
essity for the

VXD sensors to feature a �ne double hit separation. It 
an be expressed as the ability

to dis
riminate between two di�erent hit 
lusters that are very 
lose to ea
h other.

Hit merging will result in a biased re
onstru
tion of the hit position whi
h will a�e
t

the tra
k extrapolation. This will lead to a degradation of the impa
t parameter

resolution. Taking into a

ount the expe
ted event rate of the ILC originating from

hard ele
troweak intera
tions, this will happen very rarely. On the other hand, it 
ould

be important 
on
erning the beamstrahlung hits, espe
ially for the inner layers. A �ne

double hit separation will prevent the superposition of the physi
s hit 
lusters with the

pair ba
kground 
lusters, preserving this way the sensors single point resolution.

Double hit separation has a great importan
e for the tra
k re
onstru
tion e�
ien
y

as well. In the framework of parti
le �ow analysis, where ea
h parti
le inside a jet

should be re
onstru
ted, a �ne double hit separation distan
e is 
ru
ial in order to

extrapolate e�
iently the tra
ks towards the inner layers of the VXD.
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Radiation Toleran
e

The main sour
e of ionising radiation is the pair ba
kground. Obviously, the innermost

layer of the VXD will be subje
t to bigger rate, thus will su�er from more severe

radiation damage. Taking into a

ount the 
al
ulated hit density whi
h amounts to

5 hits per cm2
per BX, the estimated dose will be ∼ 150 kRad per year. This value

in
ludes a safety fa
tor of 3 to a

ount for the un
ertainties of the simulations.

The sour
es of the non�ionising radiation are again the pair ba
kground parti
les,

whi
h dominate over the neutron gas that 
ir
ulate inside the dete
tor. The neutron

gas is produ
ed through photo-nu
lear rea
tions from photons, ele
trons or positrons

that hit the beam pipe, the mask or the beam dump. The estimated �ux 
oming from

neutrons amounts to ∼ 109 neq/cm2
. Another potential neutron sour
e 
omes from the


alorimeters of the experiment. Their �uen
e may rea
h ∼ 109 neq/cm2
per year as

well.

The annual �ux that 
orresponds to the pair ba
kground is ∼ 1011 neq/cm2
, one or

two order of magnitudes higher than the one 
oming from neutrons. A safety fa
tor of

3 is also in
luded in this estimation and the assumed NIEL

§
fa
tor of the ele
trons is

1/10. Summarising, a sensor for the VXD should withstand a dose of ∼ 300 kRad and

a �ux of ∼ 2× 1011 neq/cm2
, assuming at least 2 years of operation before repla
ement

[Winter 09℄.

Ele
tromagneti
 Interferen
e

The beam bun
hes, while traversing the Intera
tion Region (IR), emit vast amounts of

RF power. The RF power 
omes from the beam wake �elds, and re�e
ts the 
omplexity

of the instrumentation around the IR seen by the beam parti
les. If the beampipe is

made of a 
ontinuous metal en
losure, it should in prin
iple keep the RF 
on�ned in

the beam pipe.

However, in order to 
ontrol the luminosity, a number of monitoring equipment

should penetrate the beam pipe. These 
ould 
reate apertures from where the RF


ould es
ape and saturate the VXD ele
troni
s. Su
h a 
ase was 
onfronted at the

Stanford Linear Dete
tor (SLD), the only pixelated vertex dete
tor existing so far on

a linear 
ollider, where after ea
h bun
h 
rossing a δ fun
tion shaped RF pulse was

observed. The sour
e of this RF leakage at SLD is still unknown. It 
aused a saturation

on the analogue front end vertex dete
tor ele
troni
s. The solution of this problem was

to delay by 10 µs the readout [Damerell 05℄. Unfortunately a similar solution will not

be appli
able at the ILC.

A possible approa
h 
ould be the use of an aluminium Faraday Cage (FC). Cur-

rently, the FC is a part of the o�
ial design of the ILD. The main drawba
k of this

§
Standing for Non�Ionising Energy Loss
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on
ept is the additional material budget (whi
h is however rather modest), see se
-

tion 2.3.2. However, they do exist some 
onsiderations whether it will be e�e
tive or

not. Spe
ial 
are should be taken about 
abling and other servi
es (for example 
ooling

pipes) that have to penetrate the FC to enter in the vertex dete
tor, in order not to

provide apertures for the RF power.

Finally, whether the e�e
t of the Ele
tromagneti
 Interferen
e (EMI) will be a

problem or not, is strongly depending on the sensor's te
hnology. Generally, sensors

that will be read out between the trains, are 
onsidered more robust against EMI.

Con
luding, we must stress that the danger of EMI is far from being established.

3.1.3 Sensor Te
hnologies

To summarise on the VXD spe
i�
ations, we 
an say that the physi
s goals and run-

ning 
onditions 
all for sensor te
hnologies that o�er a high granularity and a low

material budget, while minimising o

upan
y on the inner layers. On the other hand,

the 
onstraints on radiation toleran
e are moderate. A number of 
andidate te
hnolo-

gies exists. A non exhaustive list in
ludes the planar CMOS sensors [Tur
hetta 01℄,

the 3D integrated CMOS [3DIC ℄, the deep n�well CMOS [Traversi 08℄, the DEPFETs

[Feld 09℄, the FPCCDs [Sugimoto 09℄ and the ISIS [ISIS ℄. Currently, no present te
h-

nology 
an satisfy all the above requirements. However, intensive R&D is going on

and it is expe
ted that in the near future some of them will rea
h the needed level of

maturity. The most innovative approa
hes, i.e. 3D integrated sensors, o�er the highest

potential but its development still needs many years. In the following se
tions, we are

going to fo
us on the planar CMOS sensor te
hnology.

3.2 CMOS sensors

A
tive Pixel Sensors (APS) are widely used sin
e the mid-nineties in the imaging in-

dustry as an alternative solution to Charge Coupled Devi
es (CCDs). They are 
alled

a
tive be
ause ea
h pixel 
ontains a photodiode and its own a
tive ampli�er. In our

days, they are widely used for web or mobile phone 
ameras. They are manufa
tured

via standard CMOS pro
esses (thus they are also 
alled CMOS sensors). CMOS is the

dominant te
hnology for integrated 
ir
uits 
onstru
tion mostly be
ause o�ering sub-

mi
ron feature size, it allows for a very high density of logi
 fun
tions. It exhibits very

good noise performan
e (even though CCDs remain better in this aspe
t). Moreover it

is 
hara
terised by a low power 
onsumption, sin
e the 
ir
uitry in ea
h pixel remains

a
tive only during readout.

CMOS refers to a 
ertain type of Field E�e
t Transistor (FET). MOSFETs 
an

be manufa
tured in extremely small sizes and their fabri
ation pro
edure is relatively

simple. Moreover, digital fun
tions and memories 
an be realised in 
ir
uits that use
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only MOSFETs, without in
luding any resistors or diodes, thus they keep a low power


onsumption. These are some of the reasons that lead CMOS to be the dominant te
h-

nology for integrated 
ir
uits fabri
ation nowadays. Figure 3.1 illustrates the stru
ture

of a MOSFET. On a p-substrate, 2 highly doped n-di� implantations are 
reated, the

sour
e and the drain. On the surfa
e of the substrate, between sour
e and drain, an

extremely thin layer of sili
on oxide (SiO2) serves as an insulator. On top of it a layer

of metal is deposited in order to serve as the gate ele
trode. Currently, polysili
on

has substituted metal as the preferred gate material. Metal lines (usually aluminium

made) are used as ohmi
 
onta
ts between the stru
tures of the transistor. The number

of metal lines depends on the feature size of the fabri
ation pro
ess. The bigger the

number, the more 
omplex logi
 
an be integrated at the 
hip.

Fig. 3.1: Se
tion of an NMOS FET.

The 
urrent in a MOSFET is 
onstituted from only one type of 
harge 
arrier. The

one illustrated in �gure 3.1 is an n-
hannel MOSFET or NMOS, where the 
urrent
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is 
onstituted only from ele
trons. If p-doping is repla
ed by n-doping and vi
e versa

we end up with a PMOS transistor. Here the 
urrent is 
onstituted from holes. In

the CMOS a
ronyms, C stands for 
omplementary. This implies that both kind of

transistors are used in CMOS pro
esses, whi
h allows the fabri
ation of mi
ro
ir
uits

with ex
ellent features and 
omplex logi
.

3.2.1 CMOS Sensors as Charged Parti
les Dete
tors

CMOS sensors suitable for 
harged parti
le tra
king dete
tion are manufa
tured with

the twin�tub fabri
ation pro
ess. The NMOS transistors are built in p�wells and vi
e

versa. The n� and p�well doping 
on
entrations 
an be tuned independently. Industry

uses this pro
ess be
ause this way the NMOS and PMOS transistors 
an be separately

optimised, therefore the performan
e of the 
hip 
an be maximised. These wells are

grown on a thin lightly doped epitaxial layer. Its presen
e makes the fabri
ation pro
ess

a bit more 
omplex, but it is justi�ed be
ause the relatively high resistivity of the

epitaxial layer (due to its low doping) signi�
antly redu
es the possibility of lat
h�up.

As we will see, the epitaxial layer plays the role of the sensitive volume of the CMOS

sensors. The twin�tube pro
ess allows to make the whole surfa
e of the sensor sensitive

to impinging parti
le, whi
h is mandatory for 
harged parti
le tra
king appli
ations.

The spe
ial features that make CMOS sensors espe
ially attra
tive for 
harged

parti
le tra
king are high granularity, low material budget, and 
ost e�e
tiveness. The

most original feature is the fa
t that signal sensing and pro
essing share the same

substrate. For this reason they are also 
alled MAPS (stands for Monolithi
 A
tive

Pixel Sensors). We will further dis
uss these aspe
ts later.

The stru
ture and the operation prin
iple of CMOS sensors is illustrated in �g-

ure 3.2. The basis is a moderate quality highly doped p+
substrate. Moderate quality

implies the presen
e of a relatively big amount of 
rystal defe
ts. On top of it, a p−

epitaxial layer is grown. The epitaxial layer is the sensitive part of the dete
tor, hen
e

sili
on of higher quality is required in order to avoid the re
ombination of the 
harge


arriers (ele
tron�holes). The 
harge 
olle
tion is realised by n�wells, whi
h form pn

jun
tions with the epitaxial layer. The area of the 
olle
tion diode is just a small fra
-

tion of the total area of the pixel. Around the 
olle
tion (or sensing) diode there are

highly doped p�wells whose boundary surfa
es with the epitaxial layer 
reate potential

barriers that guide the 
harge to the sensing diode. They also serve as bulks for the

NMOS transistors implementation.

Industrial CMOS pro
esses provide low resistivity epitaxial layers (at least until re-


ently - see se
tion 3.4.2). Typi
al values for the doping 
on
entrations are 1015at/cm3

for the epitaxial layer, 1019at/cm3
for the substrate and 1017at/cm3

for the p�wells.

The size of the depletion region is de�ned through the doping 
on
entration. This leads

to the fa
t that the sensor's sensitive volume is mostly undepleted, ex
ept for a very

small region around the pn jun
tion. The depth of this region is limited to a fra
tion
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of a mi
rometer.

The 
harge 
arriers generated by the traversing parti
le di�use thermally inside the

sensitive volume. A
ross the boundaries of the epitaxial layer with the p�wells and the

substrate, a built-in voltage is produ
ed due to the di�erent doping levels, de�ned by

the following equation:

Vb =
kT

q
ln(

Np+

Np−
) (3.4)

where k is the Boltzmann 
onstant, T the temperature, q the elementary 
harge

and Np+ and Np− the di�erent doping 
on
entrations on both sides of the interfa
e.

This potential a
ts as a barrier for the 
harge 
arriers (ele
trons) between the boundary

surfa
es of the epitaxial layer, the substrate and the p-wells. So the 
harge 
arriers are

restri
ted to di�use inside the epitaxial layer. This way they are guided towards to an

n�well diode, where they are �nally 
olle
ted (ex
ept of them being re
ombined within

the medium traversed).
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- Main Features and Advantages of CMOS Sensors
P-type low-resistivity Si hosting n-type ”charge collectors”

signal created in epitaxial layer (low doping):
Q 80 e-h / signal 1000 e

charge sensing through n-well/p-epi junction
excess carriers propagate (thermally) to diode
with help of reflection on boundaries
with p-well and substrate (high doping)

Prominent advantages of CMOS sensors:
granularity: pixels of 10 10 high spatial resolution
low mat. budget: sensitive volume 10 - 15 total thickness 50
signal processing circuits integrated in the sensors compacity, high data throughput, flexibility, etc.
other attractive aspects: cost, multi-project run frequency, T operation, etc.
Attractive balance between granularity, mat. budget, rad. tolerance, r.o. speed & power dissipation

Limitations: Very thin sensitive volume impact on signal magnitude (mV !) vey low noise FEE
Sensitive volume almost undepleted impact on radiation tolerance & speed
Commercial fab. fab. param. (doping profile, etc.) not optimal for charged part. detection
etc.

high resolution pixellised ladder , –3–

Fig. 3.2: Stru
ture and prin
iple of operation of CMOS sensors. The sensitive part is the

epitaxial layer, whi
h is illustrated with light yellow 
olour. The epitaxial layer

is lo
ated on top of the substrate (bottom part of the pi
ture, with brown�yellow


olour). Over the epitaxial layer is the signal sensing and pro
essing part.

The 
harge 
olle
tion through thermal di�usion impa
ts the 
harge 
olle
tion e�-


ien
y (CCE), whi
h is relatively di�erent from the one of a fully depleted sensor. This



68 3. A Proposed CMOS Based Vertex Dete
tor

is dire
tly related to the sizeable average path of the 
harge 
arriers before being 
ol-

le
ted. The probability of the ele
tron�hole re
ombination obviously in
reases with the

path, whi
h leads to a lower CCE. Moreover the 
harge is shared between more pixels,


ompared to fully depleted sensors. Thus the average 
harge 
olle
ted by one pixel will

be lower. The sizeable average path of the 
harge 
arriers results also in relatively long


olle
tion times (∼ 100 ns). On the other hand, spreading the 
harge between several

pixels, 
an substantially improve the spatial resolution if 
enter of gravity positioning

algorithms are employed. Due to the high quality of the epitaxial layer, the lifetime of

the 
harge 
arriers happens to be large enough to avoid losing a signi�
ant part of the


harge through re
ombination.

Main Features of CMOS Sensors

As we already mentioned, the MAPS te
hnology o�ers some spe
ial features that makes

it a very attra
tive option for realising low mass, high pre
ision tra
king and vertexing

devi
es for HEP appli
ations. These aspe
ts are developed below.

Monolithi
 approa
h: The main feature of the MAPS is that signal pro
essing 
an

take pla
e on the same substrate as the 
harge sensing element. The 
omplexity

of the logi
 that 
an be integrated in pixel is however limited by the fa
t that

only NMOS transistors 
an be used, and of 
ourse by the pixel dimensions. As

mentioned in se
tion 3.2, a PMOS transistor needs a n�well as a bulk. If this

n�well is formed inside the sensitive area it will behave as a parasiti
 
harge


olle
ting diode. Thus the 
harge 
olle
tion e�
ien
y of the sensor would be

substantially de
reased. For this reason, PMOS transistors are integrated only

at the periphery of the 
hip.

Granularity: CMOS pro
esses 
an o�er a very small feature size (< 100 nm). The

minimal dimension of a pixel 
an rea
h ∼ 10× the feature size, so CMOS sen-

sors may obtain a pixel pit
h of a few mi
rometers. Taking advantage of the


harge sharing between the neighbouring pixels, a very �ne (submi
ron) spatial

resolution 
an be a
hieved.

Material budget: Only the epitaxial layer, whose thi
kness amounts to O(10 µm),
is used for signal generation. The substrate provides me
hani
al stability to the


hip and re�e
ts the 
harge 
arriers ba
k into the epitaxial layer. The 
harge

re�e
tion is a
tually served only by the interfa
e between the 2 layers. Hen
e,

the bulk of the substrate 
an be partially removed. The whole sensor 
an be

thinned down to ∼ 50 µm, while still maintain a good produ
tion yield and a


omfortable handling during the dete
tor assembly. A drawba
k of the very thin

sensitive volume is the small magnitude of the generated signal. Sin
e MIPs

¶

¶
MIP stands for Minimum Ionising Parti
le



3.2 CMOS sensors 69

produ
e typi
ally 80 ele
tron - hole pairs per mi
rometer, the generated signal

will be O(1000e−). Therefore, very low noise ele
troni
s should be used for in-

pixel signal pro
essing. Finally, the total material budget bene�ts from the fa
t

that the sensitive volume and the signal pro
essing 
ir
uitry are integrated on

the same 
hip. Here we should stress that a peripheral 
ir
uitry of ne
essary

supporting ele
troni
s, non sensitive to impinging parti
les, adds�on the overall

material budget of the sensor. The reader 
ould refer to se
tion 3.3.3 for more

informations about the dimensions and the fun
tions of the peripheral 
ir
uitry

of a real size CMOS sensor, that is used for HEP appli
ations.

Radiation toleran
e: Ionising radiation merely indu
es surfa
e damage to MAPS, by


harge a

umulation at the interfa
e between zones of di�erent doping (e.g. gate

oxide and polysili
on). These 
harges 
an in
rease the diode's leakage 
urrent.

The thinner the diode, the smaller the amount of a

umulated 
harges, thus the

higher the immunity of the sensor to ionising radiation. Transistors featuring

very thin gate oxide 
an be manufa
tured using submi
ron fabri
ation pro
esses.

Non�ionising radiation indu
es bulk damages by displa
ing atoms of the 
rystal

latti
e, in
reasing this way the 
rystal defe
ts. These 
onstitute traps for the


harge 
arriers that di�use inside the epitaxial layer. This way, their average

lifetime is redu
ed. Therefore, the CCE de
reases. One solution to 
ompensate

for the loss of CCE due to non�ionising radiation is to try to de
rease the 
harge


olle
tion time. This 
an be realised with two ways: either going for smaller pixel

sizes or for high resistivity epitaxial layers, where the depletion region o

upies

a signi�
ant fra
tion of the pixel volume (see sub�se
tion 3.4.2).

Cost e�e
tiveness: Last but not least, one of their prominent features is the 
ost

e�e
tiveness, sin
e industrial pro
esses are used. This fa
t has the drawba
k that

HEP appli
ations, whi
h represent moderate in
ome potential for this industry,


annot drive the development of the te
hnology in favour of the 
harged parti
le

tra
king performan
e. One needs to adapt to the pro
ess parameters as o�ered

in the market. On the other hand, the vast amounts of money invested by the

industry into CMOS imagers R&D, led to su
h a fast development of the CMOS

pro
esses whi
h is undoubtedly bene�
ial also for the HEP appli
ations. The

low 
ost of industrial CMOS pro
esses is of primordial importan
e mostly for

the R&D, where numerous of prototype sensors should be fabri
ated in order

to optimise the te
hnology. It also 
omes out to be a determining fa
tor for the

a
hievement of large area dete
tors.

3.2.2 Pixel Ar
hite
ture

As aforementioned, the amount of 
harge generated by an impinging MIP for typi
al

epitaxial thi
knesses is ∼ 1000 e−. Sin
e the 
harge 
olle
tion is realised with thermal
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di�usion, the 
harge is expe
ted to be shared between several neighbouring pixels.

Hen
e, the amount of 
harge 
olle
ted from a sensing diode in a pixel will usually

not ex
eed a few hundreds of ele
trons. It is 
ru
ial to obtain a high Signal to Noise

Ratio (SNR). The SNR is the �gure of merit for a sensor sin
e it di
tates its basi


performan
e; the e�
ien
y�fake hit rate interplay and the spatial resolution (see sub�

se
tion 3.2.3). The SNR follows a Landau distribution. This Landau shape is imposed

by the the shape of the distribution of the energy loss (thus signal 
harge generated) of

MIPS in thin sili
on layers; an asymmetri
al distribution with high tails towards large

values of energy loss [Bis
hel 88℄. The SNR of a sensor is de�ned as the Most Probable

Value (MPV), (e.g. the peak), of the Landau distribution.

Obviously, the signal is generated inside the sensitive volume of the sensor, while

noise 
ontributions 
ould added from everywhere. Therefore, in order to a
hieve a

high SNR value, it is re
ommended to amplify the signal the 
losest possible to its

sour
e, e.g. in the pixel itself. Thus a preampli�
ation stage is built inside the pixel

(see �gure 3.3). This is a

omplished from a sour
e follower whi
h is 
onstru
ted by a

NMOS transistor (M2) 
onne
ted to a 
urrent sour
e outside of the 
hip. The 
olle
ted


harge is 
onverted into voltage through the 
olle
ting diode's parasiti
 
apa
itan
e.

The passage of a parti
le appears as a dis
harge of the 
apa
itor Cd, thus a voltage

drop at the gate of the M2 transistor (node K). The ampli�
ation is performed through

the modulation of the transistor's 
urrent 
ause of the voltage variations at the node

K. Here we have to stress that the Cd is subje
ted to a 
ontinuously dis
harging, with

a slow pa
e, due to the leakage 
urrent. The signal is dete
ted as a more abrupt

dis
harging, thus a sudden voltage drop at the node K. The dis
harging due to the

diode's leakage 
urrent need to be 
ompensated for, otherwise it would lead the pixel

into saturation. In the following se
tions we are going to des
ribe the 2 basi
 designs

of the built-in preampli�ers. Their main di�eren
e lies on the way they 
ompensate

for the diode's leakage 
urrent. In one design (3T) a reset transistor is used for the

leakage 
urrent 
ompensation, while in the other (SB) a biasing diode.

3 Transistors Pixel Design

The fun
tion of the standard 3 transistors (3T) pixel design relies on 2 operational

phases. During the �rst one, the readout phase, the pixel is addressed 2 times for

readout, separated of 
ourse by a time interval equal to the integration time of the

sensor. During this phase the pixel is sensitive. The transistor M1 (see left part of

�gure 3.3) is 
losed and the 
harge of the Cd is slowly de
reasing due to the diode's

leakage 
urrent. In the se
ond phase, initiated when a reset signal arrives at the pixel,

M1 is open in order to allow the re
harge 
urrent to restore Cd to its initial voltage.

During this time, the pixel is not sensitive. The dead time is usually ∼ 50 %, but it

maybe mu
h shorter.
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Fig. 3.3: 3T (left) and SB pixel (right) ar
hite
tures.

Self-Biased Pixel Design

The self-biased (SB) design is an alternative way to 
ompensate the leakage 
urrent

that, unlikely the 3T, features no dead time. Here the re
harge 
urrent is provided by

a forward biased p+
-n jun
tion pla
ed inside the n�well. Until a signal o

urres, the

leakage 
urrent of the diode is in equilibrium with the re
harge 
urrent. The signal


reated by a parti
le 
rossing the sensor, 
auses a sudden dis
harging of Cd, whi
h

is followed by a re
harge 
urrent. In order to dete
t the physi
s signal, the re
harge

pro
edure should be relatively slow 
ompared with the integration time. If the 
harge

of Cd is restored too fast, the voltage drop that o

urred at the node K will not be

dete
table at the time when the pixel will be addressed for readout, be
ause the voltage

would have been already restored. Therefore, we will never be noti�ed for the passage of

the parti
le. A slow re
harging allows for a dete
table di�eren
e in the value of voltage

between two 
onse
utive readout, thus the dete
tion of the parti
le. However, a loss of

a small fra
tion of the signal 
annot be avoided. Several 
onsiderations 
ould be arise

regarding the behaviour of the SB pixels against a high parti
le �ux. Con
erning the

VXD, this is 
ru
ial mainly for the inner layer(s) due to the high o

upan
y generated

from the pair ba
kground. It was demonstrated analyti
ally ([Deveaux 08b℄) that

provided a fast readout and an a

ordingly slow re
harging, SB pixels 
an 
ope with a

high hit rate. However they do have an upper limit for their o

upan
y.
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3.2.3 Sour
es of Noise in MAPS

The performan
e of a sensor 
an be 
hara
terised by its delivered SNR. The applied

threshold on the SNR de�nes the trade�o� between e�
ien
y and fake hit rate. A

high SNR threshold e�e
tively suppresses the re
onstru
tion of fake hits, 
aused by

large noise �u
tuations. On the other hand, it may 
ut out also hits due to parti
les,

degrading this way the e�
ien
y. A low SNR threshold allows for 100% e�
ien
y,

but may also allow noise �u
tuations to be 
onsidered as parti
le hits. The same logi


applies for the resolution. The spatial resolution of MAPS bene�ts from the 
harge

sharing between the adja
ent pixels, and the 
onse
utive appli
ation of a positioning

algorithm (se
tion 4.2.3). A tight 
ut on SNR will 
ut out pixels with a lower 
harge

sharing, redu
ing the a

ura
y of the positioning algorithms. On the other hand, a

loose SNR 
ut may allow noise �u
tuations to enter into the 
al
ulation, thus spoil

the hit's position re
onstru
tion. Therefore, the SNR thresholds should be sele
ted


arefully, in a

ordan
e with the spe
i�
 requirements of ea
h experiment. A high

SNR value, 
an yield simultaneously ex
ellent overall performan
e on e�
ien
y, fake

hit rate and spatial resolution.

The origins of the noise of a CMOS sensor 
an be generally divided in 2 main


ategories, the Fixed Pattern Noise (FPN) and the Temporal Noise (TN). The FPN

originates from non-uniformities of pixel response inside the pixels submatri
es. It 
an

be regarded as the o�set (or pedestal), whi
h needs to be subtra
ted from the pixel's

response in order to measure the signal.

The TN may arise from a variety of fa
tors. Its main sour
es are the shot noise, the

thermal noise or the 1/f noise [Deptu
h 02℄. Depending on the operation phase (reset,

integration or readout), di�eren
e sour
es may 
ontribute on the TN. This implies that

a separate noise analysis should be done for ea
h operation phase.

Noise during reset: This noise arises when the transistor M1 is open in order to

restore the Cd 
harge. Thus it appears in the 3T-like pixel designs. It 
an be

des
ribed by the equation that governs thermodynami
 �u
tuations:

V 2
n =

kT

Cd

(3.5)

where Vn is the potential of the noise, k is the Boltzmann 
onstant, T the tem-

perature and Cd the diode's 
apa
itan
e. It 
an be the dominant sour
e of TN.

Noise during integration: This is mainly the shot noise 
aused from the statisti
al

�u
tuations of the leakage 
urrent of the diode. Provided the readout is fast, the

shot noise 
ontribution gets marginal. It 
an be des
ribed by the equation:

V 2
n (tint) =

qileak

C2
d

tint (3.6)

where ileak is the leakage 
urrent and tint is the integration time.
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Noise during readout: During readout, the noise originates from the transistors M2

and M3, the sour
e follower 
urrent sour
e and the 
olumn swit
h, whi
h has a


olumn 
apa
itan
e C1. The noise 
ontribution of ea
h transistor is proportional

to

kT
C1

and is a fun
tion of their trans
ondu
tan
e, as well as of the output's


ondu
tan
e.

Correlated Double Sampling

A method to suppress the noise 
ontribution arising from some of the noise sour
es is

the Correlated Double Sampling (CDS). During the readout of the sensor, two samples

are taken. The �rst sample is subtra
ted from the se
ond in order to sear
h for possible

signals. It is a very e�
ient noise suppression pro
ess. Con
erning MAPS, it eliminates

the FPN and the reset noise, whi
h has a large 
ontribution to TN. It also redu
es the

1/f noise to some extent. In MAPS, the CDS 
an either be performed at the sensor

periphery or inside the pixels.

3.2.4 MAPS Readout

The typi
al time needed for the 
harge 
olle
tion by di�usion in a pixel is ∼ 100 ns
for an undepleted epitaxial layer. This sets an ultimate value for the time resolution

of these dete
tors whi
h, 
on
erning MAPS, is a
tually dominated by other aspe
ts.

These are the time needed to obtain the information from all the pixels of the sensor,

as well as the pixel o

upan
y.

Addressing sequentially the pixels and multiplexing their output in one single bus

was the �rst approa
h for the readout of the MAPS. The dis
rimination thresholds for

hit identi�
ation were set o�ine and 
ould be sele
ted spe
i�
ally for ea
h pixel. This

is a very e�
ient way to 
ompensate for the non uniformity of the pixel response. The

integration time is a fun
tion of the operational frequen
y of the bus, whi
h is typi
ally

∼ 50 MHz, and of the number of the pixels 
onne
ted to the bus line. This method is

very time 
onsuming for a real size sensor of ∼ 105 − 106
pixels. It is in the order of

magnitude of a millise
ond. For the needs of the VXD, this time should be de
reased

by two orders of magnitude. A se
ond major 
on
ern is the expe
ted high data �ow

(O(100) Gbits/s/cm2) that may set severe requirements on the data a
quisition system
(DAQ). The data sparsi�
ation should take pla
e as 
lose as possible to the sensing

pixels arrays.

An approa
h 
ould be to timestamp the hit and integrate the whole data sparsi-

�
ation fun
tionalities inside the pixel. This approa
h is followed with Hybrid Pixels

Sensors (HPS) used by LHC experiments but it 
annot be followed by a CMOS based

VXD for the ILC. Su
h a 
omplex signal pro
essing requires both NMOS and PMOS

transistors. As already mentioned, the n�wells that will be serve as the bulk for the

PMOS transistors will be
ome parasiti
 
harge 
olle
tion diodes. Moreover, the spa
e
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needed for the implementation of these 
ir
uits will lead to the in
rease of the pixel's

pit
h, thus degrading the single point resolution. Finally, large pixel density, whi
h

follows from their smallness, typi
ally 50 times smaller than HPS used at LHC, would

generate a large power dissipation.

A viable solution 
ould be to in
rease the readout speed of the pixels arrays and

integrate the data sparsi�
ation logi
 on the periphery of the sensor. A way to improve

the time resolution is to group the pixels in 
olumns that will be read in parallel.

This method is usually 
alled 
olumn parallel readout or rolling shutter mode and its

prin
iple is depi
ted by �gure 3.4. The lines are addressed to be read sequentially

by a shift register. The integration time is independent of the number of 
olumns,

sin
e ea
h 
olumn has its own bus line, and is a fun
tion only of the time to read

a pixel and the number of the pixels per 
olumn. The number of readout buses is

equal to the number of 
olumns of the sensor. That in a real size sensor (∼ 106
pixels,

∼ 1000 rows and ∼ 1000 
olumns) 
an be translated in a de
rease of O(103) in the

number of the pixels 
onne
ted to one bus line. This 
orresponds to a de
rease fa
tor

on the readout time of O(103). The sparsi�
ation will be provided by dis
riminators,

lo
ated at the bottom of ea
h 
olumn and being 
ommon for all the pixels of a 
olumn.

However, the on 
hip data sparsi�
ation requires more in-pixel fun
tionalities, whi
h

in
rease the time needed to read a pixel. The pixels feature di�eren
es in the level of

the FPN in the same order of magnitude as the generated signal. So in order to apply

a 
ommon dis
riminator threshold for all the pixels in one 
olumn, an in-pixel CDS

is mandatory. More information 
on
erning ar
hite
tures featuring in-pixel CDS 
an

be found in [Dorokhov 06℄, [Degerli 05℄. For this purpose, more than one 
lo
k 
y
le

is required to read a pixel. Finally, an additional advantage of the 
olumn parallel

readout is the power e�e
tiveness. Only the line that is a
tually being read needs to

be a
tive. This fa
t redu
es the power dissipated by the pixel array by two or three

orders of magnitude 
ompared to alternative approa
hes (e.g. in pixel sparsi�
ation)

requiring ea
h pixel to be 
ontinuously a
tivated.

3.2.5 General Performan
e

More than 25 prototypes of the MIMOSA series have been produ
ed sin
e 10 years. The

proof of prin
iple of the MIMOSA sensors for 
harged parti
le tra
king has been fully

demonstrated. Several prototypes have been manufa
tured with di�erent fabri
ation

pro
esses, featuring di�erent epitaxial layer thi
knesses and/or feature size. Moreover,

they had various pixel pit
hes and designs. They have been extensively assessed in lab

and beam tests. The tests in
luded sensors irradiated at di�erent level of radiation

doses or neutron �uxes, 
arried out usually at room (up to 400C) or slightly negative

temperatures.

With sensors delivering analog output, the 
olle
ted signal and the pixel noise 
an

be measured dire
tly. Taking into a

ount the very thin epitaxial layer and the 
harge
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Fig. 3.4: The prin
iple of 
olumn parallel readout [Baudot 10℄.

sharing, the signal 
olle
ted by the seed pixel (see sub�se
tion 4.2.3) amounts to few

hundreds of ele
trons (usually 200�300). On the other hand, the observed pixel noise

is ∼ 10e− at 200C. That means that a value for the SNR of the seed pixel of ∼20�30

an be a
hieved. Su
h an SNR value 
an be translated to ∼ 100 % e�
ien
y, with an

average fake hit rate per pixel staying below 10−4
.

The spatial resolution depends on the pixel pit
h and of 
ourse on the data output

mode, analog or digital. For analog sensors it in
reases, roughly linearly, from ≤ 1 µm
for a 10 µm pit
h to ∼ 3 µm for a 40 µm pit
h. These values are a
hieved using the

non-linear η positioning algorithm (see se
tion 4.2.3), whi
h takes advantage from dis-

tribution of the signal 
harge over several pixels. It allows for a �ner spatial resolution

than the one expe
ted from the binary positioning algorithm (see sub�se
tion 4.2.3).

For a binary output, a resolution of . 3 µm for a pit
h of ∼ 15 µm 
an be a
hieved.

Ionising radiation leads to an in
rease of the diode's leakage 
urrent, whi
h may

deteriorate signi�
antly the noise performan
e of the sensor. A radiation toleran
e
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for doses up to 1MRad has been a
hieved, assuming a moderate 
ooling. It 
ould be

substantially improved by moving to a smaller feature size pro
ess, be
ause the latter

provides a thinner gate oxide.

The toleran
e to non�ionising radiation depends strongly on the pixel's pit
h. Sen-

sors with a pit
h of 10 µm 
an stand a �ux of 1013 neq/cm2
. It de
reases down to

2 × 1012 neq/cm2
for 20 µm pit
h, see [Deveaux 08a℄. Sensors featuring a small pixel

pit
h, due to the smaller average path of the 
harge 
arriers before being 
olle
ted,

lose less 
harge by trapping. They are thus more tolerant to non�ionising radiation.

Regarding the radiation environment of the ILC experiments, present MAPS already

exhibit a satisfa
tory performan
e. The toleran
e to non�ionising radiation will be

dramati
ally improved for sensors featuring a high resistivity epitaxial layer. A very

detailed study on the radiation damage on MAPS 
an be found in [Deveaux 08b℄.

3.3 MIMOSA 26

Reti
le size analog output sensors, with a pixel pit
h of O(10 µm), are limited to a

readout speed of ∼ 1 ms. This value is de�nitely inadequate for the ILD VXD readout

time needs. The speed should be improved by 2 orders of magnitude to 
omply with

the o

upan
y expe
ted on the VXD inner layers. Su
h a dramati
 improvement 
an

be obtained by passing from analog to digital sensors where the pixels are grouped in


olumns and being read in parallel.

3.3.1 R&D Framework

The R&D for MIMOSA 26 was performed inside the framework of the European

Union's EUDET program [EUDET ℄, whi
h aimed to provide infrastru
ture 
on
erning

the R&D for the ILC dete
tors. MIMOSA 26 was designed to equip the referen
e

planes of the EUDET beam teles
ope, depi
ted in �gure 3.5. The teles
ope 
onsists of

two arms with three planes of two MIMOSA 26 sensors ea
h. MIMOSA 26 provides

also the baseline ar
hite
ture for the sensor foreseen for the STAR ([Szeleniak 08℄)

Heavy Flavour Tra
ker (HFT) upgrade. IN STAR HFT, it will be the �rst time that a

MIMOSA sensor will be used in a 
ollider experiment. First physi
s results are expe
ted

inside 2012. The ILD running 
onstraints, espe
ially of the VXD inner layers, 
all for a

faster sensor. In the remaining part of the 
hapter, having MIMOSA 26 as a baseline,

we will dis
uss the plans for the development of CMOS sensors suitable for the vertex

dete
tor of the ILD.
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Fig. 3.5: The EUDET beam teles
ope. It 
onsists of two arms ea
h made of three planes of

two MIMOSA 26 sensors. The Dete
tor Under Test (DUT) is pla
ed between the

two referen
e planes (see sub�se
tion 4.1.2 for beam teles
opes general des
ription).

3.3.2 Earlier prototypes

The �rst prototype of this readout s
heme is MIMOSA-8, fabri
ated in the TSMC

0.25 µm te
hnology featuring. 7 µm epitaxial layer thi
kness. It 
onsists of 32 
olumns.

Out of them, 24 end with a dis
riminator in order to provide digital output. The

remaining 8 
olumns have analog output for test purposes. It features in-pixel pream-

pli�
ation and CDS. The sensor was tested at the DESY beam test fa
ility, that o�ers

a 5 GeV e− beam. The Equivalent Noise Charge (ENC) after CDS was found below

15 e−. The measured dete
tion e�
ien
y was 99.3± 0.1 % for an average fake hit rate

per pixel of ∼ 10−3
. The resolution was measured at the 120 GeV pion beam at the

CERN-SPS, and was found ∼ 7 − 8 µm, 
ompatible with the binary resolution (see

sub�se
tion 4.2.3) expe
ted from the pit
h (25 µm). The out
ome of the tests was the

validation of the pixel design, but also the ne
essity to move to a pro
ess that o�ers

thi
ker epitaxial layer, mainly in order to obtain better dete
tion e�
ien
y and spatial

resolution. The exploration of fabri
ation pro
esses with several MIMOSA prototypes

(for example MIMOSA 9, 11, 14) 
on
luded that AMS 0.35 µm was the most suitable

te
hnology (by that time) for 
harged parti
le tra
king. The MIMOSA 16 sensor is

the full translation of MIMOSA 8 to AMS 0.35 µm. The test beam of the sensor took

pla
e with a 180 GeV pion beam at the CERN�SPS. The measured dete
tion e�
ien
y

was ∼ 99.8 % for an average fake hit rate per pixel below 10−5
. The spatial resolution

was ∼ 5 − 6 µm. MIMOSA 22 and its more radiation tolerant variant, 22bis, are the

�nal prototypes of this R&D line. A detailed des
ription of MIMOSA 22 / 22bis and

full test beam data's analysis of MIMOSA 22bis will follow in the next 
hapter.
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3.3.3 Sensor Des
ription

MIMOSA 26 is the �rst full s
ale digital sensor of the MIMOSA series with integrated

signal pro
essing. It adopts the optimal pixel design of MIMOSA 22 / 22bis 
ombined

with the zero suppression 
hip SUZE-02, that performs on line data sparsi�
ation.

Fabri
ated in the AMS 0.35 µm te
hnology, it 
onsists of 576 rows and 1152 
olumns

resulting in a sensitive area of ∼ 2 cm2
(�gure 3.6). The pixel pit
h is 18.4 µm. Column

parallel readout and a nominal operation frequen
y of 80 MHz ensure an integration

time of 115.2 µs. The maximum operational frequen
y rea
hed is 115 MHz, meaning

that the integration time 
an shortened to ∼ 80 µs. The signal is ampli�ed by a

preampli�
ation stage and then undergoes the CDS stage. Both are performed in�pixel.

This allows to digitise the signal using 
olumn level dis
riminators. A se
ond double

sampling takes pla
e at 
olumn level in order to 
ompensate for the FPN (see sub�

se
tion 3.2.3). Finally, the output is pipelined to the zero suppression 
ir
uit integrated

on the 
hip. For test purposes the 
hip in
orporates also an analogue output o�ering

a

ess to the pixel response at redu
ed readout speed. The pixel signals are therefore

in�uen
ed by a larger integrated leakage 
urrent in this 
ase. The ina
tive part of the


hip is 
onstituted by the following areas: the 200 µm wide top band that serves only

for test purposes, and 
ould be removed in view of the material budget minimisation

for a vertex dete
tor; at the 
hip bottom there is a 3 mm zone for the dis
riminators,

the zero suppression 
ir
uit and the slow 
ontrol; �nally the 300 µm wide side band

that performs the row steering, whi
h 
ould also be moved at the 
hip bottom in a

fabri
ation pro
ess that o�ers more metal layers than the AMS 0.35 µm te
hnology.

3.3.4 On Chip Data Sparsi�
ation

Fast readout vertex dete
tors have typi
ally high data �ow. In order to better handle

the data, and relax the requirements of the DAQ, it is desirable to sparsify the data

as 
lose as possible to the signal sensing. The best option would be to integrate the

zero suppression 
ir
uit on the sensor itself. CMOS te
hnology allows that. The zero

suppression 
ir
uit of MIMOSA 26, SUZE 02, is fabri
ated with the same pro
ess as

the sensing part, hen
e integrated on the same 
hip. It takes as input the output

of the dis
riminators and sear
hes for �red pixels row by row, using a sparse data

s
an algorithm [Himmi 09℄. It 
an handle up to 9 hits per row. This number is


onsistent with the estimated hit density foreseen for EUDET and STAR appli
ations.

The information is stored in a 96 kbit memory splitted in two bu�ers, allowing for


ontinuous readout. The data suppression level is between 10 and 1000, depending on

the o

upan
y.
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Fig. 3.6: Layout of the MIMOSA 26 sensor.

3.3.5 Performan
e

The sensor was extensively tested in the laboratory and in beam tests. In laboratory,

using a

55Fe sour
e for 
alibration, it was possible to measure the ENC. It was found

∼ 12 − 13e− when the sensor was operated at 80 MHz 
lo
k frequen
y. MIMOSA 26

was tested in beam at CERN�SPS, exposed to 120 GeV π−
. It exhibited a dete
tion

e�
ien
y of ∼ 99.5% for an average fake hit rate ≤ 10−4
per pixel and a spatial

resolution of ∼ 3.5µm (�gure 3.7). The exhibited performan
e are 
onsidered adequate

for the EUDET and STAR appli
ations.

3.4 A Vertex Dete
tor for ILD based on MAPS

In this se
tion we will propose a possible 
on�guration for the VXD based on MAPS.

We are going to assume a double layers geometry and MIMOSA 26 as the baseline

sensor ar
hite
ture. Spe
ial 
are should be given to the integration of the MAPS on

the VXD system. This is 
ru
ial in order to preserve the sensor's performan
e. More-

over, exploiting innovative integration te
hniques 
an further improve the dete
tor's

performan
e itself. Sin
e some of the requirements for the inner layer are di�erent

from those for the outer layers, separate approa
hes will be followed.
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Fig. 3.7: MIMOSA 26 sensor dete
tion e�
ien
y (bla
k line), spatial resolution (red) and

fake hit rate (blue) as a fun
tion of the dis
riminator thresholds in units of mV.
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3.4.1 Integration Issues

The sensors have to be integrated in a dete
tor system in order to form a fun
tional

vertex dete
tor. The integration framework 
overs all the ne
essary servi
es: the me-


hani
al support stru
ture of the sensors, the 
abling that will 
arry the data and

provide the ne
essary ele
tri
 power and steering signals, the 
ooling issues, et
. The


hallenge is to 
onstru
t a fun
tional dete
tor, that will provide the required me
hani-


al stability with the minimum additional material. This is 
ru
ial in order to preserve

the ex
ellent sensor's performan
e. In the VXD the sensors will be mounted on ladders,

whi
h will be arranged following 
ylindri
al symmetry. The integration te
hniques that

will exploit the double sided layers of the VXD05 geometry in order to improve the

dete
tor's performan
e will be presented in the following se
tions.

PLUME

The PLUME 
ollaboration (stands for Pixelated Ladder using Ultra�light Material

Embedding) has been set up with the obje
tive to study the feasibility and the bene-

�ts of light ladders equipped on both sides with sensors, a

ording to the double layers

VXD geometry (VXD05 design). The layout of the PLUME ladder is illustrated in

�gure 3.8. The me
hani
al support of the ladder is made of 2 mm sili
on 
arbide foam

featuring a density of 4�8%. Two kapton�metal �ex 
ables are glued on ea
h side of the

support. The sensors are bonded on top of the �ex 
able. The �ex 
ables transfer the

output data from the sensors and provide all the ne
essary servi
es to them. PLUME

ladders are designed to be 
ompatible with thinned sensors of di�erent te
hnologies.

The �rst 
omplete prototype, equipped with 6 thinned MIMOSA 26 sensors on ea
h

side was fabri
ated in 2011, featuring a 
ross�se
tional material budget of ∼ 0.6 % X0.

The target value of the total material budget is ∼ 0.3% X0. It motivates the realisa-

tion of the next prototype, to 
ome out in 2012. The material budget estimation for

ea
h 
omponent is summarised in table 3.3. The two di�erent values stated for ea
h


omponent 
orrespond to a rather aggressive, or a more 
onservative estimation.

Layer thi
kness (µm) budget (%)X0

SiC foam (4�8%) 2 × 103
0.092�0.184

sensor 35�50 0.037�0.053

metal 10�20 0.007�0.014

kapton 20�50 0.007-0.018

total 0.232�0.392

Tab. 3.3: Thi
kness and material budget estimation for ea
h 
omponent of the PLUME

ladder.
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Fig. 3.8: The layout of the PLUME double sided ladder.

The PLUME proje
t intends to investigate added values of the double sided ladders.

The hits generated on the two sides by a traversing parti
le 
ould be 
orrelated to


onstru
t a minive
tor. This is expe
ted to improve the hit-tra
k mat
hing e�
ien
y,

resulting in an improved spatial resolution. The improvement is expe
ted to be more

pronoun
ed for shallow angle tra
ks. As it will be des
ribed in the se
tion 3.4.3, the

hit 
orrelation 
an provide a signi�
antly better time resolution.

The 
ollaboration intends to investigate the following issues 
on
erning the integra-

tion and fun
tionality of the double sided light ladders for the ILD.

� The operation of the power pulsing in the 3.5 T magneti
 �eld and the resulting

Lorentz for
es in order to preserve the impa
t parameter resolution.

� The heat dissipation on the ladder and the 
omplian
e with air �ow 
ooling.

� The e�e
t on resolution of possible vibrations due to the air �ow 
ooling.

� The position a

ura
y of the sensors on the ladder in view of an e�e
tive align-

ment.

Alignment Studies

In order to maintain the high impa
t parameter resolution required by the ILD physi
s

goals a very e�
ient alignment of the vertex dete
tor should be performed. The po-

sitioning of the ladders should be a

urate enough to fully exploit the intrinsi
 reso-

lution of the sensors. For this purpose, an infrastru
ture that will allow the study of

the alignment of multiple ladders is under 
onstru
tion within the EU FP7 program

AIDA ([AIDA ℄). It is 
omposed of a Large Area beam Teles
ope (LAT) and of a
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Fig. 3.9: The beam test infrastru
ture provided within the AIDA framework aiming to in-

vestigate the alignment issues on vertex dete
tors.

ladder box 
alled AID (standing for Alignment Investigation Devi
e). It is illustrated

in �gure 3.9. The AID box will 
ontain 3 
onse
utive pairs of ladders (whi
h 
ould

be PLUME ladders or other 
on
epts), being like a φ se
tor of a vertex dete
tor. A

target 
ould be pla
ed in front of the box, allowing to study the vertex re
onstru
tion


apabilities.

Stit
hing

In the modern industrial CMOS pro
esses the photomask is proje
ted on a small area

of the sili
on wafer, 
alled reti
le. Thus the maximum available size of a CMOS sensor

is restri
ted to the reti
le size, whi
h amounts to a few cm2
. The length of a VXD

ladder rea
hes 12.5 
m, whi
h means that several sensors should be mounted on the

same ladder. Individual mounting of sensors implies inevitably dead areas between

them. A way to over
ome this problem is o�ered by stit
hing. The stit
hing is the

repli
ation of the same sensor on a single wafer without insensitive area in between

them. Postpro
essing allows to 
onne
t the repli
as in order to form a single integrated


ir
uit.

Stit
hing o�ers a number of advantages; the dead zones between the sensors 
an

be eliminated; the me
hani
al rigidity of a large single obje
t is higher than separate

sensors put together, eventually resulting in the minimisation of the sti�ening material

- the sili
on 
arbide foam in the 
ase of PLUME. Furthermore, if sensors with the size

of the VXD ladder are produ
ed, the material budget of the �ex 
able will de
rease

signi�
antly. Last but not least, stit
hed sensors are already aligned with respe
t to

ea
h other. So the whole ladder 
an be 
onsidered as one module for the alignment

pro
edure. Alternatively, individually mounted sensors on a ladder 
ould introdu
e a



84 3. A Proposed CMOS Based Vertex Dete
tor

degree of misalignment. Ea
h sensor has to be 
onsidered as an independent module.

The in
reased number of modules makes the alignment task more 
hallenging and


omplex.

Despite the aforementioned bene�ts, the de
ision for the use of the industrial stit
h-

ing will depend on the fabri
ation yield, whi
h should be well above 90%. Currently

the yeld ranges from 60 to 90%, values that 
onstitute a showstopper for its use. So

the 
urrent status favors the individual mounting of the sensors on the ladder. Investi-

gation on the di
ing te
hniques is going on, aiming at redu
ing the dead zones around

the sensors. Depending on the out
ome of these investigations, sets of 2 or 3 stit
hed

sensors may form the optimal solution.

3.4.2 Exploration of High Resistivity Epitaxial Layers

Re
ently, CMOS 
hips featuring a high resistivity (& 400Ω ·cm) epitaxial layer be
ame
available. By applying standard CMOS voltages to the sensing pn jun
tion, a few µm
deep depletion area is 
reated below the diode, instead of a fra
tion of mi
ron in 
ase of

low resistivity. Figure 3.10 illustrates the simulation's results of [Dorokhov 10℄ showing

the amplitude of the depleted region 
reated beneath the diode in a high resistivity

(1kΩ · cm) epitaxial layer MAPS. The average path length of the 
harge 
arriers is

shorter, resulting in a faster 
harge 
olle
tion and enhan
ed CCE, as well as in a sub-

stantial improvement of the non-ionising radiation toleran
e. Table 3.4 demonstrates

the enhan
ement in CCE for MIMOSA 26 sensors fabri
ated in high resistivity epi-

taxial layers of di�erent thi
knesses 
ompared to the standard one. This te
hnology

is presently under study. It seems very promising for improving the performan
e of

CMOS sensors, eventually paving the way to new appli
ations.

Epi-layer resistivity Ω · cm thi
kness µm seed (%) 2 × 2 (%) 3 × 3 (%)

Standard ∼ 10 14 21 54 71

400 10 36 85 95

400 15 31 78 91

400 20 22 57 76

Tab. 3.4: CCE for MIMOSA 26 sensors with standard and high resistivity epitaxial layers of

di�erent thi
knesses for the seed pixel, 2× 2 and 3× 3 pixel 
lusters [Hu-Guo 10℄.

3.4.3 Design of the Innermost Layer

The major 
hallenge for the inner double layer is the high o

upan
y indu
ed by pair

ba
kground hits. O

upan
y higher than 1 − 2 % is not a

eptable. To 
ope with the
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Fig. 3.10: Simulation results from [Dorokhov 10℄ showing the depleted region 
reated

around the diode in a high resistivity (1kΩ · cm) epitaxial layer MAPS.

o

upan
y, one has to perform a fast sensor readout (∼ 25 µs). Of 
ourse, it is 
ru
ial to
preserve the very high spatial resolution. These are somehow 
on�i
ting requirements

sin
e �ne spatial resolution requires a highly segmented sensor. On the other hand,

assuming a 
olumn parallel readout, high segmentation means a big number of pixels

per 
olumn thus slower readout. One 
ould suggest as a solution the repla
ement of the

dis
riminators with few bit Analog to Digital Converters (ADCs), whi
h 
an preserve

spatial resolution while allowing for a larger pixel pit
h. This approa
h is not viable:

lets 
onsider the two following 
ases. In the �rst 
ase, one in
reases the pixel pit
h,

whi
h will naturally lead the signal 
harge to be shared between fewer pixels. This will

end up to a degradation of the spatial resolution. This will happen be
ause in order to

exploit the ADCs, 
harge sharing between few pixels is required. The redu
ed 
harge
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sharing between pixels, will lead to redu
ed a

ura
y of the position re
onstru
tion

algorithms. And this is something we do not want to happen, espe
ially at the inner

layers of the VXD. In the se
ond 
ase, we assume that even though the pixel pit
h

is in
reased, the 
luster multipli
ity remains the same, thus the spatial resolution is

preserved. In this 
ase, we have failed in our initial motivation, the de
rease of the pixel

o

upan
y. O

upan
y means the per
entage of pixels �ring in one event. In
reasing

the pixel pit
h means that the total number of pixels is de
reased. Then, if the 
luster

multipli
ity remains un
hanged, the per
entage of pixels �ring in one event in
reases.

Therefore, even if the time resolution is improved this way, this approa
h will �nally

lead us to the same o

upan
y.

Moreover, we should 
onsider other trade�o�s of this approa
h. In general, an

ADC has in
reased power 
onsumption 
ompared to a dis
riminator. However the

in
reased power 
onsumption 
ould be 
ompensated by the smaller number of 
olumns

per sensor that 
an o�er an ADC - large pixels approa
h. Another important aspe
t

is the material budget minimisation. The ADCs would lead to a bigger insensitive

area, thus additional material budget. The innermost layer of the VXD is the part of

the dete
tor that is 
losest to the IP, hen
e the minimisation of the material is 
ru
ial

for the overall dete
tor performan
e. Anyway, deep submi
ron CMOS te
hnology 
an

improve signi�
antly the speed - power dissipation - material budget performan
e of

ADCs. Last but not least, it should be stressed that the design featuring dis
riminators

is mu
h less 
omplex to implement than the one with ADCs. ADCs restri
ted, at one

dimension, to the pixel pit
h size is an innovative te
hnique, therefore their realisation

is a very 
hallenging task from the te
hni
al point of view.

Having in mind the aforementioned 
onsiderations, a viable approa
h 
ould be the

following. The innermost layer 
ould be equipped with sensors adopting the MIMOSA

26 readout ar
hite
ture, providing binary output. Starting from the minimum integra-

tion time of MIMOSA 26 whi
h is ∼ 80 µs we 
an go down to ∼ 40 µs by performing

the readout from both sides of the 
olumns. This means that the layout illustrated

in �gure 3.6 should be modi�ed. An insensitive band o

upied by the 
olumn level

dis
riminators, zero suppression et
, should be added at the top of the 
hip. This way

the length of the 
olumns will be divided by a fa
tor of 2. With the 
olumn parallel

readout, the integration time is proportional to the number of pixels in the 
olumn, so

it will be also redu
ed by a fa
tor of 2. This approa
h will however lead to an in
rease

of the insensitive area o

upied by the readout and data sparsi�
ation 
ir
uits on the

bottom and top of the sensor. Moving to deep submi
ron pro
esses (≤ 18 µm) will al-

low us to suppress the insensitive area by a fa
tor of 25 to 50%. Moreover, the smaller


apa
itan
e of the metal lines 
an allow us to in
rease the operational frequen
y whi
h

will also bene�t the readout speed.

The time resolution performan
e shall be improved substantially by taking ad-

vantage of the aforementioned double sided stru
ture of the ladder. One side will
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be equipped with highly segmented square pixels aiming for high spatial resolution,

while on the other side the pixels will be elongated in the 
olumn dire
tion aiming for

high time resolution (�gure 3.11). Equipping the innermost side with square pixels of

∼ 15µm pit
h and binary readout 
an provide the desired . 3µm spatial resolution.

A 
ru
ial step here is to implement the MIMOSA 26 pixel ar
hite
ture from a pit
h of

18.4 µm to ∼ 15µm. Deep submi
ron pro
esses 
an make that feasible.

Fig. 3.11: Stru
ture of the double sided ladder for the innermost layer.

On the other side, the sensors will have pixels elongated in the 
olumn dire
tion.

A pit
h in
rease by a fa
tor of 4 in this dire
tion results in a subsequent redu
tion

of the number of pixels per 
olumn, and thus the integration time is also redu
ed by

the same fa
tor. The key point of this design is that hits generated on both, ∼ 2mm
distant, sides of a ladder by traversing parti
les 
an be 
orrelated, as was dis
ussed in

the se
tion 3.4.1. Thus one 
ould timestamp the tra
ks. This 
an be 
ru
ial during

re
onstru
tion, sin
e it is expe
ted to suppress the 
ombinatorial ba
kground. The

sensors equipped with elongated pixels, aiming for high time resolution, are 
alled

AROM

‖
.

A 
riti
al aspe
t of the elongated pixels design, is the CCE. In the 
olumn dire
tion,

the spa
ing between 
olle
ting diodes will be 4 times bigger than in the row dire
tion.

The danger is that a signi�
ant part of the 
harge will be lost due to re
ombination.

This point has started to be attentively studied in beam tests, with prototype sensors

featuring elongated pixels. We are going to quote results obtained with the MIMOSA

22�AHR sensor, whi
h has a submatrix equipped with elongated pixels with pit
h

dimensions of 18.4 µm×73.2 µm. This sensor was manufa
tured with the AMS 0.35 µm
pro
ess, featuring a relatively high resistivity (400 Ω · cm) epitaxial layer of 15 µm
thi
kness. The obtained MPV of the Landau distribution of the SNR was 29.6 ± 0.3.

‖
Stands for A

elerated Read�Out Mimosa sensors
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This SNR value 
an ensure us that the potential loss due to re
ombination of the 
harge


arriers generated by an impinging parti
le is not signi�
ant. For the next beam tests


ampaigns, it is planned to study sensors with elongated pixels having more than one


olle
ting diode, as well as sensors where the diodes are pla
ed in a staggered geometry.

The MIMOSA 30, fabri
ated during the last quarter of 2011, is a prototype sensor

aiming to demonstrate the feasibility of the realisation of the VXD inner layer sensors.

It was manufa
tured in the AMS 0.35 µm pro
ess, featuring a high resistivity epitaxial

layer. It 
onsists of two parts; the �rst, the high spatial resolution one, is equipped

with square pixels of 16 µm pit
h; the se
ond part, the timestamping one, is equipped

with elongated pixels of 16 × 64 µm2
. The CDS takes pla
e in�pixel. The pixel

matri
es are read with a double sided 
olumn parallel readout. Ea
h 
olumn ends with

a dis
riminator, providing this way digitised output. The expe
ted performan
e for

the �rst part of MIMOSA 30 is a spatial resolution of < 3 µm and a readout time of

. 50 µs; while for the se
ond part, the expe
ted spatial and time resolution are ∼ 6 µm
and ∼ 10 µs respe
tively. The sensor is going to be tested in beam (CERN�SPS) during

the summer of 2012.

3.4.4 Design of the Outer Layers

The pair ba
kground de
reases exponentially as a fun
tion of the distan
e from the

IP. The o

upan
y of the outer layers of the vertex dete
tor is expe
ted to be lower,


ompared to the innermost one, by 1 and 2 orders of magnitude for the se
ond and

the third layer respe
tively. This means that the requirements on readout time are

less severe. A sensor integration time of 100 µs is 
onsidered adequate. Here, the main

goal of the optimisation is to de
rease the power dissipation. This is motivated by the

relatively large surfa
e to equip. Power dissipation is proportional to the number of


olumns of the sensor. It is not a�e
ted by the number of pixels in ea
h 
olumn. Hen
e

a possibility would be to de
rease the number of 
olumns by in
reasing the pixel pit
h.

Of 
ourse, the high spatial resolution should be maintained. A pixel pit
h of 35 µm
equipped with a 3�4 bits ADC per 
olumn 
an provide a spatial resolution ∼ 3− 4 µm
whi
h satis�es the vertex dete
tor requirements. This value for the resolution is an

assumption, stemming from extrapolated results from tests of di�erent sensors, see

table 3.5. The fabri
ation and test of a sensor with su
h features is under way.

The power 
onsumption of one 
olumn of MIMOSA 26 is 520 µW. If the 
olumn

ends with a 3�4 bits ADC the estimated 
onsumption is expe
ted to stay below 1

mW. Considering the size of the pixel matri
es of the sensors for both the inner and

the outer layers, and taking into a

ount their peripheral 
ir
uitry, we 
an 
al
ulate

the instantaneous power dissipation of the whole VXD. It would amount to . 900
W. These 
al
ulations are based on sensors fabri
ated in 0.35 µm pro
ess. Moving

to a smaller feature size te
hnology (≤ 0.18 µm), is expe
ted to further de
rease the

power 
onsumption due to the lower voltages used. Table 3.6 summarises the estimated
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Pit
h (µm) 20 20 30 35 40

Number of bits 12 4 12 4 12

epi�layer low�res low�res low�res high�res low�res

σs.p(µm) 1.5 1.7 2.1 ≤ 4 (extrapolated) 3

Tab. 3.5: Measured and 
al
ulated single point resolution as a fun
tion of the pixel pit
h,

the ADC en
oding and the resistivity of the epitaxial layer.

instantaneous power dissipation of the whole VXD and ea
h layer separately, assuming

it is equipped with sensors fabri
ated in 0.18 µm te
hnology. The full VXD power

dissipation is estimated to be . 700 W.

The ILC beam stru
ture (see se
tion 2.1.2) allows to adopt the power 
y
ling 
on-


ept in order to redu
e the average power 
onsumption of the VXD. The pixels 
an be

swit
hed o� at the time interval between two bun
h trains. Con
erning the elements

of the peripheral 
ir
uitry, all of them 
an be swit
hed o�, with the ex
eptions of the

dis
riminators/ADCs and the bias DAC (Digital to Analog Converter). Assuming a

duty 
y
le of ≤ 2 %, the estimated average power 
onsumption of the full VXD will be

. 15 W.

The estimated values for the power dissipation allow for an air �ow 
ooling with low


ir
ulation speed. The bene�ts for the VXD design arising from this fa
t are mostly the

two following: �rst, the 
omplexity and additional material budget of a liquid 
ooling

system is avoided. Se
ond, the air �ow 
ould 
ause vibrations of the ladders, whi
h are

suspe
tible to degrade the spatial resolution. The lower the intensity of the air �ow,

the smaller the vibrations that the ladders have to withstand.

A prototype sensor, aiming to equip the outer layers of the VXD, is MIMOSA 31.

It was fabri
ated during the last quarter of 2011. It 
onsists of 48 
olumns of 64 pixels,

having a pit
h of 35 × 35 µm2
. Ea
h 
olumn ends with a 4�bits ADC. The expe
ted

spatial resolution is ∼ 3.5 µm. The size of the prototype 
hip is the 1/10 of the size of

the sensor foreseen (maybe) to equip the VXD. The sensor is planned to be exposed

to the DESY e− beam during the �rst quarter of 2013.

3.4.5 Summary

In this 
hapter we have addressed the possibility to realise a vertex dete
tor for the ILD

based on planar CMOS sensors. The physi
s goals of the experiment 
all for a VXD

equipped with ultra light and highly segmented sensors, while its running 
onditions

require a swift readout for the inner layers and a moderate radiation toleran
e. CMOS

sensors, with their genuinely very small feature size and very low material budget,

naturally be
ome a very promising 
andidate. The main 
hallenge they are fa
ing is

to realise a fast readout for the inner layers, while preserving their other performan
e.
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The optimisation pro
edure is not an easy task, sin
e the aforementioned requirements

are often 
on�i
ting: sensors with small pixel pit
h o�er optimal performan
e in spatial

resolution and radiation toleran
e, while by enlarging the pit
h, one 
an improve the

time resolution and redu
e the power dissipation.

The above statement, 
ombined with the substantially di�erent running 
onstraints

on the inner and the outer layers of the VXD, led us to follow a separate optimisation

pro
edure for the inner and the outer layers. For the inner layers, the main goal is to

rea
h a time resolution of O(10 µs), while the spatial resolution should by any means

remain . 3 µm. The proposed solution is taking pro�t of the double sided stru
ture of

the ladders; the �rst side is optimised for high spatial resolution; on the se
ond side,

the spatial resolution in one 
oordinate is sa
ri�
ed, in order to time stamp the hit.

An intensive R&D e�ort to study this approa
h has already started, and even with

the present status, a spatial resolution of . 3 µm and a time resolution of . 10 µs
seem within rea
h. Con
erning the outer layers, the target is the minimisation of the

power dissipation. This 
an be a

omplished using sensors with a large, ∼ 35 µm, pixel

pit
h. Repla
ing the dis
riminators with few bits ADCs, a spatial resolution ∼ 3.5 µm

an be a
hieved. The feedba
k from the test beam 
ampaigns of MIMOSA 30 and 31

sensors will be valuable in our e�orts to design a VXD for the ILC, based on CMOS

te
hnology.

The table 3.6 summarises the required sensor performan
e for the CMOS based

VXD. The sensor performan
e may be improved substantially in the future, bene�ting

from the progress of the industrial CMOS pro
esses (smaller feature size). Finally,

the importan
e of the integration te
hniques in preserving, or even improving the

sensor performan
e, should be underlined. As a 
on
luding remark, we should stress

that moving from planar CMOS te
hnologies to 3D integration te
hniques may bring

striking improvements to the overall sensor performan
e.

Layer Radius spatial resolution Output time resolution Pinst

(mm) (µm) (µs) (W)

DL1 16-18 ≤ 3 binary 10 ∼ 300
DL2 37-39 ∼ 3 − 4 3�4 bits ADC 100 ∼ 150
DL3 58-60 ∼ 3 − 4 3�4 bits ADC 100 ∼ 250
Total . 700

Tab. 3.6: Sensor performan
e requirements of a CMOS based VXD adopting the double

layers geometry. Sensors assumed to be fabri
ated in a 0.18µm pro
ess.
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Test Beam Analyses of the MIMOSA 22bis and MIMOSA 24

Prototype Sensors

Sin
e 1998, when the idea to use CMOS sensors for high pre
ision tra
king dete
tors

emerged at IPHC Strasbourg, numerous prototypes of MIMOSA pixel sensors have

been fabri
ated and tested. The main goal of the �rst MIMOSA sensors was the estab-

lishment of the proof of prin
iple that the CMOS te
hnology 
ould be used for HEP

appli
ations. After this primary goal was a
hieved, the optimisation pro
edure was

initiated. Several other prototypes have been realised and tested, exploring di�erent

CMOS fabri
ation pro
esses and sensor ar
hite
tures.

A series of tests are 
ondu
ted with ea
h prototype, in order to evaluate its per-

forman
e. The testing of the prototypes in
ludes tests with light sour
es, radioa
tive

sour
es and high energy parti
le beams. Sin
e the goal is to develop high pre
ision

tra
kers, the measurement of the tra
king performan
e of the prototype is a 
ru
ial

step. In order to make these measurements, the sensor is exposed to a high energy par-

ti
le beam. This pro
edure is 
alled test beam, and usually takes pla
e at an a

elerator

fa
ility whi
h provides the parti
le beam.

The pro
edure of a typi
al CMOS test beam is the following: the prototype, whi
h

is 
alled the DUT (Devi
e Under Test), is mounted on a beam teles
ope, whi
h re
on-

stru
ts the beam parti
le tra
ks. The beam teles
ope is a dete
tor formed by several

planes of well tested sili
on sensors. It provides a very a

urate tra
k interpolation on

the DUT surfa
e, and then mat
hed with the hits on the DUT. The mat
hing pro
e-

dure allows for the extra
tion of the DUT spatial resolution, the tra
king e�
ien
y and

the fake hit rate. Other important goals of a test beam is to measure the 
harge 
olle
-

tion on the seed pixel and the 
luster, the SNR (see sub�se
tion 3.2.2) and the 
luster

91
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multipli
ity. The above 
on
epts will be introdu
ed in the following se
tions. In this


hapter, we are going to analyse the test beam data of the MIMOSA 22bis (se
tion 4.3)

and MIMOSA 24 (se
tion 4.4) sensors. MIMOSA 22bis is a real s
ale (∼ 79× 103
pix-

els) swift readout digital sensor. Its main purpose was the development of a proper

ampli�
ation s
heme working together with in pixel CDS (see sub�se
tion 3.2.3), ex-

hibiting low noise and being radiation tolerant, but as well to validate the 
olumn

parallel readout ar
hite
ture with integrated dis
riminators. MIMOSA 24 is an analog

sensor. Its main goal was the evaluation of a new fabri
ation pro
ess, XFAB 0.35 µm.

But �rst we will pro
eed to a brief des
ription of the experimental setup and the data

analysis framework.

4.1 Experimental Setup

4.1.1 SPS Test Beam Fa
ility

The test beam 
ampaigns examined in this thesis, took pla
e at the North Area test

beam fa
ility, at CERN. The SPS proton beam of 450GeV is dire
ted towards the three

targets of the North Area fa
ility. The produ
ed se
ondary beams 
an be 
omposed

of ele
trons, muons or pions, and their momentum range is 10 − 400 GeV/c. Our test
beams were performed with a 120 GeV/c π−

beam. The spill duration was 8 s and its

period was either 33.6 s or 48 s.

4.1.2 Beam Teles
opes

In the beam tests des
ribed in this thesis two di�erent beam teles
opes have been used:

Strip Teles
ope

The strip teles
ope [Colledani 97℄ is formed of eight referen
e sili
on strip planes, ar-

ranged in two arms of four planes ea
h. The DUT is pla
ed between these arms. The

area of the planes is 12.8×12.8 mm2
and the thi
kness is 300 µm of sili
on. Ea
h plane

has 256 strips of 50 µm pit
h. The four planes of ea
h arm form two modules, ea
h

one made of two neighbouring planes pla
ed 2mm apart. The strips of the two planes

belonging to the same module are oriented orthogonally with respe
t to ea
h other,

see �gure 4.1. The provided spatial resolution on the DUT surfa
e is . 2 µm. The

way to 
al
ulate the spatial resolution of a beam teles
ope, with respe
t to the position

and single point resolution of ea
h plane, is well explained in [Meier 99℄. Two plasti


s
intillators are pla
ed perpendi
ular to the dire
tion of the beam, one in front of the

teles
ope and the other behind, 
overing areas of 2×4 mm2
and 7×7 mm2

respe
tively.

The trigger is provided ea
h time a 
oin
iden
e signal between the two s
intillators is
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re
orded. The lo
ation of the s
intillators should be su
h, that their �shadow� 
overs

the part of the DUT we want to test.

Fig. 4.1: S
hemati
 representation of the sili
on strip teles
ope and its DAQ system.
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Pixel Teles
ope

The TAPI (T�eles
ope �a Pixel de l' IPHC) is a general purpose, portable pixel beam

teles
ope, designed and 
onstru
ted at IPHC, Strasbourg [Dulinski 07℄. It is formed

from four referen
e planes, arranged in two arms of two planes, equipped with the

MIMOSA 18 pixel sensor. The DUT is pla
ed between the two arms. The MIMOSA

18 was fabri
ated using the AMS 0.35 OPTO pro
ess. It has four submatri
es with

256 × 256 pixels of 10 µm pit
h, thus it provides an a
tive area of 5 × 5 mm2
. The

referen
e planes are 
ontained inside aluminium boxes. An external 
ooling system

keeps their temperature stable, at 160
C. The signal 
oin
iden
e of two s
intillators,

pla
ed along the beam axis before and after the teles
ope, provides the trigger. The

interpolated spatial resolution on the DUT surfa
e is ≤ 1 µm.

4.1.3 Ele
troni
s

In order to fa
ilitate and systemise the testing pro
edure of the various MIMOSA pro-

totypes, a modular and �exible test setup has been developed at IPHC. It is 
omposed

of three modules: the proximity board, the interfa
e 
ard and the data a
quisition


ard.

The proximity board is the PCB (Printed Cir
uit Board) where the prototype sensor

is wire bonded. It hosts the �rst stage external ampli�ers and generates the 
lo
k signal

that sequen
es the 
hip operation. For ea
h prototype, a spe
i�
 proximity board is

required. The rest of the test setup 
an be used with any prototype sensor under test.

It may 
hange a

ording to whi
h beam teles
ope is used (see sub�se
tion 4.1.2). The

interfa
e 
ard, as its name suggests, is the 
ard used as the interfa
e between the sensor

and the Data A
quisition System (DAQ). It transfers the data from the sensor to the

DAQ, and provides bi�dire
tional transmissions of the 
ontrol signals between them.

It also provides the power supply and the referen
e voltages for the ampli�ers on the

sensor. The interfa
e 
ard allows for the integration of the minimal required logi
 on

the proximity 
ard. This introdu
e a high degree of �exibility in the testing pro
edure;

one 
an take the prototype sensor wire bonded on its PCB, and test it with his own

setup. A se
ond motivation to minimise the several fun
tionalities integrated on the

proximity board is to redu
e its power 
onsumption, thus the heat on its surfa
e.

Two di�erent DAQ systems have been used for the tests des
ribed in this thesis:

one based on the VME standard [Claus 04℄ for the test beam of the MIMOSA 22bis,

and one based on a home made board, 
alled TNT [Arnold 05℄ for the MIMOSA 24.

They will be des
ribed in the following se
tion.
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Data A
quisition System

The MIMOSA 22/22bis (see se
tion 4.3.2) provides both analog and digital output.

The analog data provided by ea
h of the 8 
olumns ending without a dis
riminator,

are fed to an ADC on the DAQ (or imager) 
ard. Ea
h 
ard has four ADCs and four

bu�ers, used to perform the CDS, thus two 
ards are required. Con
erning the digital

part, the output of the 128 
olumns ending with a dis
riminator is multiplexed in 16

lines. The imager 
ard features 16 inputs for digital signals, thus one 
ard is enough.

The CDS of the digital part is taking pla
e in�pixel, so there is no need for su
h a

fun
tionality on the imager 
ard. Therefore, three imager 
ards are required in total

for the DAQ of MIMOSA 22/22bis. The VME proto
ol is used for power supply. The

data are sent to the DAQ PC, where they are merged via a USB 
onne
tion. The user

often wants to a

ess the DAQ board. For this reason it is not 
onvenient to be pla
ed

in the beam area. Hen
e it is lo
ated in the 
ontrol room, ∼ 40 m from the beam area.

MIMOSA 24 was tested with the TAPI�TNT2 system. The TNT2 board makes

a loop over all the pixels of the sensor, and stores the analog signal of ea
h one at a


orresponding memory 
ell. When it pro
eeds to the next iteration, it �rst 
ompares

the previous value of the signal of ea
h pixel with the new one. In other words, it

performs an on�line CDS. If the CDS gives a value higher than a spe
i�ed threshold,

the information is addressed for readout. The data sparsi�
ation is performed this way.

In the next step, TNT substitutes the old with the new analog signal of the pixel.

The readout takes pla
e only inside the time window after the arrival of a trigger

signal. This time window is equal to the integration time of the sensor. For example,

if the trigger arrives when the TNT addresses the pixel i, and for the time interval

until the TNT makes a full loop on the pixels and rea
h again the pixel i, if there is

any pixel whose CDS result ex
eeds a spe
i�ed threshold, the information goes to the

readout. If a new trigger arrives during this time interval, the time window is extended

a

ordingly. The data are transferred to the PC via a USB 
onne
tion.

4.2 Data Analysis

4.2.1 Software

The main tasks of the test beam data analysis software is to re
onstru
t the hit 
lusters

and the tra
ks, to generate the η fun
tions (see sub�se
tion 4.2.3) and to perform the

alignment, both of the teles
ope planes and the DUT. Then, it provides the framework

to perform the o�ine analysis and to 
hara
terise the DUT. Two di�erent software

pa
kages, both developed at IPHC, have been used for the data analysis. The MIMOSA

22bis sensor was analysed with the MIMOSA Analysis Framework (MAF) software,

while MIMOSA 24 with the TAPI Analysis Framework (TAF). Both are using the

C++ language and are based on the ROOT analysis software [ROOT ℄. MAF has
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been designed spe
i�
ally to analyse data 
oming from prototypes tested with the

sili
on strip teles
ope. It is very well tested, being used for more than ten years.

The TAF software, designed for the TAPI teles
ope, is based on MAF, sharing in a

large extent the same 
ode. It is a very �exible software, that 
an be applied in any


on�guration.

4.2.2 Estimation of Pedestal, Noise and Common Mode Shift

The �rst step of the data pro
essing is to perform the CDS by subtra
ting two 
on-

se
utive frames. After the CDS, we obtain the image of the sensor, whi
h 
ontains

the raw signal for ea
h pixel (or strip if we refer to the referen
e planes of the strip

beam teles
ope. In this se
tion, the term pixel will be used referring to both). The

value of the raw signal, rk(n), at the pixel k in the event n, is a 
ombination of several


ontributions, des
ribed by the following equation:

rk(n) = sphy
k (n) + qns

k (n) + pk(n) + c(n) (4.1)

where sphy
k (n) is the signal generated by a possible traversing parti
le, qns

k (n) is the
random noise, pk(n) is the pedestal and 
(n) the 
ommon mode noise. The value we

seek after is the physi
s signal, sphy
k (n). In order to extra
t it from the raw data, all

the other 
ontributions should be 
al
ulated. When there is no physi
s signal sphy
k (n),

the value of the pedestal is 
al
ulated by

pk(n) =
1

N

N
∑

n=1

(pk(n) + c(n) + qns
k (n)) (4.2)

where the random and 
ommon mode noise are averaging to 0. In the presen
e of

a signal, the true value of the pedestal is:

pk(n) =
1

N

N
∑

n=1

(rk(n) − sphy
k (n)) (4.3)

Pra
ti
ally, the equation 4.3 
annot be used be
ause the value of sphy
k (n) is not

known (it is a
tually what we sear
h for). If we simply average over the raw signals,

the measurement will be biased due to the presen
e of the sphy
k (n). A possible solution

is to measure the pedestal when no parti
les are present, thus no physi
s signals o

ur.

This approa
h was not always possible during test beam 
ampaigns, sin
e for 
ertain

test setups a trigger signal (thus a traversing parti
le) was required in order to re
ord

the data from the sensor. Using another 
on�guration that does not require the passage

of a parti
le to take the raw data, does not yield reliable results. The reason is that

the pedestal is sensitive to aspe
ts like the 
on�guration, the DAQ system and also

to environmental fa
tors. It should be measured with the same 
on�guration and
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environmental 
onditions used for data taking. Thus, an approa
h that will o�er a good

approximation to the equation 4.3 should be used instead. Due to some substantial

di�eren
es between the test setups used for MIMOSA 22bis and MIMOSA 24, di�erent

approa
hes have been used for the pedestal estimation.

The test setup used for the MIMOSA 22bis test beam, required a trigger arising from

the passage of a real parti
le. Thus, the pedestal has to be measured with the beam

on. The �rst step is to estimate an initial value for the pedestal for ea
h pixel, using

the �rst few hundred events, through the summation over the raw signal. A sampling

method is used to suppress the 
ontribution on the raw signal from the sphy
k (n) term:

the raw signal values of the �rst 200 events are grouped in samples of 5 events, for ea
h

pixel. Out of these samples, the events featuring the extreme values of the raw signal

are reje
ted. The reason is that if the signal 
oming from a parti
le 
ontributes to the

raw signal in an event, it is expe
ted to a
quire a higher value. Thus the reje
tion of

the maximum value of the 5 event group, ensures that the events where the rk(n) value

ontains also the sphy

k (n) term, will not be a

ounted for the pedestal estimation. Now,

one may ask what if a se
ond parti
le hits the same pixel, during this 5 event time

interval. The parti
le intensity during the test beam was rather low, making su
h a


ase very improbable. The next obvious question would be, sin
e the beam intensity is

so low, how 
an we be so sure that the maximum raw signal value of the 5 event group


ontains the 
ontribution of a physi
s signal. A
tually, we 
annot be sure. So, in order

not to bias our measurement by 
utting out the highest values of the true pedestal for

ea
h pixel, the minimum raw signal of the group is also reje
ted. The initial estimation

of the pedestal is 
al
ulated through the summation over the leftover values of the raw

signals. The pedestal value is 
ontinuously updated during the data taking, after the

200 initial events, a

ording to the following re
ursive formula:

pk(n) =
1

A
[(A − 1)pk(n − 1) + r3σ

k (n) − c(n)] (4.4)

where A is a weighting value equal to 10, sele
ted in order to redu
e the sensitivity

to the �u
tuations and r3σ
k (n) is the physi
s signal suppressed raw value. The latter

maens that raw signal values being > 3 σ far from the previous pedestal value are not

a

ounted for the pedestal update. Obviously be
ause su
h a di�eren
e in the raw

value of one pixel between two 
onse
utive events is very probable to originate by the

signal of a 
rossing parti
le.

The TNT DAQ system provides sparsi�ed data, thus we 
annot apply the same

method for MIMOSA 24. On the other hand, the TNT 
an a

ept a fake trigger,

therefore the pedestal 
an be measured from raw data when the beam is o�. Small

data taking runs, with the beam swit
hed o�, were performed with MIMOSA 24 in

order to measure the pedestal and the noise. Due to the data sparsi�
ation, a re
ursive

formula that will update the noise and pedestal values during the data taking, 
annot

be applied here.
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After the pedestal is measured, the noise is extra
ted from the standard deviation

of the pedestal:

qns
k (N) =

√

√

√

√

1

N − 1
[

N
∑

n=1

rk(n)2 − Np(N)2] (4.5)

The noise is updated during the data taking, a

ording to the following re
ursive

formula:

qns
k (n) =

√

1

B
[(B − 1)(qns

k (n − 1))2 + (r3σ
k (n) − pk(n) − c(n))2

(4.6)

where B is a weighting value equal to 10.

Some variations of the response of all the pixels of a sensor 
an be observed from

frame to frame. This is 
alled the 
ommon mode shift. It is estimated a

ording to

the formula:

c(n) =
1

K

K
∑

k=1

(r3σ
k (n) − pk(n)) (4.7)

This 
al
ulation is very time 
onsuming. To speed up the pro
edure, it is restri
ted

to a region of the sensor that 
ontains K pixels. After the estimation of the pedestal

and the 
ommon mode shift, the physi
s signal 
an be 
al
ulated from the equation 4.1.

sphy
k (n) = rk(n) − pk(n) − c(n) (4.8)

The physi
s signal 
ontains the 
ontribution 
oming from the traversing parti
le,

plus the random noise.

4.2.3 Hit Re
onstru
tion

The impa
t of a parti
le traversing a sensor is 
alled a hit. Due to the 
harge sharing

between neighbouring pixels, the traversing parti
le generates a 
luster of �ring pixels.

The pixel of the 
luster with the highest signal is 
alled the seed pixel. The hit iden-

ti�
ation and re
onstru
tion pro
edures di�er in some details, depending on whether

we have analog, digital or sparsi�ed data (TNT). In general, the �rst step of the hit

re
onstru
tion is to identify the seed pixel. The seed 
andidate is a

epted, if its SNR

is higher than the de�ned threshold. The threshold is used in order to suppress the fake

hits due to noise �u
tuations. There is not a general optimal threshold; one has to �nd

the suitable one, a

ording to the sensor spe
i�
ations and the running 
onditions. The

noise value used in the SNR 
omputation, is the one the re
ursive formula 4.6 gives, for

the 
urrent event. In 
ase of sparsi�ed analog data, we 
annot apply the equation 4.6.
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Thus, the threshold for the seed sele
tion is applied to the signal value of the 
andidate

pixel.

If the 
andidate seed is a

epted, we try to re
onstru
t a 
luster around it. The

requirement for the 
luster suppresses e�e
tively fake hits, 
aused by large noise �u
-

tuations of a pixel. Thus a se
ond 
ut, on the total SNR of the neighbouring pixels

that form the 
luster is applied. On the other hand, we have to mention that with

the 
luster requirement all hits having a single pixel 
luster are going to be reje
ted.

Hen
e a few per�
ent loss in dete
tion e�
ien
y is expe
ted. The de
ision whether to

apply the 
luster sele
tion 
riteria or not should be dependent on the 
luster's pixel

multipli
ity. The 
luster re
onstru
tion 
an be realised with two alternative ways: we

either a

ept all the neighbouring pixels that satisfy the applied sele
tion 
riteria, or

require the 
luster to be 
onsisted of a prede�ned number of pixels. After the �rst hit


luster is re
onstru
ted, the algorithm sear
hes for other seed 
andidates. Obviously,

pixels that are already part of a 
luster, 
annot belong to another one.

In 
ase of a digital output sensor, like the main part of MIMOSA 22bis, ea
h

pixel with signal value that pass the dis
riminator threshold be
omes automati
ally a

seed 
andidate. Obviously the pixels 
annot be sorted out through their signal value,

be
ause it is equal to 1 for all of them. The seed is de�ned as the pixel with the highest

number of dire
t neighbour �ring pixels. As dire
t neighbours are de�ned pixels that

share one border.

On
e the hit 
luster has been re
onstru
ted, we want to �nd the hit position, with


oordinates (u,v). To do so, we use the following positioning algorithms. The a

ura
y

of ea
h method, is quanti�ed from the residual uh − ut (σresidual), where uh is the

re
onstru
ted position of the hit given by the algorithm, and ut is the interpolated

position of the tra
k on the surfa
e of the dete
tor plane. To measure the resolution of

the dete
tor, we need to take into a

ount the tra
k interpolation a

ura
y σinterpolation,

apart from the residual. In order to disentangle the tra
k interpolation a

ura
y of the

teles
ope from the spatial resolution of the sensor, the latter is 
al
ulated using the

following equation:

σsensor =
√

σ2
residual − σ2

interpolation (4.9)

Obviously, the spatial resolution depends both on the sensor single point resolution

and the positioning algorithm. In the following se
tions, we will des
ribe brie�y the hit

position re
onstru
tion algorithms. For more information one 
an refer to [Meier 99℄.

Digital Method

The digital positioning algorithm re
onstru
ts the hit position at the 
enter of the

seed pixel. It does not use any information 
oming from the 
luster. The provided

resolution is

P√
12
, where P is the pixel pit
h.
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Center of Gravity

The Center of Gravity (CoG) algorithm takes advantage of the 
harge spread among

the 
luster pixels, in order to re�ne the 
al
ulation of the hit position. Assuming a

referen
e axis where the 
enter of the seed pixel is at 0, the pixels to the left have

negative 
oordinates, and the ones to the right positive, the hit position is 
al
ulated

as:

uh =
1

Qtot

∑

nǫk

uk × qk (4.10)

where the summation goes over the pixels belonging to the 
luster. Qtot is the total


harge of the 
luster, uk the 
oordinate of the 
enter of the kth
pixel and qk its 
harge.

The CoG algorithm assumes that the 
harge is distributed with equal probability among

the pixels. This assumption is not true, thus it introdu
es a systemati
 error in the


al
ulation of the hit position.

The η Method

Even if the beam illuminates uniformly a dete
tor's surfa
e, the 
harge is not dis-

tributed linearly between neighbouring pixels or strips. This 
an be
ome 
lear if we

plot the η distribution. The de�nition of the η is given by the following equation;

η =
sL

sL + sR
(4.11)

where sL(R) is the signal 
olle
ted on the left (right) pixel. If the 
harge was dis-

tributing linearly, η would have a �at distribution. On the 
ontrary, the η distribution

has the shape shown on the left side of �gure 4.2, built from data 
oming from one

plane of the strip beam teles
ope, whi
h is far from being linear. An explanation for

this e�e
t 
an be found in [Tur
hetta 93℄. The η distribution 
an be built from the

data, using the �rst few hundreds (or thousands) events of a series of frames re
orded

(i.e. run).

The right part of the �gure 4.2 shows the integral of the η distribution over N events,

for the same plane. This histogram is used to remove the bias of the hit's position

re
onstru
tion. The 
orre
tion pro
edure is the following: one takes the di�eren
e of

the 
enter of the seed pixel with the position given from the CoG algorithm, UCoG −
UDIG, normalised to the pixel's pit
h. One then 
an take take this number, whi
h will

be between 0 and 1, go to the histogram of the normalised integrated η fun
tion (right

part of the �gure 4.2), and �nd the bin whi
h 
orresponds to it. Finally, 
orre
ts the

digital hit position with the value of integrated η fun
tion for this spe
i�
 bin. An

issue of this approa
h is that the UCoG 
an be re
onstru
ted outside the seed pixel,

thus the aforementioned pro
edure does not make sense. However, this happens very

rare (probability ∼ 10−3
).
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Fig. 4.2: Left part: the η distribution built on a referen
e plane of the sili
on strip beam

teles
ope. Right part: the normalised integral of the η distribution over 700 events

for the same plane.

The η method provides the most a

urate hit position re
onstru
tion. This 
an

be demonstrated by 
omparing the resolution provided by the di�erent positioning

algorithms. Figure 4.3 illustrates the hit�tra
k residuals for all the above positioning

algorithms, derived from the test beam data analysis of the analog part of the submatrix

S5 of the MIMOSA 22bis sensor (see sub�se
tion 4.3.4). The smallest residuals, ∼ 2 µm,

are provided by the η method.

4.2.4 Alignment

The purpose of the alignment pro
edure is to identify and 
orre
t the possible relative

translations or rotations between the teles
ope planes and/or the DUT. The pro
edure

pro
eeds through two separate steps. First the teles
ope is aligned, and next, the DUT

is aligned with respe
t to the beam teles
ope. Both teles
opes follow the same strategy

for their alignment.

Teles
ope Alignment

Regarding the strip teles
ope, one module in ea
h arm is 
onsidered as �xed. The same

prin
iple is applied for TAPI, with the only di�eren
e that here is one plane at ea
h

arm. These planes, 
alled the primary planes, de�ne a referen
e system. The rest of the

teles
ope planes, 
alled se
ondaries, are aligned with respe
t to that referen
e system.

The tra
k is re
onstru
ted from hits in the primary planes. Then it is interpolated to

the se
ondary planes. The possible rotations and translations are identi�ed by plotting

the residuals ru = uh − ut, where uh is the re
onstru
ted hit position on the se
ondary

plane and ut is the interpolated tra
k position, versus the ut. The MAF software 
an
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Fig. 4.3: Tra
k hit residuals, in u and v 
oordinates, obtained with several positioning algo-

rithms. The algorithms used are reported in the legend. The CoG stands for the

Center of Gravity while the Eta for the η algorithm. Next to the algorithm type

is mentioned the size of the used 
luster. Results are derived from the test beam

data analysis of the analog part of the submatrix S5 of the MIMOSA 22bis sensor

(see sub�se
tion 4.3.2). The horizontal axis, stands for the 
ode number of ea
h

algorithm.

handle two translations perpendi
ular to the beam axis, and one rotation with respe
t

to the beam axis. It was used for the MIMOSA 22bis analysis. The TAF software,

used for the MIMOSA 24 analysis, 
an 
ope with any of the three translations and

three rotations.

One 
an perform a linear �t to the residuals r versus the vt 
oordinate of the tra
k

interpolation on the plane's surfa
e:

r = uoff + m · vt (4.12)
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where m is the slope, being equal to the tangent of the rotation angle with respe
t to

the beam axis, and uoff is the o�set. For a pixelated teles
ope, like TAPI, the alignment

of a plane 
ould be performed on both dire
tions. Thus, the linear �t is performed also

for the residuals rv = vh−vt versus the ut 
oordinate. The �t parameters are 
omputed

with a least squares minimisation. The alignment pro
eeds in an semi�automati
 way.

In the beginning, we do not have any idea about the degree of the misalignment of the

plane. Thus the boundaries on the tra
k�hit distan
es that enter in the 
al
ulation of

the residual r for the equation 4.12 in
lude all the surfa
e of the plane. We pro
eed to

the initial estimation of the alignment parameters, and align the teles
ope a

ording

to them. The pro
edure is repeated. At ea
h iteration the tra
k�hit boundaries are

de
reasing. The iterations stop when the shift in the 
omputation of the translation

parameters be
ome smaller than a de�ned limit, equal to 0.5 µm for our study. The

pro
edure of teles
ope alignment was repeated for ea
h new run.

DUT Alignment

The alignment of the DUT follows the alignment of the beam teles
ope. The strategy

remains the same, the minimisation of the tra
k�hit residuals. Usually, prototype

sensors have various pixel submatri
es featuring di�erent designs, dimensions et
. The

DUT alignment should be performed separately for ea
h submatrix during the o�ine

analysis. The three possible rotations and translations of the DUT are taken into

a

ount, so six alignment parameters have to be 
al
ulated in total. They are 
al
ulated

numeri
ally, using the MINUIT software pa
kage [MINUIT ℄.

4.3 MIMOSA 22/22bis

4.3.1 Obje
tives of the MIMOSA 22/22bis Prototype Sensors

The MIMOSA 22 and MIMOSA 22bis sensors were the �nal prototypes of the de-

velopment program for the upstream se
tion of the signal pro
essing ar
hite
ture of

MIMOSA 26. It en
ompasses the signal 
olle
tion, pre�ampli�
ation and dis
rimina-

tion. The importan
e of MIMOSA 26 as a milestone of the CMOS sensors development,

being the �rst real size digital sensor used in HEP appli
ations, is underlined in se
-

tion 3.3. MIMOSA 22 was designed and fabri
ated in the se
ond half of 2007. Its main

goal was to test the 
olumn parallel readout mode, with digital output.

This readout s
heme was �rst tested with MIMOSA 16 [Degerli 09℄. MIMOSA 16

is a small sensor, whi
h features ∼ 3000 pixels. The main question that MIMOSA

22 had to address, was whether the performan
e of MIMOSA 16 
ould be obtained

when this readout s
heme is implemented in a real s
ale sensor, having ∼ 105
pixels.

A 
ru
ial aspe
t here is to 
he
k the uniformity of the dis
riminators response. The

se
ond main goal of MIMOSA 22 was the optimisation of the pixel design. The signal
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pro
essing of MIMOSA 16, integrated in a pixel pit
h of 25 µm, had to be adapted in

a pit
h of 18.4 µm. The main motivation to de
rease the pixel dimensions is to obtain

the required spatial resolution of the EUDET teles
ope. Of similar importan
e was

the optimisation of the sensing diode dimensions. MIMOSA 22/22bis sensors were also

designed to o�er improved 
hip testability, 
ompliant with the EUDET beam teles
ope

requirements. A JTAG steering logi
 has been implemented in the 
hip. It is used to

de�ne the fun
tional modes of the 
hip, as well as to set the 
ommon threshold for the

dis
riminators.

MIMOSA 22bis was designed and fabri
ated in the �rst half of 2008. The main

aim was the development of a proper ampli�
ation s
heme working together with in

pixel CDS, exhibiting low noise and toleran
e to radiation. A se
ond motivation was to

fully validate the sensor design, whi
h means to demonstrate the ability that the same

ar
hite
ture 
an be fabri
ated in two submissions and exhibit similar performan
e. It

also o�ered the possibility to 
ondu
t further studies 
on
erning the pixel ar
hite
ture

optimisation, and to implement and test radiation tolerant stru
tures.

4.3.2 Chip Des
ription - Ar
hite
ture

MIMOSA 22/ 22bis has been fabri
ated in the AMS 0.35 µm OPTO pro
ess, whi
h

features a 14 µm thi
k epitaxial layer. It has 576 rows and 136 
olumns. 128 of

the 
olumns end with a dis
riminator, featuring a 
ommon adjustable threshold, that

provide binary output. The remaining 8 
olumns provide analog output for pixel


hara
terisation. There are 17 and 14 pixel submatri
es on MIMOSA 22 and MIMOSA

22bis respe
tively.

Several aspe
ts of the pixel design are tested in ea
h submatrix. These are the

sensing diode dimensions, the ampli�
ation ar
hite
ture and the implementation of

radiation tolerant stru
tures. The pixel pit
h is 18.4 µm. The nominal 
lo
k frequen
y

is 100MHz. Ea
h pixel readout needs 16 
lo
k 
y
les, whi
h gives an integration time

of 92.5 µs. The layout of the sensor is illustrated in �gure 4.4, where the analog and

digital parts are pointed out.

Three di�erent ampli�
ation s
hemes have been implemented in the sensor. The

�rst features a reset diode for leakage 
urrent 
ompensation (3T like design, see sub�

se
tion 3.2.2), with 
ommon sour
e ampli�er (see �gure 4.5, a). A variation of this

design exists, (�gure 4.5, b), where a 
apa
itive load based on two NMOS transistors

provides about 10% higher gain. The se
ond ampli�
ation s
heme is a self�biased

diode (see sub�se
tion 3.2.2) with a Common Sour
e (CS) ampli�er (see �gure 4.5, d).

It also uses a load based on two NMOS transistors, in order to maximise the ampli�ers

gain (Enhan
ed Common Sour
e�ECS). This is the referen
e pixel design. The third

one, (�gure 4.5, 
), tries to 
ombine the reset with the self�biased diode designs. All

pixel designs in
lude in�pixel CDS. The above ampli�
ation s
hemes are 
ombined

with various diode dimensions.
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Fig. 4.4: Layout of the MIMOSA 22 sensor. The rolling shutter is performed from the top

to the bottom of the pixel array.
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Both MIMOSA 22 and MIMOSA 22bis share a referen
e pixel ar
hite
ture, im-

plemented at S6 and S5 submatri
es respe
tively, that has been very well tested and

exhibits ex
ellent performan
e. From now on, it will be referred as the referen
e pixel

design. It features a self�biased diode with radiation tolerant design of the sensing

diode. A polysili
on ring surrounds the diode, aiming to break the path of the leakage


urrent. Its ampli�
ation ar
hite
ture is an enhan
ed 
ommon sour
e ampli�er with

stati
 feedba
k (�gure 4.5, d). Some radiation tolerant variations of the referen
e pixel

design have been added in MIMOSA 22bis. In the �rst variation, implemented in the

submatrix S4, the low pass �lter feedba
k transistor is substituted by an en
losed lay-

out transistor (FELT), whi
h is expe
ted to improve the radiation toleran
e. In the

se
ond variation, an extra voltage shifting transistor has been added (VST). Submatri-


es S1 and S3 feature a 
ombination of the two variations (FELT + VST). Submatrix

S13 ampli�
ation s
heme is based on a 
ommon sour
e ampli�er (�gure 4.5, a), while

its diode's biasing s
heme is based on a reset 
ir
uit. During the MIMOSA 22bis test

beam, we fo
used mainly on the 
hara
terisation of the referen
e submatrix (S5), and

on submatri
es S4 and S13. Their main features are summarised in table 4.1.

Submatrix diode's size (µm2
) diode's biasing ampl. s
heme diode's rad. hardness

S4 14.62 SB ECS+FELT (d) yes

S5 14.62 SB ECS (d) yes

S13 15.21 3T CS (a) yes

Tab. 4.1: Main features of the pixel submatri
es of MIMOSA 22bis sensor, that were tested

during September�O
tober 2008. The diode's biasing refers to the leakage 
urrent


ompensation (see sub�se
tions 3.2.2, 3.2.2). In the ampli�
ation s
heme des
rip-

tion, the letter whi
h is inside the parenthesis refers to �gure 4.5. The diode's

radiation hard design refers to if a polysili
on ring has been implemented around

the diode.

4.3.3 Laboratory Test Results

Before exposing the sensor to the beam, several tests have been 
ondu
ted in the

laboratory. The sensor was exposed to a

55Fe sour
e, emitting in parti
ular 5.9 keV

X�rays, in order to 
alibrate its Charge to Voltage Conversion fa
tor (CVC). Ea
h

submatrix has been 
alibrated separately sin
e it has its own settings and gain. The

analog output derived from the 8 
olumns that terminate without dis
riminator, has

been used for the 
alibration and the evaluation of the noise performan
e of the sensor.

The CVC was measured to be between 40 and 60µV per ele
tron. After the 
ali-

bration, the ENC 
an be measured. The TN (see sub�se
tion 3.2.3) of the pixels has

been measured between 10�14 e−, at a temperature of ∼ 200C. The submatri
es with
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Fig. 4.5: MIMOSA22 ampli�
ation s
hemes. See the text for details.

Fig. 4.6: Transfer fun
tions of the MIMOSA 22bis dis
riminators when applying a threshold

s
an: Left, standalone; right, 
onne
ted with the pixel submatri
es. The tests were


ondu
ted at a temperature of 200 C.

radiation tolerant diode exhibited a TN in
reased by ∼ 1e−. The explanation of this

e�e
t is that the polysili
on ring around the diode in
reases its 
apa
itan
e. The FPN

was measured to be about 5 e−.

The

55Fe sour
e has been also used to measure the 
luster Charge Colle
tion E�-


ien
y (CCE), whi
h expresses the per
entage of the 
harge generated by the impinging

X�ray photon that is 
olle
ted by a 
luster of a 
ertain size. It was observed to be

70�80% for a 3×3 and 80�90% for a 5×5 pixels 
luster. The CCE has been 
al
ulated

with the following pro
edure. The distribution of the 
harge 
olle
ted in the 
luster
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is plotted. Then, the CCE is derived from the ratio of the peak of the 
luster 
harge

distribution with the 
alibration peak.

Con
erning the digital part of the sensor, the dis
riminators have been 
hara
-

terised, standalone and 
onne
ted with the pixel matri
es. In order to 
hara
terise

standalone the dis
riminators, we 
onne
t them to a �xed voltage sour
e. Then the

output of the dis
riminators is s
anned by adjusting the 
ommon dis
riminator thresh-

olds through the JTAG. This way the transfer 
urves for ea
h dis
riminator (see �g-

ure 4.6) have been obtained. These 
urves show how the response of the dis
riminators


hange from 0 to 1, depending on the applied threshold. Ex
ellent performan
e have

been obtained in both 
ases.

By �tting the transfer 
urves, one 
an obtain the values of the TN and the FPN.

The TN is estimated from the slope of the 
urve, while the FPN from its dispersion.

The TN and the FPN are displayed in �gure 4.7, for the submatrix 5 of the MIMOSA

22bis sensor, after being irradiated with an integrated dose of 300 kRad. The observed

values for TN and FPN, in units of ENC, are ∼ 17 e− and ∼ 5 e− respe
tively. Thus,

even for irradiated sensors, the TN stays below 20 e−, while the FPN whi
h mainly

arises from the dispersion of the dis
riminator's response, is at least twi
e lower than

the TN. Its quadrati
 
ontribution to the total noise is thus . 10 %.

Fig. 4.7: Noise performan
e of the submatrix S5 of MIMOSA 22bis 
ombined with the

dis
riminators, after being irradiated with an integrated dose of 300 kRad, at a

temperature of 200 C. Left, temporal noise; it 
orresponds to ∼ 17 e− ENC. Right,

�xed pattern noise dispersion; it 
orresponds to ∼ 5 e− ENC.
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4.3.4 Test Beam Data Analysis

Four di�erent 
hips were mounted on the sili
on strip beam teles
ope and tested in the

CERN�SPS test beam fa
ility, during a two week period at September�O
tober 2008.

Table 4.2 lists the tested 
hips, their irradiation level, the test temperature and the

number of events a
quired. A separate analysis has been performed for the analog and

the digital part of ea
h sensor.

Con
erning MIMOSA 22bis, the submatri
es S1, S2, S3, S4, S5 and S13 have been

analysed. Ea
h one of them 
onsists of 32×136 pixels. We are going to fo
us mainly on

the results obtained for the referen
e pixel design (submatri
es S6 and S5 for MIMOSA

22 and MIMOSA 22bis respe
tively).

Sensor Irradiation Temperature(

0C) Events(×106
)

MIMOSA 22bis 0 20 2.48

MIMOSA 22bis 150 kRad 20 & 35 2.17

MIMOSA 22bis 300 kRad 20 0.66

MIMOSA 22 1012neq/cm2
20 1

Tab. 4.2: List of sensors tested during Sep/O
t 2008 test beam. For ea
h sensor are reported

its irradiation level, the temperature in whi
h the tests were 
ondu
ted and the

number of obtained events.

The 
on
epts of the major performan
e, that 
an 
hara
terise a sensor, should

be de�ned. The temporal noise (TN) and the pedestal dispersion (FPN) have been

already de�ned in sub�se
tion 3.2.3, and the way to extra
t them via the data has been

des
ribed in sub�se
tion 4.2.2. The 
on
ept of the dete
tion e�
ien
y is explained in

sub�se
tion 3.1.1. We a

ept that the DUT has dete
ted the passage of a MIP, if a hit

is re
onstru
ted �
lose� to the interpolation point of a good tra
k on its surfa
e. As

good tra
ks, are de�ned the ones that have a re
onstru
ted hit in ea
h of the referen
e

planes of the teles
ope, and have a χ2/DoF ≤ 1. For the purposes of our study, �
lose�
means ≤ 3 times the pixel pit
h.

The reported un
ertainty of the e�
ien
y is purely statisti
al. Its estimation is

based on the assumption that the e�
ien
y follows a binomial distribution. In 
ase of

100% e�
ien
y, the binomial approa
h lead us to an un
ertainty equal to 0. This is

obviously not true. To avoid this, the un
ertainty is 
omputed assuming that one of

the tra
ks is not mat
hed.

The resolution is 
al
ulated from the equation 4.9. The residual, unless stated

otherwise, is 
al
ulated with the η positioning algorithm, on a 3× 3 pixel 
luster. The

teles
ope resolution is 
onsidered to be 1.4 µm. The teles
ope is 
onsidered perfe
tly

aligned with the DUT. Figure 4.8 shows the distribution of the tra
k�hit residuals on

the U and V 
oordinates for the referen
e submatrix of a non�irradiated 
hip.
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Fig. 4.8: Tra
k�hit residuals of submatrix 5 of a non�irradiated 
hip. The hit position

was re
ostru
ted with the η algorithm. The residuals on the U 
oordinate are

illustrated at the top of the �gure, while at the bottom are the ones on the V


oordinate.
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The average fake hit rate per pixel is measured with the following pro
edure: the

MAF software re
onstru
ts only one tra
k per event. In order to measure the fake hit

rate, we 
onsider events where the tra
k 
rosses the DUT far away from the submatrix

under study. This implies that if there are any hits on the submatrix surfa
e, they are

de�nitely not 
aused by a real traversing parti
le. The statisti
al un
ertainty of the

fake hit rate is estimated assuming that it follows a Poisson distribution. Finally, it

should be stressed that all the reported un
ertainties are purely statisti
al, and no 
hip

to 
hip dispersion is taken into a

ount.

Analog Part

The eight 
olumns that provide analog output allow to perform the analysis des
ribed

in sub�se
tion 4.2.2, and to estimate the pedestal and the noise during data taking,

while the beam is on. As seed 
andidates are 
onsidered the pixels with signal to noise

ratio (SNR) value higher than the applied threshold, whi
h in this 
ase is equal to

4. The 
luster SNR threshold is SNRneig ≥ 0. The seed pixel's noise is shown at

the left part of the �gure 4.9, for the referen
e pixel design (S5) of the non�irradiated

MIMOSA 22bis. Its mean value is measured to be 11.61±0.03e−, when the temperature
is stabilised at 200 C.

The seed pixel SNR is shown in �gure 4.9, at the right part. Being �tted with a

Landau distribution, the estimated most probable value (MPV) is 18.6± 0.2. Su
h an

SNR value promises an ex
ellent, ∼ 100 %, dete
tion e�
ien
y. A
tually, the dete
tion

e�
ien
y measured with the analog part, rea
hes 99.95 ± 0.04 %.
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Fig. 4.9: MIMOSA 22bis referen
e pixel design: left side, seed pixel noise; right side, seed

pixel SNR. Both are measured at 200 C.
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Digital Part

The digital output of the sensor is provided by the 128 
olumns ending with a dis-


riminator. We mainly fo
us on the dete
tion e�
ien
y, the average fake hit rate and

the spatial resolution. Ex
ellent dete
tion e�
ien
y and fake hit rate performan
e

are somewhat 
on�i
ting requirements, sin
e both depend on the dis
riminators SNR

threshold in opposite ways (see sub�se
tion 3.2.3). The dis
riminator threshold is set

in units of voltage, but ea
h voltage value 
orresponds to a spe
i�
 SNR value.

A s
an over the thresholds has been realised, in order to �nd the optimal one,

o�ering an e�
ien
y of ∼ 100%, while keeping the fake hit rate to an a

eptable level.

The results for the submatrix S5 of MIMOSA 22bis are displayed in �gure 4.10. Both

e�
ien
y and fake hit rate de
rease when the threshold in
reases. The spatial resolution

appears to be nearly independent from it, having a value of ∼ 3.5 µm. Its �u
tuations

are not really understood. A working point providing an e�
ien
y of ∼ 99.8 % for an

average fake hit rate per pixel of O(10−5) and a resolution of ∼ 3.5 µm 
an be sele
ted.

It 
orresponds to a dis
riminator threshold of 3.0mV, whi
h 
an be translated to a

SNR threshold of 6.2.

Radiation Toleran
e Studies

The radiation toleran
e requirements of the EUDET beam teles
ope are rather mod-

erate. The teles
ope is going to be operated at the DESY test beam fa
ility. There,

it will be exposed to an annual �ux of ∼ 1011e− of a few GeV. This means that it

should withstand an annual dose of ≤ 3 kRad and a �uen
e of ≤ 1010 neq/cm2
. Several

users would prefer to operate the teles
ope at the CERN�SPS test beam fa
ility, where

more severe radiation damage is expe
ted. The annual �ux at the CERN�SPS would

at most be several 1012
pions having an energy of O(102

) GeV. Then the radiation

toleran
e requirements would in
rease to an annual dose of O(10) kRad and a �uen
e

up to O(1012) neq/cm2
.

To test the radiation toleran
e of the di�erent pixel designs, sensors irradiated

with various integrated ionising doses and �uen
es were mounted on the teles
ope and

exposed to the beam. Two MIMOSA 22bis 
hips were irradiated with 10 keV X�rays

up to an integrated dose of 150 and 300 kRad respe
tively. One MIMOSA 22 
hip was

irradiated with an integrated �ux of O(1012) neq/cm2
in a nu
lear rea
tor.

Figures 4.11, 4.12 and 4.13 summarise the observed performan
e in terms of de-

te
tion e�
ien
y, resolution and average fake hit rate per pixel for the submatrix S5

of MIMOSA 22bis for several integrated radiation doses. These performan
e should

be presented as a fun
tion of the dis
riminator threshold in units of SNR, sin
e for

di�erent 
hips, identi
al voltage thresholds 
orrespond to di�erent SNR thresholds.

As it was expe
ted, the dete
tion e�
ien
y and spatial resolution performan
e are

degrading when the radiation levels in
rease. On the other hand, a quite strange result
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Fig. 4.10: MIMOSA 22bis dete
tion e�
ien
y (bla
k), spatial resolution (red) and fake hit

rate (blue) as a fun
tion of the dis
riminator thresholds, in units of mV, for the

submatrix S5. Unless otherwise stated, the tests were 
ondu
ted in a temperature

of 200 C.
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is that the fake hit rate seems also to de
rease as the radiation dose raises. A se
ond

strange result is that the degradation of the spatial resolution performan
e with the

irradiation level seems to mitigate when heating the sensor. In �gure 4.12, we see that

for the same sensor, being irradiated with an integrated dose of 150 krad, when the

testing temperature in
reases from 200
C to 350

C, the spatial resolution improves by

∼ 0.4 µm. But as was mentioned, the measured spatial resolution appears to �u
tuate

at ∼ 0.5 µm for the same sensor, and the reason for that is not really understood.

Therefore, the results of �gure 4.12 should not lead us to the 
on
lusion that spatial

resolution improves when the temperature in
reases. Table 4.3 presents the observed

performan
e, obtained at the optimal

∗
dis
riminator threshold, for sensors irradiated

with 0, 150 kRad and 300 kRad at room temperature (200 C) for the submatrix S5.

Radiation dose (kRad) E�
ien
y (%) Resolution (µm) Fake hit rate per pixel

0 99.79 ± 0.06 3.60 ± 0.04 5 × 10−5

150 99.66 ± 0.07 4.06 ± 0.04 8 × 10−5

300 99.42 ± 0.09 4.30 ± 0.04 O(10−4)

Tab. 4.3: Performan
e of the submatrix S5 for several integrated ionising radiation doses,

obtained for their optimal dis
riminator threshold. Un
ertainties are statisti
al

only.

Finally, we have to sele
t the pixel ar
hite
ture that is most suitable for the EU-

DET beam teles
ope sensor. Most of the submatri
es exhibit a satisfa
tory perfor-

man
e. The most promising 
andidates are the S5 of MIMOSA 22bis (same as the S6

of MIMOSA 22), and the S4. The S4 features the same diode design and ampli�
ation

s
heme as the S5. Their di�eren
e is that the low pass �lter feedba
k transistor of

S5 is substituted by an en
losed layout transistor (FELT) in S4, whi
h is expe
ted to

provide a more radiation tolerant design.

The dete
tion e�
ien
y versus the average fake hit rate per pixel for various radia-

tion doses and temperatures is shown in �gure 4.14, for these two pixel ar
hite
tures.

As one 
an 
learly see, their performan
e are similar. Finally, the S5 pixel ar
hite
ture

was sele
ted, be
ause it has been validated in two sensor submissions, i.e. those of

MIMOSA 22 and MIMOSA 22bis.

The main out
ome of this test beam is that the 
olumn parallel readout ar
hite
ture,

with integrated dis
riminators, has been fully validated in two sensor's submissions.

The requirements of the EUDET teles
ope sensor are satis�ed. The EUDET beam

teles
ope aims for an extrapolated resolution on the DUT surfa
e of ∼ 2 µm. To

a
hieve that, the referen
e planes sensors should feature a spatial resolution of ≤ 4 µm.

∗
The optimal threshold is the one o�ering the best 
ompromise between the dete
tion e�
ien
y

and the fake hit rate, while preserving the spatial resolution.
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Fig. 4.11: Dete
tion e�
ien
y of submatrix 5 for several integrated radiation doses of the


hip and temperatures. Unless otherwise stated, the tests were 
ondu
ted in

a temperature of 200 C. The bla
k line 
orresponds to 0 radiation, the green

to an integrated dose of 150 kRad, the blue to an integrated dose of 150 kRad

at a temperature of 350C and the red to an integrated dose of 300 kRad. the

horizontal axis is the dis
riminators threshold in units of SNR.
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Fig. 4.12: Spatial resolution of submatrix 5 for several integrated radiation doses of the


hip and temperatures. Unless otherwise stated, the tests were 
ondu
ted in

a temperature of 200 C. The bla
k line 
orresponds to 0 radiation, the green

to an integrated dose of 150 kRad, the blue to an integrated dose of 150 kRad

at a temperature of 350C and the red to an integrated dose of 300 kRad. the

horizontal axis is the dis
riminators threshold in units of SNR.
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Fig. 4.13: Average fake hit rate per pixel of submatrix 5 for several integrated radiation doses

of the 
hip and temperatures. Unless otherwise stated, the tests were 
ondu
ted

in a temperature of 200 C. The bla
k line 
orresponds to 0 radiation, the green

to an integrated dose of 150 kRad, the blue to an integrated dose of 150 kRad

at a temperature of 350C and the red to an integrated dose of 300 kRad. the

horizontal axis is the dis
riminators threshold in units of SNR.
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The performan
e exhibited from the referen
e pixel design are 
ompliant with this goal.

The radiation toleran
e requirements are also satis�ed, as it was demonstrated with the

study of the irradiated sensors. Thus, the referen
e pixel design will be implemented

in the �nal sensor, MIMOSA 26.

� �

Fig. 4.14: Dete
tion E�
ien
y�average fake hit rate per pixel trade o� for the submatri
es

S4 (blue line) and S5 (red line) of MIMOSA 22bis. Unless otherwise stated, the

tests were 
ondu
ted in a temperature of 200 C. Top: on the left is for the non

irradiated 
hip, on the right for an integrated dose of 150 kRad. Bottom: on the

left for an integrated dose of 150 kRad at 350C, on the right for an integrated

dose of 300 kRad.
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4.4 MIMOSA 24

The dete
tion performan
e of CMOS sensors depend strongly on various manufa
turing

parameters, whi
h are spe
i�
 to ea
h fabri
ation pro
ess. A 
hara
teristi
 example

is the thi
kness of the epitaxial layer, whi
h determines the magnitude of the 
ol-

le
ted signal. Several CMOS fabri
ation pro
esses exist, and the industry invests in

an intensive R & D e�ort for their optimisation for opti
al imaging appli
ations. As

already mentioned, 
harged parti
le tra
king appli
ations have a marginal impa
t on

this R & D e�ort. Therefore, an important task of the MIMOSA sensors development


onsists in exploring various fabri
ation pro
esses in order to �nd the optimal one for


harged parti
le tra
king.

The design of the MIMOSA 24 sensor 
an be in
luded inside this framework of

the exploration of fabri
ation pro
esses. In this 
ase, the XFAB 0.35 µm pro
ess was

assesed. The main motivation to investigate this pro
ess was the announ
ed intention

of XFAB to laun
h an option featuring a high resistivity epitaxial layer. The advan-

tages of a high resistivity epitaxial layer are des
ribed in sub�se
tion 3.4.2. The �rst

sensor featuring a high resistivity epitaxial layer, MIMOSA 25, had demonstrated very

en
ouraging results [Dorokhov 10℄. It was fabri
ated with the XFAB pro
ess, but it

had a rather large feature size of 0.60 µm. It is thus very interesting to test the XFAB

pro
ess, moving to the smaller feature size of 0.35 µm. Therefore MIMOSA 24 emerged,

featuring yet a low resistivity epitaxial layer though.

The s
ope of the MIMOSA 24 tests are to evaluate the basi
 performan
e of this

pro
ess, and 
ompare them with the ones obtained with the AMS 0.35 µm OPTO,

whi
h was the one providing the best performan
e for the MIMOSA, at least by that

time. To perform these 
omparative studies, we are going to use the results obtained

with MIMOSA 9 [Dulinski 04℄, a sensor having similar ar
hite
ture as MIMOSA 24 but

fabri
ated in the AMS 0.35 µm OPTO pro
ess. It should be stressed that 
urrently,

more manufa
turers provide high resistivity epitaxial layers, thus moving to XFAB is

not an one�way road.

4.4.1 Ar
hite
ture

MIMOSA 24 is an analog output sensor with an integration time of 160 µs. Its layout
is displayed in �gure 4.15. Its pixel array is organised in four parts, ea
h one with

its own analog output. Ea
h of these parts is further subdivided in two submatri
es,

thus the sensor has eight pixel submatri
es in total. The main design features of ea
h

submatrix are summarised in table 4.4. The number of pixels in ea
h of them is 32×32
for the �rst three parts and 16 × 32 for the fourth one.

The study of the ionising radiation hardness of the XFAB 0.35 µm pro
ess is of

spe
ial interest. Two radiation tolerant diode designs have been implemented in the

third part of the sensor. The �rst one reprodu
es the design used in the sensors manu-
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fa
tured in the AMS pro
ess, thus it is noted with the su�x AMS. It was however not

possible to implement exa
tly the same design with the XFAB pro
ess. The se
ond one

is the en
losed layout transistor design, noted as ELT. In both 
ases, the implementa-

tion of the thin oxide used to interrupt the leakage 
urrent path 
ould not rea
h up to

the n�well�epitaxial layer boundary surfa
e. For more information on these radiation

tolerant stru
tures, one 
an refer to [Koziel 09℄.

Submatrix Pixel pit
h Diode dimensions Design Rad. Tol design

(µm) (µm2
)

0 20 4.3 × 3.4 SB

1 20 6 × 6 SB

2 20 4.3 × 3.4 3T

3 20 6 × 6 3T

4 20 4.3 × 3.4 3T ELT

5 20 4.3 × 3.4 3T AMS

6 30 4.3 × 3.4 3T

7 30 5 × 5 3T

Tab. 4.4: Pixel 
hara
teristi
s of ea
h submatrix of the MIMOSA 24 sensor.

4.4.2 Test Beam Data Analysis

The test beam took pla
e in August 2009 at the CERN�SPS. The tests were 
ondu
ted

with the TAPI�TNT 
on�guration (see sub�se
tion 4.1.2) and the data were analysed

using the TAF software (see sub�se
tion 4.2.1). Four 
hips, exposed to various inte-

grated radiation doses and �uen
es were tested. These are the non irradiated referen
e


hip 9, the 
hip 7 that was exposed to a radiation dose of 500 kRad, and two 
hips,

numbered 4 and 5, with an integrated �uen
e of 3×1012neq/cm2
and 1.3×1013neq/cm2

respe
tively.

To evaluate better the results, we should stress some 
onsequen
es arising from

the data sparsi�
ation provided by the TNT DAQ board. Con
erning the noise and

pedestal extra
tions, the re
ursive formulae 4.6 and 4.4 
ould not be used. Due to the

threshold applied to the DAQ, only pixels with raw value higher than this threshold

are read out. This a�e
ts also the 
luster re
onstru
tion. The number of pixels in a


luster depends on the TNT threshold. It is not always possible to re
onstru
t an n×n

luster around the hit. Additionally, the 
harge 
olle
ted in an n× n 
luster when the

data are sparsi�ed will be in average higher than the one 
olle
ted in a 
luster with

the same multipli
ity, in the 
ase of non sparsi�ed data. The reason is that in the non

sparsi�ed data 
ase, pixels with relatively low 
harge enter in the 
luster re
onstru
tion.
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Fig. 4.15: Layout of MIMOSA 24 sensor.
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These pixels will be 
ut out if a threshold is applied on the DAQ. Thus one 
annot


ompare 
luster 
harge or multipli
ities between sensors tested with and without data

sparsi�
ation.

Finally, another point is that during this test beam, for most of the 
hips we have

obtained enough statisti
s to perform a reliable analysis only for the submatri
es 0 and

1. Thus we are going to fo
us on the analysis of these two submatri
es.

Basi
 Performan
e

The noise estimation is performed using short dedi
ated noise runs, when the beam is

o� and the TNT threshold set to 0. A mean noise value was obtained for ea
h pixel.

Thus it was mandatory to estimate the seed SNR using an indire
t way: the 
harge


olle
ted in the seed pixel during a data taking run is divided by the noise extra
ted for

the same pixel during the noise run. Figures 4.16 and 4.17 show the 
harge 
olle
ted,

the noise and the SNR for the seed pixel for the submatri
es 0 and 1. The applied

thresholds for the hit re
onstru
tion are ≥ 5 for the seed 
andidates and ≥ 2 for the


luster 
andidates, in units of SNR. Independently of these thresholds, the pixels that

do not ex
eed the TNT DAQ threshold are not taken into a

ount.

For the submatrix 0, featuring a small diode of 4.3 × 3.4 µm2
, the 
harge 
olle
ted

in the seed pixel, being �tted with a Landau distribution, has an MPV value of 248.8±
0.7 e−. The obtained noise in the seed pixel is 11.63 ± 0.10 e−, leading to an SNR of

21.2±0.4. The submatrix 1, with diode dimensions equal to 6×6 µm2
, features a seed


harge of 327.2±0.5 e−, a seed noise of 15.64±0.11 e−, thus an SNR equal to 20.3±0.3.
The statisti
s obtained for the submatri
es 4 and 5, espe
ially for the irradiated


hips, were not su�
ient to perform a reliable analysis. Thus it was not possible to

test whether the AMS radiation tolerant design 
an be su

essfully implemented in the

XFAB pro
ess, or to evaluate the ELT design.
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Fig. 4.16: MIMOSA 24 submatrix 0 (diode size equal to 4.3 × 3.4µm2
) test beam results:

left part, 
harge 
olle
ted in the seed pixel; middle part, seed pixel ENC; right

part, seed pixel SNR.

In order to measure the resolution of the MIMOSA 24, it is �rst required to estimate

the tra
k extrapolation a

ura
y of the teles
ope. The individual planes of the TAPI
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Fig. 4.17: MIMOSA 24 submatrix 1 (diode size equal to 6 × 6µm2
) test beam results: left

part, 
harge 
olle
ted at the seed pixel; middle part, seed pixel ENC; right part,

seed pixel SNR.

teles
ope were aligned with an a

ura
y of ∼ 1.5 − 2 µm. This 
an be translated in a

tra
k interpolation a

ura
y on the DUT surfa
e of ≤ 1 µm. It was demonstrated, as

illustrated by �gure 4.3.4, that the best resolution is obtained when the hit position

is re
onstru
ted with the η algorithm. However, it is not possible to apply the η

orre
tion, in the way it is 
urrently implemented in the software, to the data obtained

with the TAPI�TNT 
on�guration. The reason is illustrated by �gure 4.18. The DAQ

threshold does not always allow to re
onstru
t a 
luster around the hit. In the 
ase

of one pixel 
lusters, the hit position given by the CoG algorithm is identi
al to the

digital one. Thus the di�eren
e UCoG −UDIG is equal to 0. This results in a very sharp

peak, δ�fun
tion like, of the η distribution at the position 
orresponding to the 
enter

of the pixel (left part of �gure 4.18). When one tries to integrate the η fun
tion, this

sharp peak leads to a dis
ontinuity at the 
enter of the pixel (right part of �gure 4.18),

that biases the re
onstru
tion of the hit position at the borders of the pixel. This e�e
t

is illustrated in �gure 4.19, where we see the interpolated position of the tra
k in the

verti
al axis while on the horizontal one is the re
onstru
ted hit position. We observe

that, independently of the interpolated position of the tra
k impa
t, the hit is always

re
onstru
ted inside a narrow band, 
lose to the pixel borders.

For this reason, the CoG algorithm will be used. An implementation of the η algo-

rithm that 
an 
ope with sparsi�ed data is under study. Certain hit sele
tion 
riteria,


on
erning the 
luster multipli
ity and thresholds on the seed and 
luster 
harge should

be applied. The resolution obtained with the CoG algorithm, for both dire
tions, of

the submatri
es 0 and 1 of MIMOSA 24 is presented in table 4.5. The results are


ompared with the measured resolution of MIMOSA 9, with the same method. We

observe slightly better resolution performan
e with MIMOSA 24. Moreover, the bigger

diode seems to yield �ner resolution than the small one.
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Fig. 4.18: η distributions for the �rst plane of the TAPI teles
ope (MIMOSA 18 sensor).Left

part: η density, right part: η integrated density. At the horizontal axis is the

distan
e from the 
enter of the pixel.
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Fig. 4.19: Correlations of the extrapolated position of the tra
k (verti
al axis) with the

re
onstru
ted hit position for the MIMOSA 24 sensor (horizontal axis), when the

hit position is re
onstru
ted with the η algorithm.
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sensor diode (µm2
) U resolution (µm) V resolution (µm)

M24 3.4 × 4.3 2.30 ± 0.03 2.06 ± 0.03
M9 3.4 × 4.3 2.30 2.03

M24 6 × 6 1.89 ± 0.03 1.55 ± 0.04
M9 6 × 6 2.18 1.83

Tab. 4.5: Spatial resolution of MIMOSA 24 and MIMOSA 9. Un
ertainties are statisti
al

only.

Comparison with MIMOSA 9

The main motivation for the fabri
ation of the MIMOSA 9 sensor, by 2004, was to

explore a new (then) fabri
ation pro
ess, the AMS 0.35 µm OPTO. The des
ription of

the sensor 
an be found at [Dulinski 04℄. Two MIMOSA 9 submatri
es are similar to

the submatri
es 0 and 1 of MIMOSA 24. They feature a pixel pit
h of 20 µm, self biased

diode design, and diode dimensions of 4.3× 3.4 µm2
and 6× 6 µm2

respe
tively. Thus,

by 
omparing the basi
 performan
e of the 
orresponding MIMOSA 9 and MIMOSA

24 submatri
es, the new pro
ess XFAB 0.35 µm 
an be 
hara
terised with respe
t to

the very well tested AMS 0.35 µm OPTO.

We should stress at this point that the two sensors have been tested with di�erent


on�gurations, MIMOSA 9 with the sili
on strip teles
ope while MIMOSA 24 with the

TAPI�TNT system. Due to this fa
t, as was explained in sub�se
tion 4.4.2, information


oming from the 
luster of the hit 
annot be 
ompared. Therefore, the study will be

restri
ted to the information 
oming from the seed pixel, whi
h means 
harge 
olle
tion,

noise and SNR. The results are presented in table 4.6.

submatrix seed 
harge (e) seed noise (e) seed S/N

M9 3.4 × 4.3 diode 250.4 ± 0.3 9.234 ± 0.02 26.3 ± 0.3
M24 3.4 × 4.3 diode 248.8 ± 0.7 11.63 ± 0.10 21.2 ± 0.4
M9 6 × 6 diode 338.8 ± 0.4 12.32 ± 0.02 26.8 ± 0.3
M24 6 × 6 diode 327.2 ± 0.5 15.64 ± 0.11 20.3 ± 0.3

Tab. 4.6: Comparison between MIMOSA 24 and MIMOSA 9 seed pixel information. The

reported un
ertainty is the statisti
al one.

Charge 
olle
tion on seed yields similar values for both sensors. Roughly 20%
higher noise was measured with MIMOSA 24, whi
h obviously re�e
ts in the SNR

value. However, MIMOSA 24 exhibits a satisfa
tory SNR, whi
h is ≥ 20 for both

submatri
es.
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Con
luding, both sensors exhibit similar performan
e. As already mentioned, due to

the di�erent test setups used, as well as to the low statisti
s a
quired for the irradiated


hips, it was not possible to fully validate the XFAB pro
ess with respe
t to the AMS

one. Nevertheless, we did not observe any striking results that 
ould dis
ourage us

from fabri
ating sensors in the XFAB 0.35 µm pro
ess. Thus, we 
an 
on
lude that

XFAB o�ers a promising 
andidate te
hnology for fabri
ating CMOS sensors for HEP

appli
ations.

4.5 Summary and Perspe
tives

In this 
hapter we went through the test results of the MIMOSA 22/22bis and MIMOSA

24 sensors. The tests of these sensors have addressed 
ru
ial aspe
ts 
on
erning the

realisation of a CMOS based VXD. As we have dis
ussed in the previous 
hapter, the

CMOS te
hnology genuinely o�ers high granularity and low material budget. The main


hallenge towards a VXD for the ILC is to provide a sensor having the above features


ombined with a swift readout. The 
hallenge lies in the strong anti�
orrelation among

those requirements. A prominent example is that high spatial resolution requires a

highly segmented sensor with a large number of pixels, while high time resolution is

favoured by a smaller number of pixels.

Full (reti
le) size sensors 
omplying with the VXD spatial resolution requirements

should be segmented into O(106) pixels. A sequential readout of su
h a pixel matrix

would lead to readout times in the order of a few ms, whi
h is too slow. The organ-

isation of the pixels into 
olumns, and the appli
ation of a 
olumn parallel readout


an improve the time resolution by two order of magnitudes, bringing it 
lose to the

VXD requirements. This idea was fully validated throughout the tests of the MIMOSA

22/22bis sensors. Implementing more than one rolling shutter in the sensor will further

improve the readout time, going down to few µs, an adequate performan
e even for

the VXD innermost layer.

A se
ond requirement arising from the relatively high hit rate on the inner layers of

the VXD is the online data sparsi�
ation. In�pixel data spar�
ation would require dig-

ital logi
 (a dis
riminator) to be implemented inside the pixel. However, digital logi


needs both PMOS and NMOS transistors integrated inside the pixel sensitive area,

whi
h would a�priori result in parasiti
 
harge 
olle
tion (see se
tion 3.2.1). Thus the

data sparsi�
ation should take pla
e on the sensor periphery. The dis
riminators are

lo
ated at the end of ea
h 
olumn and they feature a 
ommon threshold. The appli-


ation of a 
ommon threshold be
ame feasible due to a double CDS strategy that has

been invoked, whi
h 
ompensates for the FPN of the pixel array. The obtained results

are quite en
ouraging. It 
an provide an e�
ien
y of ∼ 99.8 % with a 
orrespond-

ing average fake hit rate per pixel of O(10−5) for the radiation level expe
ted at the

ILC environment. The pixel matrix of the MIMOSA 22/22bis featuring the optimal
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pixel design (S5), 
ombined with a data sparsi�
ation logi
 
onstitute the MIMOSA

26 sensor (see sub�se
tion 3.3), being developed for the EUDET beam teles
ope.

Obviously, MIMOSA 22/22bis does not 
over all of the VXD requirements. How-

ever, implementing the S5 ar
hite
ture in a smaller pixel, by moving to fabri
ation

pro
esses with a smaller feature size, the required spatial resolution 
an be a
hieved.

Having in mind the required toleran
e on ionising radiation (see sub�se
tion 3.1.2),

we 
an see that the referen
e pixel design of MIMOSA 22/22bis 
ould withstand the

expe
ted annual dose. Smaller feature size, 
ombined with a smaller pixel pit
h, will

improve also the toleran
e on both ionising and non�ionising radiation.

As we have dis
ussed, the CMOS based VXD will rely on a double optimisation

strategy, whi
h uses both small and large pixel sizes depending on the layer in order

to a
hieve the best 
ompromise between time and spatial resolution, and power dis-

sipation. When one goes to large or elongated pixels, a major 
on
ern is the 
harge


olle
tion e�
ien
y (as well as the non�ionising radiation hardness, but this is not a

major issue for the ILC). One 
an envisage to improve the 
harge 
olle
tion e�
ien
y

by in
reasing the size of the depletion area of the pixel. A way to do this is to use high

resistivity epitaxial layers, whi
h was something non standard to the CMOS pro
esses

used by the opti
al industry until a few years ago. XFAB o�ered sensors with epitaxial

layers featuring a resistivity of a few hundreds Ω · cm. But sin
e 
ru
ial parameters


hange from one fabri
ation pro
ess to another, before moving to a new one it is de-

sirable to assess its performan
e against a well�known pro
ess. That was the purpose

ful�lled from the MIMOSA 24 tests. Even though a 
omplete validation 
ould not be

extra
ted from the tests of this sensor, it was at least demonstrated that using XFAB

0.35 µm is an open possibility.

In 
hapters 3 and 4 we have addressed the CMOS sensors te
hnology, and presented

results obtained in test beam 
ampaigns. The sensors tested are 
onsidered as interme-

diate steps towards the long term goal, i.e. the development of the �nal ILD sensor(s).

In the next 
hapter we are going to 
hange our approa
h. We will assume a sensor

te
hnology that satis�es the ILD requirements, and pro
eed to simulation studies of

physi
s �nal states, in order to optimise the VXD geometri
al 
on�guration.
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CHAPTER 5

ILD Vertex Dete
tor Optimisation Studies

5.1 Introdu
tion

The purpose of the ILD vertex dete
tor (VXD) is to provide ex
ellent heavy �avour

tagging and to parti
ipate in the tra
k re
onstru
tion, where it plays a 
ru
ial role

espe
ially for the low momentum tra
ks. The term heavy �avour tagging means the

identi�
ation of b� and 
�jets, and of τ leptons. The performan
e of the VXD on these

aspe
ts is 
ru
ial for the extra
tion of the Higgs 
ouplings to fermions, as well as for

the re
onstru
tion of the vertex 
harge. The feasibility of the aforementioned analyses

have been already demonstrated through detailed studies in the framework of the ILD

Letter of Intent [LoI 10℄.

The LoI physi
s analyses have assumed one of the alternative VXD geometries (see

sub�se
tion 2.3.2), the VXD05. We should stress that we do not intent to repeat these

analyses. Our main goal in this 
hapter is to use these studies as ben
hmarks in order

to 
ompare the performan
e of the alternative VXD geometries, fo
using on the two

main ones, 
alled VXD03 and VXD05. We seek to �nd whether there is an argument,


on
erning the physi
s performan
e of the two geometries, that pushes us to 
hoose

one of them. To do so, we will examine their heavy �avour tagging performan
e, and

their sensitivity in the extra
tion of the Higgs hadroni
 bran
hing ratios.

Apart from studying the two main VXD geometries, we will try also to explore a

small part of the available parameter spa
e of their geometri
al and te
hnologi
al fea-

tures. Our motivations are merely the two following: �rst to see whether we 
an further

optimise the VXD performan
e; se
ond, some of the LoI�targeted values, mainly the

innermost layer radius and the ladder's material budget, may be proven not to be

129
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feasible. In that 
ase, we are interested to �nd the margin allowed for relaxing the

requirements on these parameters, without degrading severely the physi
s potential of

the dete
tor.

5.2 Physi
s Pro
ess�Event Generation

The sele
ted physi
s 
hannel is the Higgs boson produ
tion via the Higgsstrahlung

pro
ess at

√
s = 250 GeV (left part of the �gure 1.3), whi
h is a ben
hmark pro
ess for

the ILC physi
s program. The Higgsstrahlung 
ross�se
tion maximises near produ
tion

threshold, therefore for an assumed mass MH for the Higgs boson of 120 GeV/c2
, the

optimal

√
s is in the range of ∼ 220−250 GeV. Moreover, operating at

√
s = 250 GeV

o�ers a better mass resolution on the Z → µ+µ−
de
ays [Bambade ℄. The SM Higgs

bran
hing ratios for this MH value are summarised in table 5.1.

De
ay mode BR (%)

bb 68.16

cc 3.04

gg 6.71

W+W−
13.45

ZZ 1.48

τ+τ−
6.74

Tab. 5.1: Bran
hing ratios for a SM Higgs boson of 120GeV/c2
mass [Djouadi 98℄.

The Monte�Carlo generator �les produ
ed for the LoI studies have been used.

For the Higgsstrahlung pro
ess we are using the �les produ
ed at SLAC with the

WHIZARD event generator [WHIZARD ℄. The e�e
t of beamstrahlung on the energy

spe
trum of the beams, thus the resulting e�e
ts on

√
s and the 
ross�se
tions, are

reprodu
ed with the CIRCE software [Ohl 97℄. The e�e
t on

√
s 
an be seen in �g-

ure 5.1. It shows the distribution of the total Invariant Mass (IM) of all Monte�Carlo

parti
les (whi
h 
orresponds to the e�e
tive

√
s ), produ
ed at a Higgsstrahlung event.

The main ba
kground pro
esses ZZ and WW (see se
tion 5.3), have been generated

at KEK with PYTHIA version 6.409 [PYTHIA ℄. The assumed energy spread is 0.28%

for the ele
tron and 0.18% for the positron beam. These values do not a

ount for the

low IM distribution tail.

We will fo
us on the events where the Z boson de
ays to a pair of muons. The

expe
ted bran
hing ratio of Z → µ−µ+
is ∼ 3.5%. This spe
i�
 
hannel sele
tion

limits severely the statisti
s. On the other hand, it also limits the potential ba
kground

sour
es, thus 
an provide a relatively easy signal�ba
kground separation. The 
ross�

se
tion of the e+e− → ZH → µ+µ−X pro
ess, where X stands for the Higgs de
ay
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Fig. 5.1: The total invariant mass of all Monte�Carlo parti
les (whi
h 
orresponds to the

e�e
tive

√
s ), produ
ed in Higgsstrahlung events.

produ
ts, assuming unpolarised beams, is 7.78 fb for

√
s = 250 GeV. For the beam

polarisation option of 80 % for e−R and 30 % for e+
L , the 
ross�se
tion is 7.02 fb. The

beam polarisation option of 80 % for e−L and 30 % for e+
R leads to a 
ross�se
tion of

10.40 fb.

5.3 Physi
s Ba
kground

Ea
h pro
ess that 
ould mimi
 the signal's �nal state topology, whi
h is 
onstituted

by two highly energeti
 muons originating from the Z-boson de
ay and two jets from

the Higgs boson de
ay, should be 
onsidered as a possible ba
kground sour
e. The

studies exposed in [Kuhl 07℄, showed that the requirement for a muon pair, where ea
h

muon has at least 15 GeV/c of momentum, suppress almost 
ompletely the majority of
the potential ba
kground. Signi�
ant ba
kground 
ontributions 
ould arise from the

following pro
esses:

qq: The requirement for two high momentum muons will suppress very e�e
tively the

ba
kground 
ontamination 
oming from this 
hannel. Some 
ontribution may

nevertheless arise from the missidenti�
ation of the �nal state pions as muons.
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The ex
ellent purity of the Pandora parti
le �ow algorithm (see table 5.3) should

eliminate this e�e
t.

WW: The requirement for 2 high momentum muons should marginalise the 
ontribu-

tion that arises from the fully hadroni
 
hannel. Additionally, it is expe
ted to

suppress in a large extent the semi�leptoni
 
hannel. However, the semi�leptoni



hannel WW → q q µ νµ 
an produ
e a �nal state whose topology resembles to

the signal one, having two jets and a high energeti
 muon in the �nal state (plus

missing energy from the neutrino). A pion misstagged as a muon (even though

this is not very probable to happen - see table 5.3), or a semi�leptoni
 heavy

�avour hadron de
ay 
ould add a se
ond energeti
 muon to the �nal state. This

will result in a �nal state similar to the signal one. Sin
e this 
hannel has a rela-

tively large 
ross�se
tion, it is a potential sour
e of ba
kground. Its 
ross�se
tion


an be suppressed by 
hoosing the appropriate ele
tron and positron polarisation,

80 % for e−R and 30 % for e+
L , see table 5.2. Even though this sele
tion redu
es

the signal 
ross�se
tion by ∼ 30 %, it redu
es by at least one order of magnitude

the WW 
ross�se
tion. Hen
e this is a strong argument to 
hoose this set of

polarisation. To estimate the signal 
ontamination that 
ould arise from this


hannel, we have fully re
onstru
ted 104
events, 
orresponding to an integrated

luminosity of 31.3 fb−1
. Only one event was found to pass the sele
tion 
riteria,

therefore we may assume the signal 
ontamination introdu
ed by this 
hannel as

marginal. Of 
ourse, in this analysis of 104
events, we have to stress the small

size of the sample whi
h introdu
es large statisti
al un
ertainties regarding the

ba
kground 
ontribution of this pro
ess. But our assumption 
an be veri�ed by

the ones obtained for the LoI studies. Therefore, the e�e
t of this pro
ess will be

assumed marginal.

ZZ: The fully hadroni
 
hannel, as well as the semi�leptoni
 
hannel ZZ → qqνν,
will be eliminated by requiring a high momentum muon pair. On the other

hand, the semi�leptoni
 
hannel where ZZ → µ+µ−qq has exa
tly the same

topology as the signal. Thus it is expe
ted to provide the largest ba
kground


ontribution. This ba
kground should be fully understood and 
ontroled. A

sample 
orresponding to 250 fb−1
has therefore been passed through full dete
tor

simulation and re
onstru
tion.

single Z: The single Z produ
tion is the se
ond most important ba
kground sour
e,

even though its 
ontamination is estimated to be at least one order of magnitude

smaller than the one of the double Z pro
ess ([Kuhl 07℄).

single W: The ba
kground 
ontribution of this 
hannel is expe
ted to be negligible.

The simulation and re
onstru
tion of all ba
kground pro
esses for ea
h 
andidate

VXD geometry, and the relevant event sele
tion optimisation, would require vast 
om-
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Fig. 5.2: First order Feynman diagrams of the main ba
kground pro
esses. The left shows

the s�
hannel of the WW produ
tion; the middle shows the t�
hannel of the WW

produ
tion; the right shows the ZZ produ
tion.

puter resour
es. As already mentioned in the introdu
tion, we should stress that we do

not intent to repeat the physi
s analyses done for the LoI. That task would en
ounter

very big pra
ti
al di�
ulties, without adding an important 
ontribution. Thus, we

will be guided by the results obtained for the LoI, fo
us on the dominant ba
kground


hannels, and be inspired by the suggested event sele
tion variables. The reason is,

apart from the te
hni
al ones already mentioned, that we do not expe
t that the dif-

ferent VXD geometries will have a sizeable e�e
t on the signal�ba
kground separation

of the minor ba
kground pro
esses. Therefore, for the purpose of the studies exposed

in this 
hapter, only the 
ontamination due to the double Z pro
ess will be examined,

sin
e it is by far the most important. We 
onsider that the signal 
ontamination from

other pro
esses will be e�e
tively suppressed to marginal levels, by requiring the event

sele
tion that was used in [Kuhl 07℄.

Table 5.2 summarises the signal and ba
kground pro
esses that will be studied,

together with their 
orresponding 
ross�se
tions for the assumed polarisation, as well

as the number of events that have been fully simulated and re
onstru
ted for ea
h of

them. The Feynman diagrams for these pro
esses are illustrated in �gure 5.2.

5.4 Dete
tor Simulation

The dete
tor has been fully simulated using the GEANT4 [Geant4 ℄ based software

Mokka [Mokka ℄. Mokka uses the geometry information stored in a set of MySQL

[MySQL ℄ databases, whi
h is translated by a set of C++ drivers into GEANT4 obje
ts.

The overall dete
tor simulation model is being built from a 
ombination of a number
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pro
ess Signal ZZ WW

�nal state µ+µ−qq µ+µ−qq µνµqq

polarisation e−L80%, e+
R30%


ross�se
tion (fb) 10.33 124.03 5338.87

polarisation e−R80%, e+
L30%


ross�se
tion (fb) 7.02 71.89 319.42

Events 1750 17975 10000

Tab. 5.2: Cross�se
tions and number of events fully simulated and re
onstru
ted for the

signal and the main ba
kground pro
esses. The number of re
onstru
ted events


orresponds to an integrated luminosity of 250 fb
−1

for the signal and ZZ pro
esses,

and to 31.3fb−1
for the WW produ
tion for the assumed beam polarisation of

e−L80%, e+
R30%.

of subdete
tors, like for example the TPC, the ECAL, the magneti
 �eld or the beam

pipe. In order to build a subdete
tor, the relevant database should be queried by the

relevant driver. This s
heme introdu
es a great deal of �exibility into the optimisation

pro
edure, sin
e a driver 
an query various databases. For example, a 
hange in the

dimensions of a module 
ould be tested just by modifying the relevant parameter in

the database, without tou
hing the 
ode. This also fa
ilitates the optimisation pro
ess,

sin
e it is quite straightforward to test several overall dete
tor options by adding,

removing or substituting subdete
tors during run time through steering �les.

On the other hand, the in
reased amount of �exibility might be
ome slightly dan-

gerous, and result in in
onsisten
ies like overlapping volumes. A workaround is o�ered

by the superdrivers 
on
ept; these are self�s
aling drivers that 
an s
ale the whole

dete
tor in length and radius in order to avoid possible overlaps.

Mokka takes as an input a generator �le, usually in stdhep format, and simulates the

intera
tions with the full dete
tor. The output �le in
lude the hit 
olle
tions 
reated

at the several subdete
tors during the simulation. They have the LCIO [LCIO ℄ per-

sisten
y format. The LCIO is the event data model used for the linear 
ollider studies.

If Mokka is 
ompiled with the GEAR [GEAR ℄ pa
kage, it provides an xml �le that

holds geometri
al parameters, essential for the re
onstru
tion pro
edure. Figure 5.3

illustrates the software organisation. The analyses presented in this 
hapter have been

realised with the ILD_00 dete
tor model, whi
h is the model used for the LoI studies.

Then, depending on the desired VXD geometry, the relevant VXD subdete
tor variant

was substituted.
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Fig. 5.3: S
hemati
s illustrating the ILD software organisation [Gaede 10℄.

5.5 Event Re
onstru
tion

The re
onstru
tion 
hain is handled by Marlin [Marlin ℄, whi
h is a modular C++

appli
ation framework. Ea
h task during the re
onstru
tion pro
edure is ful�lled by

a dedi
ated module, 
alled pro
essor. An xml steering �le de�nes whi
h pro
essors

will be 
alled during re
onstru
tion, and in whi
h order, as well as the values of their

parameters. Marlin uses the LCIO format for its input and output data, but also as a

transient data model. The main part of the re
onstru
tion, meaning the digitisation,

the tra
king and the 
lustering (see se
tion 2.4) is realised via MarlinRe
o, whi
h is a

Marlin based pa
kage that provides the relevant algorithms. The resulting tra
ks and


lusters are fed to the parti
le �ow analysis, provided by the PandoraPFA software

[Thomson 09℄.

The re
onstru
tion of our data samples will pro
eed a

ordingly through the follow-

ing steps. At the �rst stage, the events are s
anned for µ+µ−
pairs. The identi�
ation

of the muons is provided by the PandoraPFA. The PandoraPFA performan
e on muon

identi�
ation 
an be quanti�ed by 
al
ulating the relevant e�
ien
y and purity. The
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e�
ien
y is de�ned as the ratio of the true muons that have been identi�ed versus the

total number of true muons. The purity is the ratio of the number of the true muons

that have been identi�ed versus the number of re
onstru
ted parti
les that have been

identi�ed as muons. We have 
al
ulated these ratios for our signal sample, and the

results are summarised in table 5.3. Very high purity is provided. On the 
ontrary

the e�
ien
y is more moderate, and is going to introdu
e a statisti
al loss: sin
e two

high energy and opposite 
harged muons are needed for the Z re
onstru
tion, with

the provided e�
ien
y of ∼ 90%, about 20% of the signal events are expe
ted to be

reje
ted.

PandoraPFA performan
e

e�
ien
y 90.6%
purity 99.9%

Tab. 5.3: Performan
e of the PandoraPFA algorithm on the muon identi�
ation for the

signal sample.

Out of all the possible µ+µ−

ombinations, the one most sus
eptible to be a Z boson

is sele
ted for the Z re
onstru
tion. This best 
andidate is de�ned as the pair having

its invariant mass (IM) 
losest to the Z boson mass, as it is reported in [PDG b℄. A

�rst set of sele
tion 
riteria (see se
tion 5.6) is applied to this 
andidate. If they are

satis�ed, we pro
eed to the jet 
lustering. The sele
ted muon pair is then removed

from the parti
le's 
olle
tion. The rest of the re
onstru
ted parti
les of the event are

for
ed to jet re
onstru
tion using the Durham kT algorithm [Catani 92℄, requiring a

�xed value of 2 jets. If the jet 
lustering su

eeds, the jet�wise �avour tagging provided

by the LCFI 
ollaboration (see se
tion 5.7) is applied on them.

5.6 Event Sele
tion

A pure sequential 
ut based event sele
tion is used. The 
ut variables and tuning

are inspired from the LoI analyses that used the Higgsstrahlung pro
ess in order to

measure the Higgs boson mass, the produ
tion 
ross se
tion and the bran
hing ratios

[Kuhl 07℄, [Ito 09℄. The 
uts are applied at two stages. The �rst stage is after the Z

boson re
onstru
tion where an event sele
tion takes pla
e. The sele
ted events undergo

the jet 
lustering. Then a se
ond set of 
uts is applied to the re
onstru
ted jets. The

sele
tion 
riteria are the following:

1. Two high momentum muons: As already mentioned in se
tion 5.3, the require-

ment for two high momentum muons e�e
tively suppresses the 
ontamination
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oming from the qq produ
tion, and from the fully hadroni
 de
ays of the ZZ and

the WW �nal states.

2. 70 ≤ ZIM ≤ 110GeV : The 
ut applied here demands that the invariant mass of

the muon pair should be 
onsistent with the invariant mass of the Z boson. That

is expe
ted to eliminate the 
ontamination arising from the semilopteni
 
hannel

of the WW pro
ess. After the �rst two 
uts, the leftover ba
kground 
ontribution

mostly 
omes from the double Z boson produ
tion, whi
h is obviously not a�e
ted

by these 
uts. So, from now on, we will fo
us on the double Z boson ba
kground.

The upper left plot of �gure 5.4 shows the Z boson invariant mass distribution for

the signal and the ZZ ba
kground. There are a large number of entries towards

the low mass tails of these distributions. Their sour
e is the mise�
ien
y in the

muon identi�
ation where one or both of the muons 
oming from the Z de
ay are

not identi�ed. In this 
ase the Z boson is re
onstru
ted from a muon pair where

either one or both muons are not really the de
ay produ
ts of the Z. The vast

majority of those events are reje
ted by this 
ut.

3. 117 ≤Re
oil Mass≤ 150GeV : The aim of the last three 
uts is mainly to dis-


riminate the Higgsstrahlung from the double Z boson produ
tion pro
ess. The

variable with the highest separating power between these two pro
esses is the

re
oil mass of the Z system. Its distribution is illustrated in the upper right part

of the �gure 5.4. The re
oil mass is 
al
ulated using the following equation:

Re
oil Mass =
√

s + Z2
IM − 2

√
s (E1 + E2) (5.1)

where

√
s is the 
enter�of�mass energy, ZIM is the re
onstru
ted invariant mass

of the Z boson and E1, E2 the energies of the two muons used for the Z re
onstru
-

tion. Con
erning the signal, a very sharp peak at 120 GeV/c2
is 
learly visible,

whi
h is 
onsistent with the generated mass of the Higgs. The distribution of the

ZZ pro
ess has a peak around 91 GeV/c2
, the Z invariant mass.

Both histograms have a large number of entries in the area of large re
oil mass

values. These high tails of the distributions are due to radiative e�e
ts. The

beamstrahlung degrades the 
enter�of�mass energy, thus in
reasing the re
oil

mass. This is explained from the fa
t that in order to 
al
ulate the re
oil mass,

using the equation 5.1, we assume a

√
s to be equal to 250GeV. If its real value

is smaller, equation 5.1 will lead to an overestimation of the re
oil mass. The

Initial State Radiation (ISR), having a similar e�e
t as the beamstrahlung, will

also 
ontribute to the high re
oil mass values. Additionally, it may redu
e the

produ
tion 
ross�se
tion if a very high energy photon (P ≥ 40 GeV/c) is 
re-
ated (therefore the Higgsstrahlung pro
ess will not be kinemati
ally a

essible).

Moreover, the Final State Radiation (FSR) will add some entries to the high
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tails of the re
oil mass distribution. The reason is that the �nal state muons are

expe
ted to radiate bremstrahlung photons, loosing energy this way. But given

the relatively large mass of the muon, bremstrahlung is expe
ted to be highly

suppressed. Thus the 
ontribution of the FSR will only play a marginal role.

Finally, we observe that there is a signi�
ant de
rease of the events at the high

tails after 159 GeV/c2
. This is the value of the re
oil mass at the mass threshold

of the Higgsstrahlung pro
ess.

4. 
os (θ) ≤ 0.9 : The Higgsstrahlung being a pure s�
hannel pro
ess, the re
on-

stru
ted Z boson is expe
ted to have a uniform polar angle distribution. The

ZZ produ
tion being essentially a t�
hannel pro
ess, the angular distribution is

expe
ted to peak at small polar angles. The down left plot of �gure 5.4 is illustrat-

ing the above, providing another dis
riminating variable for the two pro
esses.

5. 100 ≤ di�jet IM ≤ 140GeV : The �nal 
ut is applied to the re
onstru
ted di�

jet invariant mass. For the signal, the distribution has a peak near the generated

Higgs boson mass, while for the ZZ ba
kground it peaks near the Z boson invariant

mass.

Table 5.4 summarises the numbers of events for the signal and the ba
kground that

survive after the appli
ation of ea
h 
ut. The presented results were obtained with the

VXD03 geometry after the analysis of an integrated luminosity of 250 fb−1
, both for

the signal and the ba
kground. Almost identi
al results were found with the VXD05

geometry. Finally we end up with a signi�
an
e of the signal of

S√
S+B

= 24.0 ± 0.9.

Cut signal ZZ

Initial event sample 1750 17975

1 1607 (91.8%) 15883 (88.4%)

2 1349 (77.1%) 10064 (56.0%)

3 1258 (71.9%) 1152 (6.4%)

4 1205 (68.9%) 1061 (5.9%)

5 924 (52.8%) 556 (3.2%)

Tab. 5.4: Cut �ow for the signal and the ZZ ba
kground.

5.7 Flavour Tagging

The physi
s rea
h of an experiment is based on the dete
tor performan
e as well as

on the maturity of the re
onstru
tion algorithms. Thus, before pro
eeding to the
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Fig. 5.4: Main dis
riminating variables. The plots �lled with blue 
olour represent the

signal and the ones �lled with red the ZZ ba
kground distributions. The upper

left displays the Z boson invariant mass re
onstru
ted from the best 
andidate

muon pair. The upper right shows the re
oil mass of the Z boson system. Down

left is the 
osine of the Z polar angle. Down right is the di�jet invariant mass,

being 
al
ulated after applying the 
uts on the three other variables (invariant

mass, re
oil mass, polar angle).

study of the VXD performan
e, we will introdu
e the algorithms, used by the ILD


ollaboration, that provide the heavy �avour tagging. The s
ope of se
tion 5.7, more

pre
isely sub�se
tions�5.7.1 and 5.7.2, is not to fully des
ribe these tools, but rather

to make an introdu
tion, in order to fa
ilitate the understanding of the optimisation

pro
edure. The identi�
ation of the jet's �avour is derived from the neural net based
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�avour tagging developed by the LCFI 
ollaboration [Bailey 09℄. We should stress here

that the se
ondary vertex re
onstru
tion is jet�based, and not event�based. The task of

vertex re
onstru
tion is ful�lled with the topologi
al vertex �nder ZVTOP [Ja
kson 97℄,

an algorithm originally developed for the Stanford Linear Dete
tor (SLD) and 
urrently

adapted to the ILC by LCFI.

Two 
ases are distinguished, whi
h lead to two di�erent sets of input variables to

the neural nets. In 
ase a, only the primary vertex has been found, while in 
ase b

displa
ed verti
es have also been found inside the jets. For this latter 
ase, the in-

formation derived from the additional verti
es is 
ru
ial. It is thus very important to

suppress the re
onstru
tion of fake verti
es that 
ould stem from wrong tra
k asso
i-

ations. Verti
es 
oming from photon 
onversions or KS and Λ de
ays should also be

removed, sin
e they may 
onfuse the �avour tagging. Those unwanted verti
es 
an be

e�e
tively suppressed by an appropriate tra
k sele
tion. Details about the sele
tion


riteria and their performan
e in terms of photon 
onversion re
onstru
tion, and KS

and Λ identi�
ation 
an be found in [Bailey 09℄.

5.7.1 The ZVTOP Vertex Finder

The ZVTOP software pa
kage 
ontains two 
omplementary algorithms for topologi
al

vertex re
onstru
tion, 
alled ZVRES and ZVKIN. ZVRES is used to re
onstru
t mul-

tiprong verti
es while ZVKIN is spe
ialised for the 
ase of one prong verti
es. Here we

are going to give a brief des
ription of the ZVRES algorithm. For further information

one 
an refer to [Ja
kson 97℄. The main idea of the algorithm is to 
onstru
t a fun
tion

V (~r), whi
h des
ribes the vertex probability at the position ~r. In order to 
onstru
t

this fun
tion, ea
h tra
k is as
ribed a probability tube in spa
e, obtained from the

tra
k helix parameters. This Gaussian probability tube is de�ned from the following

fun
tion:

fi(r) = exp{−1

2
(~r − ~p)V −1

i (~r − ~p)T} (5.2)

where ~p de�nes the point of 
losest approa
h of the tra
k to the point de�ned by

~r, and Vi is the position 
ovarian
e matrix of the tra
k at ~p. The basi
 vertex density

fun
tion is derived by 
ombining the tra
k probability fun
tions, and is des
ribed by

the following equation:

V (~r) =

N
∑

i=1

fi(r) −
∑N

i=1 f 2
i (r)

∑N
i=1 fi(r)

(5.3)

where N is the number of tra
ks. The fun
tion V (~r) will a
quire high values in

spa
e regions where several tra
ks overlap, thus fi(r) has also a high value. On the

other hand, in regions where the fun
tion fi(r) has an important value for ≤ 1 tra
k no
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vertex should be found, and V (~r) will be 
lose to 0. Out of the vertex density a number
of se
ondary and tertiary verti
es 
an be re
onstru
ted. Additional information, like

the position of the Intera
tion Point (IP), 
ould be added to the expression of V (~r) in
order to suppress the probability of the re
onstru
tion of fake verti
es.

The same fun
tion is used in order to de
ide whether to merge or to resolve two

re
onstru
ted verti
es. The resolution of the verti
es at two points, de�ned by ~r1 and

~r2, is based on the following 
riterion:

min{V (~r)} : ~r ∈ ~r1 + α(~r2 − ~r1), 0 ≤ α ≤ 1

min{V (~r1), V (~r2)}
≤ R0 (5.4)

where the denominator is the lowest of the two values V (~r1), V (~r2). The numerator
is the minimum value of the vertex fun
tion along the straight line that 
onne
ts the

spa
e points de�ned by ~r1 and ~r2. R0 is a tunable parameter whi
h de�nes the number

of re
onstru
ted verti
es.

5.7.2 Neural Nets Flavour Tagging

The ILC experiments use the neural nets based heavy �avour tagging developed by

the LCFI 
ollaboration. One of its main features is that it uses a di�erent set of input

variables, depending on the jet's vertex multipli
ity.

If only the primary vertex has been found, then the following set of 8 input

variables is used:

� The impa
t parameter signi�
an
e in r−φ of the �rst and se
ond most signi�
ant

tra
ks of the jet

� The impa
t parameter signi�
an
e in z of the �rst and se
ond most signi�
ant

tra
ks of the jet

� The momentum of the �rst and se
ond most signi�
ant tra
ks of the jet

� The joint probability in r − φ and z that all the tra
ks in the jet belong to the

primary vertex

The term signi�
ant means the impa
t parameter signi�
an
e of the tra
k. It is

de�ned as b/σb, where b is the distan
e of the 
losest approa
h of the tra
k to the IP,

and σb its un
ertainty.

Heavy �avour hadrons usually travel a short distan
e of a few tenths or hundreds

(depending on their �avour) of mi
rometers before de
aying. Therefore, tra
ks origi-

nating from them have a positive impa
t parameter. The sign of the impa
t parameter

is de�ned by the interse
tion of the tra
k with the jet axis. If it is in front of the
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primary vertex it is de�ned as positive, otherwise it is negative. The impa
t parame-

ters of the tra
ks that originate from the IP feature a symmetri
 distribution, 
entered

at zero. Tra
ks with negative impa
t parameter re�e
t an artefa
t, expressing the �-

nite resolution of the dete
tor. The probability Pi that the tra
k i, having an impa
t

parameter signi�
an
e b/σb, originates from the IP is:

Pi =

∫ ∞
b/σb

f(x)dx
∫ ∞
0

f(x)dx
(5.5)

where f(x) is the distribution of impa
t parameter signi�
an
es for IP tra
ks. The

fun
tion f(x) 
an be de�ned from the data. The negative part of the impa
t parameter

signi�
an
es 
orresponds almost uniquely to IP originated tra
ks. Thus, by �tting it,

we 
an extra
t the shape of the f(x) for the IP originated tra
ks. Using the joint

probability de�nition, the probability that N tra
ks are 
oming from the IP is given

by:

PJ = y

N−1
∑

m=0

(− ln y)m

m!
(5.6)

where y =
∏

i Pi. The value of PJ for light jets is 
lose to 1, while for b and 
 jets it

is 
lose to 0. Joint probability is the observable with the highest dis
riminating power

for �avour tagging when the jet 
ontains no displa
ed verti
es.

The impa
t parameter signi�
an
es of the most signi�
ant tra
k of the jet are a


ru
ial input for 
harm jet identi�
ation. About 40% of the D+
hadrons are expe
ted

to de
ay to only one 
harged tra
k. In this 
ase no se
ondary vertex will be formed,

but a single 
harged tra
k with high impa
t parameter. On the other hand, when an

event 
ontains a B hadron de
aying in one 
harged tra
k tra
k followed by an one prong

de
ay of the subsequent D hadron, the expe
ted signature is 2 high impa
t parameter

tra
ks. Thus the impa
t parameter signi�
an
e of the se
ond most signi�
ant tra
k of

the event 
ould be used to dis
riminate b� from 
�jets.

If at least 1 displa
ed vertex is found inside the jet, we try to exploit the

displa
ed vertex information. The following set of input variable is used:

� The de
ay length and the de
ay length signi�
an
e of the se
ondary vertex

� The sum of the momenta of all the tra
ks belonging to this se
ondary vertex

� The PT 
orre
ted mass of the se
ondary vertex

� The tra
k multipli
ity of the se
ondary vertex

� The se
ondary vertex probability



5.7 Flavour Tagging 143

� The joint probability in r − φ and z that all the tra
ks in the jet belong to the

primary vertex

The highest dis
riminating power is provided by the PT 
orre
ted mass of the

se
ondary vertex. The 
al
ulated invariant mass of the se
ondary and potential tertiary

verti
es, provides a very powerful dis
rimination between the b� and the 
�jets. The

applied 
orre
tion takes into a

ount the missing mass due to neutral parti
les. This

is a
hieved by using the di�eren
e in the dire
tion of the ve
tor of the resultant of the

vertex momenta and the dire
tion of the vertex axis. The latter is de�ned as the ve
tor

whi
h points from the primary to the se
ondary vertex.

5.7.3 Neural nets training

The b(
)�jet identi�
ation will be based on a dedi
ated set of b(
) tagging neural nets.

The b�tagging neural nets will 
onsider as signal the b�jets and as ba
kground the

light and the 
�jets. Alternatively, the 
�tagging neural nets will 
onsider as signal the


�jets and as ba
kground the light and the b�jets. As it was mentioned before, the set

of input variables depends on the out
ome of the sear
h for displa
ed verti
es inside

the jet. If su
h verti
es are found, the distributions of the input variables are quite

di�erent a

ording to the following two 
ases: a. only one se
ondary vertex has been

re
onstru
ted and b. more than one se
ondary verti
es have been re
onstru
ted. So

�nally, three di�erent sets of b(
) tagging neural nets are trained, one for ea
h of the

following jet subsamples:

� Only the primary vertex has been re
onstru
ted

� The primary and only one se
ondary vertex has been re
onstru
ted

� The primary and more than one se
ondary verti
es have been re
onstru
ted

The neural nets used for the ILD LoI studies have been trained with the e+e− →
Z → q q sample at

√
s = 91.2 GeV. We are going to use the same 
hannel for our

study. This pro
ess provides jets with an average energy of 45GeV. This value is

quite 
lose to the average jet energy expe
ted from the Higgsstrahlung pro
ess at√
s = 250 GeV. A dedi
ated training will be performed for ea
h of the two main VXD

geometries, the VXD03 and the VXD05 options. Consequently, a separate �t of the

negative impa
t parameter signi�
an
es of the tra
ks will be performed for ea
h of

them. Generally speaking, ea
h time we make a modi�
ation on the VXD geometry

or its te
hnologi
al parameters, it would be preferable to use a dedi
ated, tuned set

of neural nets. Therefore, inside the framework of the VXD optimisation studies, we

will perform a dedi
ated training for ea
h modi�
ation under study. For the purpose

of these studies, 103
events of Z → bb, 103

events for Z → cc and 103
events for Z →
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light jets have been fully simulated and re
onstru
ted, for the purpose of the neural

nets training.

The ar
hite
ture of the neural nets is a multilayer per
eptron. It has 8 inputs,

a hidden layer with 14 nodes and one output. A possible pitfall of the neural nets

training pro
edure is the overtraining. After too mu
h training, the neural nets be
ome

too spe
i�
 to the training sample, in
luding its statisti
al features. So they rather

memorise the training data sample, than learn from it. This leads to poor predi
tive

performan
e towards an independent sample, meaning that these neural nets are rather

useless for any appli
ation. So after the training, the possibility of overtraining has

been 
he
ked. The �gure 5.5 illustrates the output of the b-tagging nets for a pure b

sample, independent from the one that has been used for the training. A very sharp

peak is observed at 1. On the other hand there is a small a

umulation of events near

0. However, the overall very good performan
e towards an independent sample is a


lear eviden
e that no overtraining took pla
e, at least at a signi�
nt level.

A se
ond aspe
t that should be 
he
ked are the training un
ertainties. It is not

guaranteed that a neural net will yield the maximum performan
e after one training.

It is possible that if we train again our neural nets with the same data sample, they

may yield a slightly di�erent performan
e [Walsh 09℄. Hen
e the training un
ertainties

should be estimated, and 
ompared with the statisti
al un
ertainties of the data sample.

In order to 
he
k this, we trained �ve times the same set of neural nets and 
ompared

the dispersion of the training out
ome with the statisti
al un
ertainties of the sample

on 
�tagging. The dispersion of the neural nets training has been estimated from the

rms of the purities obtained from ea
h independent training. In �gure 5.6, the relative

dispersion is 
ompared with the relative statisti
al un
ertainties, for 
�nets thresholds

that vary from 1% to 100%, in steps of 1%. It is 
lear that the un
ertainties due to

the �nite statisti
s of the data dominate over the neural nets training un
ertainties,

ex
ept a very narrow zone near 0.

5.8 Flavour Tagging Performan
e

Now we 
an pro
eed to the analysis part. The goal of this se
tion is to evaluate the

performan
e of the VXD in �avour tagging, as a fun
tion of the geometry and various

te
hnologi
al aspe
ts. The test sample is the Higgsstrahlung pro
ess. The physi
s

ba
kground does not play any role in this study, thus will be negle
ted. However, in

order to obtain a similar jet sample with the one we are going to use for the Higgs

bran
hing ratios extra
tion, the event sele
tion des
ribed in the se
tion 5.6 will be

applied also here. The performan
e 
an be 
hara
terised from the e�
ien
y and the

purity on b� and 
�tagging. The e�
ien
y is standing for
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Fig. 5.5: Output of the b-tagging algorithms for an independent pure h → bb sample. A

sharp peak is observed near 1, while there is a small a

umulation of events near

0. This is a strong indi
ation that no overtraining o

urred.

E�
ien
y =
b(
)-tagged jets ∩ true b(
)-jets

true b(
)-jets

(5.7)

and the purity is de�ned as follows

Purity =
b(
)-tagged jets ∩ true b(
)-jets

b(
)-tagged jets

(5.8)

A jet is tagged as b(
) if the b(
)�tagging probability, given by the output of

the b(
)�nets, is higher than the applied 
ut. The value of this 
ut depends on the

requirements of ea
h spe
i�
 study and de�nes the e�
ien
y and purity of the sele
ted

b(
) sample. In general it goes like that: the stri
ter the 
ut, the higher the purity, the

lower the e�
ien
y. To plot the e�
ien
y�purity 
urves, a s
an is applied on the 
ut

value, going from 0 to 1 in 100 steps. The term true b(
)�jet standing obviously for a

jet initiated by a b(
)�quark. The determination of the true jet �avour is provided by

the TrueAngularJetPro
essor of the LCFI vertex pa
kage. This pro
essor has a

ess

to the Monte�Carlo (MC) generator information. It determines the true jet �avour by

angular mat
hing of heavy quarks to the jets. The jet is assigned the �avour of the
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Fig. 5.6: C�tagging purity un
ertainties: 
omparison between relative statisti
al un
ertain-

ties due to the �nite statisti
s of the data sample (red full 
ir
les) and the relative

varian
e of the neural nets performan
e after 5 independent trainings (blue full

squares).

heaviest quark of its hadron that appears �rst in the MC de
ay 
hain. In the 
ase of

two jets events, like in our study, it is quite 
lear whi
h hadrons belong to whi
h jet.

For multijet events, some ambiguities may arise.

We are going to fo
us mainly on the performan
e 
omparison of the two main


andidate VXD geometries, VXD03 and VXD05. Inside the framework of the VXD

optimisation, modi�
ations of these two basi
 models will be also studied. The study

will be based on the re
onstru
tion tools provided by the MarlinRe
o pa
kage that

were des
ribed in the se
tion 2.4. It was already mentioned that there is not yet
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any spe
i�
 te
hnology 
hosen for the VXD sensors. For the purposes of the study,

a very generi
 one will be assumed. The digitisation of the hits will be based on the

default digitisation algorithms of MarlinRe
o, meaning that there is no pixelisation.

The assumed sensor's single point resolution, unless otherwise stated, is 2.8 µm for

every layer of every model. The hit �nding e�
ien
y is assumed to be 100% for every

layer.

Using the LoI re
onstru
tion framework, whi
h nevertheless was the optimal one

by the time those studies were 
ondu
ted, imposes 
ertain 
onstraints on the VXD

performan
e. This is true in parti
ular for the sili
on tra
king algorithm. When one

dis
usses the VXD performan
e and optimisation, the pair ba
kground e�e
t is an

essential input. However the standalone sili
on tra
king algorithm, as was explained

in sub�se
tion 2.4.3, it is not mature enough to 
ope with it. For this reason, during

the �rst stage of our studies, we merely prompt into the geometri
al and te
hnologi
al

features of the VXD, without taking into a

ount the beam ba
kground. At a se
ond

stage, the beam ba
kground hits are in
luded using the VTXNoiseClusters pro
essor

(see sub�se
tion 5.8.3). It is expe
ted that the sili
on tra
king will be optimised in the

near future, in order to 
ope with the beam indu
ed ba
kground.

5.8.1 Comparison of the Main Alternative Geometries

The analysis has been performed with a Higgsstrahlung event sample equivalent to

857 fb−1
of integrated luminosity, e+e− → ZH → µ+µ−X. This integrated luminosity

is translated to 6000 events. We sear
h for any possible striking performan
e di�er-

en
es, that 
ould indi
ate whi
h VXD geometry is best suited to the physi
s obje
tives.

The purpose of this study is to serve as the �rst step in the 
omparison of the

performan
e of the VXD alternative geometries. E�e
ts like the beam ba
kground, or

possible ladder or sensors misalignments are not in
luded at this stage. In its next

steps, it should be 
omplemented by adding more realism.

The �gure 5.7 presents the e�
ien
y - purity plots for b and 
�tagging of the

VXD03 and the VXD05 models. Both geometries demonstrate ex
ellent b�tagging,

and satisfa
tory 
�tagging performan
e, that meet the ILD requirements. The observed

di�eren
es between the performan
e of the two geometries are well inside the limits of

the statisti
al un
ertainties, ex
ept of a narrow region in the range of high e�
ien
y�

moderate purity of 
�tagging. There, the di�eren
e in purity rea
hes a value ∼ 0.03
for an e�
ien
y of 0.65 - 0.70. This 
orresponds to ∼ 15 % higher purity for VXD05

whi
h appears only in this narrow e�
ien
y range. However, the di�eren
e remains

marginal, and both single and double layers geometries 
an be 
laimed having similar

potential in terms of heavy �avour tagging.
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Fig. 5.7: Purity versus e�
ien
y for b- and 
-tagged jets for ea
h geometry. The red full

squares stand for the VXD05, the blue 
ir
les for the VXD03. Only statisti
al

un
ertainties are shown.

5.8.2 Vertex Dete
tor Optimisation Studies

The �avour tagging performan
e of the VXD is quite sensitive to aspe
ts su
h as its

geometry and its te
hnologi
al features, the running 
onditions of the experiment and

the re
onstru
tion algorithms. In this se
tion, we will fo
us on the geometry and

the te
hnologi
al features, and will try to study the performan
e of the VXD as a

fun
tion of them. There are several motivations to s
an partially the parameter spa
e

of the geometry and te
hnology features. The most important are summarised in the

following list:
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� To see whether the performan
e of the VXD 
an be further optimised.

� To 
omplement the study presented in the previous se
tion by adding more real-

ism. During this stage, the added realism is relevant to the sensors spe
i�
ations:

the emergen
e of a sensor te
hnology that will satisfy all the requirements stated

in sub�se
tion 2.3.2 in the near future is not 
ertain. Thus the assumed param-

eters, on whi
h the results presented in �gure 5.7 were based, may 
hange. It is

therefore important to �nd out in whi
h margin these parameters may 
hange,

without degrading signi�
antly the performan
e.

� To test spe
i�
 aspe
ts of the CMOS based VXD.

For pra
ti
al reasons (time, 
omputer resour
es), it is unrealisti
 to s
an the whole

parameter spa
e. We are therefore going to address the following aspe
ts:

1. The distan
e from the IP of the innermost layer

2. The sensor's single point resolution

3. The material budget

4. The dete
tion e�
ien
y of the sensors

Study of the Inner Layer Radius

The distan
e of the innermost layer from the IP (or inner layer radius�Rint) is one

of the most important parameters of the VXD design. The smaller Rint the better,

sin
e the extrapolation error of the tra
k to the IP in
reases with the distan
e. Both

a and b parameters of the impa
t parameter resolution, see equation 3.1, depend on

Rint. The e�e
t is expe
ted to be bigger on the parameter b, sin
e it in
reases linearly

with the distan
e from the IP (see equation 3.3). The lower limit on Rint is set by

the beam pipe radius, see �gure 2.6, whi
h is 14mm. How 
lose the inner layer of

the VXD 
an go to the beam pipe will be �nally determined by the a

eptable level

of the beam ba
kground indu
ed o

upan
y (see sub�se
tion 3.1.2), and by system

integration aspe
ts.

The two VXD options VXD03 and VXD05 aim to go the 
losest possible, featuring

innermost layer radii of 15 mm and 16 mm respe
tively. It is not 
ertain that the o

u-

pan
y will �naly allow us to rea
h these values. They 
annot be a

urately predi
ted,

sin
e they result from a 
onvolution of several fa
tors. To remind some them, these

are the beam ba
kground hit density (whi
h is estimated through simulation studies),

parameters of the sensor te
hnology (whi
h is not yet determined) like the time resolu-

tion or the dimension of the pixels, and overall dete
tor parameters, like the magneti


�eld 
on�guration. Here we are going to fo
us on the latter, and more spe
i�
ally on
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the presen
e of the anti�DID �eld. The implementation of the anti�DID �eld (see sub�

se
tion 2.2.2) is still under 
onsideration. If it will not be implemented, the hit density

will be substantially in
reased, espe
ially for small values of the azimuthal angle φ and

- in a small extent - at the ends of the ladders of the innermost layer (see �gures 2.10

and 2.9). This will may lead us to move the innermost layer away from the IP and

pla
e it at an inner radius of ∼ 20 mm.

It is thus important to study the e�e
t of the innermost layer radius on the VXD

performan
e. It 
an be used as an argument, whether the anti�DID �eld should be

implemented or not. For the purposes of the study, we will 
reate a modi�ed version of

the VXD05 geometry (
alled VXD05_rint20 hereafter), where the inner layer radius

will be moved from 16mm to 20mm.

First we will 
ompare the impa
t parameter resolution of the VXD05 and the

VXD05_rint20 models. From equation 3.1, the e�e
t of the in
reased Rint 
an be


al
ulated analyti
ally. It is expe
ted to degrade the parameters a by ∼ 12% and b

by ∼ 25%. In order to 
ompare with the nominal VXD05 geometry, we will pro
eed

to a simulation study. We will estimate the impa
t parameter resolution of muons for

varius values of PT , emitted at a polar angle of θ = 850
. The PT spe
trum will 
over

the area between 300 MeV/c to 200 GeV/c. The results are displayed in �gure 5.8.

The degradation of the b parameter by 25% is more pronoun
ed for low PT values.

Out of these results, it is di�
ult to 
on
lude whether the displa
ement of the innermost

layer radius to 20mm will really impa
t the physi
s performan
e of the VXD. The

tra
ks inside the jets of our Higgsstrahlung events have a wide momentum spe
trum,

see �gure 5.9. It is thus ne
essary to pro
eed to studies addressing physi
s �nal states

in order to evaluate the inner layer radius e�e
t. For the purpose of the study, a new

neural net set was trained for the VXD05_rint20 geometry. The purity and e�
ien
y


urves for b� and 
�tagging, 
ompared to the ones of the nominal VXD05 model, are

demonstrated in �gure 5.10.

Both options have almost identi
al b�tagging performan
e. Con
erning the 
�

tagging, the nominal VXD05 geometry appears to have better performan
e, as ex-

pe
ted. In the range of low e�
ien
y (∼ 0.1 to 0.2) the relative di�eren
e in purity

between the two options rea
hes ∼ 20 %. This may be important for some spe
i�
 stud-

ies, sin
e in this e�
ien
y range the dete
tor provides its highest purity. For values of

e�
ien
y above 0.25, the relative di�eren
e in purity is . 15 %.

Study of the Material Budget

The LoI goals for the material budget are 0.11 % X0 for single sided and 0.16 % X0 for

double sided ladders. These values are 
onsidered rather aggressive, and are 
urrently

out of rea
h of all the 
andidate VXD sensor te
hnologies. Without of 
ourse ex
luding

the possibility of a breakthrough in the future, it is interesting to test the performan
e of

the VXD equipped with ladders featuring more realisti
 material budget. The PLUME
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Fig. 5.8: Impa
t parameter resolution. The blue line is standing for the nominal VXD05

geometry and the red for the VXD05_rint20.

proje
t (see sub�se
tion 3.4.1), is expe
ted to provide a double sided ladder of 0.232−
0.392 % X0 by 2012. Therefore, the �avour tagging performan
e of the VXD05 equipped

with double sided ladders featuring a material budget of 0.235 % X0 and 0.39 % X0 will

be studied and 
ompared with the LoI 
on�guration. The �avour tagging neural nets

undergo a dedi
ated training for ea
h modi�
ation of the material budget. The results

are 
ompared in �gure 5.11.

In 
ase the LoI material budget estimations will be proven unrealisti
, then as

�gure 5.11 indi
ates, degraded VXD performan
e is expe
ted. The b�tagging remains

almost una�e
ted, but the 
�tagging su�ers from an important degradation. In the

region of high purity (e�
ien
y between 0.1 to 0.25) the nominal VXD05 option has ∼
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Fig. 5.9: Transverse momentum of the re
onstru
ted tra
ks inside the jets.

30 % better performan
e on 
�tagging than the VXD05 geometry featuring a radiation

length of 0.235%, and ∼ 50 % better than the one featuring a radiation length of

0.39%. For values of e�
ien
y ≥ 0.25, the nominal VXD05 option exhibits ≤ 10 %
better performan
e than the option with 0.235% radiation length, and ∼ 30 % than

the one with 0.39% radiation length. It is obvious that the more pessimisti
 approa
h

of 0.39 % X0 will severely a�e
t the potential of the ILD to perform physi
s studies

that require high performan
e �avour tagging, like the study of the Higgs 
ouplings to

fermions. The more optimisti
 s
enario, indu
es also a degradation on the 
�tagging

performan
e, whi
h is less pronoun
ed. It 
ould be tolerated, with the 
ondition that

no other 
ompromises on the VXD design will take pla
e (for example 
on
erning the

innermost layer radius).

One may think that the e�e
t of an in
reased material budget would be less pro-

noun
ed in the 
ase of a single layer geometry. The reason is that single sided ladders

are lighter than the double sided ones; thus the innermost layer introdu
es less mate-

rial budget so 
lose to the IP. This thought motivated us to perform a similar study

with the VXD03 geometry. The estimation of the thi
kness of a single ladder is not

straightforward, sin
e there is not a 
orresponding proje
t like PLUME for them. Ob-

viously, the thi
kness of the sensor remains the same. The same should hold true for

the �ex 
able: therefore, the thi
knesses of the sensor, kapton and metal layers will
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Fig. 5.10: Purity versus e�
ien
y for b- and 
-tagged jets in 
ase of VXD05, for two values

of the innermost layer radius. The red full squares stand for for 16 mm and the

blue full triangles for 20 mm (so�
alled VXD05_rint20 variant).

be given by table 3.3. The 
omponent of the ladder whose thi
kness is expe
ted to


hange signi�
antly is the support stru
ture. A 
onservative estimation for its material

budget is 0.1 % X0. Therefore, for the whole single sided ladder, a material budget of

0.18 % X0 
an be 
onsidered as a quite realisti
 approa
h.

Figure 5.12 
ompares the �avour tagging performan
e of the nominal VXD03 option

and the one featuring a material budget of 0.18 % X0. The performan
e degradation

of 
�tagging is mu
h less striking than the one observed for the double sided geometry.

The 
�tagging of the nominal option is better by ≤ 10 %.
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Fig. 5.11: Purity versus e�
ien
y for b- and 
-tagged jets as a fun
tion of the material

budget of the ladder for the VXD05 geometry. The red full squares stand for

the nominal material budget of 0.16% X0, the blue 
ir
les for 0.235% X0 and the

pink full triangles for 0.39% X0
.

E�e
t of the Single Point Resolution of the Outer Layers

The outer layers design of the proposed CMOS based VXD, as explained in se
-

tion 3.4.4, is optimised for redu
ed power 
onsumption. A way to a
hieve this goal is

to redu
e the number of sensor 
olumns, i.e. by in
reasing the pixel pit
h. Thus, a

slightly worse single point resolution is expe
ted, see table 3.5. This fa
t motivated us

to study the �avour tagging performan
e as a fun
tion of the single point resolution of

the outer layers sensors.
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Fig. 5.12: Purity versus e�
ien
y for b- and 
-tagged jets as a fun
tion of the material

budget of the ladder for the VXD03 geometry. The red full squares stand for the

nominal radiation length of 0.11% while the blue 
ir
les stand for 0.18%.

Figure 5.13 
ompares the performan
e of the VXD05 geometry featuring the default

value of the resolution (2.8 µm) in all layers, with the performan
e of the same model

when the resolution is in
reased to 5 µm for the 2 outer double layers. The observed

e�e
t on the �avour tagging is negligible. This is quite en
ouraging for the e�orts to

minimise the power dissipation.
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Fig. 5.13: Purity versus e�
ien
y for b- and 
-tagged jets using the VXD05 model. The red

full squares stand for an assumed sensor's single point resolution for the 2 outer

double layers of 2.8 µm, while the blue full triangles stand for a 5 µm resolution

instead.

Study of the Hit Dete
tion E�
ien
y

As already mentioned, the assumed hit �nding e�
ien
y is 100% for every layer. This

is an ideal 
ase. It is interesting to study the performan
e of the two main 
andidate

VXD geometries, VXD03 and VXD05, when ine�
ien
y is being introdu
ed. For a

double sided ladder, assuming a dete
tion e�
ien
y of ǫ, the probability to get ≥ 1
measurement at a superlayer is (1 − (1− ǫ)2) [Baudot ℄. For a single sided ladder, the

probability is obviously ǫ.
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The motivation of the study is to see whether the double sided stru
ture of the

ladder 
an 
ompensate for the loss of one hit due to ine�
ien
y. In order to test that,

we will 
ompare the �avour tagging performan
e of the VXD03 and VXD05 designs,

assuming an e�
ien
y of 99% during the digitisation level. An e�
ien
y of 99% is


onsidered a rather poor performan
e. It is expe
ted that the VXD will be equipped

with sensors featuring an e�
ien
y of ≥ 99.9 %. The value of 99% is 
hosen for this

study in order to indi
ate whether one of the geometries has an intrinsi
 advantage


ompared to the other, in 
ase of ine�
ien
y.

The results of the study are presented in �gure 5.14. For both geometries, the e�e
t

of a rather low dete
tion e�
ien
y on the �avour tagging performan
e is marginal. Thus

the dete
tion e�
ien
y will not be a strong argument for the de
ision for the sele
tion

of one of the two geometries.

5.8.3 Flavour Tagging Performan
e In
luding Beam Pair Ba
k-

ground

The optimisation of the VXD without taking into a

ount the beam ba
kground e�e
t

is 
ertainly biased. On the other hand, as mentioned in the introdu
tion, the present

version of the sili
on tra
king 
annot 
ope with high hit density. Thus if we will take

it into a

ount for our physi
s studies, it will not be possible to obtain reliable results.

The studies of the beamstrahlung e�e
t at the ILC have been 
arried out with

the Guinea Pig generator [GuineaPig ℄. Overlaying the simulated beam ba
kground

hits (expe
ted from the number of bun
h 
rossings 
orresponding to the VXD inte-

gration time) to the ones of the physi
s events would require vast 
omputer resour
es.

Therefore a random hits generator will be used, the VTXNoiseClustersPro
essor of the

MarlinRe
o pa
kage, whi
h generates hits with uniform distribution over the ladder

surfa
e. The produ
ed hit 
olle
tion is merged with the physi
s hit 
olle
tion before

the digitisation level. The density of the hits is a

ording to the estimated hit densities

for ea
h layer, as given in table 2.2, multiplied by the expe
ted number of bun
h 
ross-

ings over whi
h ea
h layer is being read out. The use of a random hits generator may

result into an underestimation of the tra
k 
ombinatorial ba
kground. This is be
ause

the beamstrahlung hits are 
reated by real parti
les that follow traje
tories inside the

dete
tor's magneti
 �eld, whi
h means they belong to real tra
ks. These tra
ks should

be re
onstru
ted by the tra
king tools. On the 
ontrary, using a random hit generator,

the hits of 
ourse do not belong to any tra
k. Therefore, only ghost

∗
tra
ks will be

re
onstru
ted.

The standard ILD tra
k re
onstru
tion s
heme is used also here. That means that

standalone tra
king is performed independently in the TPC and the sili
on dete
tors,

followed by an attempt to merge the two tra
k segments. The number of physi
s hits in

∗
Tra
ks that do not 
orrespond to any parti
le, but are artefa
ts of the tra
king algorithm.
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Fig. 5.14: Purity versus e�
ien
y for b- and 
-tagged jets for ea
h geometry. The red full

squares stand for the VXD05 and dete
tion e�
ien
y of 99%, the pink open

squares stand for the VXD05 and dete
tion e�
ien
y of 100%, the blue full


ir
les for the VXD03 and dete
tion e�
ien
y of 99% and the bla
k open 
ir
les

for the VXD03 and dete
tion e�
ien
y of 100%

one event ((
reated in one ele
troweak intera
tion) on the VXD are O(102). When we

superimpose the expe
ted beam ba
kground hits (a

ording to ea
h layer's integration

time), the total number of hits on the VXD in
reases by three orders of magnitude and

rea
hes the number of O(105). This results in a huge in
rease of the hits triplets used

as tra
k seed 
andidates (see se
tion 2.4.3), leading to an extremely large 
omputation

time. In order to avoid this, the hit triplets formation is restri
ted to the SIT and the

outer layers of the VXD, where the hit density is relatively low.



5.8 Flavour Tagging Performan
e 159

The average numbers of re
onstru
ted tra
ks per event, without and with beam

ba
kground, are 
ompared in table 5.5 for the two main VXD geometries. An in
rease

of the number of re
onstru
ted tra
ks by two orders of magnitude is observed. These

are obviously ghost tra
ks, sin
e they o

ure from the 
ombination of random noise

hits. Therefore the tra
king purity is very low.

One may argue that the tra
king purity 
an be restored (at least partially) by

imposing stri
ter sele
tion 
riteria during tra
k re
onstru
tion. This approa
h makes

sense only if we have a very satisfa
tory tra
king e�
ien
y. Thus we pro
eed to a

tra
king e�
ien
y study, in the presen
e of beam ba
kground hits. For the purpose of

the study, a tra
k is 
onsidered as found if at least 75% of its hits are 
oming from the

same parti
le. The �gure 5.15 demonstrates that the tra
king e�
ien
y stays below

30% in the presen
e of the beam ba
kground hits, a rather dis
ouraging result.

These tra
king results strongly suggest that a separate neural nets training that

will in
lude the random noise hits should be performed, in order to pass to �avour

tagging studies. This is be
ause the number and the features of the tra
k sample used

as input to the neural nets are altered radi
ally. The 
omputer resour
es required for

this task go beyond the ones we have available. Therefore, the evaluation of the e�e
t

of the beam ba
kground on the VXD �avour tagging performan
e, using the 
urrent

tools, 
ould not be 
ondu
ted.

geometry beam ba
kground standalone sili
on tra
ks 
ombined tra
ks

VXD05 no 25 ± 10 29 ± 12
VXD05 yes 1069 ± 54 697 ± 37
VXD03 no 25 ± 10 29 ± 12
VXD03 yes 5018 ± 76 1834 ± 50

Tab. 5.5: Average number of tra
ks per event re
onstru
ted in the sili
on tra
ker and the

overall ILD tra
king system. Comparison for the two main VXD geometries with

and without beam ba
kground.

Con
luding, table 5.5 implies that we should rather give up the standalone VXD

tra
king. At least as far as the 
urrent sili
on tra
king algorithm is used. The important

question that should be addressed is whether a standalone VXD tra
king is 
ru
ial for

the ILD physi
s program. If not, then a way should be found to improve the VXD

performan
e in the presen
e of the beam ba
kground. An idea is to use only tra
ks

that rea
h the TPC. The tra
k re
onstru
tion will be performed at the TPC, whi
h is

mu
h less a�e
ted by the pair ba
kground. The TPC tra
ks will be used as seeds that

will be extrapolated to the sili
on dete
tors. Obviously, this idea imposes that all the

tra
ks with PT ≤ 300 MeV/c, that do not rea
h the TPC, will not be a

ounted for.

In that 
ase, the two following points should be addressed. First, if this is 
ompliant
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Fig. 5.15: Tra
king e�
ien
y of the standalone sili
on tra
king algorithm, when the beam

ba
kground hits are in
luded. The horizontal axis represents the ratio of the hits

asso
iated to a tra
k that have been generated from the same true parti
le, versus

the total number of hits asso
iated to this tra
k.

with the ILD physi
s requirements. Se
ond, to study the tra
king performan
e when

the tra
k is extrapolated from the TPC to the sili
on dete
tors, in the presen
e of the

beam ba
kground. This parti
ular topi
 will be examined in the next 
hapter.

5.9 Higgs Bran
hing Ratios Extra
tion

The feasibility of the Higgs hadroni
 bran
hing ratios analysis, using the Higgsstrahlung

pro
ess, has been demonstrated for the LoI. The sensitivity of the bran
hing ratios

extra
tion has been estimated for ea
h of the three de
ay 
hannels of the Z boson

(Z → qq, Z → l+l−, Z → νν). By 
ombining the three 
hannels, an improved overall

sensitivity is obtained, as 
ompared to ea
h 
hannel alone (see table 5.6). The ILD_00
simulation model has been used, whi
h 
orresponds by default to the VXD05 vertex

dete
tor geometry. The spe
i�
 analysis of the Z H → l+l−qq 
hannel, where the

leptons pair are either muons or ele
trons, has been performed by the LCFI group

[Goldstein ℄. The obtained sensitivities for the H → bb, H → cc and H → gg de
ay
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hannels are summarised in table 5.7.

Channel H → bb (%) H → cc (%) H → gg (%)
ZH → l+l−qq 2.7 ⊕ 2.5 28 ⊕ 2.5 29 ⊕ 2.5
ZH → ννh 1.1 ⊕ 2.5 13.8 ⊕ 2.5
ZH → qqcc 30 ⊕ 2.5
Combined 2.7 12 29

Tab. 5.6: Relative un
ertainties on the Higgs hadroni
 bran
hing ratios extra
tion from the

LoI. The added 2.5% on the un
ertainty 
orresponds to the un
ertainty on total

Higgs produ
tion 
ross�se
tion. The symbol l+l− stands either for muons or for

ele
trons [LoI 10℄.

Channel H → bb (%) H → cc (%) H → gg (%)
Z → µ+µ−

4 50 50

Z → e+e− 6 60 50

Tab. 5.7: Relative un
ertainties on the Higgs hadroni
 bran
hing ratios extra
tion. Using

the Higgsstrahlung pro
ess, where the Z de
ays either to a pair of ele
trons, or a

pair of muons [Goldstein ℄.

The s
ope of this se
tion is to 
ompare the sensitivities of the two main 
andi-

date VXD geometries, VXD03 and VXD05, on the Higgs hadroni
 bran
hing ratios

extra
tion. Their performan
e will be a 
ru
ial fa
tor for the VXD geometry sele
tion

pro
edure. For the purpose of the study, the e+e− → ZH → µ+µ−X pro
ess will be

used, the same one as for the �avour tagging studies performed earlier in this 
hap-

ter. The events are re
onstru
ted a

ording to se
tion 5.5, and the 
ut based sele
tion

des
ribed in se
tion 5.6 is applied. For the Higgs bran
hing ratios extra
tion, we are

going to follow a strategy similar the one used in [Kuhl 07℄ and for the LoI studies. The

event wise tagging variable, the X�likeness, where X 
an be either b or 
, is de�ned as

follows:

X − likeness =
X1X2

X1X2 + (1 − X1)(1 − X2)
(5.9)

The X1 and X2 variables are the output of the �avour tagging neural nets for

the �rst and the se
ond jet of the event respe
tively (to remind, the re
oil produ
ts

of the Z boson are for
ed to 2�jet 
lustering). The output of the b(
) neural nets

expresses a
tually the probability that this jet is a b(
) jet. Obviously, the b�likeness

is 
onstru
ted from the b�tagging nets, and the 
�likeness from the 
�tagging nets.
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The X�likeness is 
onstru
ted in a way that requires both the jets to have a X�tag

probability 
lose to 1, in order to be also 
lose to 1. In any other 
ase, the X�likeness

value is 
lose to 0. Hen
e, the likeness variable 
an 
hara
terise the Higgs de
ay. A

value of b(
)�likeness 
lose to 1, implies a high probability that the Higgs de
ayed to

a pair of b(
)�quarks. Using the event wise tagging variable, we 
an dire
tly pro
eed

to the measurement of the Higgs bran
hing ratios.

5.9.1 Methode

Based on results obtained from previous studies of the Higgs hadroni
 bran
hing ratios

at ele
tron�positron linear 
olliders, it is proven that a pure 
ut based analysis does not

provide the highest sensitivity. Indeed, in the 
ut based analysis presented in [Brau ℄,

the obtained sensitivity for H → bb rea
hed ∼ 3 % and for H → cc ∼ 45%. Compared

to the sensitivities obtained in [Kuhl 07℄ with a template �tting te
hnique, of ∼ 1 %
and ∼ 12 % respe
tively, they are signi�
antly lower. Sin
e our goal here is to 
ompare

the performan
e of two VXD geometries, one has to use the method that yields the

higher sensitivity.

A Monte�Carlo (MC) template �tting te
hnique is going to be used. We are going

to give a brief des
ription of this te
hnique. For a 
omplete des
ription, one 
an refer

to [Barlow 93℄. We start from a sample of Higgs de
ay events, of all the possible

de
ay 
hannels, inevitably mixed with physi
s ba
kground events. This is a
tually the

situation we suppose we will fa
e with the real data. Out of this sample, the Higgs

bran
hing ratios to b� and 
�quark pairs have to be measured. The Higgs de
ay of

ea
h event 
an be 
hara
terised by a number (N) of event wise tagging variables. In our


ase, we will use two variables of this kind, the b�likeness and the 
�likeness. We build

the 2�dimensional distribution of the b�likeness and the 
�likeness out of our "data".

The goal is to extra
t the number of b� and 
�tagged events from this distribution, i.e.

the Higgs hadroni
 bran
hing ratios.

If we 
ould reprodu
e theoreti
ally the same distribution for ea
h Higgs de
ay 
han-

nel, the 
omposition of our data 
ould be resolved by �tting those theoreti
al templates

to the data. An analyti
al form of this distribution does not exist. However, it 
an

be 
onstru
ted out of MC simulated samples. 2�dimensional templates of the b� and


�likeness will be 
onstru
ted out of MC samples of ex
lusive Higgs de
ays to H → bb,
H → cc, H → gg and for the ba
kground.

To do that, the initial sample is splitted into two subsamples. 250 fb−1
will be

used for the �data� and 500 fb−1
for the MC templates. Obviously, the two subsamples

should be independent. Both subsamples undergo the same event re
onstru
tion and

sele
tion. As ba
kgrounds are 
onsidered the physi
s ba
kground, 
oming from the

e−e+ → ZZ pro
ess, and the non-hadroni
 Higgs de
ays.

Next, the data are binned into the 2�dimensional template of b� and 
�likeness.

The number of data events in bin i is 
alled di. The expe
ted number of events f in bin
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i, 
oming from all the Higgs de
ays 
hannels, will be given by the following equation:

fi = ND

m
∑

j=1

Pjαij/Nj (5.10)

where the sum runs over the m possible Higgs de
ay 
hannels, ND is the number

of events in the �data� sample, Nj the number of events of the j MC ex
lusive Higgs

de
ay 
hannel and αij the number of events in bin i, 
oming from the j de
ay 
hannel.

The Pj is going to give us the ratio of the events 
oming from the j 
hannel. We want

to determine through our data the normalisation fa
tor Pj . In order to do that, we

are going to �t the MC templates of the ex
lusive Higgs de
ay 
hannels to the data,

letting the normalisation fa
tors Pj to vary. For a SM Higgs, sin
e the template �tting

is performed with SM MC samples, the Pj are expe
ted to be equal to 1. With real

data, a deviation from this value would be an indi
ation of a non�SM Higgs boson.

Having estimated the Pj fa
tors, the Higgs bran
hing ratios 
an be determined by the

following equation:

BR(H → j) = Pj × BR(H → j)SM × σ(e+e− → HZ)SM

σ(e+e− → HZ)
(5.11)

Where Pj are the parameters obtained from the �t, BR(H → j)SM the SM bran
h-

ing ratios, σ(e+e− → HZ)SM the SM 
ross�se
tion for the Higgsstrahlung pro
ess and

the σ(e+e− → HZ) the measured 
ross�se
tion. In the SM, for a given mass of the

Higgs boson, the bran
hing ratios are uniquely de�ned. At the ILC, the Higgs mass

and 
ross�se
tion 
an be measured with a model independent analysis [Ito 09℄. A sys-

temati
 un
ertainty is going to be introdu
ed on the Higgs bran
hing ratio analysis

from this measurement, whose value is 
urrently estimated to 2.5%.

The normalisation fa
tors Pj for the H → bb (Pbb), H → cc (Pcc), H → gg (Pgg)
de
ay 
hannels, will be estimated from the �t of the MC templates to the data. The

2�dimensional templates are illustrated by �gure 5.16. The normalisation fa
tor of the

ba
kground pro
esses, Pbkg, will be �xed to 1. This is easily explained for the SM

physi
s ba
kground, the main ba
kground 
ontribution 
oming from the ZZ pro
ess.

The 
ross�se
tion of this pro
ess, thus the 
ontamination of our data sample, is ex-

pe
ted to be a

urately known. On the other hand, the non�hadroni
 Higgs de
ays

are 
onsidered also as ba
kground pro
esses. So �xing the Pbkg 
an be tri
ky. We do

not know the non�hadroni
 Higgs bran
hing ratios. Consequently, using in the �tting

pro
edure a �xed normalisation fa
tor it is in prin
iple not 
orre
t. However it 
an

be justi�ed, if the non�hadroni
 Higgs bran
hing ratios 
an be measured with negli-

gible 
ontamination from the Higgs hadroni
 bran
hing ratios. There are studies that

demonstrated this [Brient 04℄. For the purpose of our study, we will assume that the

non�hadroni
 Higgs bran
hing ratios are already measured, thus we 
an �x Pbkg to 1.
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5.9.2 Fitting Te
hnique

Con
erning the �tting method itself, a number of di�erent approa
hes exist, ea
h one

with its own potential and limitations. A straightforward way is to 
onstru
t the χ2
of

the data di and the expe
ted values fi:

χ2 =
∑

i

(

di − fi

σdi

)2

(5.12)

where the sum runs over all the bins i of the 2�dimensional distributions of b� and


�likeness and σdi
is the statisti
al un
ertainty of di. By minimising the χ2

, the values

of Pj 
an be estimated. In order to use it, the number of events di in ea
h bin should

follow a Gaussian distribution. A
tually, sin
e there are produ
ts of a parti
le de
ay,

they follow a Poisson distribution. For a relatively large number of events in ea
h bin,

the Gaussian distribution 
an be a very good approximation of the Poissonian. This

is a ne
essary 
ondition in order to use equation 5.12. By examining �gure 5.16, it is


lear that this 
ondition is not true for all the bins of the templates.

A se
ond issue is the statisti
al �u
tuations of the MC samples. The un
ertainty

on the denominator of the equation 5.12, σdi
=

√
di , takes into a

ount only the

statisti
al �u
tuations of the data. This is 
orre
t, if the statisti
al �u
tuations of the

MC samples are negligible. This is true, for the ideal 
ase that MC samples of in�nite

size are used, or more realisti
ally, if their size is & 1 order of magnitude bigger than

the one of the data sample. In our study the MC samples have only twi
e the size of

the data samples. So the MC statisti
al �u
tuations should be a

ounted for. Thus,

equation 5.12 should be modi�ed to:

χ2 =
∑

i

(di − fi)
2

di + ( ND

NMC

)2
∑

j aij

(5.13)

where NMC is the sum of the events of the MC samples. Finally, the equation 5.13 is

going to be used for the �t. In order to justify the Gaussian approximation, all the bins

with less than �ve entries will not be used for the �t. This workaround was inspired

from the study exposed in [Goldstein ℄. The number of bins of the 2�dimensional

templates were restri
ted to 10 × 10. The motivation was not to split the events into

a too large number of bins, to mitigate the number of bins with 0 or very few events.

A way to over
ome the problem indu
ed by the bins with very few events, it is to use

the binned maximum likelihood method. The likelihood fun
tion will be 
onstru
ted

assuming that the number of events in ea
h bin follows the Poisson distribution. The

normalisation fa
tors Pj will be estimated by maximising the logarithm of the likeli-

hood:
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ln L =
n

∑

i=1

di ln fi − fi (5.14)

The equation 5.14 is the appropriate way to estimate the Pj, if high statisti
s MC

samples are available. This is be
ause this equation supposes that the MC samples

undergo negligible statisti
al �u
tuations. Thus, given the available statisti
s in our

study, it is not appli
able here. A method that 
an 
ope both with the statisti
al

�u
tuations of the MC samples and the bins with very few events, it is presented in

[Barlow 93℄. It is implemented in the TFra
tionFitter fun
tion of the ROOT software

[ROOT ℄. Nevertheless, in order to use that method, the total number of events should

be signi�
antly bigger than the number of events of any bin. Examining the histograms

of �gure 5.16, we 
an see that this requirement is not always satis�ed. This is more

pronoun
ed for the template of the H → bb ex
lusive de
ay. Due to the ex
ellent

b�tagging performan
e of the dete
tor, the vast majority of these events are in the bin

with b�likeness equal to 1 and 
�likeness equal to 0. Hen
e, this approa
h is also not

appropriate for this study. Equation 5.13 was therefore prefered for the estimation of

the Pj.

5.9.3 Results

The 2D templates of b� and 
�likeness, whi
h are going to be used for the �t, of the

�data� and the MC samples of the ex
lusive Higgs hadroni
 de
ays and the ba
kground

(ZZ pro
ess and non�hadroni
 Higgs de
ays) are shown in �gure 5.16 for the VXD05

geometry. The integrated luminosity is 250 fb−1
for the �data�, and 500 fb−1

for the

MC samples. We are going to �t the H → bb, H → cc, H → gg and ba
kground MC

templates to the �data� (Higgs de
ays + ZZ ba
kground), using the equation 5.13.

The estimated normalisation fa
tors Pj, for the VXD03 and VXD05 geometries, are

summarised in table 5.8. After estimating the Pj , the Higgs hadroni
 bran
hing ratios

with their asso
iated errors 
an be dire
tly extra
ted from the equation 5.11. The last

fa
tor of this equation, the ratio

σ(e+e−→HZ)SM

σ(e+e−→HZ)
of the SM 
ross�se
tion to the measured

one, in the 
ase of a simulation study using SM data samples, is obviously by de�nition

1. Of 
ourse, for a study with real data, the 
ross�se
tion of the Higgsstrahlung pro
ess

should be measured with a model independent analysis. Hen
e, in our 
ase, we are

going to use only the systemati
 un
ertainty that is going to be introdu
ed by the

measurement of the model independent Higgsstrahlung 
ross�se
tion, whi
h amounts

to 2.5%. The extra
ted Higgs hadroni
 bran
hing ratios are summarised in table 5.9.

The obtained results are in a

ordan
e with the bran
hing ratios expe
ted for a SM

Higgs boson, having a mass of 120GeV (see table 5.1). The estimated sensitivities for

the H → cc and H → gg de
ays are rather low: the relative statisti
al un
ertainties

are ∼ 50 %. But here we should stress that the low sensitivity to these de
ays 
omes
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Fig. 5.16: 2�dimensional templates of b� and 
�likeness. Starting from the top left plot:

data (only Higgs de
ays), MC sample ex
lusive H → bb, H → cc, H → gg,
MC ba
kground (non�hadroni
 Higgs de
ays + ZZ ba
kground), MC sample ZZ

ba
kground, MC sample non�hadroni
 Higgs de
ays, data (Higgs de
ays + ZZ

ba
kground), data (only ZZ ba
kground).

as a 
onsequen
e of the low statisti
s of our sample, sin
e we restri
t our analysis of

Higgsstrahlung pro
ess only to the events where the Z boson de
ays to a pair of muons

(3.5% bran
hing ratio). If we 
onsider also its leptoni
 de
ays to an ele
tron�positron

pair, as well as its hadroni
 and invisible de
ays, the obtained 
ombined sensitivity

will rea
h the results stated in table 5.6. But in our study, we are interested in the

dire
t 
omparison of the sensitivities obtained with ea
h one of the two main 
andidate
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VXD05 VXD03

Pbb 0.93 ± 0.06 0.99 ± 0.06
Pcc 0.93 ± 0.59 0.86 ± 0.54
Pgg 1.68 ± 0.58 0.88 ± 0.61

Tab. 5.8: The estimated normalisation fa
tors Pj for the Higgs hadroni
 bran
hing ratios

for the main VXD geometries, VXD03 and VXD05.

VXD05 VXD03

H → bb (%) 63.39 ± 4.09 ⊕ 2.5 67.48 ± 4.09 ⊕ 2.5
H → cc (%) 2.83 ± 1.79 ⊕ 2.5 2.61 ± 1.64 ⊕ 2.5
H → gg (%) 11.27 ± 3.89 ⊕ 2.5 5.90 ± 4.09 ⊕ 2.5

Tab. 5.9: The Higgs hadroni
 bran
hing ratios for the main VXD geometries, VXD03 and

VXD05.

geometries.

On the Higgs hadroni
 bran
hing ratios extra
tion, the VXD geometry a�e
ts only

the estimation of the fa
tors Pj . Thus we 
an 
ompare the VXD03 and VXD05 sensi-

tivity, by 
omparing the un
ertainties on the estimation of the Pj. There is a 
ontri-

bution on this un
ertainty 
oming from the �nite size of the MC samples. In prin
iple,

it should be identi
al for both geometries. The statisti
al un
ertainties reported in

table 5.8 indi
ate that both geometries appear to have similar sensitivity. Therefore,

the 
on
lusion of this study is that the development e�orts should be 
ontinued for

both the VXD03 and the VXD05 
andidate geometries.

5.10 Con
lusions on the Vertex Dete
tor Optimisa-

tion

In this 
hapter, the �rst point we have aimed to address, was the 
omparison between

the single (VXD03), and the double layers (VXD05) geometries for the ILD vertex

dete
tor. The standard ILC software and re
onstru
tion algorithms were used. We

have tried to probe into the performan
e of the two VXD models, by studying their

performan
e on heavy �avour tagging, and their sensitivities on the extra
tion of the

Higgs hadroni
 bran
hing ratios. The sele
ted physi
s pro
ess was the Higgsstrahlung,

e+e− → ZH → µ+µ−X.

The results presented in �gure 5.7 and in table 5.8, show that both geometries

demonstrate ex
ellent b�tagging, and very good 
�tagging performan
e, that satisfy
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the ILD physi
s goals. We did not observe any striking performan
e di�eren
es between

the two geometries, that 
ould suggest to favour one of them. Therefore, the out
ome

of this �rst step is that it is suggested to 
ontinue pursuing the development e�orts for

both the main 
andidate geometries.

The studies were based on some indi
ative 
hara
teristi
s on the overall geometry

and the ladder design, whi
h are 
ru
ial in order to a
hieve the desired performan
e.

However, it is not 
ertain that all of these target spe
i�
ations are a
hievable. To be

more spe
i�
, this fear mostly 
on
erns the minimum distan
e of the innermost layer

of the IP and the material budget of the ladders. So, the se
ond point of this analysis,

has adopted the philosophy of a worst 
ase s
enario study.

The e�e
t of the beamstrahlung on the VXD may be signi�
antly higher than the

one anti
ipated from the simulation studies. Even if the simulations are 
orre
t, the

hit density on the VXD may be signi�
antly higher than the one presented in table 2.2,

if �nally the anti�DID �eld will not be implemented. In any of the two aforementioned


ases, the innermost layer radius should be moved away from the IP, approximately at

∼ 20 mm. This will degrade the VXD 
�tagging performan
e by a fa
tor of∼ 15−20 %,

as it is shown at in �gure 5.10.

In parallel, it is not 
ertain if the aimed material budget of the VXD ladders 
an

be realised. The �gure 5.11 demonstrates the �avour tagging performan
e of a VXD

featuring less 
hallenging material budget values. Con
erning 
�tagging, it appears

to be important to stay below 0.3 % X0. Here we have to underline that in both

the aforementioned tests, the b�tagging remains ex
ellent and una�e
ted. Thus, our

optimisation studies fo
us on 
�tagging.

Con
luding, if one of the assumed VXD features proven to be not feasible, the

overall degradation of the VXD 
�tagging performan
e is expe
ted to be tolerable.

But if we fail to realise both of them, the VXD performan
e will be severely penalised.

A third point of the study was to test various te
hnologi
al parameters of the VXD.

We studied the performan
e of both VXD03 and VXD05 geometries as a fun
tion of

the dete
tion e�
ien
y. Sele
ting a rather low e�
ien
y, 99%, the observed e�e
t

on the �avour tagging performan
e was negligible. Thus, it is not expe
ted that the

dete
tion e�
ien
y will play an important role on the sele
tion between the two main

geometry options.

The other te
hnology parameter tested was the single point resolution of the sensors

equipping the outer layers of the VXD. This study was inspired by the design of the

outer layers of the CMOS based VXD (see subse
tion 3.4.4). One 
an envisage to

redu
e the number of 
olumns of the sensors at the outer layers, by in
reasing their

pixel pit
h, in order to redu
e the power 
onsumption. The question is how mu
h this


an a�e
t the VXD performan
e. The studies presented in �gure 5.13, show that the

expe
ted performan
e degradation by moving to pixels featuring a pit
h of ∼ 35 µm,

being readout with 3�4 bits ADCs, will be negligible.
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An essential aspe
t for the VXD optimisation design, whi
h has not been taken into

a

ount for these studies, is the alignment. All the studies were performed assuming a

perfe
t alignment. Of 
ourse, this is an ideal 
ase. An extremely a

urate alignment is

needed, ≤ 1 µm, in order for the VXD to ful�ll the ILD physi
s program requirements.

It is suspe
ted that both geometries do not allow for the same alignment a

ura
y. The

overlapping areas of the ladders of the VXD03 geometry 
an o�er a region with two hits

in the same layer, while the VXD05 o�ers a region with four hits. The in
reased number

of hits is likely to be bene�
ial for the alignment, either of the overall VXD, or ladder

to ladder. This 
ould be an argument in favour of the double layers geometry option.

However the alignment a

ura
y has not been quanti�ed yet. Hen
e, no missalignment

was assumed for these studies.

Finally, it is not possible to 
on
lude on the evaluation of the ILD VXD, without


onsidering the beam ba
kground e�e
t. This e�e
t was negle
ted in the physi
s anal-

ysis studies presented in this 
hapter. The reason is exposed in the se
tion 5.8.3. The


urrent sili
on tra
king is not mature enough to 
ope with it. As has been already

indi
ated, the tra
king in the sili
on dete
tor is still an open issue. Therefore, it does

not make sense to repeat the physi
s studies in
luding the beam ba
kground e�e
t in

the 
urrent re
onstru
tion framework.

The development of a tra
king algorithm is outside the s
ope of this thesis. Thus,

in order to �nalise the ILD VXD studies, we will try to examine the e�e
t of beam

ba
kground on the tra
king itself. In other words, to test whi
h 
on�guration of sili
on

dete
tors 
an provide the optimal tra
king, in terms of tra
king performan
e. To

do so, sin
e we 
annot 
ount on the standalone sili
on tra
king, we will use tra
ks

re
onstru
ted in the TPC and propagate them to the sili
on dete
tors. It is 
lear that

the SIT will be play a 
ru
ial role in this pro
ess, sin
e it bridges the gap between the

VXD and the TPC. This will be the subje
t of the next 
hapter.
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CHAPTER 6

Sili
on Tra
king Studies

6.1 Introdu
tion

The VXD optimisation studies inherited us with an open issue: the optimisation of

the VXD without 
onsidering the beam ba
kground is quite in
omplete. As already

mentioned, the standalone sili
on tra
king used for the LoI studies is not appropriate

for tra
king in environments with high hit density, like the innermost VXD layer. As a


onsequen
e, physi
s analyses in
luding beam ba
kground, 
ondu
ted in the 
urrent re-


onstru
tion framework, 
annot provide reliable results. Hen
e, we will try to approa
h

the robustness of the VXD versus the beam ba
kground from a di�erent point of view.

In order to do so, we will examine the tra
king performan
e that 
an be provided by

a given VXD design. The methode used is dis
ussed in the following se
tion. We will

fo
us on a CMOS based VXD, des
ribed in sub�se
tion 6.3.1, whi
h is an optimised

version of the basi
 design des
ribed in se
tion 3.4.

This study is going to in
lude also the SIT. Our motivation is to 
ombine the VXD

with the SIT in a sili
on dete
tor 
on�guration, 
apable to provide highly performant

standalone sili
on tra
king. Moreover, the role of the SIT is 
ru
ial in the overall tra
k

re
onstru
tion s
heme, sin
e it provides the link between the main tra
ker, whi
h is

the TPC, and the VXD.

The standard option for the ILD SIT, as des
ribed in the LoI [LoI 10℄ (see also sub�

se
tion 2.3.3), is equipped with sili
on strip sensors providing single bun
h 
rossing time

resolution, but a rather modest spatial resolution, espe
ially along the z 
oordinate.

We will dis
uss whether an SIT equipped with CMOS pixel sensors 
an provide better

tra
king performan
e in the presen
e of the beam ba
kground. The ex
ellent spatial

171
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resolution of the highly granular pixel sensors may 
ompensate for their lower time

resolution. Of 
ourse, a question we also need to address, is the spe
i�
ations of those

pixel sensors.

A pixel SIT would use the same pixel sensor te
hnology as the VXD. Therefore,

the 
omplexity of the R & D e�ort of the �nal system 
ould be signi�
antly redu
ed.

That argument also, motivated the studies presented in this 
hapter.

6.2 The Methodology

For the purposes of the study, we are going to develop a pattern re
ognition based on

the naive tra
k following algorithm. This methode is based mainly on three elements:

the provider of the tra
k seeds, a way to propagate the tra
k parameters and the

asso
iated error matrix from layer to layer and asso
iate 
andidate hits, and �nally,

a quality 
riterio whi
h will be used in order to sort the 
andidate tra
ks, sele
t the

�best� ones and reje
t the in
ompatible and �bad� tra
ks.

The traje
tory of a 
harged parti
le inside a homogeneous magneti
 �eld is a helix.

In order to initiate a helix, one needs three spa
epoints. Therefore, the tra
k seed 
ould

be provided by a triplet of hits in the outer layers of the sili
on dete
tors, where the

beam ba
kground e�e
t is less pronoun
ed. However, developing a standalone tra
king

algorithm is outside of the s
ope of this thesis. Thus, we are going to use as seeds,

tra
ks that have been re
onstru
ted in another dete
tor, namely the TPC. The initial

tra
k parameters and their asso
iated errors will be taken from the TPC tra
k.

The seed tra
k will be extrapolated inwards to the sili
on dete
tor layers, whi
h

will be populated by both the �physi
s� and the beam ba
kground hits. There, we

will sear
h for hits that are 
lose (we will 
ome again on the subje
t of the tra
k

extrapolation area later) enough to the tra
k extrapolation point, trying to �nd the

�best� 
andidate hit and add it to the tra
k. As best hit, we 
onsider the one that is


losest to the point where the tra
k 
rosses the dete
tor surfa
e. After adding the hit

(if exists), the tra
k is re�tted. The updated tra
k parameters are extrapolated to the

next dete
tor layer, where this pro
edure is repeated.

The IMarlinTra
k tool [Aplin 11℄ will be used for the propagation of the tra
k

parameters and its error matrix. The tool takes into a

ount material e�e
ts. The

propagation of the tra
k error matrix, and more spe
i�
 of the un
ertainties of the

impa
t parameters on the R− φ plane (δd0) and the parallel to beam axis plane (δz0),


an provide a �rst indi
ation 
on
erning the robustness versus the beam ba
kground.

These two un
ertainties de�ne the area where the tra
k is expe
ted to 
ross a given

dete
tor layer. Obviously, the smaller this area, the less ba
kground hits will be 
onsid-

ered during the tra
k re
onstru
tion. The probability to pi
k the 
orre
t �physi
s� hit

in
reases a

ordingly, and the number of the re
onstru
ted ghost tra
ks de
reases. The

term ghost (or fake) tra
ks refers to tra
ks that do not 
orrespond to a Monte�Carlo
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parti
le, but are artefa
ts of the tra
king algorithm.

The sear
h area σeff is given by the following equation:

σ2
eff = σ2

ext + σ2
s.p. (6.1)

where σext re�e
ts the tra
k extrapolation area and σs.p. stands for the sensor's single

point resolution. For the purpose of the study we de
ided to 
onsider as 
andidates,

hits being inside a radius of 5 × σeff from the tra
k extrapolation point.

A number of di�erent 
riteria exist in order to de
ide if a hit is suitable to be

atta
hed to the tra
k. A

ording to the naive tra
k following approa
h, we a

ept

as the proper hit the one that is 
losest to the tra
k extrapolation point. Of 
ourse,

an asso
iation of a �wrong� hit to the tra
k, instead of the proper one, may happen.

It is always possible that a wrong hit, whi
h does not originate from the parti
le

that has generated the tra
k, is 
loser to the tra
k extrapolation point. This hit may

stem from another parti
le, from the dete
tor noise, or from the ma
hine indu
ed

ba
kgrounds. The latter 
ase is 
onsidered to be by far the biggest 
hallenge for the

tra
k�hit asso
iation at the sili
on dete
tors of the ILD.

The probability to mat
h with the 
orre
t hit depends on the tra
k extrapola-

tion area, the hit density on the layer, the a

ura
y on the re
onstru
tion of the hits

positions (a 
onvolution of the sensor single point resolution and the position re
on-

stru
tion algorithm) and of 
ourse the hit sele
tion 
riteria. In general, the probability

for a wrong asso
iation in
reases when already wrong hits have been atta
hed to the

tra
k, either during the seed formation, or during the previous steps of the tra
k follow-

ing. As aforementioned, the hit density mostly depends on the distan
e of the layer to

the IP and the time resolution, while the tra
k extrapolation area re�e
ts the sensor's

single point resolution, the layer material budget and the geometri
al 
on�guration of

the dete
tor. We are going to fo
us on these aspe
ts.

We will examine the tra
ks 
oming from a ben
hmark physi
s 
hannel. This will

be the Higgsstrahlung pro
ess, e+e− → ZH → µ+µ−X at

√
s = 250GeV, exa
tly the

same one used for the VXD optimisation studies of the previous 
hapter. Then the

tra
king e�
ien
y 
an be 
al
ulated from the ratio of the tra
k hits originating from

the same parti
le to the total number of hits that the parti
le 
reated at the Sili
on

dete
tors.

6.3 Sili
on Dete
tors Con�gurations

6.3.1 VXD Des
ription

The VXD model used for the tra
king studies is based on the one des
ribed in se
-

tion 3.4. The values of spatial and time resolution for ea
h layer are summarised in

table 6.1. The value of the innermost layer's time resolution has de
reased from∼ 10 µs
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(table 3.6) to ∼ 2 µs. More details on the justi�
ation of these values are provided in

sub�se
tion 6.3.3. Moreover, the strategy of optimising one fa
e of a double sided lad-

der for spatial and the other for time resolution, is not restri
ted anymore to the �rst

layer.

The main motivation for generalising this strategy to the whole VXD (maybe to

the SIT as well) is that we want the sili
on dete
tors to be able to support a stan-

dalone tra
king algorithm. Thus, the 
ombinatori
s during the seed formation (see

sub�se
tion 2.4.3) should be minimised as mu
h as possible.

The goal of the improvement of the innermost layer's time resolution is mainly the

robustness against the beam ba
kground hit density. The overall ILD design is not

yet �nalised. It may happen that the anti�DID �eld will not be implemented, or that

a new ma
hine opti
s will generate higher energy ele
trons whi
h the anti�DID will

hardly sweep away. In that 
ase, due to the in
reased beam ba
kground hit density,

the innermost VXD layer should either be moved away from the IP (whi
h is not

desirable), or being read faster. Additionally, we should have in mind the in
reased

beam ba
kground in the 
ase that the ILC will run at

√
s = 1 TeV.

The GEANT4 implementation of the VXD is updated from the one des
ribed in

se
tion 2.3.2, used for the LoI studies, to the one that is going to be used for the

Dete
tor Baseline Do
ument (DBD) (see �gure 6.1). For the purpose of the DBD

studies, a more realisti
 des
ription is required, espe
ially in terms of material budget.

The des
ription of the ladders is based on already existing ones, realised inside the

framework of the PLUME proje
t (see se
tion 3.4.1). The total material budget of

ea
h double sided ladder is ∼ 0.3 % X0. The sensitive part (i.e. the two sensors)

amounts to ∼ 0.1 % X0. The support 
onsists of 1.88mm of sili
on 
arbide foam of 6%

density, serving as a spa
er and a supporting stru
ture, featuring a material budget of

∼ 0.13 % X0. On both sides of the SiC foam are the �ex 
ables. They are des
ribed as

being made of 10 µm of Al and 50 µm of kapton, whi
h gives us a material budget of

∼ 0.03 % X0 for ea
h �ex 
able.

The ladders are en
losed in an hermeti
 Beryllium support. Three spiralling 
ooling

tubes made of Titanium are lo
ated on the support endplates. Ea
h double layer is

assigned a dedi
ated 
ooling tube. The 
ables are des
ribed by three 
ones, 
onsisting

of kapton and Copper, of thi
kness varying with the z 
oordinate. Ea
h 
one starts

from the pla
e where the ladders are supported by the Be support (the Be annulus

blo
ks), and going outside the VXD through an aperture in the 
ryostat.

6.3.2 SIT Des
ription

The standard option of the SIT, featuring mi
rostrip sensors, is assumed to provide

single bun
h 
rossing timing information and a spatial resolution of 7 µm in Rφ and

50 µm in z dire
tion. The 
orresponding features of the pixelated SIT are summarised

in table 6.1.
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Fig. 6.1: Visualisation of the VXD, as des
ribed inside the simulation framework used for

the DBD studies. The image is separated in two hemispheres for better visibility.

The double sided ladders stru
ture is illustrated in the right hemisphere: with


yan 
olour is the sensitive part of the ladder, with yellow the support, while

with green is the support ele
troni
s, lo
ated at the end of ea
h ladder. In the

left hemisphere we 
an see with grey 
olour the 
abling, with pink the Titanium


ooling tubes, spiralling on the transparent Beryllium support endplate and with

blue the Beryllium support 
one ensuring the hermeti
ity of the VXD. The barrel

part of the Beryllium support and the 
ryostat are transparent.
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Layer σs.p. (µm) tint (µs)
MIMOSA/AROM MIMOSA/AROM

VXD1 3/6 50/2

VXD2 4/10 100/7

VXD3 4/10 100/7

SIT1 4/15 100/7

SIT2 4 100

Tab. 6.1: Values of spatial and time resolution per layer, for the VXD and the SIT.

The SIT geometry, as it is implemented inside Mokka for the DBD studies, is

illustrated in �gure 6.2. It 
onsists of two superlayers, featuring double sided ladders.

The distan
e between the two sensitive layers of ea
h superlayer is 2mm. The �rst

superlayer is lo
ated at a radius of 154mm, having 10 ladders, while the se
ond one is

at 301mm and features 19 ladders. The layer's thi
knesses are expe
ted to be di�erent

for the two alternative SIT options. Con
erning the strip SIT, the sensitive layer is

made of 200 µm thi
k Sili
on, while the support is made of 2 mm of graphite. Therefore,

the total material budget of ea
h superlayer is 1.36 % X0. The pixel sensors that are

going to equip the pixelated SIT feature a thi
kness of 50 µm of Sili
on. The material

budget of the support is 
onsidered to be the same as for the strip SIT. Therefore,

the total material budget of ea
h superlayer of the pixelated SIT is expe
ted to be

1.05 % X0.

3D Versus 2D Measurements

Sili
on strip dete
tors measure only in a proje
ted spa
e, providing 2D measurement

points. In order to obtain 3D spatial information from them, measurements from

two layers, featuring a stereo angle between them, should be 
ombined. Combining

information from two measurement layers 
an lead to ambiguities in the position of

the re
onstru
ted hits. This will result in the re
onstru
tion of a number of ghost hits.

Figure 6.3 illustrates why this e�e
t happens. The number of ghost hits is a fun
tion

of the strips stereo angle (see [Baudot 11℄).

As was mentioned, in the simulation, neither strips nor pixels are really des
ribed.

There is an a
tive sili
on layer segmented into ladders and sensors. Therefore, the

number of ghost hits should be 
al
ulated during the re
onstru
tion stage. This task

is a

omplished by a dedi
ated Marlin pro
essor.
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Fig. 6.2: Visualisation of the SIT, as des
ribed inside the simulation framework used for the

DBD studies. Left: 3D view of the SIT. We 
an observe the ladder and sensor

stru
ture. Right: view of the SIT from the Rφ plane.
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Fig. 6.3: Hit position re
onstru
tion ambiguities with sili
on strip dete
tors. The �gure

displays a false double layer equipped with sili
on strips pla
ed with a stereo angle.

Coloured are the strips that give a hit signal. The two bla
k dots represent the

real hits, while their re
onstru
ted positions are shown in red. A ghost hit, marked

with magenta 
olour, will be re
onstru
ted.
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6.3.3 Pixel Sensors for the VXD�SIT Con�guration

In table 6.1 we state some values for the time and spatial resolution of the VXD�SIT


on�guration. Their origin is explained hereafter. In se
tion 3.4 we have des
ribed

how a time resolution of ∼ 10 µs 
an be obtained for the innermost layer, and how the

instantaneous power 
onsumption 
an stay at . 700 W for the whole VXD. From this

starting point, here we should explain how we 
an re�ne the innermost's layer time

resolution to ∼ 2 µs. We also need to re
al
ulate the power 
onsumption expe
ted,

when the strategy of optimising one fa
e of a double sided ladder for spatial and the

other for time resolution is applied to the outer VXD layers as well. Finally, the

spe
i�
ations of the pixelated SIT sensors raise their own 
hallenges, mainly due to the

large area that has to be 
overed.

A 
onservative approa
h to improve the time resolution, whi
h may be envisaged

with the 0.35 µm fabri
ation pro
ess, is to implement two dis
riminators per 
olumn.

This way, two rows 
an be read out simultaneously, redu
ing the integration time by a

fa
tor of 2, down to∼ 5 µs. The 
olumns should however be enlarged well beyond 20 µm
(at the expense of the spatial resolution), and the limited number of the metalisation

layers (i.e. 4 at most) hampers the possibility of a
hieving a 
ompa
t data 
ompression


ir
uitry integrated in the 
hip.

Moreover, in order to further improve the time resolution down to the desired value

of . 2 µs, the dis
riminator should be implemented inside the pixel itself. This is only

feasible with a smaller, ≤ 0.18 µm, feature size te
hnology. When the dis
riminator is

inside the pixel, a fa
tor of two is gained dire
tly, sin
e there is no need to drive the

analog signal to the end of the 
olumn. Additionally, more than one row 
an be read

out simultaneously. For example, if one reads 4 rows simultaneously, the total gain in

readout time is 2 × 4, thus from 10 µs readout time one 
an go down to . 2 µs.

Care should be given to the power 
onsumption: more rows swit
hed on means

more power dissipated. On the other hand, that will be at least partially 
ompensated

by moving to smaller feature size pro
esses, sin
e they o�er intrinsi
ally redu
ed power


onsumption. The average power 
onsumption of the whole VXD is therefore expe
ted

to be ∼ 12 W , a value whi
h 
omplies with a lightweight 
ooling system.

An alternative 
hallenging approa
h is the following: the standard approa
h for

the rolling shutter is to perform the latter from both the top and the bottom of the

sensor, whi
h means two rolling shutters per pixel matrix. One 
ould envisage to

further subdivide the pixel matrix into submatri
es, that will be read out in parallel.

A

ording to the number of the submatri
es, we 
an gain in dire
t proportion in terms

of time resolution, however again at the expense of an in
reased power 
onsumption.

Turning to the SIT pixel sensors, the main 
on
ern is to keep the power 
onsumption

at an a

eptable level, something 
hallenging due to the large (∼ 4 m2
) surfa
e needs

to be 
overed. A value for the instantaneous power 
onsumption . 4 kW for the whole

SIT seems a�ordable, whi
h may be 
ompatible with a relating dis
rete 
ooling system
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assuming a dete
tion duty 
y
le of . 2 %.

6.4 Ba
kground Hit Densities

For simpli
ity, the beam ba
kground hits will be generated via a random hit gener-

ator. The argumentation justifying this de
ision was developed in sub�se
tion 5.8.3,

and is also valid here. The 
onsidered hit densities are the ones expe
ted from the

nominal beam parameters. They are summarised in table 6.2, as they were 
al
ulated

in [De Masi 09℄ (for the VXD), [Vogel 08℄ (for the SIT).

Layer Radius nominal

Layer mm Hits/cm2 × BXs
SIT

L2 301 10−3

L1 154 2.5 × 10−3

VXD

L5 60 2.7 × 10−2

L4 58 3.2 × 10−2

L3 39 1.34 × 10−1

L2 37 1.54 × 10−1

L1 18 2.9

L0 16 4.4

Tab. 6.2: Ba
kground hit densities on the VXD and the SIT, estimated for the nominal

beam parameters.

6.5 Studies on Tra
king Performan
e

Our goal is to study the tra
king performan
e of the sili
on dete
tor system, whi
h 
on-

sists of the CMOS based VXD 
ombined with both options for the SIT. The evaluation

of the various dete
tor 
on�gurations will be based on the following 
riteria:

Tra
k �nding e�
ien
y: If the majority (≥ 75 % for the purpose of this study) of

the hits asso
iated to the tra
k have been generated from the same parti
le, the

parti
le traje
tory is 
onsidered to be 
orre
tly re
onstru
ted, thus found. Ob-

viously, in order to perform this analysis, the Monte�Carlo information should

be mapped very 
arefully during the re
onstru
tion stage. The tra
k �nding

e�
ien
y should be always stated together with the rate of the ghost tra
k re-


onstru
tion.
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Tra
k extrapolation area: As already mentioned, the un
ertainties on the impa
t

parameters δd0 and δz0 de�ne the size of the tra
k extrapolation area. The

robustness versus the beam ba
kground depends strongly on the size of this area.

Hereafter, when we refer to the sear
h area or the tra
k extrapolation area, we

mean this area around the tra
k extrapolation point whose dimensions are de�ned

by the δd0 and the δz0 in the R − φ and z 
oordinates respe
tively.

The table 6.3 summarises the tra
king e�
ien
ies 
al
ulated for ea
h dete
tor 
on-

�guration, as well as for the 
ombined VXD plus SIT system. The features of ea
h

dete
tor system are des
ribed in table 6.1, while the physi
s pro
ess used is the Hig-

gsstrahlung (see se
tion 6.2). 2600 Higgsstrahlung �nal states have been analysed for

the strip SIT and 3000 states for the pixelated one. The 
onsidered beam ba
kground

hit densities are the ones estimated for the nominal beam parameters.

Here we should 
larify the 
omposition of ea
h tra
k subsample, i.e. the total and

the found tra
ks. The total tra
ks subsample 
onsists of tra
ks re
onstru
ted in the

TPC, having a χ2/ndf < 20. These tra
ks are extrapolated to the sili
on dete
tors,

where a tra
k�hit asso
iation pro
edure takes pla
e. If at least one hit is asso
iated,

we end up with a tra
k segment re
onstru
ted in the sili
on dete
tors. The 
al
ulation

of the tra
king e�
ien
y is based only on the hits belonging to that segment. The

tra
k segment is 
onsidered as found if ≥ 75 % of its hits belong to the same Monte�

Carlo parti
le. Obviously, the reported e�
ien
y values have been 
al
ulated from

the ratio of the found tra
k segments, to the total tra
ks extrapolated to the sili
on

dete
tors. The reported un
ertainty is purely statisti
al, and has been 
al
ulated using

the assumption that the e�
ien
y follows a binomial distribution.

Dete
tor # total tra
ks # found tra
ks E�
ien
y (%)

CMOS VXD 50285 40494 80.53 ± 0.18 %
Strip SIT 45841 45640 99.56 ± 0.03 %
Pixel SIT 55692 53599 96.24 ± 0.08 %

CMOS VXD + Strip SIT 52450 43928 83.75 ± 0.14 %
CMOS VXD + Pixel SIT 61561 51729 84.03 ± 0.15 %

Tab. 6.3: Results on tra
king e�
ien
ies for various sili
on dete
tor 
on�gurations.

Here we should stress the two following important aspe
ts, that are not in
orporated

in the studies presented in this 
hapter. First, as already mentioned, results 
on
erning

the tra
king e�
ien
y should always be stated together with the rate of fake tra
ks. But

sin
e our tra
k sample 
onsists of tra
ks re
onstru
ted in the TPC, being extrapolated

to the sili
on dete
tors, the number of fake tra
ks 
annot be estimated. A 
al
ulation

of the rate of fake tra
ks would make sense only if we were using a standalone sili
on

tra
king.
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Se
ond, the fake hits produ
ed due to the dete
tor noise are not taken into a

ount.

The fake hit rate depends on the sensor te
hnology. It should in general be well below

the rate of ba
kground hits. One 
ould expe
t that in the SIT (or even the outermost

layer of the VXD), the fake hit density would be 
omparable or larger than the one

due to the beam ba
kground.

6.5.1 From the TPC to the Sili
on Dete
tors

When propagating the tra
k from the TPC to the Sili
on dete
tors, we �rst meet the

SIT outermost layer. It is very important to pi
k the 
orre
t hit there: if a wrong hit is

asso
iated to the tra
k, the whole re
onstru
tion will follow a wrong path. Therefore,

we will �rst estimate the pointing a

ura
y from the TPC to the sili
on dete
tors,

as a fun
tion of the tra
k's momentum. In order to do so, we will use single muon

tra
ks having momenta of 300MeV, 500MeV, 1GeV, 2GeV and 10GeV. The impa
t

parameter un
ertainties δd0 and δz0 are displayed in �gure 6.4.

From the impa
t parameter un
ertainties and the beam ba
kground hit density, one


an roughly estimate the probability to �nd a beam ba
kground hit inside the tra
k's

extrapolation area. We 
an 
onsider this area as an ellipse, whi
h half�axes are the

Most Probable Values (MPV) of the δd0 and δz0 distributions. The area of this ellipse,

for example for 500MeV muons, would be 0.0018 cm2
. The 
ontribution of the sensor's

single point resolution term of the equation 6.1 is marginal 
ompared to the one of the

tra
k error matrix propagation. We 
an 
onsider the tra
k extrapolation area to be

roughly an order of magnitude larger than the ellipse area: this is in order to in
lude

the tails of the δd0 and δz0 distributions. Taking into a

ount the beam ba
kground

hit density on the outermost SIT layer, the probability to �nd a beam ba
kground hit

inside the tra
k�hit mat
hing sear
h area is 1.8× 10−5
. For a pixelated SIT, where the

layers's integration time expands over 200 bun
h 
rossings, this probability be
omes

3.6 × 10−3
. We should underline that this number expresses the probability that one

beam ba
kground hit exists inside the tra
k extrapolation area, and not the probability

of a false tra
k�hit mat
hing.

The aforementioned probability is in
onsistent with the results we have obtained

through our simulation studies. For the same muon sample (PT = 500 MeV ), when

we extrapolate the TPC tra
k segment to the outermost SIT layer, in 3.7% of the


ases we asso
iate a beam ba
kground hit to the tra
k. This number is one order of

magnitude larger than the probability of having one beam ba
kground hit inside the

tra
k extrapolation area. This impressive 
ontradi
tion between our initial estimation

and the simulation results may be explained by the following fa
t: for ea
h 500MeV

muon, ∼ 14 tra
k segments are re
onstru
ted in the TPC. Obviously, all these tra
k

segments 
annot be mat
hed with hits in the sili
on dete
tors generated by the initial

muon. We will 
ome ba
k in the topi
 of the proper sele
tion of the tra
ks that will


onsist our tra
k sample, when dis
ussing the 
ombined VXD+SIT systems tra
king
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Fig. 6.4: Un
ertainties on the extrapolation from the TPC to the outermost SIT layer of

the impa
t parameters δd0 and δz0, for muon tra
ks featuring various momenta.

Left: δd0. Right δz0. Going from top to bottom the muons momenta are 300MeV,

500MeV, 1GeV, 2GeV and 10GeV.
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e.

6.5.2 Strip�Pixel SIT Comparison

A �rst overview of the results summarised in table 6.3, pushes us to 
on
lude that the

strip SIT features an ex
ellent tra
king e�
ien
y, signi�
antly higher than the one of

the pixelated SIT. As mentioned earlier, the wrong tra
k�hit asso
iation may originate

either from a beam ba
kground hit, either from a hit generated by a se
ond parti
le, or

from a hit re
onstru
ted due to the 
ombinatorial ba
kground (ghost hit). The latter

is an e�e
t spe
i�
 to the strip sensors. There is a di�erent way to deal with ea
h

of the above 
ases, in order to redu
e the probability of a wrong tra
k�hit mat
hing.

Con
erning the separation of tra
ks originating from di�erent Monte�Carlo parti
les,

a �ne spatial resolution is required. The time resolution is not so relevant, 
onsidering

the low ILC event rate (rate for ele
troweak intera
tions . 1 Hz). On the other hand,

for the beam ba
kground hits, this probability 
ould be redu
ed either by optimising

the time, or the spatial resolution.

The vast majority of the wrong tra
k�hit asso
iations is due to the beam ba
kground

hits. The e�e
t of the asso
iated hits that belong to another physi
s parti
le is rather

marginal. The same holds true for the ghost hits; even if the sensors equipping a double

sided ladder having their strips oriented perpendi
ular to ea
h other, whi
h is the worst


ase s
enario, the 
ombinatorial ba
kground e�e
t is marginal 
ompared to the beam

ba
kground. Obviously the above statement holds true if the hit density stays below

a 
ertain limit; we 
ould expe
t that if it ex
eeds that limit, the subsequent in
rease

of the hits per area will lead us to a dramati
 in
rease of the ghost hits as well.

Therefore, our main 
on
ern is to deal with the beam ba
kground hits. It is thus

worthwhile entering into the time�spatial resolution interplay between the two SIT

options. The strip sensors provide an ex
ellent time resolution (single bun
h 
rossing

timestamping), while the time resolution of the pixelated SIT is 2 orders of magnitude

worse. Whi
h means that if we 
onsider the same sear
h area for tra
k�hit asso
iation,

the pixelated SIT would have 2 orders of magnitude more ba
kground hits to deal with.

On the other hand, the potential of the pixelated SIT lies on its spatial resolution, whi
h

results into smaller tra
k extrapolation areas. The resolutions on the parameters d0,

z0, of tra
ks belonging to the Higgsstrahlung sample, are illustrated in �gures 6.5,

6.6 for both options. It is not easy to dire
tly say how mu
h smaller are the tra
k

extrapolation areas for the pixel SIT, be
ause they strongly depend on the tra
k's

momentum; additionally, they 
hange from layer to layer, sin
e they depend on the

traversed material budget and the extrapolation distan
e. This has some importan
e,

sin
e it is more important to restri
t the sear
h area for tra
k�hit asso
iations on the

layers whi
h have a high hit density.

For the reasons above, it will be more illuminating to 
ompare the tra
k extrapola-

tion a

ura
y, for the two SIT options, on ea
h layer. To better follow this dis
ussion,
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we should name the SIT layers. The left part of �gure 6.2 illustrates the Rφ view of

the SIT. It 
onsists of two double layers (or superlayers). Going inwards, the outer

superlayer 
onsists of the layers 3 and 2, while the inner one of the layers 1 and 0.

Thus, the tra
k segment re
onstru
ted in the TPC is extrapolated to the layer 3 of the

SIT. The strip SIT provides one 3D measurement per superlayer, while the pixelated

one provides two.

Con
erning the relatively high momentum tra
ks (the ones to whi
h the MPV of

the distributions shown in �gures 6.5, 6.6 
orrespond), the δd0, going from the third to

the se
ond layer, is ∼ 23 µm for the strip SIT and ∼ 5 µm for the pixelated one. This

di�eren
e is explained by: �rst the better spatial resolution that is provided by the

pixel sensors (4 µm versus 7 µm for the strips); se
ond by the fa
t that for the strip SIT,

sin
e the superlayer 
onsisting by the layers 3 and 2 provides only one 3D measurement,

there is no update of the tra
k parameters going from the third to the se
ond layer.

Extrapolating the tra
k from the outer superlayer to the inner one (distan
e∼ 150mm),
the δd0 is ∼ 12 µm and ∼ 7 µm for the strip and pixel SIT respe
tively. Finally, going

from layer 1 to layer 0, the tra
k extrapolation un
ertainty remains almost the same for

the strip SIT. The reason is that, despite that the tra
k parameters are not updated,

the extrapolation distan
e is two small (2mm). Con
erning the pixel SIT, we observe

a small degradation of the δd0. This is be
ause layer 1 (see table 6.1) is dedi
ated to

timestamping: it therefore o�ers a rather moderate spatial resolution (15 µm).

We expe
t a more striking di�eren
e for the δz0, sin
e the resolution of the strip

sensors in the z dire
tion is 50 µm, while stays 4 µm for the pixel sensors. Indeed,

extrapolating the tra
k to layer 2, the δz0 values are ∼ 180 µm for the strip SIT and

∼ 5 µm for the pixel SIT. Going from the outer superlayer to the inner one, the values

be
ome ∼ 56 µm and ∼ 15 µm respe
tively. These values remain e�e
tively un
hanged

when going from layer 1 to layer 0.

In �gures 6.5, 6.6, we observe that the distribution of the extrapolated impa
t pa-

rameter un
ertainties sometimes appear to have a multiple peak stru
ture. This is an

e�e
t of the tra
k �tting 
ode. Sometimes, even though a 
andidate hit is found inside

the sear
h area, it is not asso
iated to the tra
k be
ause the �tting is not su

essful. In

that 
ase, the tra
k is just extrapolated to the next layer without its parameters being

updated. On the 
ontrary, the impa
t parameter un
ertainties undergo a small degra-

dation, 
aused by the extrapolation distan
e and the 
rossed material. For example,

in the top plot of �gure 6.6, whi
h displays the δz0 when extrapolating the tra
k from

the third to the se
ond layer of the pixel SIT, we observe a se
ondary peak at 180 µm.

This is almost equal to the value of δz0 when extrapolating the tra
k from the TPC

to the third SIT layer (see bottom right plot of �gure 6.4). If the tra
k parameters

are not updated, the δz0 will remain more or less the same when going from the third

to the se
ond layer. Here we should stress that this e�e
t has nothing to do with the

dete
tor itself, therefore we will not take into a

ount in the evaluation of the sili
on
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dete
tor performan
e. It is an e�e
t relevant only to the tra
k �tting 
ode. By the time

this thesis was written, the tra
king tools were substantially improved with respe
t to

the ones used for the LoI studies, but they were still in an evolving stage towards the

DBD. Issues like that are thus quite reasonable to o

ur.

Going ba
k to the strip�pixel SIT 
omparison, we observe that with the ex
eption

of the δz0 when extrapolating from layer 3 to layer 2, the hit sear
h area is a few

times smaller for the pixel SIT than for the strip SIT. From both �gures 6.5, 6.6,

we observe that the strip SIT δd0 and δz0 distributions have larger high tails (whi
h


orresponds mostly to lower momentum tra
ks) than the pixelated one. Reminding

that the time resolution of the strip SIT is 2 orders of magnitude better, while the

tra
k extrapolation is only a few times more pre
ise for the pixelated one, the results

of the tra
king e�
ien
y 
omparison between the two options 
an be understood. Even

in the 
ase that one of pixel SIT layers is equipped with sensors featuring elongated

pixels, being dedi
ated to timestamp the tra
k, (this is the 
ase for the results reported

in table 6.3 and in �gures 6.5, 6.6) the tra
king e�
ien
y performan
e of the strip SIT


annot be rea
hed.

But before stating that a SIT equipped with sili
on strip sensors is the optimal solu-

tion, we should pro
eed to a more profound analysis. Reminding sub�se
tion 6.3.2, the

strip SIT provides 2D measurements that 
an be 
ombined to up to 2 3D measurements,

while the pixelated one 
an provide up to 4 3D measurements. Moreover, pixelated

SIT o�ers more pre
ise measurements. Therefore, the 
omparison of the two alterna-

tive SIT options should take pla
e inside the framework of the whole tra
king s
heme.

The abundan
e of the re
onstru
ted hits is an essential issue for the performan
e of a

tra
king system. Therefore, we will not 
on
lude whi
h is the best SIT option before

we study their performan
e 
ombined with the VXD, in sub�se
tion 6.5.3.

6.5.3 Sili
on Dete
tors Combined System

Table 6.3 reports the tra
king e�
ien
y performan
e of the CMOS based VXD, alone

or 
ombined with the two alternative SIT options. Due to the mu
h higher beam

ba
kground hit densities, the wrong tra
k�hit asso
iations taking pla
e in the VXD

dominate the overall ine�
ien
y. For both options, the tra
king e�
ien
y is 83−84 %.

These values indi
ate a rather low performan
e. But we have strong indi
ations to

believe that this low performan
e stems from the 
omposi tion of the tra
k sample.

The tra
k sample is 
omposed from all tra
k segments re
onstru
ted in the TPC, that

feature a χ2/ndf < 20. Therefore, inside that sample, there should be a signi�
ant

number of tra
ks originating from photon 
onversions in the material of the dete
tor,

or π and K de
ays. This assumption is veri�ed by the momenta spe
trum of the tra
ks

sample: many tra
ks do not have large enough transverse momentum in order to rea
h

the TPC. Obviously, these tra
ks do not originate from the IP. Subsequently, they may

not have generated hits in the sili
on dete
tors (or at least in all of their layers). In
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Fig. 6.5: Un
ertainty δd0 on the tra
k extrapolation for the strip SIT (red) and the pixel

SIT (bla
k). Top: extrapolation from layer 3 to layer 2. Center: extrapolation

from layer 2 to layer 1. Bottom: extrapolation from layer 1 to layer 0.
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Fig. 6.6: Un
ertainty δz0 on the tra
k extrapolation for the strip SIT (red) and the pixel

SIT (bla
k). Top: extrapolation from layer 3 to layer 2. Center: extrapolation

from layer 2 to layer 1. Bottom: extrapolation from layer 1 to layer 0.
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that 
ase, when we extrapolate these tra
k segments from the TPC inwards to the

sili
on dete
tors, we are bound to make wrong tra
k�hit asso
iations. An appropriate

sele
tion of the tra
k sample needs to take pla
e, in order to evaluate the tra
king

e�
ien
y of the sili
on dete
tors 
ombined system reliably.

We have tried to investigate this assumption by applying some provisional, naive


uts to the parameters d0 and z0. As a �rst test, any tra
ks with d0 > 2mm and z0 >

5mm were reje
ted. We expe
ted that this way the tra
ks that originate far from the

IP, thus they may have not generated hits in the sili
on dete
tors, are removed. This is

admittedly a naive sele
tion that will 
ompromise the dete
tor's physi
s performan
e,

sin
e a number of tra
ks originating from se
ondary verti
es stemming from b and 


hadron de
ays will be also removed. But the main point of this test is not to optimise

the physi
s potential of the experiment, but rather to evaluate the VXD+SIT tra
king

e�
ien
ies performan
e: if the lost tra
ks originate from parti
les that have indeed


rossed the VXD+SIT system, then we should rather rethink the design of the VXD

and its sensors spe
i�
ations. After applying the aforementioned 
uts, the VXD+SIT

system tra
king e�
ien
y improves to 90�91% (for both SIT alternatives). This is a

quite en
ouraging result. However, a more re�ned tra
k sele
tion has to be applied.

Additionally, we may should rethink whi
h is the lower limit on momentum for the

tra
k re
onstru
tion s
heme, when the tra
ks are re
onstru
ted in the TPC and then

being extrapolated and pi
k up hits from the sili
on dete
tors. This 
an be highlighted

by the results presented in sub�se
tion 6.5.1, where on average ∼ 14 TPC tra
ks were

re
onstru
ted for ea
h 500MeV muon. The issue of looping tra
ks in the TPC, is very

di�
ult to be addressed. Roughly, parti
les with momentum less than 1 GeV/c, do not

ross the TPC. Therefore, for this range of momenta, in order to obtain reliable results

for the sili
on dete
tors tra
king e�
ien
y, the looping tra
ks should be removed �rst.

A se
ond important observation, is that the overall performan
e of the sili
on tra
k-

ing system is similar whether the SIT is equipped with strips or pixel sensors. This


omes to verify that despite the fa
t that the strip SIT has signi�
antly higher tra
king

e�
ien
y, it is 
ompensated by the higher number of pre
ise 3D measurements o�ered

by the pixel SIT. The above statement 
ould be highlighted by �gure 6.7. This �gure

shows the tra
k extrapolation un
ertainties δd0 and δz0 when we extrapolate the tra
k

from the SIT to the outermost VXD layer. The pixel SIT, espe
ially for δz0, provides

a mu
h more pre
ise extrapolation. Thus it redu
es signi�
antly the probability for a

wrong tra
k�hit asso
iation in the outermost VXD layer. Con
luding, we should un-

derline that the performan
e of the 
ombined strip SIT�VXD system remains slightly

better.

6.5.4 Sili
on Dete
tors Con�guration Optimisation Studies

We are going to pro
eed to a number of studies that will explore a small part of

the available parameter spa
e for the optimisation of the 
ombined VXD�SIT system.
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Fig. 6.7: Extrapolation of the δd0 and δz0 from the strip SIT (red) and the pixel SIT (bla
k)

to the outermost VXD layer. Top; δd0 and bottom; δz0



6.5 Studies on Tra
king Performan
e 191

Of parti
ular interest is a hybrid SIT design, where one of the SIT layers will be

equipped with strips and the other with pixel sensors. For 
onvenien
e, let us name as

HybridSIT1 the design where the inner layer of the SIT is equipped with strip sensors,

and 
all the one where the outer layer is equipped with strip sensors HybridSIT2.

Finally, we will test the standalone performan
e of a pixel SIT design, where there

is not any layer dedi
ated to timestamping. The motivation for this latter study is

a
tually to estimate the added value of this timestamping layer. The results of the

above tests are reported in table 6.4.

Dete
tor total tra
ks found tra
ks E�
ien
y (%)

Pixel SIT (no timestamping) 48933 46202 94.42 ± 0.10 %
HybridSIT1 47821 46725 97.71 ± 0.07 %

HybridSIT1+VXD 53337 44539 83.50 ± 0.16 %
HybridSIT2+VXD 53078 43981 82.86 ± 0.16 %

Tab. 6.4: Results on tra
king e�
ien
ies for two alternative hybrid SIT designs, and a pix-

elated SIT without a dedi
ated timestamping layer.

The pixelated SIT design without a timestamping layer demonstrates a probability

of 94.42 ± 0.10 % to re
onstru
t 
orre
tly a tra
k segment. This value should be 
om-

pared with the 96.24±0.08 % probability, exhibited by the pixelated SIT that in
ludes

a timestamping layer(see table 6.3). The above result establishes the added value of

su
h a layer.

The hybrid SIT design, spe
i�
ally the HybridSIT1, features a probability for a


orre
t re
onstru
tion of a tra
k segment equal to 97.71 ± 0.07 %. This probability

value pla
es this design in a position of being slightly better than the pixelated SIT

(96.24±0.08 %), and slightly worse than the strip one (99.56±0.03 %). So, we pro
eed

to 
hara
terise it as a part of the 
ombined VXD�SIT system. The tra
king e�
ien
y

of the HybridSIT1+VXD 
on�guration was found to be 83.50± 0.16 %, whi
h is 
om-

parable with the strip SIT plus VXD and the pixel SIT plus VXD 
on�gurations.

In other words, we did not observe any striking results by 
ombining strip and pixel

sensors. Despite the fa
t that the hybrid design exhibits a better tra
k�hit mat
hing

e�
ien
y 
on
erning the re
onstru
tion of the SIT tra
k segment, 
ompared to the

pixelated design, its pointing a

ura
y to the VXD is degraded. This e�e
t is 
learly

demonstrated in �gure 6.8. This �gure shows the extrapolation of the tra
k impa
t

parameter un
ertainty δz0 from the hybrid and the pixel SIT to the outermost VXD

layer. Reminding the �gure 6.7, it is exa
tly the extrapolation of the δz0 that demon-

strates the pointing a

ura
y of the pixelated SIT. As we 
an observe, this pointing

a

ura
y is severely degraded if we substitute one pixelated layer with one equipped

with strip sensors. The reason for that is the degraded spatial resolution of the strip
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sensors, and the fa
t that the hybrid design 
an provide up to three 3D measurements,


ompared to the four o�ered by the pixelated one.

h1
Entries  75474
Mean   0.07274
RMS    0.03414

Z0 (mm)d
0.02 0.04 0.06 0.08 0.1 0.120

100
200
300
400
500
600
700
800

h1
Entries  75474
Mean   0.07274
RMS    0.03414

Z0d hybrid SIT
pixel SIT

Fig. 6.8: Extrapolation of the δz0 from the hybrid SIT (red) and the pixel SIT (bla
k) to

the outermost VXD layer.

6.6 Con
lusion and Perspe
tives

In this 
hapter we have tried to optimise the VXD and SIT dete
tors based on their

tra
king performan
e. After 
ondu
ting the VXD optimisation studies, based on the

heavy �avour tagging and the Higgs hadroni
 bran
hing ratios extra
tion, presented in

the previous 
hapter, an element we were missing was the robustness of the VXD ver-

sus the beam ba
kground hits. Moreover, we were motivated to examine the 
ombined

VXD and SIT system, and probe the potential of a pixelated SIT. Here, we have tried

to address these questions. The means used in order to 
hara
terise the above systems

were the tra
king e�
ien
y and the extrapolation of the tra
k impa
t parameter un-


ertainties δd0 and δz0. We have used a more realisti
 GEANT4 dete
tor des
ription,

the one that is going to be used for the DBD studies. Also, we have fo
used on a VXD

equipped with CMOS sensors, in 
ontrast with the previous 
hapter studies that were


onsidering sensors of a generi
 te
hnology.
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Comparing the two main SIT options, the standard one equipped with strip sensors

versus the one equipped with pixel sensors, we observed that the strip SIT o�ers a mu
h

better tra
k�hit asso
iation: 99.56± 0.03 % of the tra
k segments re
onstru
ted in the

SIT 
ould be 
onsidered that they are re
onstru
ted 
orre
tly, a

ording to the 
riteria

we have set. For the pixel SIT, the per
entage of the 
orre
tly re
onstru
ted tra
k

segments is 96.24 ± 0.08 %. These results are due to the ex
ellent time resolution of

the strip sensors; the higher spatial resolution of the pixels 
ould not balan
e the two

orders of magnitude worse time resolution.

On the other hand, the four high pre
ision 3D measurements o�ered by the pixel

SIT provide a better link between the tra
k segments re
onstru
ted in the TPC and

the VXD. Overall, the tra
king e�
ien
ies of the 
ombined VXD+SIT systems are

therefore quite similar: 83.75± 0.14 % in 
ase of a strip SIT and 84.03± 0.15 % for the

pixel SIT 
ase.

These values of tra
king e�
ien
ies for the 
ombined VXD+SIT system are rather

worrying. Our assumption is that the lost tra
ks are mostly 
oming from photon


onversions and pions/kaons de
ays: in that 
ases, we 
an re
onstru
t a tra
k segment

in the TPC, but it is not possible to mat
h it with any segment re
onstru
ted in the

sili
on dete
tors. Thus, when we extrapolate the tra
k from the TPC inwards to the

sili
on dete
tors, we are bound to asso
iate it with wrong hits. This obviously degrades

the tra
king e�
ien
y performan
e. A se
ond argument supporting this assumption,

is that tra
ks having momenta less than 1 GeV/c are looping inside the TPC. This

issue is very di�
ult to be addressed. An important question, whi
h has been set also

in 
hapter 5, is whether a standalone sili
on tra
king is required in order to properly

re
onstru
t the low momentum tra
ks.

Another argument in the strip�pixel SIT 
omparison 
ould be drawn out of mo-

mentum resolution studies. Maybe one of the alternative sili
on dete
tor 
on�guration

has a higher potential in re
onstru
ting the momenta of low momentum tra
ks. These

studies are still on�going.

The studies 
ondu
ted for this 
hapter showed that the strip SIT exhibited better

standalone performan
e. The performan
e of the 
ombined VXD+SIT system are sim-

ilar for both SIT options. However, there is still some arguments that may favour the

pixelated SIT option. The strongest of this arguments is the perspe
tive to develop a

lo
al pattern re
ognition algorithm for a standalone tra
king in the ILD sili
on dete
-

tors. For the formation of a tra
k seed inside a magneti
 �eld, we need three 3D points

that will initiate a tra
k helix. In the 
ase of the strip SIT, these three points 
an only

be provided by the outer and the inner superlayer of the SIT, and the outermost layer

of the VXD. These layers are lo
ated at radii of 301mm, 154mm and 60 mm respe
-

tively. On the one hand, the relatively large distan
e between the hits is something

good, sin
e it provides a big lever arm and thus a more a

urate tra
k extrapolation.

On the other hand, the probability to in
lude wrong hits in the tra
k seed, thus biasing
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from the beginning the tra
k re
onstru
tion 
ould be quite high. The reason is that

the stereo angle se
tor of the dete
tor that is going to be used for the seed formation

will be also large, therefore an elevated number of seeds that 
ontain wrong hits will

be formed.

The tra
k seed on the pixel SIT 
ould 
ontain two, 2mm distant hits, from one

superlayer and one more hit from the other superlayer. The small distan
e between

the pair of hits lo
ated on the same superlayer 
ould ensure us that these two hits are

indeed belonging to the same tra
k (espe
ially in the low hit density environment of

the SIT). In the same time, a large lever arm is provided. Moreover, the pixelated

SIT alone 
ould provide a tra
k seed, or even a tra
k segment. Nevertheless, the

above argumentation 
on
erning the standalone sili
on tra
king should be supported

with tra
king studies, or even better with physi
s analyses results. A study on �avour

tagging performan
e of the various sili
on dete
tor 
on�gurations, given the existen
e

of a lo
al pattern re
ognition algorithm for a standalone sili
on tra
king, may lead to

�nal 
on
lusions about the optimal 
on�guration.

Other motivations for going to a pixelated SIT 
ould be o�ered by the exploitation

of the bene�ts provided by double sided ladders equipped with pixel sensors; the argu-

mentation is similar to the one developed to support the double layers VXD geometry.

To remind them brie�y, these bene�ts 
ould be:

� The development of a sili
on tra
king algorithm based on mini�ve
tors.

� More a

urate sensor and ladder alignment.

� The possibility to 
orrelate beam ba
kground hit 
lusters in the 2mm distant

layers and reje
t them o�ine.

The study of a hybrid SIT design, whi
h 
ombines strip and pixel sensors, did not

provide us with any striking results. Thus su
h a design is not suggested, at least

from the point of view of tra
k �nding e�
ien
y. Nevertheless, the argumentation

that a de
isive 
on
lusion 
an only be drawn through physi
s analyses that in
ludes a

standalone sili
on tra
king, is also valid here.

Finally, the study exposed in this 
hapter may then be revisited on
e the real

potential of the new, fast, pixel ar
hite
ture explored by these sensor prototypes will

be estimated on the basis of real measurements.



CHAPTER 7

Summary and Con
lusion

The ILC is expe
ted to o�er unique possibilities of investigating the EWSB, the origin

of mass and the physi
s beyond the SM. This ma
hine of unpre
edented potential

is however only relevant if high pre
ision experiments, typi
ally 10�100 times more

sensitive than at LHC, are a
hievable, allowing to fully take advantage of the ma
hine

pre
ision, �exibility and running 
onditions. This applies in parti
ular to the vertex

dete
tor, the key sub�system for �avour tagging and a 
omponent essential for low

momentum tra
k re
onstru
tion. A highly performant �avour tagging is in parti
ular

required to extra
t the Higgs hadroni
 bran
hing ratios with high sensitivity, whi
h is

a key measurement to unravel the nature of the Higgs boson.

The 
entral topi
 of this thesis was the optimisation of the vertex dete
tor (VXD)

of ILD, one of the two experimental 
on
epts developed within the ILC proje
t, and to


ontribute to the development of CMOS sensors that will satisfy the VXD requirements.

This thesis was 
ondu
ted during the period of the �nalisation of the LoI do
ument

and the preparation for the DBD. It has 
ontributed to the LoI, but the main idea was

to use the LoI studies as a starting point, and 
ontinue them towards the DBD.

The LoI studies have proven that the VXD provides the ne
essary performan
e to

obtain the desired pre
ision in the extra
tion of the Higgs hadroni
 bran
hing ratios,

therefore in the measurement of the Higgs 
ouplings. For the purposes of the study

it was assumed a double sided layers geometry, and a generi
 and rather ideal sensor

te
hnology that 
an ful�l all the VXD requirements. The feasibility of the study was

proven, but there are still open issues that motivated this phd. These issues are mainly

the level of realism of the LoI studies, and the optimisation of the VXD geometri
al


on�guration.

Con
erning the geometry, the main point was the 
omparison between the two

195
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alternative VXD geometries, VXD03 whi
h features 5 single layers, and VXD05 whi
h

features 3 double sided layers and was the one used for the LoI. To do that, we have

probed into the ability of the dete
tor to measure the physi
s observables des
ribing

the �nal states, by performing full simulation studies. The sele
ted physi
s 
hannel was

the Higgs boson produ
tion via the Higgsstrahlung pro
ess e+e− → ZH → µ+µ−X, at√
s = 250 GeV, assuming a Higgs mass of 120 GeV/c2

, whi
h is a ben
hmark pro
ess

of the ILC physi
s program.

Firstly, we evaluated the �avour tagging performan
e for the two main 
andidate

geometries. A dedi
ated neural net training and parameter tuning was performed for

ea
h geometry. The obtained results showed that both geometries demonstrate ex
el-

lent b�tagging and satisfa
tory 
�tagging performan
e that meet the ILD physi
s goals.

The two geometries did not show any signi�
ant performan
e di�eren
es. The se
ond

test was the evaluation of the sensitivity of ea
h 
andidate geometry to the extra
tion

of the Higgs hadroni
 bran
hing ratios. The most important physi
s ba
kground that

may 
ontaminate our sele
ted pro
ess, whi
h arise from the double Z boson produ
tion

pro
ess, was a

ounted for. The relevant 
ross se
tions were estimated by assuming

beam polarisations of 80 % for e−R and 30 % for e+
L . The Higgs bran
hing ratios to

beauty and 
harm quarks, and gluons, were 
al
ulated using a template �tting te
h-

nique, whi
h is assumed to provide the highest sensitivity. Both geometries exhibited

satisfa
tory performan
e, without any striking di�eren
es between them.

Even though we have said that the CMOS sensors R&D and the simulations 
on-


erning the VXD geometry optimisation are not dire
tly related, we 
an still extra
t

from the simulations very useful indi
ations that 
an guide the dire
tion of the CMOS

sensor development. To do that, we have substituted the LoI target values for the

VXD spe
i�
ations with more realisti
 ones. The purpose of this study was, on the

one hand, to see whether the CMOS sensors performan
e and features are adequate to

ful�l the ILD physi
s goals, and on the other hand, if not, to �nd out on whi
h issues

we have to fo
us our R&D e�orts. The parameter spa
e s
anned in
luded the material

budget of the ladders, the distan
e of the innermost layer from the IP and the single

point resolution of the outermost layers. Ea
h time a parameter was modi�ed, a new

set of neural nets was trained and the �avour tagging performan
e reevaluated. The

b�tagging performan
e were found to be extremely robust. The 
�tagging was more

sensitive to modi�
ations. Its performan
e will be signi�
antly degraded if:

� The ladder's material budget ex
eeds 0.3 % X0. Thus, useful 
on
lusions 
an

be drawn 
on
erning the margins inside whi
h 
an one relax the ladder's mate-

rial budget requirements without severely degrading the physi
s potential of the

VXD.

� The innermost layer will be moved away from the IP, at a radius of 20mm.

Therefore, it is suggested to stay at a radius of 16mm. This may impose either
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a faster readout of the innermost layer's sensors (∼ 10 µs) and/or the implemen-
tation of the anti�DID �eld whi
h 
an substantially de
rease the hit density due

to ba
ks
attered beam indu
ed ba
kground parti
les.

Con
erning the outer layers single point resolution, s
anning single point resolution

values in the range of 2.8 µm− 5 µm, the �avour tagging performan
e degradation was

negligible. This is quite en
ouraging for the e�orts to minimise the power dissipation.

Up to this point, the e�e
t of the beam ba
kground hits was not taken into a

ount

dire
tly in our studies. This 
onsists an important missing point, sin
e it di
tates

the running 
onstraints of the VXD. In
luding the e�e
t of the beam ba
kground is

the safest way to extra
t 
on
lusions 
on
erning the required time resolution of the

CMOS sensors. As was earlier mentioned, improving the time resolution is the main


hallenge that the CMOS sensors te
hnology has to 
onfront. Time resolution 
omes

at the expense of spatial resolution, thus this study will give useful points to our e�ort

to �nd the best trade�o� among the sensors spe
i�
ations. Sin
e the maturity of the

tra
king tools does not allow us to perform studies of physi
s �nal states, we have tried

a di�erent approa
h.

Therefore the third part of this thesis was addressing the tra
king performan
e of

the 
ombined VXD�SIT system, and tried to evaluate its robustness versus the beam

ba
kground. We have implemented in the simulation a realisti
 CMOS based VXD

design, with realisti
 parametrisation that follows 
lose the sensors and integration

te
hniques developments. Con
erning the SIT, we have mainly fo
used on two alter-

native designs, the standard one equipped with strip sensors and an alternative one,

equipped with pixel sensors. The beam ba
kground e�e
t has been in
luded in this

study. Our goal was to evaluate the tra
king performan
e, meaning the tra
k pointing

a

ura
y, the tra
king e�
ien
y of the tra
k segment re
onstru
ted at the sili
on de-

te
tors and the momentum resolution, of the 
ombined sili
on dete
tor system. On the

other hand, the obtained performan
e and the robustness versus the beam ba
kground,


ould provide the main dire
tions that the sensors and integration te
hniques R &D

should follow.

The 
ombined VXD�SIT 
on�guration provides a tra
king e�
ien
y of ∼ 83−84 %.

These values are obtained whether a strip or a pixelated SIT is 
onsidered. They are

rather low. We assume that this low performan
e is an out
ome of the non�re�ned

tra
k sele
tion of our tra
k sample; most of the lost tra
ks should originate from photon


onversions and pions/kaons de
ays. Studies to support this argument are on�going.

Con
erning the pixel�strip SIT 
omparison, it was observed that the strip SIT

provides an ex
ellent tra
k�hit asso
iation (99.56% tra
king e�
ien
y on the sili
on

dete
tors tra
k segment). The pixelated SIT features a more 
ompromised tra
k�hit

asso
iation (96.24% tra
king e�
ien
y), but on the other hand it provides four high

pre
ision 3D measurements, instead of two of the strip SIT, and also a better pointing

a

ura
y towards the VXD. Thus, examining it as a part of the overall tra
k re
on-
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stru
tion s
heme, 
ould be a better option. Final 
on
lusion 
on
erning the CMOS

based VXD requirements and the best SIT design will be drawn by a 
omplete physi
s

analysis, like for example heavy �avour tagging, performed with a standalone sili
on

tra
king based on a lo
al pattern re
ognition algorithm.

This thesis has been 
ondu
ted inside the PICSEL group of Strasbourg, whi
h is the

pioneer in developing CMOS sensors for HEP experiments. Therefore, we have fo
used

on this spe
i�
 te
hnology. The CMOS sensors te
hnology, 
ombining high granularity

and low material budget with a swift readout and satisfa
tory for the ILC environment

radiation toleran
e, is a promising 
andidate for the VXD sensors. The 
ontribution of

this thesis to the CMOS sensors R&D 
onsisted in the analysis of test beam data of

two sensors, one (MIMOSA 22/22bis) addressing the question of read�out speed and

one (MIMOSA 24) investigating a new CMOS pro
ess.

The main 
hallenge that the CMOS sensor te
hnology has to 
onfront is to realise

a fast readout for the inner VXD layers, while preserving their other performan
e.

In order to 
ope with the hit �ux expe
ted in the ILC environment, and keep the

pixel o

upan
y at a

eptable levels (. 1 − 2 %), a 
olumn parallel readout has to

be integrated in the sensors, together with a data sparsi�
ation mi
ro
ir
uit. An

important step towards this goal was the realisation of the MIMOSA 22/22bis sensors,

whi
h among others, have addressed and validated the 
olumn parallel readout. These

sensors were the Intermediate Digital Chips (IDCs) that led us to MIMOSA 26, a

1 × 2 cm2
sensor equipping the beam teles
ope of the EU proje
t EUDET, featuring

integrated data sparsi�
ation.

The observed performan
e of MIMOSA 22bis were fully satisfa
tory for the EUDET

teles
ope, and very promising for future appli
ations; it exhibited an e�
ien
y of ∼
99.8 % for an average fake hit rate per pixel of O(10−5) and a resolution of . 3.5 µm.

This performan
e is preserved in a

eptable levels after irradiation with an integrated

dose of 150 kRad, whi
h is a pessimisti
 estimate of the expe
ted annual dose in the ILC

environment. MIMOSA 26 
ould o�er the baseline ar
hite
ture for the VXD sensors:

it already satis�es most of the requirements for the sensors that are going to equip the

outer layers of the VXD. On the other hand, in order to ful�l the innermost's layer

requirements, its readout time should be de
reased by an order of magnitude, and its

spatial resolution improved to . 3 µm.

The s
ope of MIMOSA 24 was to investigate a new fabri
ation pro
ess (XFAB

0.35 µm). The main motivation to explore this pro
ess was the intention of XFAB

to move to high resistivity epitaxial layers. MIMOSA 24 is not dire
tly related with

the e�ort for the development of the VXD �nal sensors. Moving to high resistivity

epitaxial layers will substantially improve the toleran
e to non-ionising radiation, whi
h

is not a severe issue in the ILC environment. However, the exploration of a new

fabri
ation pro
ess is a very important part on the CMOS sensors te
hnology R&D.

Very interesting in parti
ular was the 
omparison between MIMOSA 24 and MIMOSA
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9, the latter being fabri
ated in the AMS 0.35 µm OPTO pro
ess, whi
h is a very

well tested pro
ess that exhibits satisfa
tory performan
e for 
harged parti
le tra
king

appli
ations (e.g. MIMOSA 22). The main out
ome was that no striking deviations in

the performan
e of the two sensor were observed, thus moving to the XFAB 0.35 µm
pro
ess was shown to be an open possibility.

Con
luding, we 
an 
laim that the VXD is well suited to the ILC physi
s program.

To evaluate this out
ome, one should 
onsider the level of realism of the simulation

studies performed in this thesis. Adding more realism is required. The e�e
t of beam

indu
ed ba
kground hits, a more realisti
 material budget des
ription and the estima-

tion of the spatial resolution degradation due to misalignment will degrade the VXD

performan
e, thus they should be a

ounted for in future physi
s analysis. Neverthe-

less, these e�e
ts are expe
ted to be 
ompensated by the new, fast pixel sensors whi
h

are under development. Improving the sensors time resolution by an order of magni-

tude, while keeping the remaining sensors spe
i�
ations at the same levels, is expe
ted

to preserve the VXD physi
s potential.
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