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dans l’École Doctorale de Physique

MICROMAGNETIC MODELLING OF
SPIN-TRANSFER-DRIVEN MAGNETISATION
DYNAMICS IN NANOPILLARS
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Dr. Dafiné RAVELOSONA
Directeur de recherche CNRS, Rapporteur

Pr. Françoise HIPPERT
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Résumé

Le but de cette thèse est double : tester un solveur micromagnétique utilisant les
éléments finis (feeLLGood), et étudier la dynamique d’aimantation pilotée par transfert
de spin dans le but de comprendre des mesures expérimentales de plusieurs composants
spintroniques.

Deux schémas temporels implémentés dans le code ont été testés et comparés à
d’autres solveurs, en particulier un code différences finies (st_gl-fft). Les compara-
isons entre les résultats de simulations ont confimé la validité de feeLLGood, et ont
montrés des artefacts numériques dans les simulations différences finies.

D’autres part, les simulations numériques ont permis des analyses approfondies de
trois types de dispositifs spintroniques.

• Des sauts en fréquences ont été étudiés dans l’oscillateur à transfert de spin planaire.
Grâce à des techniques de cartographies spectrales, les sauts ont été attribués à
l’excitation de modes non-linéaires.

• Le diagramme d’état d’un oscillateur à transfert de spin composé d’un polariseur
perpendiculaire et d’une couche libre planaire a été exploré, mettant en évidence
plusieurs modes d’oscillation dépendant de l’état initial. De plus, le désaccord entre
les simulations effectuées en différences finies et en éléments finis a montré l’effet
d’un bord crennelé.

• La commutation précessionelle induite par couple de transfert de spin a été simulée
pour comprendre l’influence du champ de fuite du polariseur sur la probabilité de
renversement. Un bon accord avec les mesures expérimentales sur STT-MRAM a
été obtenu.
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Abstract

The goal of this PhD thesis has been two-fold: test a Finite Element micromagnetic
solver (feeLLGood), and study spin-transfer-driven magnetisation dynamics to under-
stand experimental measurements of several spintronic devices.

Two time schemes implemented in the code have been benchmarked against other
solvers, in particular against a Finite Difference code (st_gl-fft). Comparisons of the
simulation results confirmed the accuracy of feeLLGood and showed artefacts in Finite
Difference simulations. On the other hand, numerical simulations have allowed in-depth
analyses of three types of spintronic device.

• Frequency jumps have been studied in a planar Spin Torque Oscillator. Thanks to
spectral mapping techniques, the jumps were shown to be linked to the excitation
of non-linear modes.

• The state diagram of a perpendicular-polariser/planar-free-layer Spin Torque Os-
cillator has been explored, showing various oscillation modes depending on the
initial state. Moreover, discrepancy between Finite Difference and Finite Element
simulations showed the effect of a staircase-like edge.

• Precessional switching induced by spin transfer torque has been simulated to un-
derstand the influence of the polarisers stray field on the switching probability. A
good agreement with experimental measurements of STT-MRAM has been found.
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Introduction

Recent advances in characterisation techniques and fabrication of nanostructures has
enabled the development of a very active field of research: spintronics, or spin electron-
ics. In 1988, the discovery of the magnetoresistance effect by Albert Fert [2] and Peter
Grünberg [3] led to several applications such as magnetic field sensor for read-heads and
MRAM (Magnetic Random Access Memory). Eight years later, its reciprocal effect, the
spin transfer, was theoretically established, giving promise to the control of magnetisation
by a spin-polarised current. Manifest experimental demonstration of this effect was even-
tually carried out in 2000 [4], when switching was observed in nanopillars. Spin transfer
is of interest in Spin Torque Oscillators, where a frequency-tuneable microwave signal
is generated, but also to reverse magnetisation in STT-MRAM (Spin Transfer Torque
MRAM). These non-volatile memory devices are much more energy-efficient than first
generations of MRAM and can lead to a much higher bit density because generating an
external magnetic field is no longer required. Spin transfer torque could also be used in
another type of memory: the racetrack memory [5] which consists in an array of domain
walls moving back and forth in a magnetic nanowire.

The magnetisation motion in such systems is very complex, with rapid and non-
uniform variations of the magnetic state. Moreover, the magnetoresistance is very often
the only piece of information accessible through experiments. Therefore, a thorough
understanding of spin-transfer devices necessitates to simulate their magnetisation dy-
namics. Interest for micromagnetic simulations started to grow in the late 1990’s with
improvement of computers performance. Nowadays, they are commonly used to support
the interpretation of experimental results. One of their main advantages is the possibility
to vary easily the material parameters, the geometry, or any other "ingredient" in order
to know its impact on the magnetisation motion. Doing so in experiments is much more
intricate, but also more expensive. However, one should not expect micromagnetic sim-
ulations to provide quantitative predictions in complicated multilayer devices. Materials
parameters are usually not exactly determined and a lot of physical mechanisms should
be considered, especially in the transport properties of electrons. Moreover, in practice,
defects can also play a significant role and process conditions are not always reproducible.
In contrast, simulations are based on a model, which lies on fundamental hypotheses. Re-
sults are therefore analysed in the framework of this model. If the discrepancy is too large
between simulations and experiments, one can still add new ingredients to the model (e.g.
Oersted field, stray field, coupling between layers, non-uniformity of the current, thermal
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fluctuations, new torques...) and check their influence one by one. The advantage of
this procedure is the possibility to eventually know what are the prevailing effects in the
device and to validate the model.

Two numerical methods exist to solve the evolution of the magnetisation in time and
space: the Finite Difference Method (FDM) and the Finite Element Method (FEM).
In the former, the magnetic volume is discretised with a regular grid; in the latter, the
elements (usually tetrahedra) vary in size. The FDM is widely used due to its speed
and straightforward implementation. Unfortunately, the reliability of this method is
guaranteed only when the borders of the sample are parallel to the main axes of the
grid. For other geometries, artifacts may appear [6]. This is particularly troublesome for
circular and elliptical systems simulated in spintronics. One alternative is the FEM which
gives a much better description of the edge of the sample. However, its implementation
is tricky and the computation time is generally longer than in FDM.

The choice between fast and accurate simulations is a dilemma that can be solved in
two ways: either by changing hardware (parallel computation or GPUs) or by using new
numerical methods. This latter option has been chosen by our group that developed a
finite element 3D micromagnetic solver. This code, named feeLLGood (Finite Element
Equations for LLG with Object-Oriented Development), is the fruit of two previous PhDs
achieved by Helga Szambolics [7] and Evaggelos Kritsikis [8] under the supervision of
Jean-Christophe Toussaint in the joint simulation team at Spintec and Institut Néel. In
this context, the goal of the PhD work presented in this thesis has been two-fold:

– benchmarking the versions of feeLLGood that include the spin transfer torque;

– studying spin-transfer-driven magnetisation dynamics to understand experimental
results obtained by several teams in Spintec (the Spin Torque Oscillator group
coordinated by Ursula Ebels and the MRAM group supervised by Bernard Diény.)

In particular, feeLLGood has been benchmarked against st_gl-fft, a Finite Dif-
ference software previously developed in our group. A first version of feeLLGood (order
1 in time) was available at the beginning of the PhD. Continuous developments have
then allowed to test a faster version (order 2 in time) that dramatically decreased the
computation time. Meanwhile, a cluster of CPUs was purchased, permitting to run a
large number of simulations at the same time. The combination of a fast micromagnetic
solver and powerful computers finally led to in-depth analyses of several spintronic de-
vices. On the other hand, feeLLGood results made us aware of some of its strengths and
weaknesses, and feedbacks allowed the programming team to improve the code.

The dissertation is organised as follows:

• In Chapter 1, theoretical aspects are presented. They are divided in three parts.
Firstly, the Landau-Lifshitz-Gilbert (LLG) equation is derived and the different con-
tributions to the effective field are detailed. Micromagnetic and macrospin models,
both used during this PhD, are described. Secondly, a short overview of the spin-
dependent transport theory is given. The spin torque term obtained is introduced



in the LLG equation to include the spin transfer effect. Finally, the numerical
methods used for the simulations are presented, together with a decisive test for
any micromagnetic solver: the NIST standard problem No. 4.

The three other chapters are dedicated to applications:

• The Chapter 2 presents the study of a spin torque oscillator comprising a planar
polariser and a planar free layer. The goal is to understand experimental mea-
surements reported in ref. [1], in particular, jumps in frequency. An analysis of
simulation data is conducted and spectral mapping techniques are used.

• The Chapter 3 is dedicated to another type of spin torque oscillator comprising a
planar free layer and two fixed ferromagnetic layers: a perpendicular polariser and a
planar analyser. feeLLGood results are compared with st_gl-fft simulations [9],
as well as the macrospin model and experiments [10]. Different oscillation modes
are found depending on the initial state. The micromagnetic simulations of this
system also showed an artifact in the Finite Difference simulations, induced by the
staircase-like edge.

• In the Chapter 4, a similar system is simulated applying a current pulse instead of
a dc current. Spin-torque-induced precessional switching is then observed. Varying
the duration of the pulse and its intensity, the influence of the polariser’s stray field
is studied to understand the enhanced switching probability measured experimen-
tally [11].

The results obtained confirm that the feeLLGood solver is well adapted to this kind
of studies.
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Chapter 1

Micromagnetic model

In this chapter, we will introduce the concepts necessary to understand the physics
simulated by a micromagnetic solver. After deriving the terms of the Landau-Lifshitz-
Gilbert equation, the spin torque term will be introduced. Finally, an overview of the
main numerical methods will be given, and feeLLGood, the main software used during
this PhD, will be presented.

1.1 Equations of magnetisation motion

1.1.1 From quantum mechanics to classical physics

In quantum mechanics, the spin S of an electron is associated with its magnetic
moment µ with the relation

µ = −γS, (1.1)

where γ ≈ 1.76× 1011rad s−1T−1 is the gyromagnetic ratio of the free electron, expressed
as

γ =
g|e|
2me

> 0. (1.2)

g is the Landé splitting factor, |e| is the absolute value of the electron charge, and me is
the electron mass. g ≈ 2 for most common ferromagnetic metals. The convention adopted
is that of a positive gyromagnetic ratio. The spin operator S is given by S = h̄

2σ, where
σ is the Pauli operator σ = σxx̂+ σyŷ+ σz ẑ involving the Pauli matrices.

A classical equation of the magnetic moment dynamics can be derived from quantum
mechanics principles. The Heisenberg picture provides this link between quantum and
classical physics. The time evolution of the observable µ is given by the Heisenberg
equation

d

dt
〈µ〉 = 1

i h̄
〈[µ,H]〉+

〈
∂µ

∂t

〉
(1.3)

5



CHAPTER 1. MICROMAGNETIC MODEL

where [ , ] is the commutator, andH is the Hamiltonian operator. µ does not explicitly
depend on time, therefore

i h̄
d

dt
〈µ〉 = 〈[µ,H]〉 (1.4)

This vectorial equation can be written as three scalar equations, each of them corre-
sponding to one spatial coordinate. Using the expression 1.1, the commutator for one
coordinate can be expressed as

[µj ,H] = −γ2[Sj ,BxSx +BySy +BzSz]

= −γ2Bx[Sj ,Sx]− γ2By[Sj ,Sy]− γ2Bz[Sj ,Sz] (1.5)

where j = x, y, or z.
The components of the angular momentum are connected by the commutation rela-

tions

[Sx,Sy] = i h̄Sz (1.6)
[Sy,Sz] = i h̄Sx (1.7)
[Sz,Sx] = i h̄Sy (1.8)

Substituting these expressions in equation 1.5 yields

[µx,H] = i h̄γ2 (BzSy −BySz) (1.9)
[µy,H] = i h̄γ2 (BxSz −BzSx) (1.10)
[µz,H] = i h̄γ2 (BySx −BxSy) (1.11)

Therefore, using again the relation 1.1, equation 1.4 becomes

d

dt
〈µ〉 = −γ 〈µ〉 ×B (1.12)

The quantum relation 1.4 has been transformed into a classical equation, since 〈µ〉 is a
measurable physical quantity. Hereafter, 〈µ〉 will be denoted µ

Introducing the constant γ0 = γµ0 = 2.21× 105 m A−1 s−1, and replacing B with
the magnetic field H leads to

dµ

dt
= −γ0 (µ×H) (1.13)

This equation describes the precessional motion of a single magnetic moment under the
action of a field H. Multiplying both sides by µ leads to the fundamental property of
the conservation of the norm

d

dt

(1
2µ

2
)
= 0 (1.14)
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1.1. EQUATIONS OF MAGNETISATION MOTION

Moreover, assuming a constant field and multiplying equation 1.13 by H yields

d (µ ·H)

dt
= 0 (1.15)

meaning that the angle between µ and H is constant. The magnetic moment is thus
precessing about the field H at a constant angle with a frequency

f =
γ0H

2π (1.16)

called "Larmor frequency". The precessional motion is illustrated on figure 1.1.

Heff

M

Figure 1.1: Undamped precession of a magnetic moment about the field Heff .

So far, only the intrinsic spin of the electro has been taken into account to calculate
the magnetic moment, but the orbital moment ` has to considered as well. Eventually,
the magnetic moment µ includes both contributions:

µ = − |e|2me
(`+ 2S) (1.17)

The derived equation of motion is local, since it was derived for one single magnetic
moment. However, considering an elementary volume δV containing several moments
µi, and assuming a constant field within this volume, one can take the volume average
of equation 1.13

1
δV

∑
iµi
dt

= −γ0

(∑
iµi
δV

×H
)

(1.18)

Defining the magnetisation vector field M as

M =

∑
iµi
δV

(1.19)

7



CHAPTER 1. MICROMAGNETIC MODEL

the microscopic equation 1.13 can be rewritten as

∂M
∂t

= −γ0 (M×Heff ) (1.20)

providing now a description at mesoscopic scale, suitable for study of ferromagnetic ma-
terials. This description lies on the continuum hypothesis, a fundamental hypothesis of
the micromagnetic theory (see section 1.1.5). M and Heff depend on time and space.
Heff is the local effective field experienced by the magnetisation inside the material. It
is a sum of several contributions, as explained later, in section 1.1.3.

1.1.2 Energy dissipation

Introducing the damping

Equation 1.20 is conservative, since the magnetisation precesses endlessly keeping the
same angle and the same energy. However, in real ferromagnetic materials, dissipation
processes cause the system to minimise its energy. The energy minimum is reached when
∂
∂t = 0, which is equivalent to M×Heff = 0, according to equation 1.20. Therefore, at
equilibrium, the magnetisation is aligned with the effective field. In order to take account
of dissipation, a term has to be added to equation 1.20, allowing the magnetisation to
reach static equilibrium. In 1955, Gilbert [12] suggested to introduce the damping as a
viscous force proportional to the time derivative of the magnetisation. The additional
contribution

− α

γ0Ms

∂M
∂t

(1.21)

is added to the effective field Heff . This term can be derived assuming a Rayleigh
dissipation functional [13]. The constant Ms is the spontaneous magnetisation that will
be defined in the next section. α is a dimensionless phenomenological constant, arising
from all the dissipation processes, such as magnon-magnon scattering, magnon-phonon
scattering, eddy currents... The meaning and the measurement of α is an intricate matter,
since its value depends not only on the material, but also on experimental conditions.
For the sake of simplicity, α will always be considered as a scalar constant hereafter. For
most common ferromagnetic materials, α ∼ 10−2.

The so-called Gilbert equation, including both the precessional and the damping term,
reads

∂M
∂t

= −γ0 (M×Heff ) +
α

Ms

(
M× ∂M

∂t

)
(1.22)

This equation is equivalent to the one introduced by Landau and Lifshitz [14]. Indeed,
multiplying the Gilbert equation 1.22 by M, then using the vector triple product formula
and the identity M · ∂M

∂t = 0, one can show that

M× ∂M
∂t

= −γ0 [M× (M×Heff )]− αMs
∂M
∂t

. (1.23)

8



1.1. EQUATIONS OF MAGNETISATION MOTION

Substituting this expression in equation 1.22 leads to the Landau-Lifshitz equation

∂M
∂t

= −γL (M×Heff )−
λ

Ms
[M× (M×Heff )] (1.24)

where the gyromagnetic ratio γL is

γL =
γ0

(1 + α2)
(1.25)

and the damping constant λ is
λ =

γ0α

(1 + α2)
. (1.26)

Usually α � 1, therefore γL ≈ γ0 and λ ≈ γ0α. The Landau-Lifshitz equation 1.24
is of great interest for numerical resolution since the time derivative of M is directly
expressed as function of M and Heff . Mallinson [15] pointed out the difference in the
physical meaning of both equations. The precessional term of equations 1.22 and 1.24
are equivalent only in the limit of very low α value. For a very large damping constant,
the dynamics are different since

[Gilbert equation 1.22]⇒ ∂M
∂t
−−−→
α→∞ 0 (1.27)

[Landau-Lifshitz equation 1.24]⇒ ∂M
∂t
−−−→
λ→∞

∞ (1.28)

One would expect the magnetisation to move slower when the damping constant goes
to infinity (a limit with no physical meaning). In this sense, the Gilbert equation is
more intuitive than the Landau-Lifshitz form. The Gilbert damping α is therefore more
appropriate for study of magnetisation dynamics. In this thesis "the damping constant"
will always refer to α.

Comments on the conservation of the norm

One can notice that both equations 1.22 and 1.24 are norm conservative, like their
undamped counterpart (see equation 1.14). At any point r in the ferromagnet,

d

dt

(
|M|2

)
= 0. (1.29)

Therefore,
|M(r, t)| = |M(r, t0)| = Ms (1.30)

Inside a sample made of one material, Ms is assumed to be spatially constant. Ms is
called spontaneous magnetisation or sometimes saturation magnetisation. MsV is the
maximum magnetic moment of a ferromagnetic sample, obtained when all the magnetic

9



CHAPTER 1. MICROMAGNETIC MODEL

moments are aligned. For convenience, a normalised magnetisation

m(r, t) = M(r, t)
Ms

(1.31)

is defined. Thus, the amplitude of m(r, t) is equal to 1. It follows that the magnetisation
motion at a given point of the sample can be described by a trajectory on the unit sphere.
The magnetisation is then given by only two components: θ and ϕ, in the spherical
coordinate system. In Cartesian coordinates, the third component can be deduced from
the conservation of the norm m2

x +m2
y +m2

z = 1.

The normalised Gilbert equation reads

∂m
∂t = −γ0 (m×Heff ) + α

(
m× ∂m

∂t

)
(1.32)

hereafter referred to as the Landau-Lifshitz-Gilbert equation (LLG equation).

Energy dissipation rate

The effective field is proportional to the variational derivative of the energy density
εtot.

Heff = − 1
µ0Ms

δεtot
δm

(1.33)

The total energy Etot of the system is simply the integral of εtot over the whole
magnetic volume Ω. If the energy density does not explicitly depend on time (which is
generally true if the applied field is constant), then

dEtot
dt

=
∫

Ω

δεtot
δm
· ∂m
∂t

dr (1.34)

= −µ0Ms

∫
Ω

Heff ·
∂m
∂t

dr (1.35)

The scalar product of equation 1.32 with Heff leads to

Heff ·
∂m
∂t

= −α∂m
∂t
· (m×Heff ) (1.36)

while the scalar product with ∂m/∂t yields

∂m
∂t
· (m×Heff ) = −

1
γ0

(
∂m
∂t

)2
. (1.37)

Combining these two relations and substituting the result in the LLG equation 1.32 leads

10



1.1. EQUATIONS OF MAGNETISATION MOTION

to the following expression of the energy dissipation rate

dEtot
dt

= −αµ0Ms

γ0

∫
Ω

(
∂m
∂t

)2
dr (1.38)

The rate at which the system loses its energy is therefore proportional to the damping
constant α. In the particular case of α = 0, the energy is conserved. Equation 1.38 holds
at relaxation, when the external field is constant. Therefore, it does not apply to the
case of a magnetisation driven by a field pulse, for example. Moreover, it is assumed that
no energy is injected into the system. It means that this equation is wrong when the
magnetisation experiences spin transfer torque, as it will be shown later on.

The energy dissipation is faster when α is large, therefore numerical simulations seek-
ing the equilibrium state are usually performed at α = 1 (or sometimes α = 0.5). Starting
from a given state, the magnetisation relaxes until the system reaches its closest energy
minimum.

1.1.3 Effective magnetic field

The effective magnetic field involved in the Landau-Lifshitz-Gilbert equation is the
sum of several contributions which have different physical origins. The most common
magnetic fields included in the effective field are: the exchange field, the demagnetising
field, the magnetocrystalline anisotropy field, the applied field, the magnetoelastic field,
the thermal field and the Oersted field.

Heff = Hex + Hd + Hanis + Happ + Helas + Hth + HOe (1.39)

Solving the Landau-Lifshitz-Gilbert equation necessitates the evaluation of all these fields.
It is worth noting the definition of Heff is not unique. Indeed, in the LLG equation, Heff
is involved in a cross product with m. Therefore, a vector proportional to m can be
added to Heff , likewise for each contribution.

Similarly, the total energy, also called Gibbs free energy, is

Etot = Eex +Ed +Eanis +EZ +Eelas +Eth +EOe. (1.40)

In this section, we will give the expressions of all the fields, as well as their corre-
sponding energies.

Exchange interaction

The exchange interaction is a short-range interaction coupling two neighbouring spins.
It arises from the quantum mechanics principle of exchange symmetry stating that no ob-
servable physical quantity should change after exchanging two indistinguishable particles.
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CHAPTER 1. MICROMAGNETIC MODEL

The Hamiltonian of the exchange interaction can be written as

Hex = −2
∑
{i,j}

JijSi · Sj, (1.41)

where Ji,j is the Heisenberg exchange integral. Since it is a short-range interaction, one
can consider the sum being over the nearest neighbours only. The sign of Jij deter-
mines whether the material is ferromagnetic (parallel alignment) or antiferromagnetic
(anti-parallel alignment). Assuming a constant amplitude of the spins |Si| = |Sj| = S,
and a small misalignment between neighbouring spins, the scalar product Si · Sj can be
expressed as

Si · Sj = S2
[
1− 1

2
[
∆ri · ∇m(ri)

]2]
, (1.42)

where ∆ri is the distance between the two neighbouring spins. Going from the microscopic
equation 1.41 to a mesoscopic description is thus achieved by replacing the lattice of
isolated spins with a magnetisation function continuously varying in space. Considering
an isotropic exchange interaction (Jij = J) and substituting equation 1.42 in 1.41, the
following Hamiltonian is deduced:

Hex = −2JS2 + JS2∑
i

[∆ri · ∇m(ri)]
2

= Cst.+ JS2∑
i

[
[∆ri · ∇mx(ri)]

2 + [∆ri · ∇my(ri)]
2 + [∆ri · ∇mz(ri)]

2] (1.43)

Dropping the additive constant and summing over all the spins leads to the expression
of the exchange energy

Eex =
∫

Ω
Aex

[
(∇mx(r))2 + (∇my(r))2 + (∇mz(r))2]

dr (1.44)

where Aex is the exchange stiffness constant, having the dimension of an energy per unit
length. Typical values of Aex are in the order of 10−11J/m. In the case of a simple cubic
lattice, with lattice parameter a,

Aex =
JS2

a
. (1.45)

The exchange field is derived similarly to the effective field (equation 1.33):

Hex = − 2Aex
µ0Ms

∆m. (1.46)

Hex is therefore a local field: calculating it at a given point necessitates only the second-
order spatial derivatives of m at this point.

The reason why the effective field is called such is now clear: it includes the exchange
field which is not a "real" magnetic field, but rather accounts for a quantum mechanical
effect.

12



1.1. EQUATIONS OF MAGNETISATION MOTION

Dipolar interaction

A ferromagnetic material contains several magnetic domains pointing in different di-
rections. The exchange interaction explains the alignment of the magnetic moments
inside a domain, but it does not allow to understand why domain walls are formed. In
fact, a long-range interaction, called magnetostatic interaction accounts for the domain
structure. Each magnetic moment in the ferromagnet is a dipole that produces a field
experienced by other magnetic moments. Thus, a pair of dipole driven only by the mag-
netostatic interaction will point parallel along the line passing through their positions.

Exchange and dipolar interactions are in competition, the former aligning the mo-
ments in the same direction, and the latter creating opposite domains over long distances.
It follows that the typical size of the domains results from the relative strengths of these
two interactions. Unlike the exchange interaction which is local, the dipolar field at a
given point is a sum over the contributions of all the magnetic moments in the whole
magnetic volume. Subsequently, the numerical computation of this field is much more
time-consuming than other fields.

Various names are given to the dipolar field. For the sake of clarity, it will be called
stray field outside the material and demagnetising field inside. The demagnetising field
is opposed to the magnetisation, hence its name.

The expression of the demagnetising field Hd can be derived from three fundamental
equations: the relationship between H and M, given by

B = µ0(H + M), (1.47)

and the following two Maxwell’s equations (in absence of electrical current)

∇ ·B = 0 (1.48)
∇×Hd = 0. (1.49)

Equations 1.47 and 1.48 imply
∇ ·H = −∇ ·M (1.50)

In this equation, H is the total field. In fact, the divergence of all the fields apart from
Hd is zero, such that one can write

∇ ·Hd = −∇ ·M (1.51)

According to 1.49, the dipolar field is irrotational, which means that Hd is a conservative
vector field. Therefore, there exists a scalar potential φ such that

Hd = −∇φ (1.52)

13



CHAPTER 1. MICROMAGNETIC MODEL

Combining equations 1.51 and 1.52 yields

∆φ = ∇ ·M (1.53)

By analogy with electrostatics, the volume charge density is expressed as

ρm = −∇ ·M, (1.54)

such that the problem of solving the demagnetising field inside the magnetic volume
reduces to the Poisson equation

∆φin = −ρm . (1.55)

Outside the magnetic volume, M = 0, hence the Laplacian equation

∆φout = 0 . (1.56)

The previous equations were derived inside or outside the magnetic body Ω. However,
the boundary ∂Ω induces a discontinuity of the dipolar field that has to be treated. The
following conditions apply at the surface ∂Ω:

n ·
(
Hout

d −Hin
d
)
= n ·M (1.57)

n×
(
Hout

d −Hin
d
)
= 0 (1.58)

The above equations state that the component of the dipolar field normal to the surface
is discontinuous, whereas its tangential component is continuous. This is expressed in
terms of magnetic potential by the condition

∂φout
∂n

∣∣∣∣∣
∂Ω
− ∂φin

∂n

∣∣∣∣∣
∂Ω

= −σm , (1.59)

where
σm = M · n (1.60)

is the surface charge density. Moreover, the magnetic potential is chosen to be continuous
at the boundary, and to vanish at infinity.

The problem posed by equations 1.55, 1.56, 1.59 is solved by the Green’s method.
The magnetic potential reads

φ(r) =
1

4π

∫
Ω

ρm(r′)
|r− r′|

dr′ +
1

4π

∫
∂Ω

σm(r′)
|r− r′|

dr′. (1.61)

Denoting G the Green’s function

G(r− r′) =
1

4π|r− r′|
, (1.62)
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the dipolar field is then calculated by applying the gradient operator to φ:

Hd(r) = −
∫

Ω
∇G(r− r′)ρm(r′)dr′ −

∫
∂Ω
∇G(r− r′)σm(r′)dr′ (1.63)

= − [∇G ∗ ρm] (r)− [∇G ∗ σm] (r), (1.64)

where ∗ is the convolution product.
This latter expression of Hd is very convenient, especially in the Finite Difference

Method (see section 1.3.1): ∇G is computed once at the beginning of the simulation, and
only the magnetic charges need to be updated after each time step. More details about
the demagnetising field computation will be given in section 1.3.

The mutual energy of a pair of dipoles is given by a reciprocity theorem stating that

Eij = −µ0(µi ·Hj(ri))

= −µ0(µj ·Hi(rj))

= −1
2µ0(µi ·Hj(ri) +µj ·Hi(rj)) (1.65)

where Hj(ri) is the field produced by the dipole j at the location of dipole i. Therefore,
the total magnetostatic energy inside the magnetic volume is

Ed = −
1
2µ0

N∑
i=1

N∑
j=1

µj ·Hi(rj) (1.66)

where N is the total number of elementary dipoles. Going from the discrete to the
continuous description yields

Ed = −
1
2µ0Ms

∫
Ω

m(r) ·Hd(r)dr (1.67)

The system minimises its energy by minimising the magnetic charges, following the
pole-avoidance principle [16]. This is equivalent, for the demagnetising field to follow
closed paths, as illustrated on figure 1.2. The formation of domains leads to a reduced
magnetostatic energy, and also to an increased exchange energy.

Since surface magnetostatic charges are located at the boundaries, the magnetisation
tends to align along the edge. Thus, in the single-domain approximation (see section
1.1.6), the magnetisation is preferentially pointing in the longest dimension of the sample.
The so-called shape anisotropy is therefore ascribed to the magnetostatic interaction.

Magnetocrystalline anisotropy

In crystalline materials, magnetisation tends to be aligned along certain symmetry di-
rections, referred to as easy axes. Magnetocrystalline anisotropy arises mostly from spin-
orbit interaction. Uniaxial anisotropy is the most common situation, corresponding to
the existence of one only anisotropy axis. The uniaxial anisotropy energy is rotationally-
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Figure 1.2: Dipolar field generated by a ferromagnetic sample. (a) Single-domain con-
figuration. (b) Two-domain configuration. (c) Flux-closure domains. The total dipolar
energy is decreased when going from (a) to (c) thanks to the formation of domains.
Surface magnetic charges exist in configurations (a) and (b) but disappear in (c). The
counterpart is the formation of volume magnetic charges at the domain walls.

symmetric with respect to this axis and depends only on the relative angle θ between
the anisotropy axis and the magnetisation. The general form of the uniaxial anisotropy
energy can be written as an even function of sin2 θ

Eanis
V

= K0 +K1 sin2 θ+K2 sin4 θ+K3 sin6 θ+ ... (1.68)

where V is the volume, and K are the anisotropy constants, which have the dimension of
energy per unit volume. Usually, this Taylor expansion is truncated after the sin2 θ term.
If K1 > 0, then Eanis is minimum when the magnetisation lies along the anisotropy axis,
which is therefore an easy axis. If K1 < 0, then Eanis is maximum if the magnetisation
is aligned with the anisotropy axis and it is minimum if it is perpendicular to this axis.
There is then an easy plane. In this thesis, we will not deal with the case of easy
plane, therefore we will always refer to uniaxial anisotropy when it is connected with the
existence of an easy axis.

Since an energy is defined up to an additive constant, K0 can be chosen arbitrarily.
It is set to zero, such that the energy minimum is zero. K1 sin2 θ can be rewritten as
1− (uK ·m)2. The uniaxial anistropy energy reads

Eanis =
∫

Ω
Ku

[
1− (uK ·m(r))2]

dr (1.69)

where Ku = K1. Using an expression similar to equation 1.33, the anisotropy field Hanis
is derived, leading to

Hanis =
2Ku

µ0Ms
(uK ·m)uK (1.70)

where uK is the unit vector aligned along the easy axis.
It is to note that another anisotropy term, the Néel surface anisotropy, arising from

interface interactions, can have a major influence in thin films. An effective anisotropy
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constant Keff is then expressed as the sum of the bulk and surface anisotropies:

Keff = Ku + 2Ks/t. (1.71)

Ks is the Néel surface anisotropy constant, and t is the layer thickness. This equation
holds in the case when both top and bottom layers have the same surface anisotropy
(hence the factor 2) and the magnetocrystalline anisotropy axis uK is out-of-plane.

More details about surface and interface effects will be given in section 1.1.4.

Zeeman

When an external field Happ is applied, it creates a torque T = −µ0m×Happ. This
"force" gives rise to a potential energy called Zeeman energy, given by

EZ = −µ0

∫
Ω
Ms [m(r) ·Happ(r)] dr (1.72)

In the case of a uniform applied field, the Zeeman energy can vary between −µ0MsV Happ

(uniform magnetisation aligned with Happ) and +µ0MsV Happ (uniform magnetisation
opposite to Happ).

Magnetoelastic energy

Magnetoelastic interaction accounts for magnetostriction as well as its inverse effect,
called Villari effect. The magnetostriction is the property of a ferromagnetic material
to change its dimensions when an external field is applied. The inverse magnetostrictive
effect is the generation of a magnetic field when the sample is subjected to a mechanical
stress. The expression of the strain field is

Helas =
3λsσ
µ0Ms

(m · uσ)uσ, (1.73)

where λs is the magnetostrictive expansion at saturation, σ is the stress and uσ is the
direction of the applied stress. The strain field acts as the anisotropy field, except that
its direction is given by the stress instead of the easy axis.

The corresponding magnetoelastic energy reads

Eelas = −
∫

Ω

3λsσ
2 (m · uσ)2

dr. (1.74)

The definition of the magnetoelastic field and energy is given for the sake of com-
pleteness. Indeed, in this thesis, the magnetoelastic interaction will always be neglected.
Moreover, it is worth noting that permalloy Ni81Fe19 (one of the most common materials
in spintronics) has a near zero magnetostriction [17], which is a useful property for RF
devices, such as spin-torque oscillators (see chapters 2 and 3).
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Thermal random field

According to Brown [16], thermal fluctuations can be modelled by a random magnetic
field if the temperature is much less than than the Curie temperature (limit between the
ferromagnetic and the paramagnetic state). The mean value of the thermal field is zero

〈Hth(ri, tk)〉 = 0 (1.75)

and its auto-correlation function is given by

〈Hth(r1, t1) ·Hth(r2, t2)〉 = Dδ(r1 − r2)δ(t1 − t2), (1.76)

where D is the variance expressed as

D =
2αkBT
µ0MsV γ0

. (1.77)

Consequently, the field has a Gaussian distribution centred about zero with a variance
proportional to the temperature and to the damping factor α, and inversely proportional
to the magnetic volume V. In the single-domain approximation, V is the total magnetic
volume, whereas in finite-difference micromagnetics (see section 1.3.1) V is the volume
of mesh cell.

Since Hth is a random field, it accounts for non-deterministic processes. Therefore,
running several times the same simulation at finite temperature will lead to a distribution
of magnetisation trajectories. The larger the temperature, the broader the distribution.
In contrast, a simulation in absence of the random field Hth is deterministic, which means
that running several times the same simulation will always give exactly the same result.

Oersted field

The Oersted field, also called Ampère’s field, is the magnetic field generated by a
current of charge, following thus the Maxwell’s equation

∇×HOe = j. (1.78)

Integrating over a contour C yields the Ampère’s circuital law∮
C

HOe · d` = Ienclosed, (1.79)

where Ienclosed is the current passing through the loop C. In the very particular case of
an infinite cylinder of circular cross-section traversed by a rotationally-symmetric current
distribution (e.g. uniform current), the Oersted field is directed along uθ. Then, choosing
a circular contour C centred about the cylinder axis, the equation 1.79 becomes

HOe =
Ienclosed

2πr , (1.80)
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where r is the radius of C. If r is greater than the cylinder radius R, then the Oersted
field decreases with 1/r. Assuming a uniform current density j0 inside the cylinder,
Ienclosed = j0πr2, and therefore HOe = j0r/2 when r < R. Subsequently, the Oersted
field is maximum at the edge of the cylinder; it is equal to j0R/2. Therefore, the
maximum intensity of the Oersted field inside a nanopillar depends on its lateral size.

1.1.4 Boundary conditions and interface effects

In the most general case, the boundary condition [18, 19] can be expressed as

m×
[
∂εs
∂m

+
∂ε

∂(∇m)
n
]
= 0 (1.81)

where εs is the surface energy density (in J/m2) and ε is the volume energy density (in
J/m3). The term ∂ε

∂(∇m) is a matrix.
In the case when there is no surface interaction (εs = 0), the equation 1.81 reduces to

m×
[

∂ε

∂(∇m)
n
]
= 0 (1.82)

Only the exchange energy depends on the magnetisation gradient. Therefore, in absence
of surface interaction, the boundary conditions arise solely from the symmetry breaking
of the exchange interaction at the surface, yielding the so-called free boundary conditions:

m× [2Aex (n · ∇)m] = 0, (1.83)

implying the Brown’s condition
∂m
∂n

= 0, (1.84)

which is a Neumann boundary condition. It ought to be mentioned that ∂m
∂n denotes the

spatial derivative of m along the normal to the boundary, that is

∂m
∂n

= ∇m · n = (∇mx · n)ux + (∇my · n)uy + (∇mz · n)uz (1.85)

In 1953, Néel introduced [20, 21] a surface anisotropy with a corresponding energy
density

εs,Néel = Ks

[
1− (m · n)2

]
, (1.86)

where the surface anisotropy coefficient Ks is an energy per unit area, with typical values
of about 10−3 − 10−4 J/m2. A positive Ks constant leads to a magnetisation preferen-
tially aligned perpendicular to the surface.

When a ferromagnetic layer is in contact with another one or with an antiferromagnet,
an exchange interaction couples both layers at the interface. In the general case [22, 23],
this interlayer exchange coupling can be phenomenologically modelled by the surface
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energy density
εs,interlayer = J1[1−m ·m′] + J2

[
1− (m ·m′)2

]
, (1.87)

where J1 is the bilinear coefficient and J2 is the biquadratic coefficient. J1 > 0 favours
a parallel orientation (ferromagnetic coupling) and J1 < 0 tends to align the layers
antiparallel (antiferromagnetic coupling).

From the two surface energy terms (eq. 1.86 and 1.87), it follows that the derivative
of the total surface energy density with respect to m is

∂εs
∂m

= −2Ks (m · n)n− J1m′ − 2J2
(
m ·m′

)
m′ (1.88)

Substituting the latter expression in equation 1.81, and applying a cross-product with
m leads to the boundary condition

A
∂m
∂n

= Ks(n ·m)[n− (n ·m)m] +
1
2 [J1 + 2J2m′ ·m][m′ − (m′ ·m)m] (1.89)

Historically, boundary conditions in presence of surface anisotropy were first derived by
Rado and Weertman [18].

A more convenient expression of the boundary conditions is often adopted for the
study of spin waves in thin bounded ferromagnets [24, 25, 26, 27]. Considering a small
oscillation angle θ about the out-of-plane axis z, the following boundary conditions were
derived by Soohoo [28]:

∂mx

∂n
+ d cos(2θ) mx = 0 ∂my

∂n
+ d cos2(θ) my = 0, (1.90)

where d is the pinning parameter. The absence of pinning (d = 0) results in the condition
of free magnetic moments expressed by the Brown’s equation 1.84. In the other limiting
case of d→∞, a perfect pinning is found, expressed by the condition of a fixed m. This
condition was first proposed by Kittel [29].

Non-uniformity of the demagnetising field near the edge can also be taken into account
in the boundary conditions, as shown in references [26, 27].

1.1.5 Assumptions of the micromagnetic theory

Following the derivation of the Landau-Lifshitz-Gilbert equation and the various fields,
it turns out that several assumptions have been made. The two main assumptions sup-
porting the micromagnetic theory are the following:

• The magnetisation is supposed to vary slowly and continuously in space, in partic-
ular there is a small misalignment at the scale of the lattice constant.

• The norm of the magnetisation is constant (|m| = 1).
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1.1. EQUATIONS OF MAGNETISATION MOTION

These two hypotheses mean that micromagnetism is not valid in some peculiar situations,
such as states involving a Bloch point singularity. Simulations taking account of quantum-
mechanical effects have to be used in that case.

In micromagnetic simulations, a particular attention has to be paid to length scales
in order to always comply with the fundamental hypotheses of the micromagnetic model.
The simulated system is divided into elementary cells, the micromagnetic equations being
solved in each of these elements. The accuracy of the result depends strongly on the ele-
ment size; the smaller, the more accurate, but also the longer the simulation. Therefore,
an appropriate cell size has to be chosen. Since the exchange interaction has the shortest
range, its strength with respect to other forces determines the typical scale over which
the magnetisation can vary. Two characteristic lengths can be defined: the exchange
length lex and the Bloch length lB. The former results from the competition between the
exchange interaction and the demagnetising field; it is proportional to the size of a Bloch
line (vortex core):

lex =

√
2Aex
µ0M2

s
(1.91)

On the other hand, the Bloch length is the typical width of a Bloch wall (transition
between two domains over which the magnetisation rotates perpendicularly to the plane
of the wall). It is given by the relative strength of the exchange interaction over the
magnetocrystalline anisotropy:

lB =

√
Aex
Ku

(1.92)

For accurate micromagnetic simulations, the element size has to be smaller than these
two lengths. For instance, in permalloy, the cell dimension is limited by the exchange
length which is about 5nm. Therefore an accurate simulation requires a typical cell size
of about 2.5nm.

1.1.6 Macrospin

Uniformly magnetised ellipsoid

Generally, the effective field inside a ferromagnetic sample is non-uniform. However,
in the particular case of a body whose the surface is of second-degree, a uniform mag-
netisation state implies a uniform demagnetising field, hence a single-domain state at
equilibrium. Choosing the Cartesian coordinates along the principal axes of the system,
the equation of the surface boundary is

(
x

a

)2
+
(
y

b

)2
+
(
z

c

)2
= 1, (1.93)

where a, b and c are the semi-axis lengths. If c → ∞, the surface is an infinite cylinder
of elliptical cross-section. If a, b and c all take finite values, the body is an ellipsoid. For
a uniformly magnetised ellipsoid, there is no magnetostatic volume charges (ρm = 0).
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CHAPTER 1. MICROMAGNETIC MODEL

Writing the expression of the surface charges σm and recasting it into equation 1.64, it
can be shown [30, 31, 32] that the demagnetising field is also uniform. There exists a
demagnetisation tensor N such that

Hd = −NM. (1.94)

This equation is very convenient, since the demagnetising field does not require heavy
computation, contrary to the general case of non-uniform magnetisation. The tensor N
is diagonal if expressed in the basis of the principal axes:

N =


Nxx 0 0

0 Nyy 0
0 0 Nzz

 (1.95)

The demagnetising coefficients Nxx, Nyy and Nzz are positive, since the field Hd "de-
magnetises" the sample. Moreover, the trace of N is equal to 1, i.e.

Nxx +Nyy +Nzz = 1. (1.96)

The analytical expressions of the demagnetising factors are well-known for the three
types of ellipsoids of revolution: (1) a = b = c : sphere, (2) a = b > c : oblate spheroid,
(3) a = b < c : prolate spheroid. The case of the sphere is the most simple, with
Nxx = Nyy = Nzz =

1
3 , due to the symmetry. The formulae in the two other cases can

be found in ref. [33].

The expression of the demagnetising energy is much more simple than in the general
case, due to the uniformity of Hd. Substituting formula 1.94 in equation 1.67 yields

Ed =
1
2µ0VM

2
s

(
Nxxm

2
x +Nyym

2
y +Nzzm

2
z

)
(1.97)

In fact, the demagnetising factors are related to the aspect ratio of the system: if the
ellipsoid is long in the z-direction (c is large), then Nzz is small; in contrast, a flat
ellipsoid will have a largel Nzz value. According to equation 1.97, a system governed
by the magnetostatic energy will have a ground state along the axis with the smallest
demagnetising factor. Therefore, the magnetisation is preferentially aligned along the
largest dimension of the system. This principle is known as shape anisotropy. The
shape anisotropy must not be confused with magnetocrystalline anisotropy: the former
arises from the surface charges distribution σm induced by a certain shape of the sample,
whereas the latter stems from lattice symmetry. The easy axis of the shape anisotropy
is not related to the easy axis of the magnetocrystalline anisotropy. In experiments, the
direction called easy axis is in fact a combination of both anisotropies.
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1.2. SPIN-DEPENDENT TRANSPORT THEORY

The macrospin approximation

As seen in section 1.1.5, the typical length of magnetisation variation is the exchange
length lex (or the Bloch length lB). Therefore, if the lateral size of a ferromagnetic sam-
ple is equal to a few times the exchange length, the magnetisation can be considered as
uniform. This approximation is called macrospin approximation (or single-domain ap-
proximation, or uniform-mode approximation). Instead of using the complicated formula
1.64, the mean demagnetising field and the magnetostatic energy can be calculated easily
with an equivalent demagneting tensor (equation 1.94). The macrospin approximation is
of great interest to build simple analytical models. Moreover, the LLG equation is solved
for only one spin (a "macro-spin"), which makes macrospin simulations much faster than
micromagnetic computations. Analytical expressions of demagnetising factors are known
for cylinders [34, 35, 36] and rectangular platelets [37]. Numerical computations are also
possible for arbitrary shapes (for more details, see ref. [38] and references therein).

In macrospin, the Gibbs free energy is

Etot =
1
2µ0M

2
s V

(
Nxxm

2
x +Nyym

2
y +Nzzm

2
z

)
+KuV

[
1− (uK ·m)2]−µ0MsVm ·Happ

(1.98)
The exchange energy is zero, since the magnetisation is uniform.

The energy landscape can be plotted within the macrospin approximation since the
state of the system is fully given by two independent parameters (the third one being
deduced from the conservation of the norm). This is particularly useful to gain an insight
into dynamic processes, such as magnetisation reversal for example. Simple models can
also be constructed and solved analytically, such as the Stoner-Wohlfarth model [39]
explaining magnetic hysteresis during switching, and the Kittel law [40] giving the FMR
(Ferromagnetic Resonance) frequency of the uniform mode as a function of the applied
field:

f =
γ0
2π
√
(Happ + (Nyy −Nzz)Ms) (Happ + (Nxx −Nzz)Ms), (1.99)

in the case Ku = 0 and Happ = Happûz. This equation is derived with α = 0; therefore,
the oscillation trajectory has a constant energy.

The whole model presented here has been developed in absence of current. The main
equation of this section, the LLG equation 1.32, is indeed dissipative. In the next section,
we will add the current and will give a simple description of the spin transfer effect.

1.2 Spin-dependent transport theory
The magnetoresistance is related to the action of the magnetic state on a spin-polarised

current. Conversely, the spin transfer is the effect of a spin-polarised current on the mag-
netisation. In metallic multilayer, the giant magnetoresistance (GMR) effect, discovered
by Fert [2] and Grünberg [3] can be explained by a difference in the resistivity for spin up
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and spin down electrons in metallic multilayer. It is useful in various applications such
as Magnetic Random Access Memory (MRAM) because it allows to detect the magnetic
state of the storage layer. The spin-transfer effect was predicted in 1996 by Slonczewski
[41] and Berger [42], and experimentally observed from 1998 [43, 44, 45, 4]. Since then,
spin-transfer has been a very active research topic due to its potential applications, such
as STT-MRAM [45, 4, 46, 47, 48, 49, 50], Spin-Torque Oscillator [51, 52], and racetrack
memory [5]. In STT-MRAM, switching is induced by spin-torque instead of being trig-
gered by a magnetic field; in Spin-Torque Oscillator, magnetisation oscillation is driven
by a spin-polarised current, which allows to tune the frequency by varying the current
intensity; finally, spin-torque-induced domain wall motion may be utilised to write series
of data bits in racetrack memory.

The aim of this section is to introduce the spin-torque term that will be introduced
in the LLG equation for micromagnetic simulations.

1.2.1 Ballistic model
The system studied is illustrated on figure 1.3. It comprises two ferromagnetic layers

(F1 and F2) separated by a thin Cu layer. Each ferromagnets is connected to a metallic
electrode. A current flows perpendicular to the plane of the layers from the left to the
right-hand side. F1 is thick such that its magnetisation M1 is assumed to be fixed. F2
is thin and its magnetisation M2 is free to move under the action of the current. For
simplicity, M1 and M2 are supposed uniform (macrospin approximation). Thus, the
system can be reduced to a 1D-model. Moreover, we consider the case of non-collinear
magnetisations M1 and M2.

x

z

θ

F1
F2

spacer

θ

e-

y

M1
M2

Figure 1.3: Model of trilayer studied. F1 is ferromagnetic layer with fixed magnetisation.
The spin transfer torque acts on F2.

In transition metals (Fe, Ni, Co), the conduction electrons are mainly 4s electrons,
while electrons in the 3d shell contribute to the local magnetisation. The s− d exchange
interaction accounts for spin filtering that aligns the spins of s and d electrons.
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1.2. SPIN-DEPENDENT TRANSPORT THEORY

In the fixed ferromagnet F1, the spins are aligned with M1. However, in F2, where
the magnetisation has a different angle, the spins cannot stay in the same direction,
due to the s− d exchange interaction. Therefore, they tend to align with M2. Since
the angular momentum has to be conserved, it means that the transverse component of
the spin is absorbed and transferred to M2. This "spin transfer" yields a torque that is
exerted on M2. The Spin-Transfer Torque (STT) is zero if the two macrospins M1 and
M2 are parallel. In reality, a torque is also exerted on M1, but it is weaker, due to the
asymmetry of the layers.

If the electrons flow from the right to the left-hand side, they are polarised in F2 and
transmitted through the spacer. At the interface Cu/F1, the longitudinal component is
transmitted in F1 while the transverse component is mainly reflected. Consequently, F2
experiences a torque that pushes its magnetisation to be antiparallel to M1.

In such a structure, called spin valve, the magnetisation of a thin layer can therefore be
oriented parallel or antiparallel to the thick layer magnetisation; a spin-transfer magnetic
memory is thus realised.

The expression of the spin torque can be derived using simple arguments. Hereafter, θ
denotes the angle between M1 and M2, j the current density, js the spin current density
equal to − h̄

2|e| (j↑ − j↓) (where j↑ and j↓ are the current densities for spin up and spin
down), P will be the spin polarisation in the spacer, that is the average of the projection
of the spins along the m1 direction, and A will denote the cross-sectional area of the
spin-valve.

The number of electrons crossing F2 by unit time is Aj/|e|. In the spacer, the mean
spin of the electrons is P h̄/2. Therefore, the spin current along m1 is P h̄2

Aj
|e| . The spin

torque in F2, is equal to the spin current transverse to M2 at the spacer/F2 interface.
Projecting the spin current in the direction perpendicular to M2 yields

T = AP sin θ h̄j

2|e|uz (1.100)

This formula shows that the torque depends on the direction of the current, as mentioned
earlier. Since sin θ uz = m2 × (m2 ×m1), then

T = AP h̄j

2|e|m2 × (m2 ×m1) (1.101)

To obtain the variation of m2 due to the spin torque, T has to be multiplied by
γ0/Ms and divided by the volume of F2, which is V = At (with t being the thickness of
F2). Therefore, one obtains(

dm2
dt

)
ST

= P γ0 h̄j

2t|e|Ms
m2 × (m2 ×m1) (1.102)
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This spin-torque term can then be added to the LLG equation (1.32), yielding

∂m2
∂t

= −γ0 (m2 ×Heff ) + α

(
m2 ×

∂m2
∂t

)
+P γ0 h̄j

2t|e|Ms
m2 × (m2 ×m1) (1.103)

In reality, the polarisation factor depends on the angle between the two magnetisa-
tions. In ref [41], Slonczewski gave an expression of P :

P(θ) =

−4 + (1 + η)3

4η3/2 (3 + m1 ·m2)

−1

(1.104)

where η is a fixed parameter. Later on in this thesis, this function will be called g(η, θ).
It is plotted on the figure 1.4.

θ (degrees)

g(θ,η)

0.1

0.2

0.3

0.4

0 45 90 135 180

Figure 1.4: The spin efficiency g(η, θ) as a function of the angle θ between the polarisation
vector p and the magnetisation m. Here, the polarisation value is η = 0.3.

This form of the spin efficiency has been generalised by Xiao et al. [53]:

P(θ) = q+
B0 +B1 cos θ +

q−
B0 −B1 cos θ . (1.105)

However, the Slonczewski formula 1.104 will be used in the micromagnetic simulations
instead of the more general one because only one parameter (namely, η) is required.

Henceforth, we will refer to the equation

∂m
∂t = −γ0 (m×Heff ) + α

(
m× ∂m

∂t

)
+ γ0aJm× (m× p)

(1.106)

as the Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation. p is the direction of the
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"pinned" layer and aJ is
aJ (θ, η) =

h̄

2|e|
g(θ, η)
µ0Mst

J , (1.107)

with g(η, θ) having the expression of P in equation 1.104.
The spin-torque is another non-conservative term in the equation of motion. Depend-

ing on the direction of m× (m× p), it can increase or decrease the energy of the system.
A sustained oscillation is possible when the magnetisation trajectory is such that the
damping and the spin-torque compensate over one period.

In this model, several assumptions have been made:

• Scattering inside the spacer is neglected.

• Electrons keep the direction of their spin when crossing the spacer, which results
in current polarised along m1 at the spacer/F2 interface.

• The decay length of the transverse component of the spin is smaller than t, the
thickness of F2 and smaller than the mean free path, hence the ballistic approach.

• The longitudinal component is conserved in F2.

When the electrons are transmitted in the ferromagnet F2, spin up and spin down
electrons have different wave vectors k↑ and k↓, due to the s−d interaction. The difference
in velocity results in a phase shift ∆φ(x) = φ(x)− φ(0) = ∆k x that causes the spins to
precess in space. The decay length is l⊥ ≈ π/|k↑ − k↓|. Ab-initio calculations [54, 55]
and experiments [56] showed that, at the Cu/Co interface, the transverse component
is completely absorbed after l⊥ ≈ 1 nm. Thus, the spin-torque can be considered as
an interface effect but the Heisenberg exchange interaction that connects local magnetic
moments propagate the influence of the spin-torque to the whole layer.

The absorption of the transverse component, responsible for the spin-torque occurs
on a very short scale which is smaller than the typical thickness t of F2 in spin-valves.
However, the longitudinal component, assumed to be conserved in the previous section,
is also absorbed, but on a much larger distance lsf , called the spin-flip length or spin
diffusion length. To summarise,

lsf � t� l⊥ (1.108)

The ratios between these length scales support the ballistic approach describing the trans-
verse component and the diffusive treatment of the longitudinal spins.

1.2.2 Diffusive approach

From the point of view of quantum mechanics, the charge current density je associated
to the charge density ne = −|e|ψ∗ψ is defined as

je = −i h̄e2m (ψ∇ψ∗ − ψ∗∇ψ) = −
h̄e

m
Im (ψ∗∇ψ) , (1.109)
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where ψ is the wave function. In addition, the spin current associated to the spin density
ns =

h̄
2 ψ
∗σψ is

Q =
i h̄2

4m (ψσ∇ψ∗ − ψ∗σ∇ψ) =
h̄2

2mIm (ψ∗σ⊗∇ψ) . (1.110)

where ⊗ denotes the tensor product. Q is a 3× 3 matrix since there are three spatial
coordinates and three components for the spin.

Moreover, the spin accumulation is defined as

δm = (|ns| − |ns,eq|) n̂s (1.111)

The continuity equations related to the charge and the spin are

∂ne
∂t

+∇ · je = 0 (1.112)
∂ns
∂t

+∇ ·Q = −δm
τsf
− 1
τsd

ns ×m (1.113)

The charge is conserved, hence the zero value in the right-hand side of equation 1.112.
In contrast, the transverse and the longitudinal components of the spin are not conserved.
Thus, in equation 1.113, the first term on the right-hand side accounts for spin-flip, that
is the reversal of the longitudinal component, due to the interaction with the lattice. The
spin-flip characteristic time τsf is about 10−12 s [57]. Finally, the last term of equation
1.113 describes the absorption of the transverse component due to the s− d interaction,
and therefore is proportional to the spin-torque. The order of magnitude of the s− d
time constant is τsd ∼ 10−14 s [57].

Moreover, according to ref.[58], the charge current je and the spin current Q are
solutions of the equations

je = 2C0E−D0∇ne −D · ∇ns (1.114)
Q = 2CE−D∇ne −D0∇ns (1.115)

where C0 is a scalar number and C is a 2× 2 matrix representing the conductivity, and
D0 is a scalar number and D is a 2× 2 matrix representing the diffusion constant. These
two equations have to be solved together with the two continuity equations 1.112 and
1.113 in order to compute the charge and spin accumulation for given a distribution of
magnetisation and electric field. Once the spin accumulation has been computed in each
node of the system mesh, the spin torque can be calculated and injected into the modified
LLG equation

∂m
∂t

= −γ0 (m×Heff ) + α

(
m× ∂m

∂t

)
+
V0Ms

h̄µB
T spin-transfer (1.116)

where µB is the Bohr magneton, V0 is the elementary volume occupied by a magnetic
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moment, and T spin-transfer = −(ns ×m)/τsd. The equations are coupled because the
magnetisation at the end of the new time step is then injected into the transport equation
1.113 that can be rewritten

∂ns
∂t

+∇ ·Q = −δm
τsf

+ T spin-transfer (1.117)

The magnetisation motion modifies the spin accumulation which changes the spin-
torque acting on the magnetisation. Solving this system numerically is possible. The
characteristic times of spin relaxation are much shorter than the typical time of magneti-
sation precession, therefore one can assume that at each time step, the spin accumulation
is at equilibrium. Thus, one can remove the time-varying term in equation 1.117. After
each time step leading to a new position of the magnetisation vector, the spin accumu-
lation is computed in the whole nanostructure. Then, a new value of the spin-torque is
deduced and inserted in the LLG equation 1.116. A numerical solver using this method
is currently under development in Néel Institut and Spintec and a similar approach is
used in the commercial software Spinflow 3DTM [59].

Field-like torque

In reality, electrons are not totally transmitted at the spacer/F2 interface (figure 1.3);
a part is reflected. Integrating equation 1.117 over a pillbox straddling the spacer/F2
interface yields

T spin-transfer =
(
Qincident + Qreflected −Qtransmitted

)
· ux (1.118)

The equation is derived at equilibrium (∂/∂t = 0) and the term accounting for spin-flip
is neglected given the large value of the spin diffusion length.

After further derivation, the influence of the reflected electrons leads to a new term
in the spin torque, proportional to m× p. The total spin-torque is then

T spin-transfer = γ0aJm× (m× p) + γ0bJm× p (1.119)

where bJ is a phenomenological constant. The term γ0bJm× p can be included in the
expression of the effective field, it is therefore called the field-like torque. In contrast,
γ0aJm× (m× p) is often referred to as the Slonczewski torque or the in-plane torque.

In spin valves, the bJ coefficient is usually much smaller than the aJ term. Therefore,
only the Slonczewski torque is considered in the simulations.

The equation 1.119 is a very general expression of the spin torque. It can also be used
to model Magnetic Tunnel Junction (MTJ) where the metallic layer is replaced with a
tunnel barrier (most often MgO). In MTJ, the bJ coefficient is larger (typically, 20% of
the aJ value).
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All the physical concepts have now been introduced. In the next section, we will
summarise the main numerical methods used in the micromagnetic solvers and finally
present our 3D Finite Element code: feeLLGood.

1.3 Numerical micromagnetism
In most cases, the macrospin model is a very rough approximation. Micromagnetic

simulations are required for a description of non-uniform magnetisation. There are two
types of micromagnetic simulations: either the equilibrium state is sought, or a complete
time-varying computation is run to study magnetisation dynamics. Usually, the equilib-
rium state is needed to initialise the dynamic simulation. The most common method to
find the micromagnetic equilibrium state is to relax the system with a large α value, as
mentioned at the end of section 1.1.2.

For simulations of magnetisation dynamics, the Landau-Lifshitz-Gilbert equation is
solved numerically. Time and space are discretised and the effective field is calculated
in each element (or cell) at each time step. An approximate solution is given, but it
has to converge to the exact result when the element size and the time step go to zero.
Typical time step is about 0.1ps (for typical cell size, see section 1.1.5). The input
parameters of any micromagnetic simulation are: the saturation magnetisation Ms, the
exchange constant Aex and the anisotropy constant Ku. Moreover, the temperature T
can be included as well as the current density J and the spin polarisation η (for STT
simulations with the Slonczewski model).

There exists mainly two numerical methods to solve micromagnetic equations: the
Finite Difference Method (FDM) and the Finite Element Method (FEM). They will be
presented in this section.

1.3.1 Finite Difference Method

The Finite Difference Method (FDM) is the most common numerical method for
micromagnetic simulations, because it is easier to implement than the Finite Element
Method (FEM) and because it is also faster. The most widely used micromagnetic code
utilising the FDM is certainly the OOMMF software [60], but many other software can
be cited, such as LLG Micromagnetic Simulator by M. R. Scheinfein [61], MicroMagus by
D. V. Berkov and N. L. Gorn [62], MuMax by A. Vansteenkiste and B. Van de Wiele [63],
GoParallel by L. Torres and E. Martinez [64], and MicroMagnum by A. Drews [65]. The
last three software use graphics cards (GPUs) whereas the other ones run only on single
processors (CPU). GPU computing has been intensively developed for the past ten years
due to the ability of recent GPUs to process rapidly a great amount of data. However,
not all algorithms efficiently run on GPUs because they need to be “parallelisable”: the
input is split and processed at the same time by a large number of cores that perform
the same operation. Basic operations like addition and multiplication can be executed,
but advanced mathematical functions still require a CPU.
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During this PhD, Finite Difference simulations were performed with a software called
st_gl-fft, developed in Néel Institut and Spintec. Therefore, in this section, emphasis
will be placed on the numerical methods utilised in this code.

The FDM consists in discretising the system into small cells, usually identical rect-
angular prisms. As a consequence, the edge of rounded geometries is described by a
“staircase” instead of a smooth curve (figure 1.5). In this case, the simulated system is
therefore not exactly the one aimed at being simulated. Moreover, the roughness of the
edge does not mimic the real roughness of the sample because it breaks its symmetry. In
some cases, the staircase-like edge generates artefacts which are not easy to identify as
such. Most often, users of micromagnetic codes are not aware of these issues and can be
misled by the results of their simulations. All in all, Finite Difference softwares provide
consistent output for rectangular shapes, but the results on elliptical systems have to be
interpreted with caution.

Figure 1.5: Finite difference mesh of a circular sample. The regular grid results in a
rough border.

The regular Finite-Difference mesh comprises Nx cells along the x-direction, Ny cells
in the y-direction and Nz cells along z. Each cell has a volume δxδyδz and will be labelled
with the indices ijk (with (i, j, k) ∈ {1..Nx}× {1..Ny}× {1..Nz}). The LLG equation is
solved in the centre of the cells, and the effective field is evaluated after each time step.

Spatial derivatives

In FDM, spatial derivatives are easily computed from the magnetisation difference be-
tween neighbouring cells. This is very useful for the calculation of the demagnetising field
requiring the first-order derivative and for the exchange field computed from the second-
order derivative. According to the centred-difference approximation, the expressions of
the first- and second-order spatial derivatives are

∂m
∂x

(i, j, k) = m(i+ 1, j, k)−m(i− 1, j, k)
2δx

+O(δ2
x) (1.120)

∂2m
∂x2 (i, j, k) = m(i+ 1, j, k)− 2m(i, j, k) + m(i− 1, j, k)

δ2
x

+O(δ2
x) (1.121)
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Exchange field

Following equations 1.46 and 1.121, the exchange field is

Hex =
2Aex
µ0Ms

m(i+ 1, j, k)− 2m(i, j, k) + m(i− 1, j, k)
δ2
x

+
m(i, j + 1, k)− 2m(i, j, k) + m(i, j − 1, k)

δ2
y

+
m(i, j, k+ 1)− 2m(i, j, k) + m(i, j, k− 1)

δ2
z

+O(δ2
x, δ2

y , δ2
z) (1.122)

Other expressions of the spatial derivatives could be used [19] in order to obtain
the same accuracy for the exchange field, but with larger cells. However, Donahue and
McMichael [66] showed the drawbacks of these methods.

Demagnetising field

The most common approach consists in considering that the magnetisation is uniform
inside each cell [67, 68, 69, 70, 71]. Thus, the distribution of surface charges is constant
on each face of the cells and there is no volume charges (since ∇ ·M = 0). Another
approach, referred to as the constant volume charges method [72], lies on the hypothesis
that ∇ ·M is constant within each cell. These two methods are compared in ref. [73].

The equation 1.64 expresses the demagnetising field as a function of the magnetic
charge distribution and the Green’s function. The convolution product involved in this
equation is not very convenient for numerical computations. However, a theorem states
that the Fourier transform of a convolution product is equal to the product of the Fourier
transforms. Using this theorem, the equation 1.64 can be rewritten as

Hd(r) = −F−1 [F (∇G)F (ρm) +F (∇G)F (σm)] , (1.123)

where F and F−1 denote the Fourier transform and its inverse. As mentioned earlier,
the mesh is regular; this property proves very useful for the computation of the Fourier
Transform. Indeed, it is replaced with a Discrete Fourier Transform that can be calculated
easily with the well-known Fast Fourier Transform (FFT) algorithm (see ref. [74] for a
deeper insight).

Magnetocrystalline anisotropy

The derivation of the uniaxial anisotropy field is straightforward:

Hanis(i, j, k) =
2Ku

µ0Ms
[m(i, j, k) · uK]uK (1.124)
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Time schemes

In explicit schemes, the unknown variable (here m) at time t+ ∆t is explicitly ex-
pressed as a function of the state of the system at current time t. Approximating f(t+∆t)
by

f(t, mt) =
mt+∆t −mt

∆t
+O(∆t) (1.125)

yields
mt+∆t = mt + f(t, mt)∆t+O(∆t2), (1.126)

known as the explicit Euler method or forward Euler method.

Instead of being expressed at time t + ∆t, the approximate derivative can also be
written at the instant t. In this case,

f(t+ ∆t, mt+∆t) =
mt+∆t −mt

∆t
+O(∆t) (1.127)

Then, the implicit scheme (backward Euler method) reads

mt ≈mt+∆t − f(t+ ∆t, mt+∆t)∆t+O(∆t2). (1.128)

Finding mt+∆t requires solving this algebraic equation. Further computation is therefore
needed.

Other methods can be used to solve the magnetisation dynamics, such as the Crank-
Nicolson (“semi-implicit”) method. Summing equations 1.125 and 1.127 of the forward
and backward Euler methods leads to

f(t+ ∆t, mt+∆t) + f(t, mt)

2 ≈ mt+∆t −mt

∆t
, (1.129)

that can be rewritten as

mt+∆t −
∆t
2 f(t+ ∆t) ≈mt +

∆t
2 f(t), (1.130)

As for the implicit Euler method, solving the state at t + ∆t for the Crank-Nicolson
method requires a few more calculation steps [74]. The Crank-Nicolson scheme is not
exactly order 2, because of the renormalisation.

Implicit (and “semi-implicit”) methods do not give explicitly m(t+ ∆t) and therefore
necessitate solving a system of linear equations. Consequently, the computation time
of one step is longer than for the explicit method. However, they are more stable than
the explicit Euler method, meaning that time steps can be larger. For this reason,
implicit time schemes are preferred. Nonetheless, specific explicit schemes exist [75]
which conserve the norm of m constant at each time step. One of them is detailed below.
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The ST_GL-FFT time scheme

The st_gl-fft code used for some simulations during this PhD utilises an explicit
scheme that we are going to present. In this section, the time is renormalised with the
transformation

t← γ0t

1 + α2 . (1.131)

Denoting H the field
H(t) = Heff (t) + αm(t)×Heff (t), (1.132)

it follows that the LLG equation can be written as

∂m
∂t

= −m(t)×H(t). (1.133)

The magnetisation vector at time t+ ∆t can be derived by Taylor expansion:

m(t+ ∆t) = m(t) +
∞∑
n=1

(∆t)n

n!
dnm
dtn

= m(t) +
∞∑
p=0

(∆t)2p

(2p)!
d2pm
dt2p

+
∞∑
p=1

(∆t)2p+1

(2p+ 1)!
d2p+1m
dt2p+1 (1.134)

In the limit of H varying slowly with time, using equation 1.133, the even-order and
odd-order derivatives can be expressed as

d2pm
dt2p

= (−H2)
p−1 d2m

dt2
= (−H2)

p−1 H× dm
dt

(1.135)

d2p+1m
dt2p+1 = (−H2)

p dm
dt

(1.136)

which yields

m(t+ ∆t) = m(t) +
∞∑
p=0

(∆t)2p

(2p)! (−1)pH2pdm
dt

+
∞∑
p=1

(∆t)2p+1

(2p+ 1)! (−1)p−1
H2p−2H× dm

dt

(1.137)
One recognises the Taylor expansion of the sine and cosine functions, which leads to the
analytical formula

m(t+ ∆t) = m(t) cos(H∆t) +
sin(H∆t)

H
(H×m(t)) + (1− cos(H∆t))

m(t) ·H
H2 H

(1.138)
which conserves the norm.

As mentioned earlier, explicit schemes are usually less stable than implicit schemes.
Therefore an analysis of the stability is important to determine the maximum time step.
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For the st_gl-fft time scheme, in the two-dimensional case, this limit is

∆tlimit =
µ0Ms

8Aex

(
1
δ2
x
+

1
δ2
y
+

1
δ2
z

)−1 2α
α2 + 1 (1.139)

In practice, the time step must be chosen much smaller than ∆tlimit to describe with
precision rapid variations magnetisation.

Spin transfer

The Slonczewski spin torque expressed by the last term of the LLGS equation 1.106
can be taken into account by adding a new field to the effective field. Thus, the "spin
torque field"

HST = aJ m× p (1.140)

is added to Heff in the LLG equation 1.32. This field does not derive from an energy.
In the FDM, the expression of HST is simply

HST(i, j, k) = aJ m(i, j, k)× p (1.141)

1.3.2 Finite Element Method

The Finite Element Method (FEM) is a numerical technique for finding approximate
solutions to partial differential equations. The studied system is divided into small ele-
ments where the equations are solved. Most of the simulations run during this PhD have
been performed with a FEM-based software. This micromagnetic solver, called feeLL-
Good ("Finite Element Equations for LLG with Object-Oriented Development"), was
mainly developed at Institut Néel by Jean-Christophe Toussaint and Evaggelos Kritsikis
who continued the work started by Helga Szambolics [7]. In the magnetism community,
FEM-based micromagnetic codes are less often used than the Finite Difference ones, due
to their lower speed and the complexity to implement the method itself. However, they
have other advantages that justify their use. They are perfectly designed to deal with
any kind of geometry, including rounded shapes that the FDM does not describe prop-
erly. Indeed, the mesh is unstructured and the elements are not necessarily rectangular
prisms but are most often tetrahedra (or triangles in 2D). A typical Finite Element mesh
is showed on figure 1.6.

Among other FEM-based micromagnetic solvers, one can cite Nmag, developed by H.
Fangohr, M. Franchin and T. Fischbacher, Magpar by W. Scholz, FEMME by D. Suess and
T. Schrefl, TetraMAG by R. Hertel, FastMag by V. Lomakin, SallyMM by O. Bottauscio
and A. Manzin [76] and Spinflow 3DTM , sold by the company InSilicio [59].

The main difference between all these codes is the time scheme used to integrate the
LLG equation. After presenting generalities about the FEM, the time scheme imple-
mented in feeLLGood will be described in details.
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Figure 1.6: Tetrahedral Finite Element mesh of a circular sample. The edge is described
with a series of straight lines, almost indistinguishable from a perfectly circular contour.

FEM: a general description

In FEM, the partial differential equation is projected onto test-functions that are
piecewise polynomials vanishing at all but one node. Then, the integral over the corre-
sponding domain is solved. The smoothness requirement on the solution is weakened,
hence the name weak formulation. The method described here is the Galerkin method
for FEM. The solving process can be summarised as followed:

1. Determine the weak form by projecting the physical equation onto test functions.

2. Discretise the domain into small elements in order to write the total integral as a
sum over each element.

3. Assemble all the element-equations by taking into account the connections between
the nodes.

4. Solve the linear system associated with the weak form.

5. Update the magnetisation vector at each node and at each time step.

At step 2, an affine transformation is performed from any element to a reference
element in order to express the derivatives of the test-functions.

Time scheme in feeLLGood

In ref [77], Yang and Fredkin suggested to seek the solution of the LLG equation in
the space

V =


N∑
i=1

φiwi, wi ∈ R3

 (1.142)

where φi are linear functions in each elements. To enforce the constrain |m| = 1, the
magnetisation vector is renormalised after each time step. In ref. [78], Szambolics et
al. showed the detrimental effect of such a renormalisation, namely, an overestimated
dissipation for small α values. These observations support the development of a new
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weak formulation [79] (the Alouges weak form) keeping the norm of the magnetisation
constant. Noticing that |m| = 1 is equivalent to m · ∂m

∂t = 0, it is natural to look for the
solution of ∂m/∂t in the subspace

Kn =


N∑
i=1

φiwi, wi ∈ R3, wi ·mn
i = 0

 , (1.143)

where mn
i is the value of m at the node i and time step n. Thus, ∂m/∂t at each node

is solved in the plane tangent to the unit sphere at the extremity of m.
The equation 1.23 can be rewritten

α ∂tm + m× ∂tm = γ0Heff − γ0 [(Heff ·m)m] . (1.144)

Then the weak form can be written: find v ∈ Kn such that for all w ∈ Kn

α(v, w) + (mn × v, w) = γ0(Heff , w) (1.145)

The last term of equation 1.144 being cancelled due to the tangent plane.
Once the equation is solved, the magnetisation is renormalised at the nodes. Denoting

k the time step and mn,1 = mn + kv, then the renormalised magnetisation is

mn+1 =
mn,1

|mn,1|
(1.146)

Figure 1.7 illustrates this renormalisation.

∆t v

mn
mn,1

tangent plane

mn+1

Figure 1.7: Illustration of the normalisation of the magnetisation vector at the end of a
time step. Even though v is sought in the tangent plane, a normalisation is still required.

In a system dominated by the exchange interaction, the renormalisation of the mag-
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netisation vector tends to decrease the energy according to Bartel’s theorem.∫
Aex

∣∣∣∇mn+1
∣∣∣2 ≤ ∫ Aex

∣∣∣∇mn,1
∣∣∣2 (1.147)

The θ-scheme

To stabilise the numerical scheme, a θ-scheme has been implemented in feeLLGood.
It consists in estimating the magnetisation at time t = (n+ θ)k in equation 1.144.

Writing the effective field Heff as the sum of the exchange field Aex∆m and the
contribution of all the other fields Hr, the equation 1.145 becomes

α(v, w) + (mn × v, w) = −γ0
2Aex
µ0Ms

(∇mn,∇w) + γ0 (Hn
r , w) (1.148)

This scheme is generalised by applying a θ-scheme for the Laplacian, which means that
mn is replaced with mn + θ kv with 0 ≤ θ ≤ 1. The equation 1.148 becomes

α(v, w) + (mn × v, w) + θkγ0
2Aex
µ0Ms

(∇v,∇w) = −γ0
2Aex
µ0Ms

(∇mn,∇w) + γ0 (Hn
r , w)

(1.149)
Considering only the exchange field, it was proved [8] that the time scheme is uncon-

ditionally stable if θ ≥ 1/2. If θ < 1/2, the stability depends on the length of the time
steps. Indeed, Bartel’s theorem [80] leads to an energy decrease:

E(n+ 1) ≤ E(n). (1.150)

The stability was also proved [81] including the other fields (namely, demagnetising field,
anisotropy field and external field).

Towards a second-order time scheme

It would be interesting to obtain a higher-order time scheme allowing the same ac-
curacy with larger time steps. Such a scheme may reduce substantially the simulation
time. In fact, it is possible to have a higher-order scheme if the θ-scheme is applied to
the whole right-hand side of equation 1.148 and not only to the Laplacian term. In the
new time scheme, the weak formulation is expressed as

α(v, w) + (mn × v, w) + θkγ0
2Aex
µ0Ms

(∇v,∇w) =− γ0
2Aex
µ0Ms

(∇mn,∇w) + γ0 (Hn
r , w)

+ θkγ0(∂mHr(v), w)

+ θkγ0

([
2Aex
µ0Ms

|∇mn+s|2 −Hn
r ·mn

]
v, w

)
(1.151)
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The solution v is
v = ∂tm + θkP (∂ttm) +O(k2) (1.152)

where P denotes the tangential part, that is the projection onto Kn. An important idea
at this point is that for all v ∈ Kn,

m + kv
|m + kv|

= m + kv− k2

2 |v|
2m +O(k3) (1.153)

so that normalisation, up to order 2, does not change the tangential part. mn+1 is defined
as in equation 1.146. In virtue of equations 1.152 and 1.153,

P (mn+1) =kv +O(k3) (1.154)
=P (m + ∂tm + θk2∂ttm) +O(k3). (1.155)

If θ is larger than 1/2, then both sides of the equation are equal in norm up to the order
2. Therefore, mn+1 is the desired second-order approximation.

The stability can be proved similarly to the order 1. Moreover, if s = 1 in equation
1.151, then unconditional stability is obtained, but a unique solution cannot be guaran-
teed. Fig 1.8 illustrates the influence of the s parameter on the relaxation process in a
ferromagnetic cube. A sinusoidal profile spreading over the cube’s width was chosen as
initial magnetization state. One can see that s = 1 is more dissipative.

Figure 1.8: Evolution of exchange energy in a ferromagnetic cube. The harmonic flow
equation was integrated with both s = 0 and s = 1, with time step fixed at γ0∆t =
5× 10−3.
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Demagnetising field computation: Non-uniform Fast Fourier Transform (NFFT)

The computation speed of the demagnetising field is the bottleneck of FEM-based
micromagnetic simulations. In the FDM, the Fast Fourier Transform can be used for an
efficient computation, which is not possible in the FEM because the nodes are not placed
on a regular grid. feeLLGood user can choose between two numerical methods for the
magnetostatic field computation: the Non-uniform Fast Fourier Transform (NFFT) and
the FMM (Fast Multipole Method). NFFT will be explained in this section.

As mentioned previously, the magnetostatic field is the gradient of the magnetic po-
tential φ whose the expression is given by the integral 1.61. This integral has to be
calculated numerically and therefore becomes a discrete sum:

φ(r) =
S∑
i=0

ρiG(r, ri) (1.156)

where ri is the position of the source, G(r, ri) is the Green’s function, ρi is the density
of magnetic charges and S is the number sources (a fixed number per element). S being
proportional to the number of mesh nodes N , the direct summation 1.156 has a cost
O(N2). The NFFT algorithm implemented in feeLLGood allows faster computation of
the magnetic potential.

NFFT uses a Fourier expansion of the Green’s function with coefficients Gκ.

φ(rj) =
M∑
i=0

ρi

(∑
κ
Gκe

iκ(rj−ri)

)
(1.157)

=
∑
κ
Gκ

 M∑
i=0

ρie
−iκri

 (1.158)

where κ is the index of the modes in the Fourier expansion. The number of modes must
be proportional to the mesh size. The regular FFT cannot be used for sums of the
type ∑ fje

iκrj when the (rj) are not on a grid. The idea of the NFFT [82, 83] is to
diffuse, by Gaussian convolution, the data onto a grid, where the FFT can be applied.
Deconvolution is then done in the frequency domain. Since the Gaussian function is
localized, the convolution has a linear cost; likewise the deconvolution, which is a mere
division of Fourier coefficients. Thus, the NFFT has the same overall cost as the FFT:
O(N logN).

Demagnetising field computation: Fast Multipole method (FMM)

In multipole methods, neighbouring sources are grouped into a cluster. Cluster con-
tributions are evaluated at each target as multipole expansions. When the system is
hierarchically divided into log N levels, each source contributes to log N parent clusters
and O(logN) clusters are evaluated at each target. The overall cost of O(N logN) can
be reduced to O(N) if information transits between clusters by expansion translation
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[84, 85]. However, a O(N logN) algorithm can be faster than O(N) on practical sizes if
the prefactor is smaller.

The Halbach sphere: a test-case for demagnetising field computation

The Halbach sphere is a hollow sphere with an inner radius R1 and an outer radius
R2 = 2R1, with a magnetisation distribution m = cos θ er+ sin θ eθ in polar coordinates.
In a cross-section, the magnetization rotates twice as fast as the polar angle, as illustrated
on figure 1.9. The Halbach sphere was chosen as a test-case for magnetostatic computa-
tion since there are both volume and surface charges and an analytical expression of the
demagnetising energy is known:

Ed =
2π
27

(17
3 (R3

2 −R3
1)− 8R3

1 log R2
R1

)
µ0M

2
s . (1.159)

Figure 1.9: Extracted from ref. [83]. Cross-section of the Halbach sphere. Left-hand side:
Finite Element mesh. Right-hand side: magnetisation distribution.

We compared feeLLGood’s fast summation methods with the Nmag solver, using the
same meshes. Computations were performed on an Intel 2.2 GHz server with 32 GB
RAM. Multipole expansions are cut off at nine terms.

The Nmag code uses a coupled Finite Element/Boundary Element Method (FEM/BEM)
to solve the Poisson equation, which typically requires O(N4/3) time. The difference in
performance between such a polynomial algorithm and feeLLGood’s quasilinear ones is
illustrated on fig. 1.10. The speed-up factor of NFFT over other methods is 5 on a
7× 104-node mesh, while accuracy is similar.
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Figure 1.10: Extracted from ref. [86]. Performance comparison of three algorithms com-
puting the demagnetising field on the Halbach sphere problem: Nmag that uses the
FEM/BEM method, feeLLGood using the Fast Multipole Method, and feeLLGood using
the Non-uniform Fast Fourier Transform. Left-hand side: computation time as a function
of the number of nodes. Right-hand side: energy error (100× |Ed,simulation−Ed,analytical|

|Ed,analytical| ) as
a function of the number of nodes.

1.3.3 NIST standard problem No. 4
The micromagnetic modelling group at the National Institute of Standards and Tech-

nology (NIST) proposes four standard micromagnetic problems. The goal is to compare
the solution provided by different micromagnetic solvers. Results are displayed on the
webpage [87] of the NIST group. The fourth standard problem is the only one focusing
on dynamics. It consists in solving the dynamical response of a rectangular thin film
platelet subjected to a field step along a given direction. The system’s lateral dimensions
are 500× 125 nm and the thickness is 3 nm. The material parameters are chosen similar
to Permalloy: α = 0.02, Aex = 1.3 10−11 J/m, Ms = 8 105 A/m, Ku = 0 J/m3. The
exchange length is lex =

√
2Aex/µ0M2

s ≈ 6 nm; therefore, the magnetization is almost
constant along (Oz).

The initial state of the dynamical computation is an equilibrium S-state along (Ox),
obtained by applying an external field along the [111] direction and reducing its magnitude
from 2 T to zero, by 0.02 T steps. Starting from the remanent state, the problem is divided
in two sub-problems, corresponding to the response to two uniform field steps:

1. µ0Hx = −24.6 mT, µ0Hy = 4.3 mT, µ0Hz = 0.0 mT (which is a field approxi-
mately 25 mT, directed 170 degrees counterclockwise from the positive x-axis).

2. µ0Hx = −35.5 mT, µ0Hy = −6.3 mT, µ0Hz = 0.0 mT (which is a field approx-
imately 36 mT, directed 190 degrees counterclockwise from the positive x-axis).

It turns out that the comments in brackets, which are written on the website, are
misleading. Simulations performed with both FDM and FEM showed that the response is
substantially different depending on which condition is applied. An approximation closer
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to usable for the field direction is 170.085 degrees in the first case and 190.063 degrees in
the second case. Figure 1.11 shows the results obtained with the finite difference solver
micro3D in the sub-problem 2 for the two wordings. The system is in fact very sensitive
to the angle of the field.
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m
y>
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Figure 1.11: Results of micro3D, a Finite Difference micromagnetic solver developed
in our group. 〈my〉 is plotted as a function of time. Red curve: subproblem 2 with
wording given in terms of amplitude and angle. Blue curve: subproblem 2 with wording
in Cartesian coordinates. The dynamics is very sensitive to the angle of the applied field.

In both sub-problems, the magnetization rotates towards the direction of the applied
field. In the first sub-problem, the rotation is faster at the ends than in the centre of the
platelet, but is in the same direction (counterclockwise). No compressed domain walls
are created, and then no localized magnetic charges. Therefore, a coarse approximation
is sufficient to estimate the demagnetizing field. In the second sub-problem, the mag-
netization rotates in opposite directions at the ends and in the centre, leading to the
formation of compressed 360◦ domain walls. The reversal is achieved with the relaxation
of these. Here we focus on this more critical numerical test. The field is µ0Hx = −35.5
mT, µ0Hy = −6.3 mT, µ0Hz = 0.0 mT.

The simulations were performed on tetrahedral meshes with in-plane size h = 2.5 nm <

lex. A double-layer mesh is necessary to reproduce magnetostatic field variations along
the thickness, since the field is derived from a linear interpolation of the scalar potential.
As seen in fig. 1.12, the dynamics computed by feeLLGood matches well that of Nmag
using exactly the same mesh. Moreover, feeLLGood-FMM and feeLLGood-NFFT give
almost identical results. Figure 1.13 shows that the dynamics is dissipative, as expected.

An adaptive time step is used in both Nmag and feeLLGood. The above results
were obtained with the default Nmag tolerance parameter (10−6), while feeLLGood
controls the magnetization variation per iteration, which was bounded by dumax =
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Figure 1.12: Comparison of three micromagnetic solvers on the NIST standard problem
No. 4.

Figure 1.13: Extracted from ref. [86]. Total energy as a function of time. Decreasing of
the energy is verified for the three numerical methods.

max
(∣∣∣mn+1 −mn

∣∣∣) = 0.01. The dynamics computed for other values of dumax (with
s = 0) are seen in fig. 1.14. The criterion dumax = 0.01 is close to convergence. Large
values tend to filter out high frequencies as the integrator cannot reproduce fast varia-
tions (see the rebound appearing at t = 0.48 ns for dumax = 0.1). In addition, a shift
toward low frequencies can be observed.

Fig. 1.15 shows the magnetization distribution computed by feeLLGood at selected
times: when the average x-component vanishes (a), or when the exchange energy is
maximal (b,c,d). These maxima correspond to the expulsion of narrow domain walls.
Although the mesh is unstructured, centro-symmetry from the initial S-state is conserved
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with an error as low as 2% after 1 ns, as expected by the LLG equation. This reflects
the reliability of the feeLLGood solver.
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 feeLLGood NFFT dumax=0.1
 feeLLGood NFFT dumax=0.04
 feeLLGood NFFT dumax=0.02
 feeLLGood NFFT dumax=0.01
 feeLLGood NFFT dumax=0.005

Figure 1.14: Zoom on the 〈my〉 curve for several dumax values. dumax = 0.01 is close to
convergence. These simulations were performed with feeLLGood order 2 and s = 0.

Figure 1.15: Micromagnetic configurations at times 0.135 ns, 0.218 ns, 0.446 ns and 0.548
ns. Contour lines of mx exhibit a conservation of the centro-symmetry.

45



CHAPTER 1. MICROMAGNETIC MODEL

1.4 Conclusions of the chapter
In this chapter, the main physical concepts have been introduced. The LLG equation

has been derived and a detailed description of the effective field has been given. Finally,
the two numerical methods utilised in micromagnetism, FEM and FDM, have been pre-
sented together with the two micromagnetic software used during this PhD: st_gl-fft
and feeLLGood.

In the following chapters, the aim is two-fold: testing feeLLGood in presence of spin
torque, and understanding the dynamics of spintronic devices for applications.
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Planar Spin-Torque Oscillator
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In this chapter, a spin torque oscillator is studied. The main goal is to understand the
jumps in frequency observed in the experiment performed by Houssameddine et al. [1].
After a brief description of the macrospin dynamics for this type of system and a sum-
mary of Houssameddine’s experiment, we will present earlier experimental and numerical
observations of frequency jumps in similar systems. Then, the results of feeLLGood
simulations will be reported and thoroughly analysed to explain the jumps.
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2.1 Macrospin model
The system studied is illustrated on figure 2.1a. It is composed of a planar free layer

and a planar polariser separated by a spacer (typically, Cu). Since the magnetisation of
the polariser is fixed, the magnetisation dynamics is solved only for the free layer that is
modelled as a macro-spin. The current traversing the free layer is polarised in the plane,
with a sign convention defined on figure 2.1. A magnetic field is applied in-plane along
the easy axis. The free layer magnetisation obeys the LLGS equation 1.106.
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Figure 2.1: Left-hand side: planar spin torque oscillator. Right-hand side: magnetisation
trajectory of an IPP.

The free layer has two equilibrium states: mx = +1 and mx = −1. Sun [88] shows a
self-sustained oscillation appear when the current density J is above a critical current

Jc1 = α
2e
h̄

µ0Mst

g(θ = π)

(
HK +Happ +

Ms

2

)
. (2.1)

For 0 < J < Jc1, any deviation is simply damped, going back to equilibrium. Above
Jc1, the magnetisation oscillates periodically about the effective field (i.e. about the easy
axis, in our case). This oscillation, called In-Plane Precession (IPP) is illustrated in
figure 2.1b with the plot of the magnetisation trajectory. The IPP is very squeezed in
the out-of-plane direction due to the shape anisotropy, but its in-plane incursion angle
φmax can be very large.

In IPP, the spin torque and the damping torque are compensated in average over one
period. The spin torque is therefore often considered as an "anti-damping" which is not
true in the general case. Figure 2.2 shows the evolution of the IPP frequency and the
maximum in-plane angle as a function of current. Interestingly, at Jc (onset of IPP),
there is a vertical asymptote in the plot of φmax, which means that the IPP amplitude
grows very rapidly as soon as J > Jc1. Moreover, one can see that the frequency is
maximum at Jc1 and then decreases monotonically.

Figure 2.2 shows that there is a bifurcation at a current Jc2 > Jc1. Above Jc2,
the dynamics is more complicated with in particular the possibility to get out-of-plane
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Figure 2.2: Extracted from ref [89]. Left-hand side: maximum in-plane incursion angle as
a function of normalised current. Right-hand side: frequency as a function of normalised
current.

precessions, as shown in figure 2.3.
The state diagram is plotted on figure 2.3. This diagram was obtained with a con-

vention for the current sign different from ours. Therefore, the x-axis has to be reversed
to comply with our convention.

In the following, we will be interested in IPP, and particularly scans of current just
above the critical current Jc1, corresponding to vertical lines inside the IPP region in the
state diagram. The next section is dedicated to an experimental measurement of IPP
oscillations.
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CHAPTER 2. PLANAR SPIN-TORQUE OSCILLATOR

Figure 2.3: Extracted from ref [90]. State diagram of magnetisation oscillations driven
by an in-plane polarised current and an in-plane field; normalised field versus normalised
current. The sign convention for the current is opposite to our convention.

2.2 An experimental observation of IPP: Houssamed-
dine et al. [1]

In ref [1] by Houssameddine et al., RF measurements performed in Spintec are re-
ported. Frequency, linewidth and integrated power were studied in MgO magnetic tunnel
junction nanopillars. The stack was composed of: Seedlayers / IrMn(6.1) /PL /MgO(0.9)
/FL /Ru(6). The pinned layer (PL) was a CoFe(1.8) /Ru /CoFeB(2) SAF trilayer, while
the free layer (FL) was a CoFe(0.5) /CoFeB(3.4) bilayer. The resistance and the Tunnel
Magnetoresistance (TMR) of the devices were measured. Although they were all fab-
ricated on the same wafer, they fall into two distinct categories: HTMR samples with
high resistance and high TMR (≈ 100%), and LTMR samples with low resistance and
low TMR (≈ 30%). The lower performance of LTMR devices is believed to be caused by
defects in the tunnel barrier. The nanopillars were either circular with 80 nm diameter
or elliptical with a lateral size of 65× 130 nm2.

Below a threshold current, the samples exhibit oscillations typical to ferromagnetic
resonance. Such an oscillatory behaviour is induced by thermal fluctuations and is called
thermally excited FMR. Above the critical current, steady state in-plane precessions of
the free layer are observed.

Henceforth, the results on the circular samples will be described, the elliptical nanopil-
lars having a similar behaviour. The RF characteristics of LTMR and HTMR devices
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are very distinct. The linewidth of LTMR devices can be as low as 10MHz whereas the
linewidth of HTMR samples is larger than 100MHz. The plots of the frequency and the
linewidth as a function of field are shown in figure 2.4 for both types of sample at current
greater than the critical current.

Figure 2.4: Extracted from ref [1]. Measures of an LTMR sample (left-hand side) and an
HTMR sample (right-hand side). Full circles: frequency of the first harmonic. Empty
circles: frequency of the second harmonic. Stars: linewidth ∆f .

Frequency increases with field, like in the Kittel mode. The most striking feature
of these plots is the existence of several "branches". For LTMR sample, the frequency
changes abruptly at several field values. This is particularly visible on the second har-
monic. Moreover, these frequency jumps are correlated with linewidth maxima. The
large linewidth value at the frequency discontinuities is likely due to the presence of
two peaks in the Fourier spectrum that blend together. On the plot corresponding to an
HTMR sample, the frequency discontinuities do not appear so clearly. However, the large
increase of linewidth at some field values is evidence of a similar underlying behaviour.

The correlation between linewidth and frequency jumps shows that the origin of the
different branches has to be understood to control the coherence of STOs. Reducing
the linewidth is necessary for applications and therefore the frequency jumps have to be
avoided. The rest of this chapter will be mainly dedicated to the study of these jumps.

Other experiments have measured frequency jumps of IPP oscillations. The next
section is dedicated to a review of theses studies.
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2.3 Frequency jumps in earlier experimental studies

Kiselev et al. [91] observed spin-torque induced magnetisation precession in a spin-
valve with out-of-plane external magnetic field. They measured frequency jumps when
the current is varied. Macrospin simulations provide a good qualitative explanation of
these results, showing that a frequency jump corresponds to a change in the direction of
the precession axis.

Rippard et al. [92] have reported on frequency discontinuities in point-contact ge-
ometries. In a point-contact spin valve, the free layer is not a patterned but is instead a
continuous film. In Rippard’s experiment, the angle of the external field is varied from
in-plane to out-of plane. At intermediate angles, a very complex dynamics is observed
with current-dependent frequency jumps. Near the jumps, two branches exist at the same
current and field. This is not a hysteretic behaviour but rather the coexistence of two
peaks in the spectral output of the device. It can be attributed to mode hopping between
two trajectories with different oscillation frequencies.

Muduli et al. [93] have reported on experimental observation of frequency hopping in
MTJ-based spin-torque oscillators. Measured samples are circular nanopillars of 240 nm
diameter with a CoFeB free layer of 3.5 nm. The reference layer is planar, like the free
layer. An external field is applied in-plane, and it angle is varied. Time traces of the
voltage signal are collected at different angles and currents, then the frequency is analysed.
Frequency jumps occurring in time are found, confirmed by micromagnetic simulations
at T=300K. An optimal angle and optimal angle of applied field are deduced.

An experimental observation of frequency jumps in STO was reported in 2005 by
Krivorotov et al. [94]. Spin-transfer driven excitations were measured in a nanopillar
of elliptical cross-section 130nm× 60 nm, consisting of two 4 nm-thick permalloy layers
separated by an 8nm-thick Cu layer. The angle between the equilibrium magnetisation of
the two ferromagnetic layers was about 30◦. A plot of the frequency versus voltage (fig 1D
in ref [94]) shows clearly two abrupt changes of the frequency. However, according to this
graph, the frequency was not discontinuous. These experimental data reveal a complex
underlying dynamics that is not explained by macrospin simulations. Micromagnetic
simulations are necessary, as shown in the section 2.4.2.

Before showing the results of our simulations, it is interesting to take a look at previous
numerical studies of frequency jumps. The next section is dedicated to these previous
simulation works.
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2.4 Frequency jumps in earlier numerical studies

2.4.1 Macrospin simulations

In ref. [95], macrospin simulations of coupled ferromagnetic layers are performed. The
simulated system, illustrated in figure 2.5a, is a spin valve comprising a planar Synthetic
Anti-Ferromagnet (SAF) 1 polariser and a planar free layer (FL). The LLG equation is
solved numerically for the three ferromagnetic layers. The top and bottom layers of the
SAF are linked only by RKKY interaction 2.

Figure 2.5: Extracted from 2.5. (a) Simulated system. (b) Magnetisation trajectories.
(c) Frequency vs field. (d) mx amplitude vs field.

Firstly, the FMR frequencies of the uncoupled FL and SAF are calculated (the STT,
indicated by red and green arrows on 2.5a, is ignored). Frequency f0 versus applied
field Happ is plotted in black on the figure 2.5. Happ being in the same direction as
the FL magnetisation, the FL frequency increases when Happ increases. In contrast,
the SAF excitation is dominated by the oscillation of the top layer because the bottom
layer is pinned by an anti-ferromagnet. The field being applied opposite to the top
layer magnetisation, the FMR frequency decreases with Happ. Crossing between the two
frequencies occurs at 37 kA/m.

Secondly, the spin torque is added on the free layer. The spin polarisation of the
current is given by the direction of the top layer magnetisation (red arrow in figure 2.5a).
Dashed lines in figure 2.5c represent the FL frequency obtained for these simulations. The
frequency decreases with current. The curvature of the frequency line remains almost
the same as the current is increased.

1For more details about SAF, see the second paragraph of section 4.2.1.
2For more details about RKKY coupling, see the second paragraph of section 4.2.1.
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Finally, the spin torque caused by the FL is added on the top layer (green arrow in
figure 2.5a), considering thus a mutual spin transfer interaction between the two layers.
Oscillations of the top layer magnetisation are then generated and transmitted to the
bottom layer via the RKKY interaction. Free and bottom layers act then as two coupled
oscillators while the bottom layer is a resonator. The three layers oscillate at the same
frequency. Their typical clam-shell trajectories are plotted in figure 2.5b. The bottom
layer has the smallest amplitude due to the anti-ferromagnetic pinning. The most striking
characteristic of this set of simulations compared to the previous one appears at large
current. While the frequency curve is unchanged at low current, the mutual spin-torque
affects dramatically the oscillation frequency at large current (figure 2.5c). A strong
deviation occurs in the range of 50 to 60 kA/m. In fact, far from this range, the frequency
is the self-frequency of the FL, which is, by far, the most excited. When the frequency
of the system becomes close to the self-frequency of the SAF, the amplitude of top and
bottom layers increases, while the FL amplitude decreases (figure 2.5d). This dynamic
behaviour is characterised by a strong variation of the frequency (figure 2.5c). Even
though the frequency varies smoothly in the simulations, an abrupt jump can be observed
in the case of a conservative coupling between FL and top layer, as shown by Kudo et al.
[96] in the case of dipolar interaction.

Including thermal fluctuations in the simulations, Gusakova et al. studied the linewidth.
It was found to be slightly increased between 35 and 45 kA/m and greatly lowered be-
tween 45 kA/m and 65 kA/m (figure 2a of ref[95]). In the region of 35− 45 kA/m the
system is more sensitive to thermal fluctuations, while it is stiffer in 45− 65 kA/m (which,
in more technical terms, means a greater relaxation rate Γp).

The dynamics observed by Houssameddine et al. [1] is much more complex than the
macrospin dynamics presented above because there are several frequency jumps, which
cannot be explained in a simple macrospin model, hence the interest of micromagnetic
simulations.

2.4.2 Micromagnetic simulations
The experiments by Houssameddine [1] (section 2.2) and by Krivorotov [94] (section

2.3) have a lot of common points: FL and PL are planar, out-of-plane precessions are mea-
sured, frequency jumps are observed, and these jumps cannot be explained by macrospin.
Therefore, to understand the origin of the frequency discontinuities in Houssameddine’s
experiment, it is useful to review the earlier work simulating Krivorotov’s experiment.
These micromagnetic simulations were mainly performed by Montigny and Miltat [97],
Berkov et al. [98, 90], and Finocchio et al. [99, 100].

Berkov et al. [98, 90]

In ref [98], results of a detailed micromagnetic study are presented to describe the
experiment of Krivorotov et al. [94]. Simulations are performed with the FDM-based
software MicroMagus [62]. The LLGS equation is solved for the free layer only. As
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illustrated on the figure 2.6, the magnetisations of the pinned and the free layer are non-
collinear. The external magnetic field is applied with an angle of 45◦ with respect to the
long axis of the ellipse.

Figure 2.6: Extracted from ref [98]. HEB: exchange bias field between the anti-
ferromagnet and the polariser. MP: pinned layer magnetisation. MF: free layer equilib-
rium magnetisation. H: applied field.

A "minimal model" is first considered whereby thermal fluctuations and Oersted field
are neglected and the spin torque efficiency is supposed symmetric. The missing ingredi-
ents are then added one by one in order to study the influence of each one. All in all, the
main characteristics of the plot of f vs I from ref [94] are reproduced with a fairly good
agreement. At low current IPP are observed, while at larger current the minimal model
leads to out-of plane precession, and the complete model leads to spatially incoherent
magnetization dynamics. It is interesting to note that, similarly to the experiment by
Houssameddine et al. [1], the linewidth increases when approaching a frequency jump.
Thus both experiments (Krivorotov and Houssameddine) share a lot of similar charac-
teristics. A spectral mapping technique (see section 2.6.4) is used to analyse the zones
of the free layer which are the most excited. Even though theses maps are different for
each branch, the fundamental reason of the frequency discontinuities remains unclear.
One is not able to predict for which current values the jumps will occur. This issue is
summarised in the article by:

Spatially resolved spectral analysis of our simulation data reveals that these
jumps correspond to transitions between strongly non-linear oscillation modes
[...]. With each frequency jump, the mode becomes more localized but the
oscillation power is still concentrated in one single-connected spatial region
which has no node lines. [...] An analytical theory of the nonlinear eigenmodes
of a resonator having the correct shape would be required to achieve a thorough
understanding of this phenomenon.

Some of the results of this article are summarised in ref [90].

Finocchio et al. [99, 100]

The numerical study reported in [100] aims at simulating the experimental results
published in [98]. The FL and the PL are both solved dynamically taking into account
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the feedback effect of the spin torque from the FL on the PL. The field is applied with
an angle of 45◦ with respect to the easy axis. Thermal fluctuations are not included.
Two dynamical regimes are found depending on the amplitude of the current. At low
current density, the oscillation is periodic, whereas at large current a more complex mode
is found, and qualified as "chaotic". Although the main point of the article is the study
of linear power and non-linear power, another fact is also of interest. Thanks to the
wavelet scalogram method [101], the frequency is plotted as a function of time. Abrupt
changes of the frequency are observed, arising from random domain-wall nucleation and
propagation across the free layer. A similar study was published by the same group in
the reference [99].

Montigny and Miltat [97]

In Montigny’s PhD thesis [97], simulations of the Krivorotov’s experiment are analysed
in details. The results obtained with the "classical" FDM are presented and compared
to the "improved" FDM (developed by Miltat) that performs an "edge correction" to
smooth the staircase edge. However, it is not mentioned whether the edge correction
is made for the dipolar field, for the exchange field, or for both. In fact, the "classical
FDM" and the "edge-corrected FDM" give almost identical results, with frequency jumps
occurring at the same current values. It proves that the origin of the jumps is not
induced by the mesh roughness. Simulations at α = 0.01 exhibit real frequency jumps.
In comparison, frequency variations in the simulations at α = 0.025 look more continuous.
The Micromagnetic Spectral mapping Technique is also used by Montigny and Miltat.
They find some differences with the maps obtained by Berkov, but this is likely due
to the Oersted field which is ignored in Berkov’s model. The FMR eigen-modes are
calculated for the free layer and compared to the maps of the simulated IPP. Similarities
are found, but the frequency jumps are not clearly related to hopping from one eigen-
mode to another. One hypothesis is that the system locks on some FMR eigen-modes
over a certain range of current. It is worth noting that other simulations were reported
in the same PhD thesis where the applied field, the pinned layer and the FL equilibrium
state were all aligned with the long axis of the ellipse. Such a system is comparable to
the one measured by Houssameddine et al. [1]. However, here no frequency jump was
observed in their simulations.

All the previous micromagnetic simulations that reported on jumps of IPP frequency
were performed with the Finite Difference Method. As shown later, the interpretation of
such simulations is delicate because of possible edge artefacts. However, applying a field
at a certain angle with the easy axis may help to avoid edge effects which are intrinsic to
FDM. We believe this might be one of the reasons why the external field is very often non-
collinear to the easy axis in FDM simulations of IPP mode. In contrast, treating rounded
shapes with the Finite Element Method is more reliable due to the better description of
the edge. feeLLGood is therefore is the appropriate tool for this study.
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2.5 Simulation results with feeLLGood
Macrospin and FDM simulations of Houssameddine’s experiment [1] were simulated.

As shown in figure 2.7, the macrospin approximation predicts a smooth variation of
the frequency, whereas FDM simulations exhibit frequency jumps. Nevertheless, due to
known edge effects of Finite Difference meshes (see section 3.2.3 in the next chapter),
feeLLGood is the appropriate tool to simulate the system. One of the major motivation
of this work is the applicative interest to understand the frequency jumps because of their
link with the linewidth.

Figure 2.7: Frequency versus applied field for macrospin simulations (grey line) and Finite
Difference simulations (blue squares) of In-Plane-Precession oscillations.

2.5.1 Frequency versus current and field

First, a few simulations were run with the version that is order 1 in time, and then
they were checked with the order 2. A very good agreement was found, and therefore
all the other simulations were run with the order 2. Each point on the curve requires,
in average, a computation time of 8 days. A cluster of more than 100 CPUs was used,
allowing to run a large number of simulations at the same time. The mean computation
time was less than two weeks with a very strict criterion of precision (dumax = 0.01).
The demagnetising field is computed with the FMM method.

The LLGS equation is solved for the FL, while the polariser is supposed fixed. There is
no magnetocrystalline anisotropy (Ku = 0), but the slight ellipticity of the FL (90 nm×
80nm) gives rise to a small shape anisotropy. Thus, at equilibrium, the FL magnetisation
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lies along the long axis of the ellipse (x-axis). p, the magnetisation of the PL, is pointing
along −x̂. The simulations are started from a uniform in-plane state tilted by 5◦ with
respect to the easy axis such that the spin torque is non-zero at initial time, and IPP
can start. The applied field Happ is in-plane, directed along +x̂, such that the damping
torque tends to return the magnetisation along its equilibrium direction +x̂. The spin
torque is opposite (along −x̂), due to a negative current (electrons flowing from the
pinned to the free layer). Steady oscillations arise then from the competition between
the spin torque and the damping torque.

Aex 2× 10−11 J/m
µ0Ms 1.2566 T
Ku 0 J/m3

p [−1 0 0]
α 0.02
η 0.3
lateral size 90 nm × 80 nm
thickness 3.9 nm
mesh1 2846 nodes
mesh2 4930 nodes

Table 2.1: Input parameters of the FEM simulations.

Input parameters of FEM simulations are summarised in the table 2.1. Oersted field,
thermal fluctuations and polariser’s stray field are neglected. Moreover, the spin torque
contains only the aJ term. bJ should be also included for a more realistic model of the
MTJ measured in ref [1]. However, a basic model is always preferred in a first approach,
more "ingredients" can still be added afterwards (but limited time did not allow to go
further during this PhD). The extracted frequency is the frequency of 〈my〉, which is the
precession frequency and is equal to twice the frequency of 〈mx〉.

In the first simulations, the FL was discretised in a 2846-node mesh (14617 elements).
The amplitude of the applied field was varied at fixed current values. Self-sustained IPP
were found only above a certain threshold current (Jc ≈ −3.2× 1011A/m2). Above Jc,
the frequency decreases with current amplitude. This behaviour is also predicted by the
macrospin model. Like in Houssameddine experiment [1], frequency jumps are observed,
shown in figure 2.8a. Several "modes" appear, represented by different colours. Between
these modes, the gaps become larger when the current is increased. Three or four modes
are particularly distinct. At large field, the separation between the branches is not very
clear due to a more complex dynamics. Indeed, some oscillations could not stabilise and
therefore are not represented on the figure. One can also notice, around 27mT, that the
curve of J = −4× 1011A/m2 and J = −5× 1011A/m2 overlap. This type of non-linear
effect is not explained by macrospin.

In fact, a mesh of 2846 nodes is a bit coarse for a CoFe/CoFeB free layer of 90 nm×
80nm× 3.9nm. Consequently, the same simulations were performed with a refined mesh
of 4930 nodes (25588 elements) (see fig. 2.8b). The results are not only interesting for
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Figure 2.8: Frequency as a function of applied field. Simulations performed with a mesh of
2846 nodes (a) and a refined mesh of 4930 nodes (b). Insets in the two figures show as well
macrospin curves for J = −4× 1011A/m2, J = −5× 1011A/m2 and J = −6× 1011A/m2.

physics but also for numerics. The agreement between the two meshes is very good, with
the same "modes" separated by the same "band gaps" at the same field values. However,
some differences exist. The most striking difference is at J = −7× 1011A/m2 where many
simulations run with refined mesh could not stabilise. A large current leads more easily
to a chaotic-like behaviour with a fine mesh. In fact, smaller elements allow spin waves of
smaller wavelength to develop. These spin waves can disrupt the main precession mode
and then lead to chaos. In contrast, a mesh with fewer elements will be less "stiff" and
less sensitive to chaos.

A current value of J = −3.4×1011A/m2, just above the critical current, was simulated
in the refined mesh. No obvious frequency jump appear on this curve. Therefore, it
seems that the jumps are intrinsic to large-amplitude oscillations: the gap between two
consecutive branches tends to zero when the critical current tends to the critical current.
The curve found at J = −3.4× 1011A/m2 is almost the Kittel mode (FMR mode), as
shown later in the section 2.6.5.

When the field is varied, the energy landscape is modified. However, varying the
current at a given field leaves the energy landscape unchanged. Consequently, it is maybe
more intuitive to fix the field and vary the current in order to explore the energy landscape.
Such series of simulations were also performed. The results are shown in the figure 2.9.

Similarly to the micromagnetic simulations of the Krivorotov experiment (section
2.4.2), downward frequency jumps are always observed. The jumps are smaller for smaller
field values and for smaller current values, which is consistent with the previous plot.
Like in the previous simulations, some oscillations at large current and large field did
not stabilise and consequently do not appear on the figure. Interestingly, no obvious
pattern appears in the series of frequency jumps, unlike the previous plot. Therefore, f
versus Happ is a much better representation, which is more relevant to understand why
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Figure 2.9: Frequency vs current density for various values of the applied magnetic field.

the frequency jumps occur at some particular field values. It would be very interesting
to see the simulations of Berkov et al. and Montigny et al. plotted as f versus Happ.
Similar "gaps" may also appear.

2.5.2 Critical current
IPPs exist above a threshold called "critical current", denoted Jc. According to the

macrospin model, the critical current varies linearly with the applied field, following the
equation 2.1. The curve obtained from this equation for the parameters of our simulation
is plotted in the figure 2.10. The critical current varies very little, between−4×1011A/m2

and −4.3× 1011A/m2 over the range of applied field.
The order 2 version of feeLLGood showed its first (and only) weakness at the test

of critical current. Simulations are started with a uniform magnetisation tilted by 5◦
with respect to the easy axis. Happ and J are varied. If 〈mx〉 vanishes to zero, then
J < Jc; if the oscillation is stabilised, then J > Jc. Instead of finding a linear increase
of Jc with Happ, a linear decrease was found as shown in figure 2.10. Such a variation is
physically impossible because the critical current becomes negative above a certain field,
which means that steady oscillations would be possible without current. In absence of
thermal fluctuations, there should be no excitation at J = 0.

In fact, the simulations performed with the order 1 version of feeLLGood exhibit a
much more consistent behaviour with an almost constant critical current of J = −3.2×
1011A/m2 over the whole field range (figure 2.10). Further simulations have shown that
the problem inherent to the order 2 version affects only the dynamics near the critical
current. All the results presented in this chapter are therefore absolutely reliable.

The discrepancy between macrospin (Jc ≈ 4× 1011A/m2) and micromagnetic simu-
lations (Jc = 3.2× 1011A/m2) can be explained in the following way. Steady oscillations
appear when the the spin torque overcome the damping torque around the equilibrium
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Figure 2.10: Critical current as a function of applied in-plane field. In red: macrospin
calculations (formula 2.1). In black: feeLLGood simulation results for order 1 and order
2. The critical current given by the order 2 version is wrong at large fields.

state. The macrospin approximation consists in a kind of average of the magnetisation.
Therefore, spin torque needs to overcome damping "in average" over the magnetic volume.
In micromagnetic simulations, the spin torque can locally overcome the damping torque
whereas both are not compensated in average. The local excitation is then transmitted
to the rest of the FL via the exchange interaction, which leads to a critical current lower
than in macrospin. A comparison could be drawn with magnetisation reversal by an
external field: the coercive field predicted by macrospin is larger than the coercive field
predicted by micromagnetism due to local excitations that are transferred to the whole
sample.

2.5.3 The "quasi-periodic regime": towards a chaotic motion

Simulations plotted in figure 2.8 b are not all perfectly periodic. In fact, the full
symbols in fig.2.8 b represent periodic stabilised oscillations whereas the hollow triangles
correspond to non-periodic oscillations. These oscillations appear at large current. The
non-periodic oscillations found with the 2846-node mesh are not shown, but some were
found at J = −7× 1011A/m2. Interestingly, this type of non-periodic oscillations start
to appear at a smaller current (J = −6× 1011A/m2) on the refined mesh of 4930 nodes.
In fact, the smaller elements enable stronger variations, resulting in complex oscillations
at smaller currents. Even if the two meshes give overall very similar results, we see that
development of a strongly non-linear dynamics can depend very much on the mesh size.

Two of these non-periodic oscillations are shown in figures 2.11 and 2.12.
In general, a periodic signal of frequency f0 modulated by a slower oscillation at

f1 � f0 is seen in the Fourier spectrum as a main peak at f0 surrounded by two neigh-
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Figure 2.11: Simulation at B = 12mT and J = −6× 1011A/m2. (a) Mean magnetisation
trajectory. (b) Time trace of 〈my〉. (c) Fourier spectrum.
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Figure 2.12: Simulation at B = 32.5mT and J = −6× 1011A/m2. (a) Mean magnetisa-
tion trajectory. (b) Time trace of 〈my〉. (c) Fourier spectrum.

bouring peaks at f0 + f1 and f0 − f1. Here, the figure 2.11b shows a time trace with
modulations at several frequencies. This pseudo-periodic signal results in a Fourier spec-
trum exhibiting multiple peaks, but still discrete.

In contrast, the oscillation represented in figure 2.12 has very strong variations of
its amplitude and its frequency. It was of course not reported on the frequency curve.
Even though it is still an IPP (figure 2.12 a), its Fourier spectrum is very complex. Such
dynamics may be qualified as "chaotic". However, a specific study of chaos has not
been conducted in this system, and therefore evidence for a chaotic motion has not been
demonstrated. In particular, high sensitivity to initial conditions has to be shown for
chaos.
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After a detailed presentation of the simulation results, a thorough analysis is per-
formed to understand the origin of jumps.

2.6 Data analysis
It is remarkable that frequency jumps exist in such a simple model where a lot of

assumptions are made and the polariser is supposed fixed. One may think that frequency
discontinuities are due to excitation of other layers, but FEM simulations show that
oscillations of a single layer can already lead to very complex dynamics. In the following,
we will be interested only in the periodic oscillations previously observed. Moreover, the
word "branch" will refer to the precessional modes of figure 2.8 that are distinguished by
different colours. For example the "branch 4" of J = −5× 1011A/m2 is the blue branch
ranging from 12mT to 18mT, whereas "branch 5" is the one coloured in cyan ranging
from 19mT to 25mT.

2.6.1 Mean magnetisation characteristics
Mean magnetisation trajectories

As explained in section 2.1, the magnetisation trajectory is an In-Plane Precession
about the x-axis. In this part, we will be interested in the magnetisation vector averaged
over the volume of the FL.

The mean magnetisation trajectories are plotted in figure 2.13 for a current density
J = −5 × 1011A/m2. Each line correspond to a particular branch on the figure 2.8,
which means each line is separated by a frequency jump. The typical clam-shell shape is
observed in the "3D trajectory" (first column), while the other two columns show 〈my〉
vs 〈mz〉 and 〈mz〉 vs 〈mx〉.

As mentioned earlier, IPP results from the competition between spin torque, applied-
field torque and damping torque. The spin torque tends to reverse the magnetisation
while the applied-field torque is roughly directed along uθ. Therefore one expects the
magnetisation trajectory to become "less elliptical" when the field is increased at a fixed
current. This trend is indeed observed in the figure 2.13: the in-plane incursion angle
decreases with applied field. On the other hand, the out-of-plane angle is limited by the
large demagnetising field.

Within each branch, the trajectories at different fields seem perfectly parallel. This is
particularly striking in the YZ-plane plots. Thus, each branch has its own characteristic
trajectory, with an amplitude depending on the field. The shapes are more complex than
in macrospin, as shown on the plot of branch 5: some parts of the trajectories are almost
flat, whereas others have a very large curvature. These complicated shapes originate from
a complex underlying dynamics with large spatial variations that will be discussed in the
next section.

On can notice that, for each branch, the trajectory with the smallest amplitude is the
one at the lowest field; then the amplitude increases until the "end of the branch" (i.e.
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Figure 2.13: Trajectories of the mean magnetisation at J = −5× 1011A/m2. "3D tra-
jectory": 〈mz〉 as a function of 〈mx〉 and 〈my〉. "YZ plane": 〈mz〉 as a function of 〈my〉.
"XZ plane": 〈mz〉 as a function of 〈mx〉.

until the largest field value of the branch). The amplitude increase is slower towards the
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end of the branch, like if the trajectory were being stabilised.

Maximum incursion angles

The frequency discontinuities observed in the micromagnetic simulations coincide with
a change in the shape of the mean magnetisation trajectory. However, describing dynam-
ics with the trajectories cannot be done comprehensively for all the fields and all the
currents. Therefore, one needs physical quantities to characterise the oscillations. Maxi-
mum incursion angles are one of these.

In order to quantify the amplitude of the mean magnetisation trajectory, let us define
the maximum in-plane incursion angle

ϕmax = max
(

arctan 〈my〉
〈mx〉

)
, (2.2)

and the maximum out-of-plane angle

θmax = max
arctan 〈mz〉√

〈mx〉2 + 〈my〉2

 . (2.3)

<m
>

x

y

z

φ
θ

Figure 2.14: ϕ in-plane angle and θ out-of-plane angle characterising the amplitude of
the mean magnetisation trajectory.

Note that θmax is not the usual angle defined in the spherical coordinate system (figure
2.14).

θmax and ϕmax are plotted in figure 2.15. Interestingly, discontinuities are observed
at J = −3.4× 1011A/m2, just above the critical current (see the zooms), whereas no
obvious frequency jumps were seen in fig. 2.8. Discontinuities are therefore inherent to
self-sustained oscillations and exist for any current greater than Jc.

In the figure 2.15a, one can see that ϕmax generally increases within each branch and
decreases abruptly at the discontinuities, which confirms the trend observed in the figure
2.13. However, at large field, ϕmax tends to decrease slightly with field.

Similarly, in the figure 2.15b, the general trend for θmax is an increase within each
branch and an abrupt decrease at the discontinuity. These conclusions are in agreement
with the plots of figure 2.13. At large current and field, the behaviour is more complex.
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Figure 2.15: Maximum incursion angles of the mean magnetisation as a function of the
applied field. (a) ϕmax vs Bapp (b) θmax vs Bapp. Each colour represents a particular
branch following the same colour code as in the figure 2.8. Each symbol is associated
with a certain current value. The zooms show the evolutions of the angles for the smallest
current value, J = −3.4× 1011A/m2, that was simulated with the order 1 time scheme
in feeLLGood.

Like in the curves of f vs B, one notice large jumps at high current, while they seem
to tend to zero when J → Jc.

IPP are sometimes considered as "small oscillations" around an energy minimum.
Here, the simulations show that this hypothesis clearly does not hold: at J/Jc = 1.06
(i.e. J = −3.4× 1011A/m2), the mean magnetisation deviates by 18◦ from the precession
axis, while at J/Jc = 1.25 (i.e. J = −4× 1011A/m2), ϕmax is already ≈ 40◦.

2.6.2 Micromagnetic configurations
The mean magnetisation trajectory is an In-Plane Precession about the x-axis. How-

ever, unlike macrospin, the magnetisation is not uniform. A large precession angle in-
duced by the strong spin torque leads to a complex dynamics with spatial variations
mainly due to the competition between exchange and dipolar interactions. Thus, the tra-
jectories of local magnetic moments can be very different from the averaged precessional
trajectory.

Evolution of micromagnetic configuration is very informative and gives a first insight
of the differences between the branches. Figures 2.16 and 2.17 show the micromagnetic
configurations along more than a quarter of a period for the branches 4 and 5 at J = −5×
1011A/m2. The next quarter-period can be obtained by simply drawing the symmetric
snapshots with respect to the x-axis. The colour code represents the exchange energy
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density, indicating in red the regions of large spatial variation of magnetisation.
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Figure 2.16: Micromagnetic configurations of branch 4 at J = −5× 1011A/m2, along
more than a quarter period. The colour shows exchange energy density (reduced units).

It is interesting to note that, for each figure, the snapshots in a same column are
very similar, which means that a branch is characterised by the evolution in time of its
micromagnetic configuration. In the figure 2.16 corresponding to branch 4, a grey axis
shows the maximum in-plane angle. In columns 2-3-4, a small oscillation can be seen
about this axis. In fact, some local moments on the edge continue to rotate, influenced
by surface magnetic charges, while the magnetisation in the centre stays almost still
for these three configurations. In contrast, for the branch 5, this kind of small oscillation
occurs twice in one quarter period: in fig 2.17, the configurations with large magnetisation
variations are in columns 2 and 6. The two grey axes show the mean directions of these
distorted magnetisation configurations. Like in branch 4, these spatial variations are
induced by the distribution of magnetic surface charges on the edge.

Interestingly, the large magnetisation distortions (columns 2 and 4 in fig. 2.16, and
columns 2 and 6 in fig. 2.17) are very large at the beginning of the branch (12.2mT
for branch 4, and 19.5mT for branch 5), but are attenuated when the field is increased.
This behaviour is consistent with insets of figure 2.8 showing that micromagnetism and
macrospin are close only "at the end" of the branches. Thus, it seems that after a
frequency jump, a new oscillation mode is excited, generating large spatial variations of
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Figure 2.17: Micromagnetic configurations of branch 5 at J = −5× 1011A/m2, along
more than a quarter period. The colour shows exchange energy density (arbitrary units).

magnetisation. The deviation from uniform precession is maximum just after the jump,
and then decreases until the micromagnetic branch joins the macrospin frequency curve.

2.6.3 Energy analysis

Similarly to mean magnetisation trajectories that are a qualitative tool to analyse
the simulations, micromagnetic configurations allow to visualise the differences between
the branches but cannot describe dynamics do not provide quantitative information.
However, micromagnetic energies, such as dipolar, exchange, and Zeeman energies, reveal
a lot of details about the underlying physics governing magnetisation oscillations. In
this section, an analysis of the energies of the system will be conducted for a better
understanding of IPP discontinuities.

Since all the energies vary in time, we extracted the energies averaged over one period
of stabilised oscillation for each simulation. Dipolar, exchange, and total energies are
plotted in figure 2.18. The overall decrease of the total energy is due to the Zeeman
energy (not shown) which takes large negative values at high field.

The variation of dipolar energy is very similar to the variation of θmax plotted in fig-
ure 2.15b. Indeed, in thin layers, the dipolar interaction is dominated by magnetostatic
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Figure 2.18: (a) Dipolar energy vs applied field. (b) Exchange energy vs applied field.
(c) Total energy vs applied field. All the energies are averaged over time for a stabilised
oscillation. Each colour represents a particular branch following the same colour code as
in the figures 2.8 and 2.15.

surface charges that create a strong out-of-plane demagnetising field when the magneti-
sation is not exactly in plane. Thus, all the comments made in section 2.6.1 about θmax
are also true for the demagnetising energy.

According to the previous section, one may expect the exchange energy to monoton-
ically decrease inside each branch, because large spatial variations are attenuated with
increasing field. However, fig. 2.15b shows parabolic curves for most branches. The
negative slope at the beginning is well explained by the attenuation of spatial variations.
However, to understand the decrease of exchange energy towards the end of the branches,
one has to be aware that in the micromagnetic configurations of figures 2.16 and 2.17,
the exchange energy density was rescaled at each field. In fact, these snapshots already
showed that the exchange energy was increasing at the end. One possible explanation
is that the variation at the end of the branch is simply linked to the overall variation
between 3mT and 50mT. The region of uniform magnetisation in the centre is larger,
due to increased external field, but the small domains induced by surface charges on the
border still exist. Therefore, the "domain walls" between centre and edge have to be
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thinner, hence an increased exchange energy.
Discontinuities of exchange energy consist in abrupt increases, except at large field

where the exchange energy exhibits a few "downward jumps".

2.6.4 Micromagnetic Spectral Mapping Technique

Method

The Micromagnetic Spectral Mapping Technique (MSMT) is a method to analyse the
dynamic modes of a nanomagnet from micromagnetic simulations. It was first used by
McMichael and Stiles [102] to study the FMR modes of an elliptical permalloy layer.
Starting from a minimum energy state, they sent a strong field pulse. During the re-
laxation process, several FMR modes (or normal modes) are excited, depending on the
symmetry of the pulse. The Fourier spectrum is then the superposition of all the fre-
quencies of the excited modes. During the simulation, the micromagnetic configuration
m(ri, tj) is saved at constant time intervals. Then the local power spectrum Sx(ri, tj) is
calculated for a given coordinate (here, x). Sx(ri, tj) is equal to the modulus squared of
the discrete Fourier transform

Sx(ri, f) =

∣∣∣∣∣∣
∑
j

mx(ri, tj)ei2πftj
∣∣∣∣∣∣
2

(2.4)

Then, the total power spectrum is computed by summing over all the nodes

S̄x(f) =
∑
i

Sx(ri, f) (2.5)

It is worth noting that the average of the local powers 1
N S̄x(f) is different from

the power of the averaged magnetisation
∣∣∣∑j m̄x(tj)ei2πftj

∣∣∣2. Indeed, if a normal mode
consists in two parts of the sample oscillating in anti-phase, then mx may be positive in
one part while it is negative in the other part. Therefore, m̄x will be always zero, and the
frequency of this normal mode will not appear in the spectrum of the mean magnetisation.
In contrast, all the frequencies are included in S̄x(f). In FMR simulations, the spectrum is
computed for a spatial coordinate transverse to the precession axis, longitudinal variations
being neglected because of second-order.

When a spectrum is computed, one can select a normal frequency fn and plot a map
Sx(ri, fn) of the local contribution to this frequency. Generally, the greater the number
of node lines on the map, the greater the frequency.

The MSMT has been used by other groups [97, 99, 100, 103] to study spin-transfer-
driven precession. These analyses have been useful to show the complexity of large-
amplitude oscillations.

However, MSMT of large-amplitude oscillations has to be treated with particular care
because the longitudinal component is no longer negligible. As shown in section 2.6.1,
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the excursion angle can be larger than 50◦ or even 90◦. Therefore, to perform MSMT
analysis, one should also consider the component along the precession axis.

Analysis of feeLLGood results

A typical spectrum is shown on figure 2.19. It was computed as explained above for
a stabilised IPP oscillation at B = 26mT and J = −5× 1011A/m2. It clearly shows a
series of peaks of frequency nf0. These harmonics are the sign of an perfectly periodic
signal, as we will see later. The highest peak of the spectrum is at 2f0 because the
longitudinal component mx has been analysed. Indeed the transverse oscillation at f0
generates an oscillation of the longitudinal component at 2f0 by conservation of the norm
of the magnetisation. Since f0 is the highest peak in the "transverse spectrum", 2f0 has
to be prevailing in the spectrum of the longitudinal component.
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Figure 2.19: S̄x(f): power along the longitudinal component as a function of the fre-
quency, at B = 26mT, J = −5× 1011A/m2.

The amplitude of the local power S(ri,nf0) has been computed for the first 6 har-
monics for along the x-axis and along the y-axis. The maps of branch 4 and branch 5 are
presented in figure 2.20. The regions giving the largest contribution to the corresponding
peak are represented in white. The maps obtained analysing the z component are not
shown but it ought to be mentioned that they are very similar to the y-component maps.
In fact, they have to be considered as the maps of the transverse component.
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Figure 2.20: Spectral maps at J = −5 × 1011A/m2 for the branch 4 (left-hand side)
and the branch 5 (right-hand side). For each harmonic, the first line contains the maps
obtained for mx (longitudinal component) and the second line for my (transverse compo-
nent). The regions in white give the largest contribution to the power of the corresponding
peak.
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The maps of (nf ,Y ) (transverse component) are very similar to the maps of ((n+
1)f ,X) (upper harmonic, longitudinal component). This can be understood writing that
the transverse components are

my,z =
N∑
n=1

[ay,z
n (r) cos(nωt) + by,z

n (r) sin(nωt)] (2.6)

and the subsequent longitudinal component, deduced by conservation of the norm, is

|mx| =
√

1− (|my|2 + |mz|2) (2.7)

Considering the norm of the transverse component as small compared to 1, a Taylor
expansion leads to

|mx| ≈ 1− 1
2

N∑
n=1
|ayn(r) cos(nωt) + byn(r) sin(nωt)|2

− 1
2

N∑
n=1
|azn(r) cos(nωt) + bzn(r) sin(nωt)|2 (2.8)

With N = 1, it is shown that the transverse oscillation at f0 leads to an oscillation of mx

at 2f0. The most excited regions are the ones with the largest coefficients (ay1)2 + (by1)
2

and (az1)
2 + (bz1)

2. Therefore, the maps of the transverse component at f should be
similar to the maps of the longitudinal component at 2f . Similarly, it is shown by
recursion on N that the maps of the transverse component at nf are similar to the maps
of the longitudinal component at (n+ 1)f .

In figure 2.20, the same pattern is often repeated on the same line, except at (3f ,Y )
and (4f ,X). These two lines show that a mode is excited at the frequency 3f (for
the transverse component) with a maximal amplitude at the beginning of the branch.
This observation agrees with the plots of micromagnetic configurations in section 2.6.2.
Remarkably, the other harmonics are not affected. Thus, it seems that frequency jumps
occur when a new mode is excited. The frequency of this mode is not the oscillation
frequency f , but rather the harmonic 3f . Its amplitude decreases when the field increases.

2.6.5 Comparison with the FMR normal modes

In a system where oscillations are small deviations from the equilibrium state, it is
possible to decompose the magnetisation motion on a basis of eigen-modes (or normal
modes). These eigen-modes are derived in the limit of small oscillations [104]. Several
techniques exist to compute the micromagnetic normal modes of a ferromagnetic sample.
For this, we have used the software Spinflow [59].

The eigen-modes are shown on figure 2.21 with the eigen-frequencies plotted as a
function of applied field. On the same figure, the frequencies of IPP harmonics are plotted
for J = −5× 1011A/m2. One would expect the eigen-modes to be the "perturbation
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Figure 2.21: Configurations: free layer eigen-modes. f vs Bapp: eigen-frequencies (in
grey) and harmonic frequencies at J = −5 × 1011A/m2 (same colours as in previous
figures).

modes" excited at the beginning of each branch. Thus, the curve of 3f (or another
harmonic frequency) would cross an eigen-frequency at the beginning of each branch.
The reality is more complex. First, the excited modes at (3f , Y) in fig 2.20 cannot be
clearly identified to eigen-modes, even though the eigen-mode 4 in figure 2.21 resembles
the mode (3f , Y, 19.5mT). Second, it seems that the modes excited at the beginning
of each branch have a strong variation of their longitudinal component, as shown by the
maps (4f , X). Therefore, these perturbation modes are not normal modes but non-linear
modes. Currently, no theory is available allowing to check the frequency of these non-
linear modes. It is expected that their frequencies at the beginning of the branches is
given by 3f .

To summarise, when the field (or the current) is varied, the oscillation frequency is
also varied. If a harmonic is close enough to the frequency of a non-linear mode, this mode
can be excited. The sudden excitation is accompanied by a jump in the IPP oscillation
frequency. Continuing to increase the field (or the current), the frequency varies smoothly,
but the excitation of the non-linear mode decreases because the harmonic frequency moves
away from resonance frequency of the mode.

74



2.6. DATA ANALYSIS

2.6.6 Decomposition in Fourier series: "Time-Dependent Mi-
cromagnetic Spectral Mapping Technique"

The Fourier spectrum in figure 2.19 exhibits only harmonic frequencies, showing that
IPP oscillations cannot be decomposed on a basis of FMR modes. Otherwise, only eigen-
frequencies would exist in the spectrum. It proves again that IPP is a large-amplitude
oscillation behaving differently from small oscillations around equilibrium state.

In fact, a perfectly periodic signal is always a sum of harmonics. As stated by the
Dirichlet’s theorem, if f(t) is a periodic function, it can be decomposed onto the basis of
(cos(nωt))nand(sin(nωt))n functions. Magnetisations at each node of the system seem
periodic. To check that it is the case, the decomposition in Fourier series was performed
at each node for each component of m. The coefficients of the Fourier series of the first
6 harmonics are computed:

ax,y,z
n (ri) =

2
T

∫ t+T

t
mx,y,z(ri, t) cos(nωt)dt (2.9)

bx,y,z
n (ri) =

2
T

∫ t+T

t
mx,y,z(ri, t) sin(nωt)dt (2.10)

where T = 1/f is the period, and ri is the position of the node. Summing the first 6
harmonics and the dc component, the original magnetisation is reconstructed:

m(ri, t) ≈
ax0(ri)

2 +
6∑

n=1
(axn(ri) cos(nωt) + bxn(ri) sin(nωt))

 x̂

+

ay0(ri)
2 +

6∑
n=1

(ayn(ri) cos(nωt) + byn(ri) sin(nωt))
 ŷ

+

az0(ri)
2 +

6∑
n=1

(azn(ri) cos(nωt) + bzn(ri) sin(nωt))
 ẑ , (2.11)

As illustrated on figure 2.22, the first 6 harmonics are sufficient to render rapid varia-
tions of the magnetisation. We have therefore verified that the magnetisation is indeed
composed of a series of harmonics.

In the maps of figure 2.20, the local power represented in black and white is equal to
(an(ri))2 + (bn(ri))2. Information on the phase, and in particular on the phase difference
between mz and mx or between mz and my is missing. Consequently, a time-varying
description of the modes has been developed, allowing to visualise the evolution of the
micromagnetic configuration as the sum of each harmonic configuration. A video can
then be made, as shown in figure 2.23.

On the video, each configuration is a pure harmonic oscillation. It is worth noting
that the norm is not constant for the harmonic configurations.
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Figure 2.22: (a) Magnetisation trajectory in the YZ plane at a node of the mesh; in black:
simulated magnetisation, in blue: reconstructed signal. (b) Time traces at a node of the
mesh; in red: simulated magnetisation, in blue: first period of the reconstructed signal.
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Figure 2.23: Snapshot of a video showing the decomposition of the magnetisation config-
uration as a series of harmonic configurations.
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2.7 Conclusions of the chapter
The conclusions of this chapter are interesting for both the numerics and applications.

Numerical aspects
Simulations with the 2846-node mesh and the 4930-node mesh have exhibited very

similar results. However, at large current, chaos is "favoured" by a refined mesh.
At large fields, the jumps in frequency do not show clear patterns. Therefore, above

40mT, a smaller dumax should probably be chosen.
Moreover, computation of the critical current has shown that there is a problem with

feeLLGood order 2 when the oscillation amplitude is small. It may be explained by a
dumax too large when m is very close to Heff .

Applications
Jumps in frequency have been observed with feeLLGood. They are accompanied by

discontinuities in incursion angles, micromagnetic configurations and energies for any
current larger than the critical current. Using the Micromagnetic Spectral Mapping
Technique, the origin of the jumps has been clarified. After each discontinuity, at the
beginning of a branch, a mode is strongly excited at the frequency 3f . This mode is non-
linear as the variation of its longitudinal component is large, and therefore its pattern
does not clearly match the configuration of any of the linear eigen-modes computed with
Spinflow.

It is thought that a frequency jump appears when the curve 3f crosses the natural
frequency of the excited non-linear mode. Thus, the series of "band gaps" observed in
the figure 2.8 would give an indication about the frequency of the non-linear modes as a
function of applied field.

In Houssameddine’s experiment [1], the frequency jumps are correlated with linewidth
maxima. This study is therefore also interesting if one wants to reduce the linewidth.
However, a theory of non-linear modes is still missing.
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CHAPTER 3. SPIN-TORQUE OSCILLATOR WITH PERPENDICULAR
POLARISER AND PLANAR FREE LAYER

In this chapter, a Spin-Torque Oscillator (STO) with perpendicular polariser and pla-
nar free layer is studied. This type of STO was first fabricated and measured in Spintec,
in collaboration with Leti [10]. The first part of this chapter will summarise theoretical
results on magnetisation dynamics driven by an out-of-plane polarised current. In the
second section, micromagnetic simulations will help to understand experimental mea-
surements. Moreover, discrepancy between different numerical models will be discussed.
Finally, new oscillating modes will be found starting from initial out-of-plane saturated
state.

This system is the first one simulated with the version of feeLLGood including spin
torque. Even though they were initially performed for benchmarking, they turned out
to be also interesting for application purpose, in particular some of the modes computed
from initial out-of-plane state.

3.1 Macrospin model

3.1.1 Description of the model

First studies of STO were performed in all-planar structures [52] where the action
of an in-plane polarised current and an external field causes a precession of the free
layer magnetisation. Another configuration has been explored where the in-plane free
layer (FL) is associated with an out-of-plane polariser (PL) [10]. The main advantage of
this structure is that no external magnetic field is required. When a current is applied,
the spin torque pushes the magnetisation out of plane either along −z if the current
is positive, or along +z if J < 0 (figure 3.1b). A strong demagnetising field opposite
to mz is created that drives the magnetisation in an out-of plane precession (OPP), as
shown on Figure 3.1. Unlike the in-plane STO, a third layer is necessary to obtain a
magnetoresistive signal generated by the oscillation. This in-plane magnetised layer is
pinned by an anti-ferromagnet. By analogy with optics, it is called analyser. The OPP
gives rise to large magnetoresistance variations, in contrast with IPP. It is of great interest
for rf applications.

Even though the role of the analyser is to generate an output signal, it also induces
spin-torque on the FL. Therefore, the influence of the spin-torques from both fixed layers
should be considered in the simulations. However, since the STT from the analyser is
not necessary to understand the basic physics of this type of STO, only the STT from
the out-of-plane polariser will be taken into account.

Ref [105] presents a very comprehensive study of STO with perpendicular polariser
and in-plane free layer. The macrospin model that is used allows to derive analytical
equations which are very useful for a first insight. Most of the results presented in the
following sections can be found in this reference.
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Figure 3.1: (a) Simulated system. (b) OPP trajectories at several current values; the one
with the highest mz value corresponds to the largest current amplitude.

3.1.2 Linearisation of the LLG equation
The OPP is an oscillation around the energy maximum, whereas IPP is an oscillation

around the energy minimum. Therefore, one cannot draw an analogy between IPP and
OPP.

The equation of motion, in the Gilbert form is written as

ṁ = F(m) (3.1)

ṁ = F(m0) +
δF
δm

∣∣∣∣∣
m0

δm +O(δm2) (3.2)

Denoting ˙δm the time derivative of δm (with ˙δm = ṁ−F(m0)), one gets

˙δm ≈ δF
δm

∣∣∣∣∣
m0

δm (3.3)

The term δF
δm

∣∣∣
m0

is a 3× 3 matrix in Cartesian coordinates or a 2× 2 matrix in the
spherical coordinate system. To solve equation 3.3, the complex eigenvalues of the matrix
have to be calculated. In the case of a 2× 2 matrix, the eigenvalues are two complex
conjugates. The expression of the frequency ω = ω′ ± iω′′ is given in ref [105] (another
convention is used in this reference, the pulsation given has to be multiplied by i to obtain
the ω that we have defined). ω depends on the field and the current density, therefore
by tuning them, one can change the signs of ω′ and ω′′. The stability of the state m0 is
given by the sign of the real part of ω. Three cases can be distinguished:

• ω′ < 0 : m0 is a stable static state. The magnetisation returns to equilibrium after
any "small" perturbation.

• ω′ > 0 : m0 is unstable. Any perturbation leads to a divergence of the amplitude.
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• ω′ = 0 : m0 is on the critical line that mark the transition between a static stable
state and a dynamic or another static state.

3.1.3 Static solutions
The static states can be determined by equating ∂m/∂t to zero in the LLGS equation

1.106:
0 = −γ0 (m×Heff ) + γ0aJm× (m× p) (3.4)

There are two solutions to equation 3.4: the in-plane stable state (IPS) and the out-of-
plane stable state (OPS).

In the following, the z-axis is defined as the out-of-plane axis, while the x-axis is the
easy axis of the free layer. The uniaxial anisotropy field is defined as HK = 2Ku/µ0Ms.
An external field Happ is applied along the easy axis.

IPS state

The solution of the IPS state is

mz = 0 and HKmxmy +Happmy = aJ (3.5)

which is, in spherical coordinates,

θ0 = 90◦ and HK sinφ0 cosφ0 +Happ sinφ0 = aJ (3.6)

In absence of current (aJ = 0), the two equilibrium states are φ0 = 0◦ and φ0 = 180◦
which are the two energy minima. If aJ 6= 0, there is an in-plane rotation with respect to
the easy axis. The stable state corresponds to compensated precession torque and spin
torque. Solving equation 3.3 for a real part of the frequency equal to zero, the maximum
in-plane angle and the associated critical current Jc1 are deduced:

cosφc = −
Happ

2HK
±

√√√√(Happ

2HK

)2
+

1
2 (3.7)

Jc1 = ±2e
h̄

µ0Mst

g(η, θ) (HK sinφc cosφc +Happ sinφc) (3.8)

In the case when the applied field is zero, the critical in-plane angle φc is at 45◦ from
the easy-axis, and the critical current is

Jc1 = ±2e
h̄

µ0Mst

g(η, θ)
HK

2 (3.9)

The critical current is the maximum current at which the static IPS state is still
possible. Above this threshold, the spin torque is larger than the precession torque
and the magnetisation starts to precess out-of-plane. Numerical simulations show that
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the maximum angle φc is reached if the current is increased very slowly, such that the
magnetisation motion can be considered as quasi-static (at any time, the system is in a
steady state). If the current is put on suddenly with an amplitude slightly smaller than
Jc1, the in-plane angle increases rapidly, goes above φc, and the out-of-plane precession
begins.

OPS state

The solution of the OPS state is given by

mx = −
Happ

Ms +HK +
a2

J
Ms

my = −
aJ
Ms

mx

mz = ±
√

1−m2
x −m2

y (3.10)

In particular, if the applied field is zero, the magnetisation is out of plane (mz = ±1). The
OPS state is a local energy maximum in the energy landscape. This energy maximum is
reached when enough power is injected into the system, that is when the current is above
a threshold Jc2.

The stability is studied with the variational approach expressed by equation 3.3. The
condition ω′ = 0 is equivalent to

Jc2 = ±2e
h̄

Mst

g(η, θ)
α

2
H2
app − (HK +Ms)(HK + 2Ms)√

(HK +Ms)2 −Happ

(3.11)

Considering Happ �Ms, the onset of the OPS state is

Jc2 ≈ ±
2e
h̄

µ0Mst

g(η, θ)α
(
Ms +

HK

2

)
(3.12)

Jc2 is then almost independent of the applied field.

3.1.4 Bistability and state diagram

As already mentioned, the OPP is an oscillation around the energy maximum. When
the current increases, the magnetisation trajectory goes up in the energy landscape, the
amplitude is smaller and smaller and the system gets closer to the OPS state. If the
current decreases, the spin torque becomes smaller, and the mean mz value decreases
while the amplitude increases. Then, the lower limit of OPP is no longer set by the
current density |Jc1|, but rather by another value, |Jc4| which can be smaller than |Jc1|,
hence a bistability region between |Jc4| and |Jc1|.

To summarise, in the most common case of |Jc1| < |Jc2|, if the current is slowly
increased, the system goes into the following states:
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1. 0 ≤ |J | < |Jc1|: IPS state

2. |Jc1| < |J | < |Jc2|: OPP

3. |Jc2| < |J |: OPS state

In contrast, if the current is decreased,

1. |Jc2| < |J |: OPS state

2. |Jc4| < |J | < |Jc2|: OPP

3. 0 ≤ |J | < |Jc4|: IPS state

In some peculiar cases, when the applied field is strong or when the uniaxial anisotropy
is large, the current density Jc2 can be smaller than Jc1. In such a case, if the current is
slowly increased, the states reached by the system are:

1. 0 ≤ |J | < |Jc2|: IPS state

2. |Jc2| < |J |: OPS state

In contrast, if the current is decreased,

1. |Jc2| < |J |: OPS state

2. |Jc4| < |J | < |Jc2|: OPP (|Jc4| is always less than |Jc2|)

3. 0 ≤ |J | < |Jc4|: IPS state

The state diagrams 3.2 shows the different IPS, IPP and OPS regions as a function
of the applied field and the current density. The figure (a) corresponds to a constant
spin efficiency g(η, θ), with η = 0.3 and θ = 90◦ (see formula 1.104). The regions J < 0
and J > 0 are therefore symmetric. In contrast, the diagram (b) was obtained taking
into account the angular dependence of g(η, θ) (with η = 0.3). The OPS thresholds
are modified, which results in an OPP region larger for negative current and smaller for
positive current. In some cases (e.g. large anisotropy), the OPP region for J > 0 can
even disappear whereas OPPs still exist for J < 0.
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Figure 3.2: Figures extracted from ref [105]. State diagrams of an STO with perpendicular
polariser and planar free layer. (a) The spin efficiency g(η, θ) is assumed independent of
the angle θ (g(η, θ) = g(0.3, π2 ) = 0.17). (b) State diagram with an angular dependant
spin efficiency (η = 0.3 and θ variable).

3.1.5 Out-of-plane precession (OPP)

When an OPP trajectory is stabilised, the average of its total energy over one period
is constant. Since the precession torque is a conservative torque, it does not contribute
to any change in the energy. A magnetisation driven only by this torque would follow a
trajectory of constant energy. However, in the LLGS equation, the damping torque and
the Slonczewski torque are non-conservative. Therefore, in a stable trajectory, the loss of
energy due to damping is compensated by the energy increase due to spin torque. The
two torques do not need to be compensated at any time, but only over one precession
cycle. Assuming that the applied field is small, the condition 〈Tdamping〉+ 〈TSTT〉 = 0
leads to

〈mz〉 = cos θ = − aJ

α
(
Ms +

HK
2

) ≈ aJ
αMs

(3.13)

Using similar arguments, the lower boundary of OPP, Jc4, can be derived by numerical
integration (see ref. [105]). Jc4 is equal to zero only in the case of no applied field and
zero uniaxial anisotropy. Moreover, in the same article, the frequency is also derived
by integration over one precession cycle. The relation between the frequency and the
out-of-plane component of the magnetisation is

f =
γ0
2πMs〈mz〉 (3.14)

Substituting equation 3.13 in 3.14 yields

f ≈ γ0
2π

aJ
α

=
γ

2π
h̄

2e
g(η, θ)
µ0Mst

J

α
(3.15)
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In the common approximation of a constant g(η, θ), the frequency is proportional to the
current density. The figure 3.3b shows the frequency as a function of the current density
in the case of g(η, θ) = g(0.3, π2 ) = 0.17 and in the case of an angular-dependent g(η, θ).
The later situation leads to an asymmetry of f vs J . When mz is negative (positive
current), g(η, θ) decreases, whereas a positive mz (negative current) leads to a rapid
increase of g(η, θ) (see figure 1.4 for the plot of g(θ)). Therefore, the frequency does not
increase linearly with the current. For J < 0, the curvature of f vs J is negative and for
J > 0 the curvature is positive. Taking into account the angular dependence of the spin
efficiency is thus equivalent to rescaling the current density axis.

The maximum frequency, reached at J = Jc2, is

fmax =
γ0
2πMs (3.16)

fmax is the FMR frequency of a magnetisation precessing about an effective field Heff =

Ms, because when mz → 1 the contribution of the demagnetising field becomes maximal,
while other contributing fields vanish. For a spin-torque oscillator with no shape or mag-
netocrystalline anisotropy and no applied field, the macrospin model predicts a frequency
ranging from 0 to γMs/2π . Therefore, STOs with perpendicular polariser are of great
interest for applications, due to their very large tuneability. Moreover, the frequency is
varied by tuning only the current, since no external field is required.

3.1.6 Comparison with experiment

OPP were observed [10] in STO comprising a perpendicular polariser, a planar free
layer and a planar analyser. An external magnetic field was applied in order to cancel the
stray field coming from the analyser. Macrospin simulations neglecting the effect of the
analyser are compared to the experimental results (Figure 3.3). The material parameters
are given in table 3.1

µ0Ms 1.113 T
Ku 664.5 J/m3

p [0 0 1]
α 0.01
η 0.3
Nxx 0
Nyy 0
Nzz 1

Table 3.1: Input parameters of the macrospin simulations.

The frequency increase at low current predicted by macrospin simulations is observed
in experiments. However, a lot of differences can be noticed. In the experiment, the
curvature of the frequency at positive and negative currents is opposite to what is ex-
pected. Moreover, the critical currents and frequency values are also different. Finally,
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the frequency measured in experiments reaches a maximum and then decreases, this is
not explained by the macrospin model, but can be understood with micromagnetic sim-
ulations, as shown in the next section. The macrospin approximation is no longer valid
at large current despite the very small size of the free layer (60 nm diameter).
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Figure 3.3: (a) Experimental results of frequency vs current (see ref [10]). (b) Macrospin
simulations: frequency versus current density for a constant spin efficiency (dashed line)
and an angular dependant spin efficiency (red line) (the polarisation value is η = 0.3).
Extracted from ref [105].

Magnetisation dynamics inside a free layer of a diameter as small as 60 nm was ex-
pected to be macrospin. However, there is a very poor agreement between experiment and
macrospin simulations. Micromagnetic simulations were therefore necessary to simulate
the complex dynamics driven by Spin Transfer Torque.

3.2 Micromagnetic simulations: initial in-plane state

3.2.1 Finite Difference simulations
The first micromagnetic simulations of this system were performed with st_gl-fft

by Ioana Firastrau [9]. In this section, we briefly remind the results in the case when
the Oersted field is neglected as well as the stray field generated by the perpendicular
polariser. The effect of the in-plane analyser is also neglected, like in the macrospin
model previously presented. The free layer is divided in cells of 2× 2× 3.5 nm3. The
input parameters of the simulations are given in table 3.2. The initial state was an
in-plane uniform magnetisation along the easy axis.

The frequency f versus current density J is plotted in figure 3.4. At low current
density (−1.6× 1011 < J < 1.3× 1011), the frequency matches the one predicted by
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Aex 2× 10−11 J/m
µ0Ms 1.113 T
Ku 664.5 J/m3

p [0 0 1]
α 0.01
η 0.3
cell size 2× 2× 3.5 nm3

thickness 3.5 nm
diameter 60 nm

Table 3.2: Input parameters of the FD simulations.
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Figure 3.4: Finite Difference simulations of OPP. (a) frequency vs current density. (b)
Micromagnetic configurations at low current. (b) Configurations around 2× 1011A/m2.
(c) Evolution when the current is increased even further: transition to a static vortex
state.

macrospin whereas at higher currents (−4.5× 1011 < J < −1.6× 1011 and 1.3× 1011 <

J < 3× 1011), the frequency reaches a maximum, similarly to experiments. The mi-
cromagnetic configuration is almost uniform at very small current, which explains the
good agreement with macrospin approximation. The magnetisation tends to be slightly
aligned along the edge due to magnetostatic surface charges. Moreover the out-of-plane
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component is larger in the two regions where the in-plane component is perpendicular to
the edge. These two out-of-plane regions grow when the current amplitude is increased.
A frequency discontinuity occurs at f = f∗, just before the plateau. The frequency jump
observed was first attributed to a change to a change in the micromagnetic configuration
(from (b) to (c) in the figure 3.4). This explanation is contradicted by later FEM-based
simulations (section 3.2.3). At large current values, the micromagnetic configuration
changes from an onion-like state to a state where the two out-of-plane domains are closer
to each other. This configuration is favoured by the magnetostatic field that prevents the
formation of surface charges on the edges. When the current amplitude is even larger,
the two out-of-plane domains meet to form a vortex. Once the vortex is formed, it starts
to move on a spiral trajectory from the edge to the centre of the free layer where it sta-
bilises. The static vortex state is troublesome for applications because it limits the range
of current and then the range of frequency.

3.2.2 Finite Element simulations
Are the frequency jumps physical or induced by the edge roughness? To answer this

question, micromagnetic simulations have to be performed with a much better description
of the circular boarder. Therefore, the Finite Element Method is more appropriate than
the Finite Difference method for this kind of study. Micromagnetic simulations have been
performed with feeLLGood. It was the first time that the STT version of the solver was
tested. Therefore, the goal was also to confirm the validity of the code. In addition to
being a numerical test, a complex dynamics has been studied with the discovery of new
oscillation modes.

Simulations were run using the time scheme of order 1 with dumax = 0.001. The mesh
describing the circular free layer has 2083 nodes (10323 elements). It is shown on the
figure 3.5. The demagnetising field is computed with the FMM method.

Figure 3.5: Top view of the Finite Element mesh of the simulated free layer.

The simulations were either started from an initial in-plane state or from an oscillation
state already stabilised. In the latter case, the current is slightly increased (or decreased)
making thus the stabilisation process much faster. The mean time of a simulation was
about three weeks. To extract the frequency, the transient regime was removed and
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the Fast Fourier Transform was performed on more than 60 periods of the stabilised
oscillation.

The two oscillation modes observed in the Finite-Difference simulations are also ob-
served in the Finite Element simulations, as illustrated on figures 3.6(b)(c) and 3.6(d).
The "asymmetric" mode is indeed found at large current amplitude (2× 1011A/m2 ≤ J ≤
3× 1011A/m2 and −6× 1011A/m2 < J < −3.5× 1011A/m2), while the symmetric mode
is found at lower current. Above 3× 1011A/m2 and below −6× 1011A/m2, the static
vortex is found. In a small range of current, each mode is possible depending on the
initial state. If a simulation is run at J = 2× 1011A/m2 starting from the asymmetric
mode, then it remains asymmetric. If a simulation is run at J = 2.2× 1011A/m2 starting
from the symmetric mode, then it remains in the symmetric mode.

Once the vortex is at equilibrium, it remains stable even if the current is decreased.
The static vortex can then be observed in the simulations over a wide range of currents.
In fact, in practice, a vortex should not be stable in such a thin layer. It is very likely that
if the thermal fluctuations were taken into account, the vortex would become unstable.

The overall agreement between feeLLGood and st_gl-fft is very good, especially
at small current values. The limit oscillation/vortex occurs at a slightly larger current
amplitude with the FEM than with the FDM, and the frequency of the asymmetric mode
is also greater in FEM than in FDM. In fact, the main discrepancy is at f = f∗: the
frequency discontinuity observed in the FD simulations is not observed with feeLLGood.
Thus, the two numerical methods give very similar results except in a very small range
of current. The fact that the results of both solvers are in very good agreement almost
everywhere was the first confirmation that feeLLGood gives consistent results in presence
of spin torque. However, a major difference exists around f = f∗. It seems clear that this
difference is due to the choice of numerical method. Numerical solvers give approximate
solutions and one has to be always cautious and critical when interpreting numerical re-
sults. Artefacts have been observed in previous studies with FDM micromagnetic solvers
[6], in particular due to the staircase-like edge that replaces the rounded shape of the
real sample. In reality, both methods simulate two different systems with two different
shapes. A series of simulations performed with feeLLGood has explained the origin of
the frequency jumps. These simulations will be presented in the section 3.2.3.

90



3.2. MICROMAGNETIC SIMULATIONS: INITIAL IN-PLANE STATE

-6 -5 -4 -3 -2 -1 0 1 2 3
2

4

6

8

10

12

 Macrospin
 FDM
 FEM symmetric mode
 FEM asymmetric mode

fr
eq

ue
nc

y 
(G

H
z)

J
app

(x 1011 A/m2)

f*

(a)

(b)

(c)

(d)

Figure 3.6: (a) Frequency versus current density of OPP. Black squares: FDM simula-
tions. Red symbols: feeLLGood simulations; red circles: symmetric mode; red triangles:
asymmetric mode. The oscillation modes are coherent rotations of a micromagnetic con-
figuration. (b) Symmetric mode at 1× 1011A/m2. (b) Symmetric mode at 2× 1011A/m2.
(c) Asymmetric mode at 3× 1011A/m2.

3.2.3 FEM study of the frequency jump in the staircase geom-
etry

The FDM is widely used to simulate magnetisation dynamics of circular or elliptical
nanomagnets. However, very few studies [6] have been led to determine the real influence
of the staircase-like edge. The discrepancy between the FDM and the FEM on the same
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physical system raises this question. To solve this problem, micromagnetic simulations
were run with feeLLGood with another mesh having the same edge as the staircase-like
geometry in the FD simulations. This unstructured mesh is composed of 10748 nodes
(57430 elements) (see figure 3.7). For a better accuracy, the elements are smaller at the
edge. The protocol remains the same: the initial configuration is the uniform in-plane
state and the frequency is evaluated over more than 60 stabilised oscillations. Due to the
duration of the simulations, only the points close to the frequency jump are simulated.

Figure 3.7: Finite Element mesh of the free layer with the staircase-like edge. This
geometry is identical to the one simulated in the Finite Difference simulations.

Like in the Finite Difference simulations, a frequency jump is found, occurring at the
same frequency f∗ (Figure 3.8), with a very good agreement. It is interesting to take a
closer look at the micromagnetic configurations. At large and small current, the micro-
magnetic states for the staircase geometry and the round system are the same. However,
in the range of J ∈ (1.3× 1011; 1.5× 1011)A/m2, one can notice, in the configurations of
figure 3.8, a strong variation of the out-of-plane component. In fact, this out-of-plane os-
cillation, that resembles the oscillation of a membrane, was already observed in the same
range of current in the FD simulations performed by Ioana Firastrau [9]. The oscillation
of this "membrane mode" is exactly four times as fast as the main oscillation, as shown
on the micromagnetic configurations.

Therefore, it is now confirmed that the jump in frequency is due to the staircase edge.
In literature, it is sometimes affirmed that staircase-like roughness mimics the real rough-
ness of the sample. This kind of affirmation is wrong. By replacing the circular border
with a staircase-like edge, the axial symmetry is broken and replaced with a four-fold
symmetry. Thus, the roughness acts as a periodic perturbation with a frequency 4f .
This perturbation creates a deviation from the ideal OPP trajectory of a circular free
layer. We think that the resonance frequency of the "membrane mode" is 4f∗. Conse-
quently, it is excited when the main oscillation frequency is close to f∗, corresponding to
the plateau observed in figure 3.8.

In conclusion, Finite Difference simulations must be interpreted with a lot of caution
when dealing with circular or elliptical geometries. Using a Finite Element solver is
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Figure 3.8: Top: frequency versus current density; the FEM simulations of the staircase
geometry are in light green. Bottom: micromagnetic simulations at J = 1.5× 1011A/m2

(just below the frequency jump) over one period.

therefore justified for the type of systems studied in this thesis.

So far, all the simulations had an initial in-plane state. The computed dynamics
starting from these in-plane states led to two oscillation modes ("symmetric" and "asym-
metric"). But are they the only modes possible in the system? Can other modes be
measured in such a spin valve? To answer this question, new simulations have to be
performed, starting from another state. For simplicity, the initial out-of-plane state is
chosen.
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3.3 Micromagnetic simulations: Initial out-of-plane
state

3.3.1 Description of the modes
In this section, the new state diagram is explored in the case of an initial out-plane

saturated magnetisation. Experimentally, such an initial condition could be obtained by
applying a strong out-of-plane field.

With an initial uniform out-of-plane state, the evolution of the magnetisation seems
to be non-deterministic: for two very close current values, the system can either evolve
towards a vortex state or go into a steady oscillation mode. New oscillation modes are
found, different from the "symmetric" and "asymmetric" configurations. They are shown
by the blue symbols in the figure 3.9. Some of these points are obtained starting from a
stabilised oscillation and modifying slightly the value of the current.
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Figure 3.9: (a) Frequency versus current density of the micromagnetic simulations (sym-
bols) and macrospin simulations (black line). Simulations performed with an angle-
dependent g(θ, η) function. (b) Simulations performed with a constant g(θ) function.
Only some simulations starting from out-of-plane state are presented. The obtained
states correspond to the "ring mode" and "potato 2 mode". (c) Micromagnetic configura-
tions of potato 1 mode (1,2,3), ring mode (4), and potato 2 mode (5).

The points "1", "2" and "3" in the figure 3.9 are remarkably situated close to the
macrospin line. This is of great interest for applications, since it proves that the frequency
range can be as large as in the macrospin model. It means that an oscillator combining
a small size, a very large frequency tuneability, and requiring no applied field is possible.

The small deviation from the macrospin line can be explained by the non-uniformity of
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the magnetisation as well as the slight inaccuracy of the demagnetisation factors. These
steady oscillations are coherent rotations of the micromagnetic configurations "1", "2" and
"3" presented in the figure3.9c. Like in macrospin, when the current increases, the out-
of-plane component and the frequency increase. These configurations could be compared
to the FMR mode (0,0) in the figure 6 of reference [106] obtained for a saturated out-of-
plane state. This FMR mode is shown to have axial symmetry for a circular free layer
with no magnetocrystalline anisotropy. The third micromagnetic configuration of figure
3.9c is the closest to the FMR mode since it is strongly out-of-plane. Unlike the FMR
mode, the zone of maximum deviation (in red) is not circular but elliptical. For the
configurations "1" and "2" of the same branch, this zone has more complicated shapes. In
fact, the zone of maximum deviation is circular only for infinitesimal deviations around
the out-of-plane axis. The complex micromagnetic configurations (in particular "1" and
"2") arise from non-linearities and can be obtained only through numerical simulations.
The mode of configurations "1", "2" and "3" was called "potato1" mode, because of the
profile of mz.

It is worth noting that the micromagnetic configuration "1" is very different from the
"symmetric" mode obtained from an initial in-plane state. In fact, it is not possible to
go continuously from the former to the latter by decreasing the current: there exists a
small range between the two configurations where the macrospin line cannot be followed.
Consequently, the frequency cannot be tuned continuously from 2GHz to 26GHz, but
rather from 2GHz to 10 GHz and from 12GHz to 26GHz.

Two other modes were found, shown by the configurations "4" and "5": the "ring"
mode and the "potato2" mode. They were both named after the profile of mz in the mi-
cromagnetic configurations. The evolution of the ring mode micromagnetic configuration
is shown in figure 3.10b over one period. Given the relative orientations of the magnetic
moments at the edge, the ring mode seems to be the one labelled (m = 0, ` = 1) in
references [106] and [104]. However, it differs by a certain "helicity": a variation of the
magnetisation along the radius. The ring mode is therefore not a pure (0, 1) normal
mode. Furthermore, a complete analogy cannot be drawn between these simulations and
the computation of eigen-modes in ref. [104] because Brown’s boundary condition is im-
plemented in feeLLGood, whereas a total pinning condition is applied in ref. [104] (see
section 1.1.4).

Even though there is a large variation of the local moments with time, this mode is
unlikely to be detected. Indeed, 〈mx〉 is constant (not shown), and the amplitude of 〈mz〉
is very small (≈ 0.015). The GMR signal due to the presence of the planar analyser and
the perpendicular polariser should be therefore too weak for any possible measurement.

The last mode found in this study, called "potato2", is, according to simulations, a
coherent rotation of the configuration "5" in figure 3.9. The value of |mz| is remarkably
high: above 0.998 in the whole free layer. Therefore, potato 2 turns out to be a saturated
out-of-plane mode, similar to the macrospin OPS state. In reality, care has to be taken
when interpreting such small amplitude oscillations. The apparent precession is only
generated by extremely small numerical errors. As a consequence, the potato 2 mode is
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Figure 3.10: Evolution of the ring mode over one period. (b) Time trace of the out-of-
plane component. (b) Micromagnetic configurations with mz represented by the colour
code.

indeed an out-of-plane stable state, identical to the one found in macrospin simulations.
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3.3.2 Transitions between the modes

It was mentioned earlier that there is no smooth transition from the "potato1" mode
to the "symmetric" mode. One may then wonder how the transition occurs between the
potato1 mode and the ring mode. The answer is given in the figure 3.11.
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Figure 3.11: Transition from potato 1 mode to ring mode. (a) Time trace of 〈mx〉. (b)
Time trace of the out-of-plane component 〈mz〉. (c) Micromagnetic configurations before
the transition (1,2,3,4) and after the transition (5,6,7,8).

For this simulation, the current was increased from 2.5× 1011A/m2 to 2.7× 1011A/m2

starting from the stabilised potato1 oscillation. First, an increase of the out-of-plane
component |〈mz〉| is observed (fig3.11b), accompanied by a decrease of themx amplitude.
Up to 8 ns, the potato1 mode continues to exist. At 8 ns, the transition from potato1
to ring mode starts. The mean out-of-plane component |〈mz〉| decreases suddenly (〈mz〉
increases) and the frequency of the mx oscillation decreases. Stabilisation of the ring
mode is a very long process. The simulation was stopped after 85 ns and the amplitude
of mx had not yet reached zero (hence a non symmetric micromagnetic configuration in
figure 3.11.b."8".

It is also interesting to look at the simulation of J = 2.2× 1011A/m2 (figure 3.12)
that leads to the potato 1 mode. In particular the plot of |〈mz〉| exhibits three plateaus,
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each of them being characteristic of one of the modes discussed previously (potato 1,
ring, potato 2). The simulations starts from a uniform out-of-plane magnetisation. Until
3 ns, the system is in the potato 2 mode which has the largest out-of-plane component.
Then, a transition occurs, leading to the ring mode with a typical oscillation around
〈mz〉 ≈ −0.93. The corresponding micromagnetic configuration does not show clearly
the ring pattern because the mode is not sufficiently stabilised. At about 7 ns, another
transition occurs with an abrupt change of 〈mz〉 followed by a sort of chaotic oscillation.
Finally, the system stabilises in the potato1 mode.
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Figure 3.12: Micromagnetic simulation at J = 2.2× 1011A/m2 starting from a uniform
out-of-plane state.

The figure 3.13 also shows the stabilisation of magnetisation starting from a uniform
out-of-plane magnetisation. The time trace of J = 2.5× 1011A/m2 (in black) shows the
transition to the potato 1 mode, whereas the two other curves (J = 3× 1011A/m2 in
green and J = 3.5× 1011A/m2 in blue) lead to the ring mode. Final micromagnetic
configurations are shown on the right-hand side. Interestingly, at J = 3.5× 1011A/m2,
the transition to ring mode occurs after 75 ns. The duration of the stabilisation process
shows the necessity of running some simulations for a very long time.
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Figure 3.13: Three simulations starting from a uniform out-of-plane state: J = 2.5×
1011A/m2 (black), J = 3.0× 1011A/m2 (green) and J = 3.5× 1011A/m2 (blue). (a) 〈mz〉
vs time. (b) 〈mx〉 vs time. (c) Configuration of the potato 1 mode. (d,e) Configuration
of the ring mode.

3.3.3 〈mz〉 vs J
In macrospin, frequency and 〈mz〉 are proportional. In micromagnetism, the relation-

ship is more complicated. The mean values of mz (over the magnetic volume and over
time) are plotted in figure 3.14 for an angular dependent g(η, θ) function (fig 3.14a) and
for a constant g(η) (fig 3.14b). On the red branch (initial in-plane state), at low current,
|〈mz〉| increases with the current, following macrospin. The curvature is only due to the
variation of g(η, θ). At larger current, one can see that the asymmetric mode is clearly
linked to a limit of 〈mz〉. The ring mode has an averaged mz of about −0.93 as seen
previously, and the potato2 mode is almost saturated with |〈mz〉| > 0.99. For the static
vortex state, 〈mz〉 = 0.13. The potato 1 mode exhibits an increasing out-of-plane com-
ponent when the current is increased. It is clear, from fig 3.14, that the potato 1 branch
stops when |〈mz〉| reaches 1. Moreover, the large out-of-plane component of potato 1,
ring and potato 2 modes accounts for the large frequency observed in figure 3.9.
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3.3.4 Energies
The averages of exchange, demagnetising and total energies are plotted in figure 3.15.
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Figure 3.15: Exchange, demagnetising, and total energies of the oscillation modes for an
angular-dependent g(θ, η) function.

For the modes obtained from an initial in-plane state, the figure shows that, at small
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current, the exchange energy is almost zero, the dipolar energy being almost equal to
the total energy. This observation is in agreement with the macrospin-like behaviour at
small current. Indeed, from J = 1.4× 1011A/m2, the exchange energy starts to increase,
corresponding to a micromagnetic frequency starting to separate from the macrospin
frequency (fig. 3.9). At the transition between symmetric and asymmetric mode, all the
energies are almost continuous, explaining the smooth transition on the frequency curve.

Concerning the oscillations obtained from an initial out-of-plane state, the exchange
energy of the potato 1 mode is almost zero, the total energy arising solely from the dipolar
interaction. Similarly to the observations on the symmetric mode energies, the variations
of potato 1 energies are in agreement with the macrospin-like behaviour previously re-
ported on the 〈mz〉 plot (figure 3.15) and the frequency plot (figure 3.9). For the ring
mode, the main contribution to the total energy come from the magnetostatic interaction,
due to the large out-of-plane component; the exchange energy from the spatial variations
shown in figure 3.10. The total energy of the "numeric mode" potato 2 is only due to the
dipolar energy coming from the saturated out-of-plane component.

3.4 Conclusions of the chapter
The conclusions of this chapter are of interest for both numerics and applications.

Numerical aspects
feeLLGood order 1 has been tested and has proved to be very reliable. Simulations are

slow (about three weeks per simulation) but accurate. A significant difference has been
found between Finite Difference simulations and feeLLGood simulations: the existence
(or not) of a frequency jump. Performing the simulations of the staircase geometry mesh
with a tetrahedral FE mesh, the jump has appeared again, demonstrating thus that it
was induced by the staircase-like edge.

Applications
Two new modes have been found, the potato 1 and ring modes (potato 2 being due only

to a numerical artefact). The ring mode is unlikely to be detected experimentally, but
the potato 1 mode is of major interest for applications. Indeed, it follows the macrospin
curve, allowing thus a very large frequency tuneability. The absence of external magnetic
field makes the applicative interest even more important.
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Chapter 4

STT precessional switching
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In this chapter, the concept of precessional switching will be first introduced. This
type of switching requires the application of a pulse (of current in the case of STT). It
may enable future MRAM generation to be extremely fast (switching in less than 1 ns).
Two experiments demonstrating STT precessional switching will be presented. Switching
probability has been improved at the second experiment. To verify if the enhanced
reliability of the device is due to the absence of polariser stray field, simulations have
been performed with st_gl-fft. They are then compared to feeLLGood simulations
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in order to check the accuracy of both solvers. In all the simulations, influence of the
analyser has been neglected because it needs to be small for precessional switching. In
the last part, its effect is taken into account in a macrospin approach. Thus, a more
reliable switching (called deterministic switching) may be possible, with switching times
only slightly larger than in the precessional case.

4.1 State of the art

4.1.1 Field-induced precessional switching

In first MRAM generations, the switching field is applied along the easy-axis; the aim
is to have only one energy minimum, which is a global minimum. The trajectory of the
magnetisation in such a device can be considered as quasi-static, i.e. it follows a trajec-
tory of minimum energy states. This description holds within macrospin approximation,
considering the damping torque as prevailing. In contrast, micromagnetic simulations
show that the switching is accomplished via domain-wall motion (see NIST standard
problem No. 4, section 1.3.3).

However, this method is not the most efficient in terms of energy consumption, speed
and selectivity. Switching without ringing, sometimes called ballistic switching can be
achieved using a pulsed transverse field, as illustrated by figure 4.1. The magnetisation,
initially lying along the easy axis, is pushed out of the plane by the applied field. A strong
demagnetising field is created, approximately equal to −Mz, inducing a precession about
the z axis. Once the magnetisation has passed the hard axis, the pulse is stopped, and
the relaxation occurs in the direction opposite to the initial state. An additional field
along the easy axis can be applied at the end of the pulse to avoid ringing and terminate
the motion.

Htransverse
easy axisx

y

z

m

Figure 4.1: Schematic representation of field-induced precessional switching. A pulsed
transverse field Htransverse pushes the magnetisation out of plane, creating a demag-
netising field about which m precesses. When the pulse has the right duration, half
a precession cycle is achieved, reaching thus the physical limit of ultrafast switching.
Ringing around the final direction can be avoided if an additional field is applied for
example.
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First experiments of field-induced precessional switching were reported in 2002 [107,
108, 109, 110]. Gerrits et al. [107] measured the reversal in 200 ps utilizing Magnetisation-
induced Second Harmonic Generation (MSHG) and Magneto-Optical Kerr Effect (MOKE).
They observed a "high degree of coherence" and used a quenching field to suppress ringing
at the end of the pulse. Kaka et al. [108] varied the pulse length from 325 ps to 230 ps.
They observed a high switching probability at 230 ps, suggesting it is the right duration
to achieve half a precession cycle. Schumacher et al. [109] demonstrated quasi-ballistic
reversal in 165 ps by time-resolved magnetotransport. The required energy was 27 pJ.
Similar experiments [110] showed precessional switching with 140 ps pulses, at an ampli-
tude below the in-plane hard-axis anisotropy field, i.e. below the quasi-static switching
threshold. An energy as low as 15 pJ was needed to reverse the magnetisation.

Analytical equations of field-induced precessional motion were derived by Serpico
et al. [111] within macrospin approximation. Even though this reversal mechanism is
undoubtedly more coherent than quasi-static switching, Hiebert et al. [112] showed by
time-resolved magneto-optical Kerr microscopy that it cannot be considered as macrospin
and still requires micromagnetic simulations.

4.1.2 Spin-torque-induced switching in all-planar structures

R
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nt

storage layer

reference layer

Switching field

Figure 4.2: All-planar MRAM. An in-plane easy-axis field is applied to reverse the mag-
netisation. A current is sent to generate a magnetoresistance signal for reading.

First demonstrations [45, 4, 46, 47, 48, 49, 50] of spin-transfer switching were achieved
with in-plane magnetised layers (Fig. 4.2). However, the switching process was shown
[49, 113] to be stochastic and very dependent on thermal fluctuations. A random ns-
scale incubation time was observed before the reversal. Indeed, the STT is zero as long
as the magnetisation in the storage layer and the reference layer remain exactly parallel
or antiparallel. Macrospin calculations [88] demonstrated, that the switching speed is
proportional to |I − Ic| ln(θ/θ0), where Ic is the critical current, θ is a constant and θ0 is
the initial misalignment between the spin polarisation and the free layer magnetisation.
In the case of parallel (or antiparallel) layers, the misalignment is initiated by thermal
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fluctuations, hence the stochasticity. To obtain a switching probability of 100%, a pulse of
several nanoseconds is therefore needed, although the switching process in itself lasts less
than 1ns. Li and Zhang [114] confirmed this explanation by micromagnetic simulations
including temperature. They showed that a precession with increasing amplitude occurs
prior to the reversal. Experimental results [94, 115, 116, 117] agreed with this prediction.

Several solutions were proposed to decrease or suppress the incubation delay. They all
consist in giving an initial deviation θ0 in order to make the reversal easier. In ref. [118],
Devolder et al. suggested to prepare the storage layer in a precessional state by sending
a dc current prior to the pulse. In ref. [119], Cui et al. showed how the combination of
a microwave-frequency current and square current pulse can reduce the switching time.
Using a double-pulse was also proposed to achieve a more reliable switching on the sub-
nanosecond time scale [120]. Setting a non-zero equilibrium angle between the free and
the pinned layer is another solution [94, 121, 122, 119], as well as applying a small in-
plane hard-axis field [123, 115, 117]. However, this last method is less interesting on the
technological point of view because current lines are still required.

4.1.3 Precessional switching induced by an out-of-plane polarised
current

Another strategy to avoid the stochastic effects consists in adding to the planar struc-
ture a perpendicular polariser [124, 125] (Fig 4.3).
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Figure 4.3: STT precessional switching. An out-of-plane precession is induced by the
spin torque. The current pulse duration is adjusted such that only a half precession cycle
is accomplished by the magnetisation.

In ref. [125], Kent et al. presented the concept of precessionnal switching that utilizes
an in-plane and an out-of-plane polariser. The in-plane polariser (Pol‖) plays a role
of "analyser" by reading the magnetisation state of the FL. The out-of-plane polariser
(Pol⊥) polarises electrons that induce a precession of the FL magnetisation about the
z-axis. This type of precession is called "out-of-plane precession" (OPP). The spin trans-
fer torque from the perpendicular polariser pushes the magnetisation out of the plane,
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thus creating a strong demagnetising field proportional to −Mz. The effective field being
dominated by the demagnetising field, the magnetisation rotates about the out-of-plane
axis. It relaxes along the easy axis after the end of the current pulse. Neglecting the
spin-torque of the analyser, an expression of the critical current is given in Kent’s article
for the onset of out-of plane precession (OPP) (Equation 4.2). The reversal is very fast,
since there is no incubation delay. Moreover, the switching time should depend very little
on the Gilbert damping. Kent et al. suggest to apply an alternating pulse; the first half
of the pulse drives the magnetisation out of the plane, and the second half returns it into
the plane, thus limiting the ringing. A simple pulse is also proposed with the advantage
of requiring about half of the energy and the disadvantage of a longer time to settle the
magnetisation in its final state. The switching time is roughly the time to achieve half
a precession cycle. For large currents, the frequency limit is f = γ0Ms

2π ; the maximum
switching time is then given by T = 1

2f = π
γ0Ms

. The reversal can thus occur in less than
50ps, which is two orders of magnitude faster than the switching in all-planar structures.

In ref. [126], analytical calculations and macrospin simulations are performed for
dynamics with both out-of-plane and in-plane polarisers. The results of this study are
of interest for spin-torque oscillators, but precessional switching in less than 50ps is
confirmed. An interesting point of this article is the expression of the critical currents.
In a structure with a planar polariser (Chapter 2), the onset of in-plane precession (IPP)
is given by

JC‖ = ±α
2e
h̄

µ0Mst

g(0 or π, η‖)

(
HK +

Ms

2

)
, (4.1)

(given earlier in equation 2.1), while the onset of OPP induced by a Pol⊥ is

JC⊥ = ±2e
h̄

µ0Mst

g(π2 , η⊥)
HK

2 (4.2)

(given earlier in equation 3.9).

We see that in an all-planar structure, the intrinsic damping α has to be as small
as possible to induce oscillations (or switching). By contrast, OPP does not require a
small α, but depends mainly on the total anisotropy (shape and magnetocrystalline). In
both cases, the FL needs a low saturation magnetisation Ms. For this reason, permalloy
Ni80Fe20 is commonly used. Moreover, the smaller the thickness, the smaller the critical
currents. In most STT-switching devices, the thickness t is about 3nm. Note that the
anisotropy field Hk and the thickness t are directly connected to the thermal stability,
since the condition KV /kBT > 40 is equivalent to

Hkt >
80kBT
µ0MsA

, (4.3)

where A is the cross-sectional area. For precessional switching, one wants to lower JC⊥
by decreasing Hk and t, but this will affect thermal stability. For applications, a trade-off
is to be found between a large thermal stability and a small critical current. Finally,
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the only parameter left, which allows a smaller critical current without affecting thermal
stability, is the spin polarisation η⊥. A large spin polarisation is always beneficial.

A comprehensive numerical study, carried out by Nikonov et al.[127] compared switch-
ing in four different structures, all including an in-plane free layer, but differing in the
polariser angle. Out-of-plane polariser, 0◦ in-plane polariser, 90◦ in-plane polariser and
135◦ in-plane polariser were considered in the micromagnetic and macrospin simulations.
The out-of-plane polariser turned out to be the best option in terms of speed and energy.
A Gilbert damping of 0.03 gave a wider switching stripe than α = 0.01 without affecting
the critical current. The field-like torque was added, but had no particular effect on the
switching diagram of the perpendicular structure.

The first experimental demonstrations of the precessional switching were achieved in
2009 [128, 129]. Lee et al.[128] observed the switching in spin-valves of ∼ 70× 180nm2

with pulses <200ps. Papusoi et al.[129] measured the switching probability Pswitch as
a function of the pulse duration for several current values. Sub-100ps ST precessional
switching is reported. The structure of the sample was Pol⊥/Cu/FL/Cu/Pol‖, where
Pol⊥ is the perpendicular polariser consisting of Pt 20/(Co 0.55/ Pt 0.25)×5/Co 0.8/Cu
0.3/Co 0.8, FL is the free layer comprising Ni80Fe20 3/Co 0.5, and Pol‖ is the planar
polariser made up of Co 3/Ir20Mn80 5 (all the thicknesses are in nm). An in-plane field
is applied to cancel the stray field from the planar polariser. The switching probability
curves show that the reversal is favoured for P → AP , certainly due to the asymmetric
ST from Pol‖. Assuming a perfectly coherent and deterministic precessional motion, one
should expect a switching probability Pswitch oscillating between 1 (final state opposite
to initial state) and 0 (final state identical to initial state) when the pulse length is varied.
However, this is not the case (Figure 4.4), the oscillation is very damped, and barely two
precession cycles are observed before Pswitch vanishes to 1/2. This loss of coherence can
be ascribed to thermal fluctuations and Oersted field responsible for incoherent dynamic
motion. Results of macrospin simulations were also presented in this reference. They
confirm analytical predictions [125, 126] that the switching speed increases with the
current, but they also show the influence of the Pol⊥ spin torque, in good agreement
with experimental data.

More recently, switching was observed [130] with 500ps pulses in a nanopillar com-
prising Pol⊥/Cu/FL/MgO/Pol‖. However, in these experiments, a field was applied close
to the coercive field in order to make the reversal easier.

An all-planar MgO tunnel junction and a double MgO tunnel junction were compared
for switching in ref.[131]. Precessional reversal was achieved with write times of 120ps and
write energies of 0.4pJ. The perpendicular structure allows 8-fold write time reduction
and 3-fold write energy reduction in comparison to the all-planar junction. However, if
Cu were replacing MgO between the perpendicular polariser and the free layer, the write
energy could be as low as 0.1pJ according to the author.

Lee et al.[132] also observed precessional switching in very elliptical 50 × 170nm2

samples with a high probability for pulses of 50ps and 100ps.
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Figure 4.4: Extracted from ref.[129]. Switching probability versus pulse length for several
current values. Pswitch = 1 means switching was observed in 100% of the measurements.
Pswitch = 0 means final state was always identical to initial state. (a) Pswitch(P → AP ).
(b) AP → P

In the following, we will present results of an other experiment performed in Spintec
showing more oscillations of the switching probability as a function of pulse duration.
Simulations are then performed to understand the effect of the dipolar field generated by
the polariser on the dynamics.

4.2 Comparison between experiment and simulation
STT precessional switching turns out to be one of the fastest and most energy-efficient

process to reverse magnetisation. STT-MRAM utilising both in-plane and out-of-plane
polarisers along with a planar free layer may then replace present SRAM and DRAM
memories. Nevertheless, a major issue remains: the lack of reproducibility. Indeed, as
shown on Figure 4.4, the switching probability does not reach 100% at short current
pulses. It means that the time to complete half a precession cycle slightly varies. As it
was said before, a perfectly deterministic dynamic motion would end up in a switching
probability taking alternatively the value 1 or 0. Randomness is obviously due to thermal
fluctuations, but it can be enhanced by a complex non-uniform magnetisation dynamics
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for instance. A possible explanation for the lack of reproducibility, which is invoked in
ref.[129], is the Oersted field. One would like to reduce this field for technological appli-
cations. It is possible by decreasing the current or the lateral size of the nanopillar, but
this is not always feasible since a minimum current is required for OPP, and the lateral
size is limited by photolithography techniques. Another possible reason for the lack of
reproducibility is the influence of stray fields from the polarisers. In ref.[129], an in-plane
field was applied to cancel the dipolar field from Pol‖. In reality, it is not exactly com-
pensated everywhere in the FL, since it is non-uniform. In fact, a much stronger external
field was remaining: the Pol⊥ stray field. In order to check its effect on the switching
probability, a new device was fabricated by Cristian Papusoi in Spintec. Macrospin and
micromagnetic simulations were then performed to understand these results. Ref.[11]
summarises this study.

4.2.1 Experiment

The stack grown in Spintec is Pol⊥/Cu 4/FL/Cu 4/Pol‖, where Pol⊥ is [Pt 15/(Co
0.5/Pt 0.4)×7/Co 1/Ru 0.9/(Co 0.5/ Pt 0.4)×5/Co 1/Cu 0.3/Co 1], FL is [Co 0.5/Ni80Fe20
1.5/Co 0.5], and Pol‖ is [Co 0.5/CoFeB 1.5/Ru 0.9/Co 2/IrMn 7] (all thicknesses are ex-
pressed in nanometers). The multilayers [(Co 0.5/Pt 0.4)×7] and [(Co 0.5/Pt 0.4)×5] have
a strong perpendicular magnetic anisotropy because of interfacial coupling. However, the
spin polarisation is small since spin scattering is large in Pt. Therefore, a "polarisation
enhancement layer" [10] is included at the top of Pol⊥. It comprises two thicker Co
layers separated by Cu. The total thickness of Co and the large spin diffusion length
in Cu provide a good spin polarisation. In Pol‖, the magnetic layer is coupled to IrMn
antiferromagnet to pin its magnetisation direction.

The main difference between this device and the one tested in ref.[129] is the structure
of the two polarisers. In ref.[129], they were composed of a single layer, inducing a certain
stray field experienced by the FL. In the new structure, the two polarisers are replaced
with synthetic antiferromagnets (SAF), consisting of two magnetic layers antiferromag-
netically coupled by RKKY interaction. The RKKY (Ruderman-Kittel-Kasuya-Yosida)
interaction couples two ferromagnetic layers separated by a non-magnetic layer. This
far-field interaction forces the two coupled layers to be either parallel or antiparallel de-
pending on the thickness of the intermediate layer. Ruthenium has been widely used as a
spacer because it induces a strong RKKY interaction [133]. In the SAF polarisers (Pol⊥
and Pol‖) of the investigated samples, the Ru layer is 0.9nm thick, which results in an an-
tiparallel alignment at zero field. Furthermore, the SAFs are compensated, which means
the coupled ferromagnetic layers have the same magnetic moment (∼ MsAt). Thus, the
stray field on the free layer is very small, almost minimised, but not exactly zero since
one of the magnetic layer in the SAF is closer. As a result, the hysteresis loop of the
free layer is approximately centred at zero for both out-of-plane and easy-axis fields.
Since in ref.[129], the Pol‖ stray field was compensated by an external field, a comparison
with the new structure will help to understand the effect of Pol⊥ stray field. The aim
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is to see whether the suppression of this field increases the coherence and the switching
probability.

The sample has an almost circular cross-section of 100 nm diameter. The magnetore-
sistance is 0.3% due to the large serial resistance of the buffer and capping layers. All
measurements are performed at room temperature.

During the experiment, an external field first sets the free layer magnetisation parallel
or antiparallel to Pol‖ direction. The field was then completely switched off, and a pulse
of current was sent. The rise time of the pulse was 50 ps and the fall time was 100 ps.
The static resistance was measured immediately after the end of the pulse. It was always
close to either the parallel or the antiparallel resistance, indicating that, at the end of the
pulse, the FL magnetisation is uniform and aligned along the easy axis. The switching
probability Pswitch is plotted in Figure 4.5 as a function of the pulse duration. Each
point is an average over 120 measurements. This plot must be compared to Figure 4.4
that was obtained for single-layer polarisers [129]. With the SAF-Pol⊥, more than five
oscillations in Pswitch are observed before settling at 50% probability corresponding to
equal probability of ending up in P or AP configuration. In contrast, when a single-layer
Pol⊥ was used, barely two oscillation periods could be observed. Furthermore, the first
"peak" almost reaches unity here, indicating an improved reproducibility in the switching.
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Figure 4.5: Switching probability as a function of pulse width. Squares: the initial
state is parallel. Open circles: the initial state is antiparallel. The current density is
8.3× 1011A/m2.

The symmetry of the oscillations about Pswitch shows that the magnetisation dynamics
is dominated by the spin transfer from Pol⊥, and that Pol‖ has a negligible influence on
the switching dynamics, likely due to a higher current polarisation from Pol⊥.

The coherence has been enhanced compared to the previous device. In order to check
whether the suppression (or at least the dramatic decrease) of Pol⊥ stray field is the rea-
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son of the enhanced reliability, micromagnetic simulations were performed. Macrospin
simulations were first carried out, in order to determine a plausible set of material pa-
rameters.

4.2.2 Macrospin simulations
In macrospin simulations, the magnetisation dynamics of the FL is simulated. The

Landau-Lifshitz-Gilbert equation is solved numerically with the additional Slonczewski
torque. The pulse length ∆t is swept between 50ps and 3ns, and the current density J
is also varied. At initial state, the FL magnetisation is aligned along the easy axis; a
pulse is applied with 50ps rise time, ∆t duration and 100ps fall time. After the end of
the pulse, the simulation keeps on running for 2ns to let the system relax. The last value
of mx (easy-axis component) is stored, providing information on the final state.

Since the influence of the Pol‖ spin torque was negligible in the experiment, only
the spin torque from the Pol⊥ is implemented. The materials constituting the FL are
Co 0.5/Ni80Fe20 1.5/Co 0.5. This trilayer, in the macrospin approach, has to be mod-
elled as one single material. A reasonable value for the saturation magnetisation is
Ms = 1040 kA/m. The out-of-plane spin polarisation is set to η⊥ = 0.3, which is also a
reasonable value. The other parameters of the simulation are the damping α, the mag-
netocrystalline anisotropy Ku, and the demagnetisation coefficients Nxx,Nyy,Nzz. The
experimental values of these parameters are not known precisely, and therefore, can be
adjusted within a reasonable range for simulation.

The first macrospin simulations were run with the parameters of table 4.1

Ms 1040 kA/m
Ku 12000 J/m3

p [0 0 1]
α 0.02
η⊥ 0.3
Nxx 0
Nyy 0
Nzz 1

Table 4.1: Input parameters of the first set of macrospin simulations.

This set of parameters gave a frequency much higher than the one observed in experiment,
even for a current close to the critical current (we get more than 30 periods in 3ns,
instead of 6 oscillations measured experimentally). Therefore, these parameters have to
be adjusted to obtain a better agreement. However, looking for a perfect agreement
would not make sense, because a lot of "ingredients" are not included in the model.
These ingredients would likely be responsible for a substantial change in the quantitative
results. Describing the whole nanopillar with a very accurate transport model could help
obtaining a good agreement, but it would require even more parameters, often hard to
determine. It would also lead to very lengthy simulations.
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The expression of the OPP frequency [126, 105] (equation 3.15)

f =
γ0
2π

h̄

2e
g(θ, η)
µ0Mst

J

α
(4.4)

tells us that α could be increased to obtain a better agreement with the experiment, but
α > 0.02 would not be realistic. In fact, it also tells us that the minimum frequency
is proportional to JC⊥, therefore the expression of the critical current (equation 4.2)
also indicates how to obtain a smaller frequency. Reducing the anisotropy Hk allows
smaller currents to induce OPP, hence smaller frequencies. After trying several sets of
parameters, the magnetocrystalline anisotropy Ku was finally set to zero, while a small
in-plane shape anisotropy was given by the demagnetisation coefficients given in table
4.2 that correspond to an ellipse of 100nm×90nm×2.5nm. The other parameters remain
unchanged.

Ms 1040 kA/m
Ku 0 J/m3

p [0 0 1]
α 0.02
η⊥ 0.3
Nxx 0.034702
Nyy 0.038709
Nzz 0.926589

Table 4.2: Input parameters of the final set of macrospin simulations.

Figure 4.6 shows the results of the simulations. In the black areas, the final state was
identical to the initial state. On the other hand, white stripes indicate a switching. The
critical current is found to be JC⊥ = 1.1× 1011 A/m2. The minimum switching time
is given by the first white stripe on the left-hand side. It varies as the inverse of the
overdrive current |J − Jc|, as predicted by Sun [88]. 100ps switching can be achieved at
twice the critical current, while a current just above JC⊥ requires a 500ps pulse.

The successive white and black stripes correspond to different numbers of half pre-
cession cycles achieved by the magnetisation. In the first white stripe, the magnetisation
has just completed half a round; in the next black stripe, it is one precession cycle, thus
returning to its initial state; in the following white stripe, there are 3/2 precession cycles,
and so on. Thus, the FL magnetisation achieves an odd number of half precession cycles
in a white stripe, and an even number in a black stripe.

Thermal fluctuations are not included here. The simulations are deterministic, which
means running several times will always give the same result. If we wanted to compare
directly these macrospin simulations with the plot of the switching probability (Figure
4.5), then we should add the temperature via a randomly fluctuating field.
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Figure 4.6: Switching probability as a function of the current density J and the pulse
width ∆t. White: switching. Black: no switching. On the 3D plots: magnetisation
trajectories. First white stripe: half a precession cycle. First black stripe: complete
precession cycle.

4.2.3 Finite-Difference simulations
Our finite difference simulations are run with the micromagnetic solver st_gl-fft

[9]. The goal is to compare the dynamics in the cases of a single-layer Pol⊥ and a SAF
Pol⊥. The FL is discretised in a mesh with cells of 1.6× 1.4× 2.5nm3. Other layers are
supposed to be fixed. Like in the macrospin simulations, the Pol‖ is ignored and the
out-of-plane polarised current is modelled by the Slonczewski torque. The non-uniform
Pol⊥ stray field is added in the case of single-layer Pol⊥, whereas no additional field is
experienced by the FL with a SAF-Pol⊥. Moreover, the model does not take account of
thermal fluctuations.

The stray field of the single-layer Pol⊥ is computed in the cells of the FL. Its intensity
and its out-of-plane component are shown in figure 4.7. The stray field ranges from 61
kA/m to 130 kA/m inside the free layer. In comparison, the Oersted field (Figure 4.8)
goes up to 5.8 kA/m and its average is about 4 kA/m for a typical value of the current
density J = 2.3× 1011A/m2. For this reason, it will be neglected in our simulations,
though its inclusion could be interesting for a further study.

Current density and pulse length are swept, like in macrospin simulations. A switching
diagram (Figure 4.9), similar to figure 4.6, is plotted for the two current polarities and
the two device structures. Due to a non-constant g(θ, η) factor in the expression of the
spin torque, the diagrams for two opposite polarities are not symmetric; in particular,
the value of the critical current JC⊥ is slightly different.

Figure 4.9a should be compared with figure 4.6. In the latter, obtained for macrospin,
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Figure 4.7: Pol⊥ stray field computed inside the FL. Left-hand side: magnitude of the
stray field. Right-hand side: out-of-plane component of the stray field.

Figure 4.8: Oersted field calculated for a uniform distribution of current along ẑ of
amplitude J = 2.3× 1011A/m2.

the stripes are closer to each other when the current is increased, exhibiting a monotonic
increase of the frequency (equation 4.4). In contrast, figure 4.9a shows a certain frequency
decrease at high current, especially after several precession cycles. This behaviour is
explained by a change in the micromagnetic configuration, as shown in chapter 3 and
ref.[9].

Let us now compare the diagrams 4.9cd obtained with a single-layer Pol⊥ to the plots
4.9ab of the SAF-Pol⊥ structure. The addition of the stray field leads to a slightly smaller
critical current. At moderate current density (below 2× 1011A/m2), the magnetisation
is still sufficiently uniform such that the final state is a single domain aligned along the
easy axis. However, at higher currents a vortex is formed, favoured by the Pol⊥ stray
field. The region where the final state is a vortex is shown in grey in figure 4.9.

Figure 4.10 illustrates the evolution of the system under a pulse of 1210 ps and 2.5×
1011A/m2. Without Pol⊥ stray field, two symmetrical canted domains move along the
edge of the FL (Figure 4.10a) during the precession. When the current is switched off,
the magnetisation continues to rotate, achieving a whole turn before relaxing along the
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Figure 4.9: Switching diagrams obtained with FD micromagnetic simulations. Black: no
switching. White: switching. Grey: the final state is a vortex. (a) J>0, no Pol⊥ stray
field. (b) J<0, no Pol⊥ stray field. (c) J>0, stray field applied. (d) J<0, stray field
applied.

easy axis. With a Pol⊥ stray field (Figure 4.10b), the equilibrium state at the beginning
is not exactly the same. When the current is on, an out-of-plane domain is formed; it is
pointing downward, since the spin torque is along -z when J > 0. During the precession,
this domain moves away from the edge, giving rise to a vortex. At the end of the pulse,
if the vortex is sufficiently far from the border, it remains stable and spirals around the
centre of the FL at a much slower frequency with a trajectory of gradually decreasing
radius. Its direction of rotation is determined by the surrounding in-plane spins which
"drags" it. The vortex is then static when it reaches the centre.

Thus, the vortex state is induced by the Pol⊥ stray field. Since this field is directed
upward, one may think that the vortex is favoured only for the current polarity making
it to point up. This is wrong, as shown in the example of the figure 4.10. A vortex can be
observed for both polarities of current, with a vortex pointing up for J < 0 and pointing
down for J > 0. The vortex state is initiated by a complex magnetisation configuration
induced by the Pol⊥ stray field and enhanced by the STT-driven dynamic motion.

However, experiments show that the final state is one of the two in-plane equilibrium
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Figure 4.10: Simulations for a current density J = 2.5× 1011A/m2 and pulse length
∆t = 1210ps with a SAF Pol⊥ (a) and a single-layer Pol⊥ (b). The colour scale represents
the out-of-plane component of the magnetisation. In (b), when the current is off, the
vortex describes a spiral around the FL centre. The system is at static equilibrium when
the vortex reaches the centre.

state and cannot be a vortex. In fact, the vortex is an energy minimum, but not a global
minimum. Numerical computations with Pol⊥ stray field show that the energy differences
between vortex and in-plane state are

EVortex DOWN −Esingle-domain = 2.17× 104 J/m3

EVortex UP −Esingle-domain = 1.81× 104 J/m3

In fact, the vortex state is stable for much thicker layers. The reported simulations are
performed at 0K. At room temperature, thermal fluctuations are expected to overcome
the energy barrier, such that the system would end up in one of the two in-plane equi-
librium states (global minima) with equal probability. Therefore, when J > 2JC⊥, the
coherence is lost for long pulses, and the switching probability goes to 0.5, as observed
experimentally.

In conclusion, the coherence of the magnetisation dynamics is affected by the Pol⊥
dipolar field, and leads to a rapid damping of the oscillations of switching probability
as a function of pulse duration. Therefore, the use of SAF-Pol⊥ improves the switching
reproducibility in these ultrafast switching MRAM cells. Moreover, it is interesting to
note that the improved coherence of the precession likely means a correlative narrower
linewidth when using this type of structure as frequency tuneable RF oscillators.
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4.2.4 Switching probability and frequency noise: prospective
work for experiments and simulations

Let us consider the studied device as a STO excited by a dc current. As mentioned
earlier, a narrow linewidth of this STO means a better coherence. Thus, one of the reasons
of the decreasing switching probability in STT-precessional switching is the frequency
noise. The experimental plot 4.5 is obtained from averages over several measurements.
Each measurement is the final state of an oscillation which has its own particular mean
frequency, due to fluctuations. Consequently, the final state of one realisation will depend
on the deviation from the true periodicity (called jitter) at the end of the current pulse.
Therefore, the obtained probability results from the jitters of all the realisations.

Figure 4.11 illustrates this average effect. The switching probability curve of one
realisation is obviously a square wave (Figure 4.11a) since there are two possible final
states. For simplicity, fluctuations were not included within the realisation. Instead, to
understand the effect of frequency noise, the frequency of each realisation was picked up
randomly from a Gaussian distribution (Figure 4.11b) centred about f0 = 1.9 GHz with
a standard deviation σ = 0.124 GHz. The average of 250 realisations was then computed,
giving the switching probability (Figure 4.11c).

The values of input parameters f0 and σ were chosen to have a good agreement with
experimental data of figure 4.5. Standard deviation σ is supposed to be of the same
order of magnitude as 2αω. Given the values of σ and ω, the damping has to be around
α = 0.03, which is consistent with simulations.

No RF measurement was done on the studied STT-MRAM. An interesting experiment
would be to measure the phase noise in this type of device in order to verify its effect on
the coherence loss. Simulations could also be performed by varying α and temperature.

Even though frequency noise may be a good explanation for the vanishing switching
probability, one can notice that the beginning of the simulated curve is much more square
than in experiments. In Figure 4.11c, Ps reaches 1 in a certain range of time, which is
not the case in experiments. In the model, the initial configuration was assumed to be
always the same. In reality, thermal fluctuations are responsible for a certain distribution
of initial states. Since the starting state is different for each realisation, one should expect
different "trajectories" from the very beginning, affecting the whole curve, in particular at
short time scale. Macrospin and micromagnetic configurations could be used to study the
effect of an initial state distribution on the switching probability at half a precession cycle,
which is particularly interesting for applications. For example, including the fluctuating
field, one can let the system evolve without current, and start the pulse after 0.2ns.
Performing this simulation 100 times, Ps can then be plotted. A broad distribution of
initial states induced by the temperature should lead to a smaller probability at half
precession cycle.
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Figure 4.11: (a) Square wave representing one realisation. (b) Gaussian distribution of
square waves frequencies with mean parameter f0 = 1.9GHz and standard deviation
σ = 0.124GHz. (c) Average over 250 square waves.

4.2.5 Finite Element simulations

Comparison of switching diagrams

All the micromagnetic simulations that we have reported in ref.[11] were performed
with the Finite-Difference code st_gl-fft. To test feeLLGood, simulations of STT
precessional switching were also performed, using the order 2 version of the code and
dumax = 0.015. The demagnetising field is computed with the FMM method. Each
diagram required less than two weeks of simulations, thanks to the large number of
CPUs used at the same time. The mesh contains 5368 nodes (27405 elements). The
results are shown in figure 4.12. This figure has to be compared with the figure 4.9. Let
us just remind that the simulated systems are not exactly the same, since the edge is not
’rough’ in FEM simulations. This accounts for some difference in the results, as shown
in the next section.

The agreement between feeLLGood and st_gl-fft simulations is very good. Almost
identical results are obtained at low currents. In the single-layer-Pol⊥ case, the vortex
state is found in the same range of pulse length and current. Even the ’incursion’ at
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Figure 4.12: Switching diagrams. Black: no switching. White: switching. (a) No Pol⊥
stray field. (b) Stray field applied.

J = 2.83× 1011A/m2 that seemed to be an anomaly in the FD simulations is also found
in the FEM simulations. The critical current is also the same, still slightly lower when
there is the Pol⊥ stray field. However, there is a discrepancy at very high currents for
the SAF-Pol⊥. feeLLGood simulations exhibits a non-coherent behaviour showing that
a large current may lead to instabilities, even in the absence of the dipolar field.

Time traces

Time traces of feeLLGood and st_gl-fft simulations are similar but do not exhibit
a perfect agreement. It is clear, from figure 4.13, that the initial and final states found
by the solvers are different. In between, the variation of the magnetisation appears to be
very similar.
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Figure 4.13: Time of traces of STT precessional switching at J = 1.33× 1011A/m2 and
∆t = 290 ps.
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Since the discrepancy between feeLLGood and st_gl-fft seems to originate from a
difference in the equilibrium states, these are presented in the next section.

Comparison of initial configurations

The simulations start from an equilibrium state aligned along the easy axis. The con-
figuration is not uniform, since surface magnetostatic charges constrain the magnetisation
to follow the edge. The so-called onion-state is formed, as shown on figure 4.14. This
initial state is one of the two ground states, since there exists a symmetric onion-state
aligned in the opposite direction.

Figure 4.14: Ground state of the system in absence of Pol⊥ stray field.

In absence of Pol⊥ dipolar field, the two ground states along the easy-axis are found
with st_gl-fft and feeLLGood. In contrast, when the stray field is on, feeLLGood still
finds two ground states whereas st_gl-fft computations give four equivalent ground
states. The ground states along +x are shown in figure 4.15.

The ’splitting’ of the ground state observed in FD simulations is due to the staircase
edge. This numerical artefact reminds us of the caution required when interpreting FD
simulations. Fortunately, this difference of initial state almost does not affect the final
result.

The influence of the analyser has been neglected because it is thought that, in STT
precessional switching, the spin torque is mainly due to the perpendicular polariser.
Therefore, for a reliable precessional switching, it is tempting to think that the polarisa-
tion of the analyser has to be as small as possible. In the next section, another point of
view is explored: by increasing the polarisation of the analyser, a deterministic switching
may be possible. This switching would combine the advantages of all-planar STT-MRAM
and STT precessional switching.
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Figure 4.15: Equilibrium magnetisation states taking into account the polariser’s stray
field. Left-hand side: feeLLGood simulation shows a magnetisation directed along the
easy axis. Right-hand: st_gl-fft computations exhibit a splitting of the ground state.

4.3 Deterministic switching with combined perpen-
dicular and planar polarisers

Spin-torque-driven precessional switching is a very fast means of reversing magnetisa-
tion. Reliability problems have been discussed and we have seen that replacing polariser
and analyser by SAFs can be a way to increase the switching probability. However, the
exact duration of the current pulse and its amplitude have to be adjusted with a very high
precision in order to obtain a reasonable switching probability. It turns out that random
variations in sample characteristics always exist, even after an optimised nanofabrication
process, which means that the exact parameters of the current pulse should be differ-
ent for each memory cell. The problem of reliability is therefore not entirely solved. An
ideal magnetic memory would combine both the speed of STT-precessional switching and
the reliability of "all-planar" MRAM. In this section, we discuss a technological solution
allowing to get closer to this ideal memory.

In ref [131], Rowlands et al. report on switching in double-MgO-barrier spin valves
comprising both in-plane and out-of-plane polarisers. Switching is achieved in a time as
short as 0.1 ns, which is the typical reversal time in precessional switching. However, the
authors claim that they [did] not observe oscillations of the switching probability with
pulse duration. The absence of these oscillations is attributed to the influence of STT
generated by the in-plane polariser.
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PLANAR POLARISERS

In ref [134], Hou et al. studies, with macrospin simulations, the response of the same
system to a dc current. A state diagram is plotted varying the "strength" of each po-
lariser. They draw the same conclusion as Rowlands et al.: deterministic switching can
be observed if the strength of the in-plane polariser is (much) larger than the strength of
the out-of-plane polariser. However, no quantitative criterion is given. In the following,
we will try to determine the exact conditions in which direct switching can exist. We call
direct switching or deterministic switching the magnetisation reversal under the action
of STT from both in-plane and out-of-plane polarisers, such that there is no oscillation
of the switching probability, and the magnetisation trajectory is similar to the one ob-
served in precessional switching. In this type of switching, the final state depends on
the current polarity. The whole analytical study will be conducted within the macrospin
approximation.

4.3.1 Macrospin model

The physical principle of deterministic switching lies on the condition that the critical
current to initiate IPP is smaller than the onset of OPP:

|J±C‖| < |J⊥| (4.5)

When the current is slightly larger than |J±C‖| (onset of IPP), the magnetisation starts to
oscillate. If the incursion angle of IPP is large enough, the additional torque generated
by the out-of-plane polariser can be sufficient to reverse the magnetisation. Moreover, if
the current is smaller than J⊥, there is no OPP and the magnetisation relaxes around its
new equilibrium position.

The expression of J±C‖ was mentioned earlier (equation 4.2) without distinction be-
tween positive and negative currents. In our convention (for positive current, electrons
flow from the in-plane polariser to the free layer), the critical currents with in-plane
polariser write [88, 114, 126]

J−C‖ = −α
2e
h̄

µ0Mst

g(θ = 0, η‖)

(
HK +

Ms

2

)
(4.6)

J+C‖ = +α
2e
h̄

µ0Mst

g(θ = π, η‖)

(
HK +

Ms

2

)
(4.7)

(4.8)

where J−C‖ is the critical current for negative current, and J+C‖ corresponds to a positive
current.

The expression of J⊥ given in equation 4.2, as well as the expressions of J±C‖ (4.6 and
4.7) were derived considering only one polariser. Assuming that each critical current is not
influenced by the addition of a second polariser, one can consider that these expressions
are still valid in the case of a free layer magnetisation driven by both in-plane and out-
of-plane polarisers.

123



CHAPTER 4. STT PRECESSIONAL SWITCHING

Noting that the condition 4.5 is equivalent to |J⊥||J±
C‖|

> 1, one can write

|J⊥|
|J−C‖|

=
1
α
× 1

2 + 1
Q

×
g(θ = 0, η‖)
g(θ = π

2 , η⊥)
> 1 (4.9)

|J⊥|
|J+C‖|

=
1
α
× 1

2 + 1
Q

×
g(θ = π, η‖)
g(θ = π

2 , η⊥)
> 1 (4.10)

where Q = HK/Ms, with HK the anisotropy field originating from magnetocrystalline
and shape anisotropies. In thin films, within macrospin approximation,

HK =
2Ku

µ0Ms
+ (Nyy −Nxx)Ms, (4.11)

therefore,
Q =

2Ku

µ0M2
s
+ (Nyy −Nxx). (4.12)

In practical cases, Q� 1. Therefore, equations 4.9 and 4.10 become

|J⊥|
|J−C‖|

=
Q

α
×
g(θ = 0, η‖)
g(θ = π

2 , η⊥)
> 1 (4.13)

|J⊥|
|J+C‖|

=
Q

α
×
g(θ = π, η‖)
g(θ = π

2 , η⊥)
> 1 (4.14)

Using the formula 1.104 for the spin efficiency g(η, θ), and setting for instance η⊥ =

0.3, one can then draw the plots of |J⊥|/|J±C‖| as a function of η‖ and Q/α (Fig. 4.16).

The white region in the diagram 4.16 indicates that |J⊥|/|J±C‖| > 1 and therefore that
a deterministic switching should be possible. However, it does not indicate the range of
current where this switching exists, it just tells that such a current exists. We only know
that the current density J must fulfil the condition

|J±C‖| < |J | < |J⊥|. (4.15)

The figure 4.16 shows that the deterministic switching is easier for J > 0. Since the
white region of figure 4.16a is smaller than the white region of figure 4.16b, the condition
of deterministic switching for both polarities is determined only by the diagram J < 0:
at given

(
η‖, Qα

)
, if deterministic switching is possible for J < 0, then it is possible for

J > 0. In fact, the figure tells us what have to be the aspect ratio of the free layer (directly
related to Q/α) and the relative strengths of the two polarisers. Bipolar switching can
be achieved in structures with a large aspect ratio (i.e. large Q) and a strong polarisation
of the in-plane polariser. It is therefore not surprising that it was observed by Rowlands
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Figure 4.16: The ratio |J⊥|/|J±C‖| is >1 in the white area (deterministic switching is
possible), and <1 in the black area (deterministic switching impossible). (a) J < 0; the
white area corresponds to possibility of switching from Parallel to Anti-Parallel state.
(b) J > 0; the white area corresponds to possibility of switching from Anti-Parallel to
Parallel state. In the black areas, a dc current should lead to IPS state or OPP oscillation
or OPS state. Here, the polarisation of the out-of-plane polariser is set to η⊥ = 0.3.

et al. [131] in double MgO tunnel junction of 180 nm×70 nm lateral size. It is worth
mentioning that a low α also favours bipolar switching.

4.3.2 Macrospin simulations
Checking the diagram 4.16 by simulations would require not only to vary the aspect

ratio (hence Q/α) and the polarisation η‖ of the planar polariser, but also to vary J

over a large range. At given Q/α and η‖, if there exists a current density J such that
deterministic switching is found (i.e. switching under dc current), then the values of Q/α
and η‖ should be found in the white region of figure 4.16.

Due to the length of such series of simulations, only a few were performed to see the
effect of a large aspect ratio and a large planar polarisation. The macro-spin free layer is
200 nm× 50 nm× 2.5 nm, with α = 0.015, resulting in a ratio Q/α = 5 (far right in the
diagrams of figure 4.16). The polarisations of the fixed layers are η⊥ = 0.3 and η‖ = 0.7.
Starting from the parallel state in the simulations with J < 0 and from the anti-parallel
state when J > 0, a dc current is applied. Switching is found for both polarities (figure
4.17), confirming that

(
Q
α , η‖

)
= (5, 0.7) is in the white areas of figure 4.16. Moreover,

the amplitude of the threshold current for AP→ P switching is smaller than for P→ AP
switching, complying thus with the previous comments on the asymmetry of the current.

On the other hand, simulations reveal a complex magnetisation dynamics. As shown
on figure 4.17 a, for J > 0, switching does not occur at some particular currents but
appears again for some larger ones. In contrast, for J < 0, beyond the critical current,
all the simulations exhibit deterministic switching; the OPP threshold being too large

125



CHAPTER 4. STT PRECESSIONAL SWITCHING

P →AP

AP→P

-5.0 -2.5 0.0 2.5 5.0
-1.0

-0.5

0.0

0.5

1.0

 

 

fin
al

 v
al

ue
 o

f m
x 

J (x1011A/m2)

0.4x1011

1.3x1011

4.2x1011

- 3.2x1011

- 5x1011

- 12x1011

PERP (η=0.3)

LONG (η=0.7)

FL

FL size = 200nm*50nm*2.5nm

(a)

(b)

Figure 4.17: Macrospin simulations of free layer magnetisation dynamics driven by the
spin torques originating from a planar polariser (η‖ = 0.7) and a perpendicular polariser
(η‖ = 0.3). (a) Final values of mx (component along the easy axis); blue (and red) points
represent switching from Parallel to Anti-Parallel state (and Anti-Parallel to Parallel
state). (b) Magnetisation trajectories for selected current values.

for such a large aspect ratio. Interestingly, ringing is very long at small currents (figure
4.17 b), whereas ballistic switching (as defined in section 4.1.1) is observed at J = −12×
1011A/m2. To summarise, switching time is increased compared to the case when the
influence of the planar polariser is negligible, but it can still be of the same order of
magnitude at very large current amplitude. However, large current amplitude may give
rise to complicated dynamics that is not deterministic anymore, especially for AP → P

switching.

4.4 Conclusions of the chapter

The conclusions of this chapter are of interest for both numerics and applications.
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Numerical aspects
Switching diagrams have been obtained for both feeLLGood and st_gl-fft. They

are similar, with a slight discrepancy at large current amplitude and large pulse duration.
In fact, a more obvious difference is found when computing the equilibrium states. In the
case when the polariser stray field is applied, the ground state computed with st_gl-
fft is split whereas it is not with feeLLGood. This splitting is not physical and results
from the staircase-like edge. This artefact has not significantly affected the switching
diagrams and the conclusions made for st_gl-fft remain true.

Applications
Switching in less than 1 ns has been demonstrated both experimentally and numer-

ically. It has been shown that the coherence, hence the reliability, is improved if the
polariser’s stray field is suppressed. Therefore, compensated SAF should be used in this
type of device.

However, for a very reliable switching, one must choose an analyser (called "in-plane
polariser") with a larger polarisation. The magnetisation could then be reversed avoiding
sustained OPP. The conditions favourable to this type of switching are summarised on a
diagram.
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Conclusion

Summary
The conclusions of this PhD thesis are of interest for both numerical micromagnetism

and applications.

Conclusions on the numerical tools

A first-order version of feeLLGood with the spin torque term has been first tested
on problem of perpendicular STO. It proved to be very reliable, despite its relatively
slow speed. The comparison with the Finite Difference Method has shown an artefact
of this method. In particular, meshing the staircase-edge geometry with tetrahedra and
performing the simulations with feeLLGood (section 3.2.3), the ambiguity concerning the
frequency jumps has been definitely raised. As a consequence, one can affirm that the
Finite Element Method is much more reliable for round geometries.

The order 2 version of feeLLGood has been extensively used and compared to the
order 1. A very good agreement has been found between the two versions, proving thus
their reliability. However, one test (section 2.5.2) has shown a discrepancy between order
1 and order 2. The abnormally low IPP critical current of the order 2 version has shown
that the dynamics is not computed accurately for small amplitude oscillations. The
problem may simply arise from the time-stepper criterion that is not strict enough for
such small precession angles. Another weak form, currently being implemented may help
to solve this problem.

The two algorithms computing the demagnetising field (FMM and NFFT) have both
been tested, and have exhibited similar results. In the simulations of Spin Torque Oscil-
lators and STT-MRAM, only the FMM has been used. In fact, the meshes contain less
than 10000 nodes and NFFT does not provide any advantage over FMM for such small
meshes. Moreover, the memory required would have been larger.

Conclusions on applications

In the chapter 2, spin-torque-induced in-plane precessions have been studied. The
frequency jumps observed in experiments have also been observed in the micromagnetic
simulations. The macrospin model has been unable to explain the various frequency
jumps, showing thus that they arise from the non-uniformity of the magnetisation. These
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discontinuities do not only exist in the frequency curve, but also in the incursion angles of
the trajectories, in the micromagnetic configurations and in the various energies. Spectral
mapping techniques have been used to decompose the periodic magnetisation vector on a
basis of harmonics. Doing so at each node of the mesh, the maps of local power have been
plotted as well as the time-dependent decompositions. As a result, the frequency jumps
have been found to be linked to the excitation of a new mode at certain harmonics (third
harmonic in the transverse component, for branches 4 and 5), with a maximal amplitude
just above the frequency jump. Discontinuities seem to occur when the self-frequency of
the excited mode crosses one of the harmonics of the IPP oscillation. Computation of
the normal modes of the system showed some similarities with the excited modes but an
exact matching could not be found as the excited modes are strongly non-linear, with a
large variation of their longitudinal component.

In the chapter 3, oscillations have been studied in a spin torque oscillator with per-
pendicular polariser and planar free layer. The first motivation of this study was to
benchmark feeLLGood with the spin transfer torque. However, it turned out that the
simulations were also of interest for applications. Interestingly, a branch has been found
close the macrospin frequency curve, meaning that a large frequency tuneability may
be possible. This is, of course, of great interest for applications since a wide range of
frequency would be accessible only by tuning the current and in absence of applied field.
Moreover, other oscillating modes have been found that and have been related to eigen-
modes of the system.

In the chapter 5, a similar system has been simulated applying pulses of current instead
of dc current. A switching has then been observed in a time as short as 100 ps. Two cases
have been considered: with the polariser’s stray field on the free layer, and without
this field. The formation of a vortex at large current has shown that the magnetisation
oscillation is much less coherent when the dipolar field of the polariser acts on the free
layer. The improved switching probability observed experimentally is therefore explained
and suggests improved results with a SAF-polariser.

Outlook
The PhD started with simulations of perpendicular Spin Torque Oscillator lasting at

least three weeks. Moreover, only a few simulations could be run at the same time. The
number of CPUs available has then grown and a much faster version of feeLLGood was
implemented, resulting in an increased amount of simulation results. Developing a more
accurate solver is still possible by working on a new order 2 time scheme. Moreover, par-
allel programming and GPU computation can also speed up micromagnetic simulations
by more than ten times. On the other hand, the rapidity of micromagnetic codes already
allows to deal with large systems, and more elaborate tools can now be developed to
study a complex physics. In the systems addressed during this PhD, one could simulate
dynamic coupling between free layer and polariser, for example. It would be also inter-
esting to add the field-like torque or the thermal fluctuations. Unfortunately, there is



currently no model including the random field in the Finite Element Method.
Nonetheless, the complexity of spintronic devices is also due to the properties of

electronic transport. The ballistic model is very useful because it gives an immediate
expression of the spin torque, but was derived within a very restricted model and therefore
does not hold in a general case. Instead, a diffusive model should be implemented and
coupled with micromagnetism. This is already a work in progress in our group (PhD of
Magali Sturma).
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