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Abstract

In this PhD thesis, we study properties of transverse magnetic polarized waves in structures composed
of a Kerr-type nonlinear dielectric layer, metal and linear dielectric layers. Although these waves,
called here plasmon—solitons, have been studied for more than 30 years, there is still no experimental
confirmation of their existence. The main reason being that, in all the configurations predicted so far,
the nonlinear index modification required to observe plasmon—solitons corresponds to light intensities
that are orders of magnitude higher than the damage threshold of typical nonlinear materials. The
goal of this PhD thesis is to improve the understanding of plasmon—solitons, so as to design structures
that support these nonlinear waves at low power levels.

Firstly, we study configurations with a semi-infinite nonlinear medium. We have developed two
semi-analytical models based on Maxwell’s equations. The first model treats the Kerr-type nonlinearity
in a simplified way, but allows us to obtain analytical expressions for both the field profiles and the
nonlinear dispersion relation. The second model treats the nonlinearity in an exact way. It allows us
to obtain an analytical expression for the nonlinear dispersion relation, but the field profiles in the
nonlinear medium are found numerically. We have studied for the first time three-layer structures
(nonlinear dielectric/metal/linear dielectric) for which the linear parts of the permittivities of the
dielectric cladding are different on both sides of the metal. In these configurations, we have found
narrow regions of structure opto-geometric parameters in which low-power plasmon—solitons exist.

Because our models are formulated for four-layer structures, they allow us to study configurations
in which an additional dielectric layer is introduced between the nonlinear dielectric and the metal film
for the first time. We have provided dispersion diagrams and field plots for such structures with various
parameters. The semi-analytical formulation of our models allows us to rapidly scan the phase space
of the structure parameters. Using these scans, we have reported possible four-layer configurations
with realistic parameters that support plasmon—solitons for power levels below the material damage
threshold.

Secondly, we study configurations called nonlinear slot waveguides, in which a finite-size nonlinear
dielectric core is sandwiched between two semi-infinite metal cladding layers. We have developed
two models based on Maxwell’s equations to study such structures. The first model uses a simplified
treatment of the Kerr-type nonlinearity, but provides analytical expressions for the field profiles and the
nonlinear dispersion relations expressed in terms of Jacobi elliptic special functions. The second model
treats the Kerr-type nonlinearity in the exact way and allows us to obtain an analytical condition that
reduces the parameter space in which the solutions for a given structure are numerically computed.

We have studied the dispersion diagrams and the mode transformations along their dispersion
curves for the symmetric nonlinear slot waveguides. Except for the first order modes already known in
such structures, we have discovered the existence of higher-order modes. All the modes of the nonlinear
slot waveguide can be divided in two families: a family of symmetric and antisymmetric modes with
nodes that resemble the linear modes of a modified linear slot waveguide; and a family of symmetric
and asymmetric node-less modes that do not have linear counterparts. We report that in the node-less
family, the symmetric modes appear through a fold bifurcation and the asymmetric modes, that are
doubly degenerate, appear from the symmetric modes through a Hopf bifurcation. Using the versatility
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of our models, we have also studied the effects of the core size and of the permittivity contrast between
the core and the metal cladding on the dispersion diagrams. We have shown that a careful choice of
these parameters may lead to nonlinear effects that can be observed at low power levels. We also
studied the properties of asymmetric nonlinear slot waveguide structures (with different permittivities
of the two metal claddings). Finally, using both theoretical arguments and numerical simulations of
the temporal evolution obtained with two different vector methods, we present the first study of the
plasmon—soliton stability in nonlinear slot waveguides.



Résumé

Dans cette these, nous étudions les propriétés d’ondes transverses magnétiques dans des structures
composées d’une couche de diélectrique nonlinéaire de type Kerr et des couches métalliques et diélectriques
linéaires. Bien que ces ondes, nommées ici plasmons—solitons, ont été étudiées depuis plus que 30 ans,
il n’y a toujours pas de confirmation expérimentale de leurs existences, du fait de ’extréme mod-
ification nonlinéaire de l'indice de réfraction requise pour générer ces ondes dans les configurations
proposées jusqu'’ici. Le but de cette these est de développer des modeles analytiques et numériques pour
améliorer notre compréhension de ces plasmons—solitons et de concevoir des structures supportant ces
ondes nonlinéaires a basse puissance.

Dans la premiere partie de cette these, nous élaborons différents modeles pour étudier les pro-
priétées de plasmons—solitons stationnaires dans deux types de structures : (i) une région diélectrique
nonlinéaire semi-infinie en contact avec des couches de métal et de diélectrique linéaires et (ii) une
couche de diélectrique nonlinéaire d’épaisseur finie entre deux régions métalliques semi-infinies (guide
d’onde métallique & coeur nonlinéaire). Nos modeles nous permettent de calculer des relations de dis-
persion nonlinéaires et les profils de champ correspondants dans ces structures. Ils généralisent les
approches déja proposées dans la littérature et nous permettent d’étudier des configurations qui ne
Pavaient jamais été. Les différents modeles développés ont des niveaux de compléxité différents et
font appel a différentes approximations. Par conséquent, ils sont complémentaires dans 1’étude des
structures visées.

Dans la seconde partie, nous présentons des résultats obtenus pour les deux types de structures
mentionnées ci-dessus. Pour le premier, nous montrons qu’en utilisant une structure a quatre couches
que nous proposons (avec une couche mince tampon de diélectrique linéaire entre le milieu nonlinéaire
et le film métallique), il est possible d’obtenir des plasmons—solitons & des niveaux de puissance
déja utilisés pour des solitons spatiaux dans des guides d’onde purement diélectriques. Du fait de
I'efficacité de nos méthodes, nous avons scanné ’espace des parametres de la structure et nous avons
trouvé les configurations les plus adaptées a la premieére observation expérimentale des plasmons—
solitons. Puis, nous étudions les guides d’onde métalliques a coeur nonlinéaire. Pour de tels guides
symétriques, nous retrouvons des modes déja connus dans la littérature et trouvons de nouveaux
modes d’ordres supérieurs. Pour certains des modes symétriques, nous observons une bifurcation par
brisure de symétrie donnant naissance a des modes asymétriques dans une structure symétrique. Nous
étudions les effets du changement de la taille du coeur et du contraste de permittivité sur le seuil
requis pour cette bifurcation. Nous présentons aussi la premiere étude des guides d’onde métalliques a
coeur nonlinéaire asymétriques. Finallement, en utilisant a la fois des arguments théoriques et des sim-
ulations de I’évolution temporelle réalisées avec deux méthodes numériques différentes, nous réalisons
la premiere étude de la stabilité de ces plasmons—solitons dans des guides d’onde métalliques a coeur
nonlinéaire.
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1.1 Introduction

1960s, when sources of powerful and coherent light required to observe nonlinear effects in
optical materials became available. Light with high intensity induces changes of the material
properties leading to nonlinear phenomena such as second and third harmonic generation, sum and
difference frequency generation, intensity dependent refractive index or two photon absorption and

THE field of nonlinear optics [1-3] was born after the appearance of lasers at the beginning of

many more.

Spatial optical solitons are closely related to the intensity dependent refractive index. Spatial
optical solitons are localized nonlinear electromagnetic excitations for which the diffraction is balanced
by the self-focusing nonlinear effect [4]. These waves were extensively studied over the last decades [5—
9]. Due to the extraordinary properties of solitons, such as strong localization and ability to propagate
undisturbed over large distances, these beams are not only interesting physical objects but also offer
a huge application potential in integrated optics and all-optical devices. The field confinement can be
further enhanced by using layered structures, so that the total refractive index modification is not
only due to the self-induced nonlinear effects but also built-in in the structure. The simplest structure
of this type is a single interface between a linear and a nonlinear dielectric.

The first description of optical nonlinear localized surface waves — solitons propagating along a
single interface between a linear and a nonlinear dielectric — was given in 1980 by Tomlinson [10].
The single nonlinear/linear dielectric interface configuration was studied in a number of works in the
following years where both transverse magnetic (TM) and transverse electric (TE) polarized nonlinear
surface waves were studied [11-13]. The nonlinear dispersion relations with more realistic assumptions
on the nonlinear term than those used in Ref. [10] were found [14, 15].

Later on, as a natural generalization of Tomlinson’s work, solitons in dielectric waveguides with
nonlinear cladding were studied. Starting from 1983, configurations with nonlinear cladding on one or
on two sides were considered for both TE [16-18] and TM [19-21] light polarizations. Both the cases
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of focusing and of defocusing third-order local and instantaneous (Kerr-type) nonlinearity were ana-
lyzed. In structures with defocusing nonlinearity, a power cut-off phenomena was observed for guided
waves [22]. A comparison of symmetric and asymmetric cladding (in terms of relative permittivity or
nonlinear parameters) was presented in Refs. [23, 24]. In the case of symmetric dielectric waveguides, a
symmetry-breaking bifurcation was predicted in one-dimensional [24-28] and two-dimensional [29, 30]
structures. At the beginning of the 90s, a method to study nonlinear dielectric waveguides based on
the variational analysis was presented in Ref. [31]. At approximately the same time, scaling rules [32]
and dispersion diagrams in normalized coordinates [33] were introduced to facilitate the comparison
between the results obtained for different physical parameters. The numerical analysis of the evolution
of nonlinear surface waves in dielectric waveguides with nonlinear cladding was presented in Ref. [34]
for a one-dimensional case and in Refs. [35, 36] for the two-dimensional waveguiding structures. For
a comprehensive review on the topic of nonlinear waves propagating in planar structures the reader
may refer to Ref. [37] where also first preliminary experimental results are shown for system using this
type of waves (such as nonlinear guided wave optical limiters, nonlinear coherent directional couplers,
and optical switches using bistability in nonlinear planar configurations).

In all the works mentioned previously on single-interface configuration or on the waveguides with
nonlinear cladding, the nonlinear medium was semi-infinite. Other type of nonlinear dielectric waveg-
uides has a nonlinear core that is surrounded by linear dielectrics. In such type of structures, the
nonlinear medium has a finite size, which requires a more complex treatment of the problem. From
the beginning of 80s, dielectric waveguides with a nonlinear core were studied for TE [38-40] and
TM [41] polarizations. Nonlinear cores with Kerr-type [42] and saturable [43, 44] nonlinearities were
studied. The symmetry-breaking bifurcation was discovered in the dielectric waveguides with a non-
linear dielectric core [38, 39] and a symmetric cladding. Scaling rules for thin-film dielectric optical
waveguides with nonlinear core, similar to those presented in Ref. [32] for a single-interface case,
were developed in Ref. [45]. Studies of nonlinear waveguides with both nonlinear core and cladding
were performed using modal [46], effective-index [27, 47], variational [28, 48-50] and resonant [51]
approaches. These works lead to the analysis of multi-layered nonlinear dielectric structures [52-54].
The multi-layered structures may find applications for nonlinear wave splitting and coupling. All the
works described above were dealing with fully dielectric structures. Below we will describe studies of
structures where nonlinear dielectrics are in contact with metal layers.

Plasmonics is another domain that grew strongly over the last decades [55-64]. Surface plasmon
polaritons (shortly called here plasmons) are surface waves localized at an interface between a metal
and a dielectric. They propagate along this interface but decay rapidly in the direction perpendicular
to the interface. Because of the evanescent nature of the plasmon waves, light is strongly localized
close to the interface which results in high field confinement and can lead to the enhancement of
nonlinear effects near this interface. Combining the fields of plasmonics and nonlinear optics results
in interesting and unusual physical effects [65, 66]. One of the most challenging for observation and at
the same time the most attractive phenomenon in nonlinear photonics is the formation of plasmon—
solitons — nonlinear waves propagating along an interface between a metal and a nonlinear dielectric
that possess both the properties of spatial optical solitons and surface plasmon polaritons. Below we
describe the field of plasmon—solitons starting by its historical development and coming to the most
recent results in this topic.

The first description of the nonlinear surface plasmon polariton waves confined at an interface
between a metal and a nonlinear dielectric was given in 1980. Agranovich et al. in the seminal paper [67]
developed a vector model for a single interface between a metal and a nonlinear dielectric. The method
presented in Ref. [67] is similar to the approaches used for the interface between linear and nonlinear
dielectrics [10, 11]. In Ref. [67], and in the majority of works published on plasmon—solitons, a dielectric
exhibiting a Kerr-type nonlinearity is considered. The model proposed by Agranovich et al. describes
a one-dimensional geometry (the structure is invariant along two directions) what allows for the
polarization separation of Maxwell’s equations. The analytical formulas for the nonlinear dispersion
relation and the field profiles for TM polarized waves are derived in Ref. [67] using strong assumptions
on the nonlinear term. The nonlinearity in this model depends only on the longitudinal component of
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the electric field (that is usually much weaker than the transverse component [68]) and affects only
two of the diagonal permittivity tensor components.! In reality all the permittivity tensor components
depend on both transverse and longitudinal field components. Additionally, this model results in fields
localized on the metal/nonlinear dielectric interface only for the defocusing type of nonlinearity that
is not an intuitive result.

The model proposed in Ref. [67] was subsequently improved by introducing more realistic assump-
tions on the nonlinear term (e.g., focusing nonlinearity depending only on the transverse component
of the electric field). It was also extended to consider both TE and TM polarized waves as well as
focusing and defocusing Kerr-type nonlinearities [14, 68, 69].

A different approach, based on the first integral treatment of Maxwell’s equations, was developed
in 1987 [15] and allowed for obtaining the exact (under the assumption that Kerr nonlinearity depends
on both components of the electric field) dispersion relations for TM case. However, the price to pay
was that the field profile in the nonlinear medium was not given by an analytic formula as in the
Refs. [68, 69] and had to be calculated numerically. A comparison of the numerical methods treating
the Kerr-type nonlinearity in an exact way with the analytical approaches that use approximated
treatment of nonlinearity is presented in Ref. [70]. Recently, a model for plasmon—soliton waves at a
single metal interface based on the resonant interaction between a linear plasmon and a spatial soliton
was developed [71]. The authors used a heuristic, scalar model to describe the resonant interaction
between plasmon and soliton beams.

In 2009, plasmon-solitons localized in both transverse (plasmonic localization due to index con-
trast at the interface) and lateral (solitonic self-focusing) directions were predicted theoretically and
confirmed numerically in two-dimensional structures [72]. The method presented in Ref. [72] uses the
linear solution of the one-dimensional problem (along the transverse direction) to transform Maxwell’s
equations into a nonlinear Schrédinger equation. Using this method it was shown that the shape of the
solution in the lateral direction was given by the sech function as for the usual one-dimensional soli-
tons. The evolution of the beam during the propagation was studied using the nonlinear Schrodinger
equation and the results were compared with two-dimensional numerical simulations obtained using a
commercial finite-difference time-domain solver. As a result, the authors obtained the two-dimensional
plasmon—soliton beam.

Furthermore, the model of Agranovich et al. [67] was expanded to consider nonlinear waves guided
by a thin metal film sandwiched between two nonlinear dielectrics (nonlinear dielectric/metal /nonlinear
dielectric structure — NMN) [73-75]. In Ref. [73], field profiles of plasmon-solitons on thin metal films
were shown for the first time. Ref. [73] provides the analytical formulas for the dispersion relations
and the field profiles for the NMN structure as well as for the limiting case where the nonlinearity
in one of the dielectrics tends to zero (nonlinear dielectric/metal/linear dielectric structure — NML).
Looking at the field profiles shown in Ref. [73] we can distinguish two types of plasmon—solitons:
(i) the plasmonic type, for which the field profile resembles that of a linear plasmon [symmetric or
antisymmetric plasmon in the linear dielectric/metal/linear (LML) dielectric structure, known also as
insulator /metal /insulator structure (IMI)] slightly modified by the presence of nonlinearity in the di-
electrics and (ii) the solitonic type, for which the features of both soliton (soliton peak in the nonlinear
medium) and plasmon (localization on the metal interface) are visible. There is a smooth transition
between the two types with the change of the beam power. This type of structures will be studied in
more detail in Section 4.2.

Structures with only one nonlinear dielectric as cladding were studied analytically [76, 77] and
numerically [78]. The exact dispersion relation for TM waves in NML structures was found for power-
law Kerr nonlinearity with an arbitrary order of electric field power [77]. The method used in Ref. [77]
is an extension to three-layer structures of the results shown in Ref. [15] for two-layer structures.

Tn Ref. [67], = denotes the propagation (longitudinal) direction and z denotes the transverse direction. The structure
is invariant along the z and the y (lateral) direction. The electric field of the TM polarized wave has only two components:
E = [E.,0, E.]. The transverse field components E. is the leading electric field component in the type of structures
studied in this paper [68]. The nonlinearity is assumed to be of the form ¢, = ¢, = ¢ + a|Ey|?, €. = ¢ where ¢, ¢y, and
€. are the diagonal elements of the relative permittivity tensor and ¢; is the linear value of the relative permittivity.

3
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In Ref. [77], the dispersion relation is given in an analytical form, but the field profiles in the semi-
infinite nonlinear layer have to be found numerically by integration of Maxwell’s equations. The authors
propose that plasmon—solitons could find application in a light-controlled metal transmission devices.
The control of the plasmon resonance by the electric field intensity could influence the transmission
of the thin metal film.

Recently, in order to facilitate the nonlinear coupling between soliton and plasmon waves, an
additional linear dielectric layer between the nonlinear dielectric and the metal film was introduced [79—
81]. In Refs [79, 81], we have proposed two complementary approaches based on the modal methods
developed in [73, 77]. A detailed description of these two models is presented in Part I of this PhD
manuscript. In contrast to these modal methods, the model built in Ref. [80] is based on the resonant
approach proposed in Refs. [71, 82]. The models presented in Refs. [71, 80, 82], in contrast to the
modal approaches in which plasmon—solitons are treated as a single wave, treat plasmon and soliton
as separate entities and the coupling is based on the propagation constant matching of these two waves.
In the vicinity of the coupling regime, avoided crossing between the plasmon and soliton dispersion
relations can be observed. The Pointing vector distribution maps prove the energy exchange between
the plasmon and soliton beams. In Refs. [80, 82], the authors show also that some of the solutions
found in modal approaches can be unstable during the propagation.

In Refs. [83, 84], two dimensional plasmonic waveguides were studied numerically in the structures
where the stripe metal waveguide is surrounded by a nonlinear dielectric medium.

The most interesting and probably the most promising configuration where plasmon—solitons can
be observed is the nonlinear slot waveguide configuration. In this thesis, we define the nonlinear slot
waveguide as a structure made of a nonlinear dielectric core sandwiched between two semi-infinite
metal layers. With this type of structure, the interest in plasmon—soliton beams started to grow again
recently. Dispersion relations for nonlinear slot waveguides were obtained using various approaches.
The first attempt to study this type of structures was made in 2007 in Ref. [85], where two dimensional
plasmon-solitons were studied. The method presented in Ref. [85] is based on the linear plasmon profile
along the transverse direction found in the linear MIM structure. This solution is then used to solve
nonlinear Maxwell’s equations for the field profile in the lateral direction. In Ref. [85], the authors
assumed that even though the field is now localized in both transverse and lateral directions, the TM
polarization is still maintained. A method similar to the one used in Ref. [85] was applied later to
study nonlinear plasmon—solitons at a single interface between a metal and a nonlinear dielectric [72].
An interesting feature of the plasmon-solitons found in Ref. [85] is their extreme confinement. The
effective beam size? can be one order of magnitude lower than the diffraction limit. This property
results from the strong spatial confinement of the field by the metal slot waveguide in the transverse
direction and the solitonic localization in the lateral direction. The results presented in Ref. [85] show
that reducing the width of the nonlinear dielectric core of the nonlinear slot waveguide results in the
decrease of the effective soliton dimension for all range of the widths studied. On the contrary, for
a nonlinear core with dielectric claddings, the effective width of the beam starts to increase below a
certain width of the core, as it is well known in linear guided optics [86].

Later, the nonlinear dispersion relations of one-dimensional nonlinear slot waveguides were found
numerically and the symmetry-breaking bifurcation was observed for the first order symmetric mode [87],
resulting in an appearance of a doubly degenerate asymmetric mode. The approach of Davoyan et
al. [87] is numerical — the solutions of Maxwell’s equations (the effective index of the allowed modes
and the corresponding field profiles) are found using the shooting method [88] and the power is cal-
culated by numerical integration. This method, unlike the one presented in Ref. [85], accounts for the
Kerr-type nonlinearity influence on the transverse field profiles.

The analytical formulas for the nonlinear dispersion relations of the symmetric and antisymmetric
modes of the nonlinear slot waveguides were presented in 2011 in Refs. [89, 90]. In these two references,
the dispersion relations are given in a form of an integral that has to be solved numerically. Study
of the femtosecond pulses in nonlinear slot waveguide configuration was performed using numerical

2The effective beam size D.;y is defined as a geometric average of the full-width at half-maximum in the transverse
(Az) and lateral (Ay) directions (Deyf = v/AzAy).
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methods in Ref. [91]. Recently, we have developed two new semi-analytical models, which allowed to
discover higher-order modes in nonlinear slot waveguides and study the size effects in more detail [92].
A detailed description of these models can be found in Part II of this PhD manuscript.

During the last 5 years, formation of plasmonic solitons was also studied in multi-layer structures
with alternating metal and nonlinear dielectric layers [93-95] and plasmonic wire arrays [96-98]. In
Ref. [95], the authors obtained a set of discrete excitations of the nonlinear plasmonic waveguides
with the envelope of the solitonic shape. The surface plasmonic solitons at the interface between a
nonlinear medium and a semi-infinite periodic metal /nonlinear dielectric structure showed higher level
of localization compared to infinitely periodic structure. Nonlinear plasmonic couplers, in which the
symmetry-breaking bifurcation occurs, were also demonstrated in layered structures where nonlinear
metal layers are separated by linear dielectric films [99, 100].

1.2 Aim and structure of the work

As it was stated in the description of the state-of-the-art of the nonlinear plasmon-—solitons waves
presented in Section 1.1, studies of nonlinear surface waves at metal interfaces started more than
thirty years ago. Nevertheless, there is no experimental results on plasmon—soliton waves that would
confirm their existence. The main reason is that the nonlinear refractive index change required for the
formation of plasmon—solitons in the structures that were proposed in the already published works, is
too high for the realistic materials used in integrated and nonlinear optics. The nonlinear refractive
index changes at which plasmon—solitons exist in the structures reported until now require the light
intensity I that exceeds the damage threshold of the available materials.

The aim of this PhD thesis is to improve the understanding of interactions between plasmon and
soliton beams in order to facilitate the experimental observation. of plasmon—soliton waves. We want to
provide a direct indication of the types of nonlinear materials and metals involved, their configuration,
and parameters domains where observation of plasmon-solitons will be possible at realistic power
levels. This goal is achieved by the systematic study of the properties of transverse magnetic polarized
light propagating in various structures containing nonlinear and linear dielectric layers, and metal
layers.

In Part I of this PhD manuscript, we study structures with a semi-infinite nonlinear medium and
metal and linear dielectric layers. In Chapter 2, we develop models describing the light propagation
in this type of structures. We derive closed analytical formulas for the dispersion relations and for
the field profiles of plasmon—solitons. Derivation of our two semi-analytical models is presented in
Sections 2.1 and 2.3. In Sections 2.2 and 2.4, one semi-analytical and one numerical model already
known in literature are described because they will be used in order to confirm the validity of our
new models. The validity of our semi-analytical models is confirmed in Chapter 3, by comparison of
their results with results already reported in literature and by a mutual comparison. In Chapter 4, the
results for the dispersion curves and the field profiles of plasmon—solitons obtained using our models
are presented. We study simple structures with a single interface between a metal and a nonlinear
dielectric (Section 4.1), configurations in which a thin metal film is sandwiched between a linear and
a nonlinear dielectric cladding (Section 4.2), and four-layer configurations where an additional linear
dielectric layer is introduced between the metal film and the nonlinear dielectric (Section 4.3). In
Chapter 5, extensions of one of our models to the case of two-dimensional and transverse electric
polarized plasmon—solitons is shown.

In Part II of this PhD manuscript, we focus on the structures where a finite-size nonlinear medium
is sandwiched between two semi-infinite metal layers. In Chapter 6, we present a theoretical derivation
of a semi-analytical model (Section 6.1) which provides closed analytical formulas for the dispersion
relations and the field profiles and a numerical model (Section 6.2) to study plasmon—solitons in non-
linear plasmonic slot waveguide structures. The results obtained using these two models are presented
in Chapter 7. The classification of the modes of symmetric nonlinear slot waveguides, based on the
dispersion curves and the field profiles, is presented in Section 7.1. In this section, the influence on the
dispersion curves of the nonlinear slot waveguide parameters, such as the core width or the permit-
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tivity contrast between the core and the metal cladding, is also studied. In Section 7.2, the properties
of the asymmetric nonlinear slot waveguides are shortly discussed.

At the end of the manuscript, in Chapter 8, our first preliminary results on the stability of the
modes found in Chapters 2 and 6 is made. The stability analysis is performed using a topological
criterion which allows us to read the stability of a mode directly from the dispersion diagrams of the
structure.

In Chapter 9, concluding remarks are made to sum up the results presented in this PhD manuscript.
In Appendix A, details on the intensity dependent refractive index are presented. In Appendices B
and C definition and properties of the elliptic integrals and the Jacobi elliptic functions are described.
Appendix D shows the study of the propagation losses in the nonlinear slot waveguide configurations.
In Appendix E more field profiles obtained using the Jacobi elliptic function based model is presented.
Finally, in Appendix F preliminary studies of plasmon—soliton waves using the finite-difference time-
domain method are described.

1.3 Maxwell’s equations

To study classical electromagnetic problems Maxwell’s equations must be solved [101, 102]. Here we
will use them as a starting point for our calculations. The general form of Maxwell’s equations is:

0B
Vx&= T (1.3.1a)
v xﬁf’z}}—i—aéf, (1.3.1b)
V-9 = py, (1.3.1c)
V.-% =0, (1.3.1d)

where & denotes the electric field, 2 denotes the displacement vector, ## denotes the magnetic field,
and £ denotes the magnetic induction. Additionally, % denotes the free currents and ps denotes the
free charges in the system. In our studies, we will set _# = 0 because we will look for the solutions in
the systems without external sources and py = 0 as no free charges will be considered.

Additionally to Maxwell’s equations, the four vector fields are related by the constitutive rela-
tions [101]:

D = ¢ + 2, (1.3.2a)
#-'Bim (1.3.2b)
Ko

where the auxiliary fields of polarization &2 and magnetization 4 appear. Here ¢y denotes the vacuum
permittivity and pg denotes the vacuum permeability. In our work we will consider nonmagnetic ma-
terials, therefore we set # = 0. Assuming an instantaneous response of the materials, the polarization
vector describes the electronic response of the material to the applied electric field and is given by:

P = X8, (1.3.3)

where ¥ = ¥ + if’ denotes the complex susceptibility tensor of the material, and both X and ?, are
real quantities.

Using the definition of the polarization given by Eq. (1.3.3) we can rewrite the expression for the
displacement vector [Eq. (1.3.2a)] in the form:

@=600+§j£. (1.3.4)

Il

Introducing the relation between the complex susceptibility  and the relative complex permittivity:3
e=(1+%), (1.3.5)

3In the following, in order to simplify the nomenclature the relative permittivity e will be shorty called permittivity.
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the displacement vector can be written as

D = b (1.3.6)

The complex permittivity tensor € in our work is assumed to be diagonal with isotropic losses [68, 72,
73, 81]:

i &z 0 0 e 0 0
e=e+ie =0 ¢ Of+i[0 ¢ 0]} (1.3.7)
0 0 e, 0 0 €

Here ¢; (j € {x,y,2}) and €" are real quantities. The refractive index is defined as n; = ,/¢;. Using all
the assumptions and definitions given above [Egs. (1.3.2b) and (1.3.4)] Maxwell equations [Egs. (1.3.1)]
are expressed using the electric field & and the magnetic field £ only

0

Vx&= —,LLOW, (138&)
V x # = eoéaj, (1.3.8h)
V. (&) =0, (1.3.8¢)

V- =0. (1.3.8d)

1.4 Polarization separation in one-dimensional problems

Maxwell’s equations [Egs. (1.3.8)] hold for the general type of three-dimensional electromagnetic prob-
lems where all three components of electric and magnetic fields are nonzero. Although, in our work
we consider a simpler case of one-dimensional structures in which the refractive index of the struc-
ture is modulated only along one direction and therefore, the structure is invariant in two remaining
directions. Here we choose the refractive index to be structured along the x direction. This direction
will be called the transverse direction. We assume that the light propagates along the z direction,
called here the longitudinal direction. Along the remaining direction (y direction called here the lat-
eral direction) the structure is invariant and therefore we will assume that all the y derivatives are
equal to zero and that the electromagnetic field distribution will be uniform along this direction. In
such configurations, using the scalar component notation of the vector fields, it is possible to split the
six Maxwell’s equations [Egs. (1.3.8a) and (1.3.8b)] into two sets of three equations corresponding to
the orthogonally polarized electromagnetic fields. This is the well known transverse electric/transverse
magnetic separation [101]. The scalar components of the electromagnetic field are defined by

& =[6,,8,,i8.), (1.4.1a)
H = [, Koy i ), (14.1b)

where the imaginary unit i is written explicitly in front of the z field components so as all the quantities:
Exy &y, &, Hy, Iy, and J, are real. The first set of three equations:

oA O 06,

Epe —1 oz —Goﬁyﬁ, (142&)
08,
05, oA
= ipg 2, (1.4.2c)

relates only &, 7., and JZ, field components. Here we introduced the complex permittivity compo-
nents denoted by €; = €; + i€ for j € {x,y, z}. The waves possessing only these three nonzero field

7
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components will be called transverse electric (TE) waves. Three equations building the second set:

08, 08, o,

2 py — 02 —ILL()W, (143&)
oA, o0&

e (1.4.3b)
o, . 06,

oz ’leofzﬁ, (143C)

relate only J7,, &, and &, field components. The waves possessing only these three nonzero field
components will be called transverse magnetic (TM) waves.

1.5 Transverse magnetic monochromatic waves

The structures that we consider in our work are build of layers of dielectrics and metals. We are
interested in observing the waves possessing a plasmonic part in the metal region. Previous linear
studies [55-57, 60] have shown that plasmons exist on the metal/dielectric interfaces only for the TM
light polarization. Therefore, we will focus our attention on the TM polarized waves. The problem of
the TE polarized waves will be shortly discussed in Section 5.2.

In the following, we will work with TM polarized waves where the magnetic field has only one
component & = |0, .7, 0| and the electric field has two components & = [&;,0,i&%]. The stationary
solutions in one-dimensional geometry are sought in the form of monochromatic harmonic waves:

{j;( Zﬁ,zé,tz?)} = {I]?I((fc))} e Fofz=e), (1.5.1)

Here w denotes the angular frequency of the wave, kg = w/c denotes the wavenumber in vacuum,
¢ denotes the speed of light in vacuum, and 3 denotes the effective index of the propagating wave (the
propagation constant is expressed as ko). We follow here the notation used in Refs. [18, 21, 22, 25, 32,
35, 36, 68, 73-76, 79, 81] The structure is invariant along the y direction and therefore electromagnetic
fields do not carry any y dependency.

The TM approach used here is exact only in case where both the structure and the light distribution
are invariant along the lateral y direction. By invariant light distribution we understand the case
where light intensity is uniform along the y direction. A good approximation of such an invariant light
distribution is obtained if the light intensity varies slowly compared to the scale of the wavelength.
This is often the case in linear optics, where beams with large widths are used. In the case of nonlinear
studies, the light distribution is often not uniform along the y direction. The nonlinear studies require
high light intensities. Experimentally, this is obtained by using powerful lasers and focusing the beam to
a spot of the size comparable to the wavelength. This means that the light intensity of the beam varies
significantly on the wavelength scales. Additionally, in the frame of the nonlinear optics, properties of
the material depend on the impinging light intensity. If the light intensity distribution is not uniform
along the y direction, it induces the nonuniform distribution of the material properties (e.g., refractive
index) along the y direction. In this case, the structure is no longer invariant in the lateral direction.
This explains why the TM approach is only an approximation in the nonlinear case. The quality of
this approximation depends on two factors: how fast is the light modulation along the y direction and
how large is the modulation amplitude of the material parameters (nonlinear induced refractive index
change). To account for this effects, in Section 5.1, we will develop the approximated two-dimensional
approach providing the first approximation of the two-dimensional plasmon—solitons. In the studies of
one-dimensional plasmon—solitons that propagate in one-dimensional structures we will consider that
the light distribution along the y direction is uniform.

In order to solve Maxwell’s equations in our structures we use a supplementary assumption. Only
the real part of the permittivity tensor € is used to find the dispersion relations and to determine the
field profiles. The imaginary part of permittivity €” will be used later to estimate the propagation losses
of the nonlinear waves. Identical way of splitting the problem was already used in Refs. [67-69, 73-77].

8



1.6. Kerr effect

Using Eq. (1.5.1) the z and time derivatives are eliminated from Eqs. (1.4.3) to finally give

dFE,

koBE, — o = wpoHy, (1.5.2a)
p
E, = H,, 1.5.2b
ety (1.5.2b)
1 dH

E, = —Y 1.5.2
€oe,w dx (1.5.2¢)

where the z, z, and time dependencies are skipped in the field components and the permittivity
in order to simplify the notation. In Egs. (1.5.2), the complex permittivity tensor components were
replaced by their real parts according to the approximation discussed above. Equations (1.5.2) will be
used in Sections 2 and 6 as a starting point of the derivations of all the models.

1.6 Kerr effect

In the definitions of the polarization and the displacement vector [Egs. (1.3.3) and (1.3.4)], we use

the total complex susceptibility tensor ¥ = X + i?’. The imaginary part ?” is proportional to the
imaginary part of the permittivity € = eox . As stated in Section 1.5, the imaginary part of the
permittivity will be omitted in the process of Maxwell’s equation solutions and will be used only in
the losses calculations. In the presentation of the Kerr effect, the imaginary part of the susceptibility
tensor will be omitted in a similar manner. In our studies, losses that originate from the nonlinear
three photon absorption effect will not considered.

In the derivation of the Kerr effect, we will use different notation for the fields than in Sections 1.3—
1.5. As the nonlinear effects can influence the light at frequencies different than the fundamental
(excitation) frequency, we will show the time and frequency dependencies explicitly in the notation.
The electric field and polarization vectors are denoted here as

E(t) = E(w)e ™ + E(w)*e™", (1.6.1a)
P(t) = P(w)e ™ + P(w)*e!, (1.6.1b)

where the complex conjugate fields (denoted by *) are included. The notation used here* and the
derivation of the Kerr effect follow the lines presented in Ref. [2].

In conventional linear optics, the polarization depends linearly on the electric field strength. In the
linear case and for instantaneous material response, Eq. (1.3.3) reads

—~— ~

P(t) = e NE), (1.6.2)

where the proportionality constant i(l) is known as the linear susceptibility tensor. In nonlinear optics,
when the field intensities become sufficiently high to induce nonlinear effects, the linear description is
no longer accurate [103]. Higher terms of the Taylor expansion of polarization have to be taken into
account:

—~

D) = e [i(l)c?(t) +72 . E81EM) + X EWEME) + .. ] . (1.6.3)

3)

The quantities §(2) and Y

tensors, respectively.

are known as second- and third-order nonlinear optical susceptibility

@) i equal to zero [1, 2] and the lowest nonlinear contribution
to the polarization comes from the third-order nonlinear susceptibility. All the materials considered

In centrosymmetric materials, Y

“In this notation F(w) is equivalent to F(z) which appeared in Sections 1.3-1.5 (where F denotes either electric field
E or polarization P). At the beginning of this section we choose to show explicitly only the frequency dependency as we
are primarily interested to study effects for this particular frequency. At the end we will come back to F(z) notation, as
we will be more interested in a spatial distribution of the Kerr effect.
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in this PhD manuscript will be centrosymmetric. Setting §(2)
Eq. (1.6.3) yields
P(t) = coxV [Bw)e ™ + B(w)*e™]

n 6()?(3) {E(w)gefg’w + SE(w)E(w)* [E(w)eiiwt + E(w)*eiwt] + [E(w)*]3 eBiwt} , (1.6.4)

= 0 and inserting Eq. (1.6.1a) into

where we limited ourselves to the third-order nonlinear effects. The Kerr effect is induced by a light of
frequency w and influences the behavior of light beams at the same frequency. Therefore, in Eq. (1.6.4)
we will keep only the part of nonlinear polarization that is proportional to et™! and omit the two

terms connected with third harmonic generation [1, 2]. Equation (1.6.4) is rewritten into a form:

—~—

2(t) =« [X + KB €0, (1.6.5)
Using Eqgs. (1.6.1) to eliminate the time dependency, Eq. (1.6.5) becomes
P(w) = e |X + 377 B(w) | Ew) (1.6.6)

Inserting Eq. (1.6.6) into Eq. (1.3.2a) [and using the definitions D (z, z,t) = D(z)ek0f2=H) and
P(x,2,t) = P(z)e'FoBzwb] gives

D=c [(1 + ?m) + 3§(3)|E|2] Ew) =« (a + 3§(3)|E|2> E(w), (1.6.7)
where the linear part of the permittivity is related to the linear susceptibility by
G =1+x" (1.6.8)
Regrouping terms in Eq. (1.6.7) we can write
D=¢ (a + 3§<3>|E|2) E = )eE, (1.6.9)

In this work, a nonlinear Kerr type dielectric is considered for which the nonlinear third-order
susceptibility is isotropic and can be expressed as
) _ Y1 (1.6.10)
3
All the elements of the permittivity tensor depend in identical way on the electric field intensity in
the nonlinear medium (I denotes the identity matrix).

The diagonal elements of the nonlinear Kerr-type permittivity tensor [given by Eq. (1.3.7)] can be
written as

b

ej(z) = e,5(x) + en(2), (1.6.11)
where j € {z,y,2} and ¢ ; denotes the linear real part of the permittivity. The nonlinear part of the
permittivity, limited to the optical Kerr effect that depends on the electric field intensity, is denoted
by

en() = a(z)|E(z)?, (1.6.12)

where a(z) denotes the function that takes values of the third-order nonlinear susceptibility associated
with different layers (in linear materials it is null). Finally the expression for the real part of the
permittivity is given by

ej(z) = e5(x) + a(z)|E(2)]? (1.6.13)

In this PhD manuscript, only materials with the focusing Kerr-type nonlinearity (o > 0) are
studied, although all the models can be reformulated in order to study the defocusing nonlinearity
(a < 0). In the SI system, the unit of o and i(g) is m2/V2. More about nonlinear coefficients and their
units can be found in Section 1.7 and in Appendix A.

The formulation of the Kerr effect given by Eq. (1.6.13) is used in the majority of the works on
the nonlinear waveguides and nonlinear surface waves [10-12, 15-49, 67-84, 87, 89, 90]. It describes
sufficiently well the nonlinear effects that we will study in this PhD thesis. To describe the physics of
our system we do not need to use the more complex form of the Kerr nonlinear term which was used
in Refs. [104-106].
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1.7 Intensity dependent refractive index

In the majority of works, a common and intuitive measure of the third-order nonlinear effects is the
second-order nonlinear refractive index® ny. The intensity dependent refractive index is given by [2]:

n =mng+ Ny = ng + nal, (1.7.1)

where ng denotes the linear (weak field) refractive index that is related with the linear part of isotropic
permittivity by ng = /€. The light intensity is defined [107] as the energy carried by the electric field

cole|[E[?

U=—">

(1.7.2)
multiplied by the group wave velocity. For the monochromatic plane waves, the group velocity is given
by

c
/B )
where the effective index 3 of a monochromatic plane wave is equal to the refractive index ng of the
medium in which it propagates. Therefore, the light intensity is given by

v =

(1.7.3)

eole|c
2p

The relation between the refractive index and the permittivity is € = n?. Using this fact, we
compare Eqgs. (1.6.13) and (1.7.1) assuming that the permittivity tensor is isotropic (e, = €, = €, =
¢ = ¢, + a|E|?). This comparison yields:

I=Uv= |E%. (1.7.4)

€ + 04|E|2 = (no + n21)2. (175)

Inserting the definition of intensity given by Eq. (1.7.4) into Eq. (1.7.5) allows us to relate the values

of a and ny. Using the relation ¢, = n3 we obtain

2
o = Mno + (60|€|C> n§|E|2 _ 60|6|cn2n0 n 60|6|Cmn21. (1.7.6)

B 26 B 2

From Eq. (1.7.6), we observe that the value of the nonlinear coefficient o depends on the ma-
terial parameters (€, ny,n2), the propagation constant 3 and on the electric field intensity |E|? (or
equivalently light intensity 7). In order to simplify the formulation of our problem, we will assume
that the relation between a and ng is not dependent on the electric field intensity |E|?. In most of
this manuscript, we will work with the light intensities for which the nonlinear modification of the
refractive index is much lower than the linear part of the refractive index (nol « mg). The same is
true for the permittivity a|E|?> « |¢|. Therefore, we will omit the second term in the sum [Eq. (1.7.6)]
that is important only of high light intensities I. Based on the same argument, we will substitute the
full nonlinear permittivity € by the linear part of the permittivity ¢ in the first term of the sum in
Eq. (1.7.6). Finally, for the sake of simplicity, we will substitute the effective index f3, in the denom-
inator in the first term of the sum in Eq. (1.7.6), by the linear part of the refractive index ng. This
assumption is well satisfied for the plasmon—solitons waves whose effective index is close to the linear
part of the refractive index of the nonlinear material. Thanks to this assumptions we can relate the
nonlinear coefficient o with ny by a simple linear relation

o = 60|61|CTL2. (1.7.7)

Equation (1.7.7) implies that to a given value of ny and ¢; of the nonlinear material corresponds only
one value of the nonlinear coefficient «.

5The name ’second-order nonlinear refractive index’ is used following the formalism used in Ref. [2]. In many articles
the na coefficient is simply called 'nonlinear coefficient’. Here we use the former, in order to avoid confusions between ns
and other nonlinear coefficients, like o or a, introduced later.
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In this manuscript, we use Eq. (1.7.7) to relate o with ng, even for the case of high nonlinear index
changes or modes where 8 % n;. Otherwise we would have to account for the changes of no for a given
structure for solutions with different light intensities and effective indices.

Using the notation ¢ = n? and Egs. (1.6.13) and (1.7.1) we can relate the nonlinear refractive index
modification ny,; and nonlinear permittivity modification €,; by the following formula

Ny = —ny + V”% + €nl. (1.7.8)
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Configurations with semi-infinite
nonlinear medium
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In this part of the PhD manuscript, we focus our attention on the structures in which the nonlinear
medium is semi-infinite. In general, in optical waveguide studies it is easier to model infinite or semi-
infinite structures than structures with finite dimensions. In Part I, simple structures with semi-infinite
nonlinear medium are studied, where the solutions are expressed in a less complicated mathematical
way than is structures with finite dimensions. Simpler mathematical formulation in such structures
facilitates understanding of the physical problem and the nature of the nonlinear plasmon-—solitons,
because the reader is not overwhelmed by the mathematical complexity of the problem. Configurations
with the finite-size nonlinear medium, which require more complicated mathematical analysis, will be
addressed in Part II of this PhD thesis.

As mentioned in Section 1.1, configurations with semi-infinite nonlinear medium and a metal layer
were extensively studied since the beginning of 1980s [67]. Many works appeared that addressed the
problem of a single interface between a nonlinear dielectric and a metal [14, 15, 67-72]. Later, structures
where a thin metal film is sandwiched between nonlinear dielectrics were studied [73-78].

Even though there is a number of publications describing plasmon—soliton waves in the structures
with semi-infinite nonlinear medium, there is still no experimental confirmation of the existence of such
nonlinear waves. The main reason for that is that the nonlinear index modification, and therefore the
light intensity, required to observe the plasmon—soliton waves predicted theoretically so far, is orders
of magnitude higher than the values that can be obtained in modern nonlinear optics laboratories.
In Chapter 2, we will develop new models to study transverse magnetic polarized plasmon—soliton
waves in the structures with a semi-infinite nonlinear medium. These models will be based on already
published approaches, but we will improve and extend them. These extensions will allow us to obtain
new results that are interesting both from the theoretical and experimental point of view. The results
of our semi-analytical models will be confirmed numerically using a home-made finite element method.

After having confirmed the validity of our models in Chapter 3, in Chapter 4 we will discuss the
possibility of existence of various types of plasmon—solitons in the structures build of two, three and
four layers, including one semi-infinite nonlinear layer. We will show that in the three-layer structures,
using cladding that is asymmetric in terms of linear permittivity, it is possible to obtain solitonic-type
plasmon—solitons at the power levels below the damage threshold of common nonlinear materials. We
will also show that the use of an additional dielectric layer allows us to obtain low-power solitonic-type
solutions in much larger parameter range than in the case of three-layer structures.

In Chapter 5, we will discuss some paths that were initiated during this PhD thesis but were not
studied in detail. Firstly, the extension of one of our models to two-dimensions will be discussed. This
approach provides a crude approximation on what the two-dimensional plasmon—soliton waves may
look like. Secondly, results for the transverse electric polarized surface waves will be presented.
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stationary solutions in one-dimensional structures composed of a semi-infinite nonlinear medium

and layers of metal and linear dielectrics. An example of such a structure is presented in Fig. 2.1.
This is the most complicated structure that will be studied in this part of the manuscript. Simpler
structures will also be considered, however, in all of them, a semi-infinite nonlinear dielectric layer and
a metal layer (finite or semi-infinite) will be present. In all the described approaches, only transverse
magnetic (TM) polarized waves are considered due to the presence of the metal layer. We found no
localized solutions for the transverse electric (TE) polarization, as discussed in Section 5.2.

IN this chapter, we present three methods based on Maxwell’s equations, to study the properties of

Layer 1 y Layer 2 Layer 3  Layer 4

Buffer External
Nonlinear dielectric linear Metal |linear
z dielectric dielectric _
0 L L+d z

Figure 2.1: Geometry of the four-layer structure with a semi-infinite nonlinear dielectric medium and
a metal film.

The first model presented here extends and modifies the approach described in Ref. [73] and uses
two assumptions: (i) the nonlinearity depends only on the transverse electric field component and (ii)
the nonlinear permittivity modifications are small compared to the linear part of the permittivity.
These assumptions allow us to write a single nonlinear wave equation for one of the magnetic field
components. This equation is then solved analytically [67], resulting in closed formulas for the nonlinear
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dispersion relation and for the electromagnetic field profiles. This model will be called the field based
model (FBM).

The second model, named in this work the exact model (EM) because it does not require any of
the two above assumptions, is based on the approaches from Refs. [15, 77]. It also provides a closed
formula for the nonlinear dispersion relation but the field profiles in the nonlinear medium are not
given in an analytical form and have to be computed numerically by solving a system of two coupled
first-order nonlinear differential equations derived from Maxwell’s equations.

The third model — in contrast with the two previous semi-analytical approaches — uses a nu-
merical finite element method (FEM) to solve the nonlinear scalar TM problem in layered structures.
This approach finds the solutions using the fixed power algorithm from Refs. [108-110] adapted to
one-dimensional planar metal/nonlinear dielectric structures.

2.1 Field based model

We start by the description of the field based model. At first, the way to transform nonlinear Maxwell’s
equations for the TM polarized waves into a single nonlinear wave equation is described. Then, using
the solution of the nonlinear wave equation, the nonlinear dispersion relations are obtained for four-
layer structures. Afterwards, the way of obtaining exact nonlinear field profiles of all the electromag-
netic field components is presented. Finally, the analytical expressions for the power and approximated
propagation losses of plasmon—solitons are obtained.

2.1.1 Nonlinear wave equation

The derivation of the field based model starts from Maxwell’s equations for the TM polarized light
given by Egs. (1.5.2). Basing on these equations, the problem of finding stationary solutions using a
nonlinear wave equation is formulated. The derivation presented here is similar to the one proposed
by Agranovich et al. [67], in which the first description of the nonlinear surface plasmon polariton
waves localized at a single interface between a metal and a nonlinear dielectric was given. In this
seminal paper, the analytical expressions for the dispersion relation and for the field profiles of the
nonlinear solutions in such structures were found in the TM case using strong assumptions on the
form of the permittivity tensor components. Later on, this model was improved by introducing more
realistic assumptions on the nonlinear term (e.g., focusing nonlinearity depending only on the trans-
verse component of the electric field). It was also extended to consider TE polarized waves as well
as focusing and defocusing Kerr nonlinearities [14, 68, 69, 75]. Furthermore, the model of Agranovich
et al. was expanded to consider nonlinear waves guided by a thin metal film sandwiched between
nonlinear dielectrics [73-75].

Our FBM improves and extends the previous approaches in three ways: (i) it improves the non-
linearity treatment so that all the diagonal elements of the permittivity tensor depend on the electric
field in a nonlinear manner [Egs. (1.6.11) and (2.1.5)], (ii) it improves the way the nonlinearity is
taken into account in the dispersion relation derivation [Eqgs. (2.1.43)—(2.1.47)] and in the electric field
profiles calculations (Section 2.1.3), and (iii) it extends the existing model from three-layer structures
to four-layer structures (the benefits of using four-layer structures are discussed in Section 4.3). The
derivation given below follows the lines presented in Ref. [73] with the improvements mentioned above.

Taking the derivative of Eq. (1.5.2c) with respect to = and using Eqgs. (1.5.2a), (1.5.2b), and (1.6.11)
gives ,

ddgy = k2 (Zﬁ2 - ez) H, + eow%EZ. (2.1.1)
At this step, we assumed that Maxwell’s equations [Eqs. (1.5.2)] are solved separately in each of the
layers of the structures (see Fig. 2.1). This allows us to neglect the permittivity discontinuities at the
interfaces between the layers that will be treated separately using boundary conditions. Therefore,
the last term is proportional only to the x derivative of the nonlinear part of the permittivity e, and
the derivative of the linear part of permittivity is equal to zero. Making use of Eq. (1.5.2¢) in the last
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2.1. Field based model

term of Eq. (2.1.1) allows us to eliminate the electric field component E, from this equation, yielding
an equation for the magnetic field component:

d2H, . 1 dey dH,
Y _ g2 <§ﬂ2 . ez) H, + L3 4y (2.1.2)

dz? e, dz dzx

We remark that in Eq. (2.1.2), the dependency on the electric field is still present, in an implicit way,
through the nonlinear permittivity tensor components €, and €, [see Egs. (1.6.11) and (1.6.12)]. This
dependency will be eliminated later in the derivation.

At this point, important assumptions about the FBM are made. It is assumed that (i) the nonlinear
contribution to the permittivity is small compared to the linear part of the permittivity |en| « |e
for j € {z, 2} and (ii) both €, and H, in the nonlinear medium vary in z direction on scales larger
than the wavelength. These hypothesis are valid for low-power solutions and are verified a posteriori
by analyzing the field profiles. If these assumptions are fulfilled the last term in Eq. (2.1.2) is small
and it can be omitted. Then the nonlinear wave equation can be written in the simple form:

d?H, ;
Y g2 <6ﬂ2 - ez> H,. (2.1.3)
€x

da?

Solutions of Eq. (2.1.3) in each of the layers of the structure describe the magnetic field profiles in
these layers. The approximations made above affect the solutions of Eq. (2.1.3) only in the nonlinear
layer. Since they influence the field profile in the nonlinear layer, they will also modify the continuity
conditions at the interfaces of this layer and therefore the dispersion relation of the full nonlinear
waveguides studied here. The field profiles in the linear layers are found in an exact way.

In the following, only isotropic materials for which ¢, = ¢, = ¢, = ¢ will be considered.! For
isotropic materials, Eq. (2.1.3) becomes

d*H, 2 (a2

2 = ko (87 —€) Hy. (2.1.4)
The nonlinearity considered in our FBM is of the usual Kerr type, but we assume that only the

transverse electric field component E, contributes to the nonlinear response (this component is usually

much stronger than the longitudinal component in the photonic structures studied here [68])

ex(z) = ¢y(2) = e,(x) = e(2) = €(z) + a(z) EX(z). (2.1.5)

Using this form of nonlinearity,> and Eq. (1.5.2b), we can express the nonlinear permittivity modifi-
cation in terms of the magnetic field H,

5205(95) 2

e(r) = g(x) + [60610]2Hy (x). (2.1.6)

Here we used again the assumption that |ey| « || [this assumption justifies the substitution of
BHy/(eoec) by BHy/(eo€ic) in the nonlinear term]. Using Eq. (2.1.6) in Eq. (2.1.4), the nonlinear wave
equation can be rewritten into its final form:

d*H,
dx?

— k3q*(x)Hy + kja(x)H) =0, (2.1.7a)

where
¢*(z) = 8* — e(x) (2.1.7b)

! Actually, this assumption is stronger than the one required to formulate our model. In our case, it is necessary to
consider materials in which linear parts of only two permittivity tensor elements are equal €., = €, = ¢. The tensor
component €, can have arbitrary values as it does not appear in the model derivation.

2As in the case described in Footnote 1 for linear part of permittivity tenor, this assumption is stronger than the
one required to formulate the FBM. Here it is necessary to consider materials in which only two diagonal elements of
the nonlinear permittivity tensor elements are equal €, = €, = €. The tensor component €, can have arbitrary values as
it does not appear in the model derivation.
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Chapter 2. Theory

and the function )
a(z) = L@)Q (2.1.7c)
[eoer()c]
is nonzero only in the nonlinear layer. Here, ¢;(x) and a(z) are step-wise functions which take the
values indicated in Table 2.1 depending on the layer (see Fig. 2.1 for layer numbers).

Layer Abscissa e(x) | e(x)” a(x)
1 z <0 €1 4 eoceljlngl) =
2 0<z<L € = €2 e 0
3 L<x<L+d|e3s=¢3 € 0
4 z=L+d €4 = €14 el 0

Table 2.1: Values of the functions describing the properties of the materials in different layers. The
second-order nonlinear refractive index in layer 1 is denoted by ngl). All the quantities presented in

this table are real.

Equations (2.1.7) are equivalent to Egs. (4a) and (4b) in Ref. [73] and to Eq. (14) in Ref. [68] with
a slight difference in the nonlinear term due the to more consistent nonlinearity treatment used here.
The nonlinear function a(x) differs by a factor 52/¢; between our approach and the approaches from
Refs. [68, 73]. This results in discrepancies between our model and the older models mainly when the
effective index of the nonlinear wave is much higher than the linear part of the nonlinear medium
refractive index. For the purpose of comparison, the approach from Ref. [73] is presented in more
detail in Section 2.2 and the results of the two approaches are directly compared in Section 4.2.1.

2.1.2 Nonlinear dispersion relation

In Section 2.1.1, we derived a single nonlinear wave equation [Eq. (2.1.7a)] for the nonlinear medium
where the Kerr-type nonlinearity is treated in a simplified way. In this section, we will find the solutions
of this equation for the H, field component. In the frame of the FBM, the solutions of Eq. (2.1.7a) are
studied separately in each layer of the structure. Then the use of boundary and continuity conditions
allows us to obtain the nonlinear dispersion relation for the studied problem.

The solution of Eq. (2.1.7a) is well known in literature [11, 16, 19, 67] and is based on the first inte-
gral treatment of this equation and formula (2.266)% from Ref. [111]. Below we present the procedure
to find the solutions of Eq. (2.1.7a).

We consider a nonlinear medium where the nonlinear term in Eq. (2.1.7a) is nonzero. We multiply
both sides of Eq. (2.1.7a) by dH,/dx and integrate with respect to . The integration by parts leads
to the following equation

dx

where a denotes the constant value of the function a(x) [see Eq. (2.1.7¢)] in the considered nonlinear
medium and ¢y denotes an integration constant. Due to the fact that only problems where the nonlinear
region is semi-infinite are considered in this part of the work, we impose the following boundary

dH,\? k3
(y) — k§*H} + %GH;} = co, (2.1.8)

3Formula (2.266) from Ref. [111] gives the expression of the integral

J dx
VR’
where R is in the form R = a + bz + cz? and A is defined as A = 4ac — b?, for various combinations of signs of the

parameters a and A. Here we recall only the case for a > 0 and A < 0, which it the case in our derivation. For this case
the integral results in

X

fo/xﬁ: \}aln<2a+bx+2\/ﬁ>v
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2.1. Field based model

conditions on the magnetic field H, L27%, 0 and its derivative dd% L2°%, 0. These boundary

conditions allow us to conclude that the integration constant ¢y should be set to 0. In this case
Eq. (2.1.8) can be rewritten into a form:

dH,

= dux, (2.1.9)
Hy,\/Q+ A71H?
where the reduced parameters (Q and A were introduced:
Q = kg%, (2.1.10a)
2 -1
A=— <k3“> . (2.1.10b)

The solutions of Eq. (2.1.9) that fulfill the condition that the quantity under the square-root is positive
are sought. This condition, using Egs. (2.1.10), results in a relation

a
¢ = iHj. (2.1.11)

Using Eq. (2.1.7b), we can find a lower bound of the effective index of the mode for a given mode
profile Hy(x)

a
B? = e+ §H§(x). (2.1.12)

This equation has to be fulfilled for all the x values in the nonlinear region. As there is only one value
of the effective index 8 that corresponds to a mode profile Hy(x) we find that

Bz e+ %max[Hj(x)] (2.1.13)

which gives us the lower bound of 8 as a function of the amplitude value of the magnetic field in the
nonlinear region.
Integrating Eq. (2.1.9) results in

J dH,
Hy\/Q+ A-1H?

where F denotes an arbitrary integration constant. From Eq. (2.1.11), we notice that the sign of ¢? is
positive for the focusing Kerr effect (a > 0), therefore, with the help of Eq. (2.1.10a), we conclude that
@ > 0. In this work we consider only the self-focusing Kerr-type nonlinearity (a > 0), which together
with Eq. (2.1.10b) implies that A~! < 0. The left-hand side of Eq. (2.1.14) is integrated using formula
(2.266) from Ref. [111] for positive Q and negative value of A = 4QA~! (see Footnote 3 on Page 20):

=z +F, (2.1.14)

» 2Q+2,/Q (@ + A1)
Rt H,

f df, (2.1.15)
Hy\/Q+ A-1H2

Inserting Eq. (2.1.15) into Eq. (2.1.14) and reorganizing terms under the natural logarithm one obtains

1 20 Q?
_mln[Hy+2\/|A1|Q<|Al|QH§—1>]=x+F, (2.1.16)

where we have substituted A~! with —|A~!|. Further algebraic transformation leads to

=l Q Q* _
n|24/|A |Q<Hym+\/|Al|QH§ 1)] x+ F. (2.1.17)
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Chapter 2. Theory

Using the fact that In(rp) = In(r) + In(p) we obtain

1 - Q Q? _
NG [111(2 A 1|Q) +1n (Hym+\/|A—1IQH§ —1)] —z+F. (2.1.18)

Equation (2.1.18) is transformed using the relation In(r + +/7? — 1) = arcosh(r)

VIATH@Q

The relation In(r + +/72 — 1) = arcosh(r) is only valid for » > 1. In our case, this condition reads
Q/HyA/|A71 Q > 1 and it is fulfilled because it is equivalent to Eq. (2.1.11).

After some algebra where the parity of the cosine hyperbolic function was used, we find the
analytical expression for the magnetic field profile that is the solution of Eq. (2.1.7a):

Hy _ |A|1/2 \/Q

1 - Q
-0 [ln (2«/ A1 Q) + arcosh <Hy>] =z +F. (2.1.19)

) 2.1.20
cosh [/Q (z — z0)] ( )
where a new variable was introduced:
In (2«/@ |A*1|>
r0=— | F+ (2.1.21)

V@

Because F' is an integration constant and its value can be chosen arbitrarily, in further analysis we
use xp as a new free parameter as it has been done in several already published articles [16, 19, 21—
23, 25, 68, 73-75]. This choice is motivated by the physical meaning of xy as a center of the soliton
beam. Another possible choice of the free parameter in the solution of Eq. (2.1.7a) is the magnetic
field at = 0 that is usually chosen to be the interface between the nonlinear medium and other
material [10, 11, 16, 67]

Hy = |A|V2L. (2.1.22)

cosh [v/Quo]

Expressing the reduced parameters in their explicit form in Eq. (2.1.20) yields the final formula for
the magnetic field in the nonlinear region?

2 q
a cosh|koq(z — zo)]’

Hy, = (2.1.23)

As we have stated at the beginning of this section, the solutions of Eq. (2.1.7a) are sought separately
in each of the layers of the structure depicted in Fig. 2.1. In the nonlinear layer, the solution is in the
form given by Eq. (2.1.23) (the y subscript of the magnetic field is skipped as in our models for the
TM light polarization there is only one magnetic field component, while the subscript 1 indicates the
nonlinear layer, see Fig. 2.1):

[2 q1
Hi=4+/— fi <0 2.1.24
! ay cosh[koqi(z — z0)] ore ’ ( 2)

where the xg is a free integration parameter that can be arbitrarily chosen and ¢ and ajp denote
the constant value of the ¢(x) and a(z) functions [see Eqgs. (2.1.7b) and (2.1.7c), respectively] in the
k-th layer (k € {1,2,3,4}). If ¢ is negative, is has a physical meaning of the soliton peak position in

4In this work the following equivalent notation with secant hyperbolic function will be also used:

1

cosh(z) = sech(x).
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2.1. Field based model

the nonlinear dielectric. If it is positive, there is no maximum of the H; component in the nonlinear
layer. In linear layers, the nonlinear term in Eq. (2.1.7a) vanishes and the solutions of the linear wave
equation are expressed in a standard form of decreasing and increasing exponentials (for the layer
indices see Fig. 2.1):

Hy = A, ho®® 4 A ~koww for0 <z < L, (2.1.24b)
Hjz = B efoas@=L) | B e~koas(z=L) for L <x<L+d, (2.1.24c)
Hy = Ce Foalz=(L+d] for & > L + d. (2.1.244)

The use of the boundary condition H, L2%, 0 in the layer 4 results in the single term in Eq. (2.1.24d).

Having found the analytical expressions for the magnetic fields in all the layers, we can proceed with
the derivation of the nonlinear dispersion relation for the four-layer structure depicted in Fig. 2.1. We
will use the continuity conditions for the tangential field components (H, and E.) at all the interfaces
between media. The expressions for the E, fields are obtained using Eq. (1.5.2¢) and read

1 2 o sinh[koq1(x — x0)]

E,1 = —k for x < 0, 2.1.25a
%1 eoe1w V a1 041 cosh? [kogi(x — x0)] ( )
1
E.»2 = koga (A+ek°q” — A_e*koq”) for 0 <z < L, (2.1.25b)
€0€2w
1
E.3= kogs [B+ek0q¢‘(x_L) - B_e_k(’%(gg_L)] for L<z<L+d, (2.1.25¢)
€p€EswW
-1
E.4= koqaCeRoaalz=(L+d] for z > L +d. (2.1.25d)
€0€4W

The continuity conditions on the interfaces result in the following relations:
1. At the interface z =0
(a) The continuity condition for the magnetic field component

Hilp—o- = Hal,—o+ (2.1.26)

yields
Hy=A,+A_, (2.1.27)

where we introduced the magnetic field intensity at the nonlinear dielectric interface

/2 Q1
Hy=4——mF—F7F——. 2.1.2
0 ay cosh[koqizo] ( 8)

(b) The continuity condition for the tangential electric field component

B 1lp=0- = Ez2lp—0+ (2.1.29)
gives
Hcf”’#'””=0 =A, - A, (2.1.30)
q2
where
~ dk
G, = =& for k € {1,2,3,4} (2.1.31)
€k
and
qin1 = Gi tanh(kog1 o). (2.1.32)
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Chapter 2. Theory

Taking a sum and a difference of Egs. (2.1.27) and (2.1.30) allows us to find the expressions for
the field amplitudes A and A_

H olee
Ay =20 (1 + q“lo) . (2.1.33)
2 iy

2. At the interface x = L
(a) The continuity condition for the magnetic field component
H2|x:L— = H3|1:L+ (2134)

yields
A+€k0q2L + Aie—k0q2L — B+ + B_. (2135)

(b) The continuity condition for the tangential electric field component

E.oly—r- = E.3|p—1+ (2.1.36)
gives
e (A+ek0qu - A,e—kO‘nL) - B, -B_. (2.1.37)
a3

Taking a sum and a difference of Egs. (2.1.35) and (2.1.37) allows us to find the expressions for
the field amplitudes B, and B_

H /\n/ xr= /\n/ = . .
2 a3 32 a3

3. At the interface x = L +d
(a) The continuity condition for the magnetic field component
Halo(Lyay- = Halo—(p1a)+ (2.1.39)

yields
B+ek‘otI3d + B e koasd — . (2.1.40)

(b) The continuity condition for the tangential electric field component

EZ,S

e=(L+d)- = Bz alo=(p1a)+ (2.1.41)

gives
L (Byehonl —p e honl) — —c. (2.1.42)
44
Comparison of Egs. (2.1.40) and (2.1.42) gives the analytical form of the nonlinear dispersion
relation of the four-layer structure:

o, (q~4 + q~3) e(2koasd) 4 @_ (q~4 - q”g,) =0, (2.1.43a)

where _ . R
o, = (1 + qlvnﬂﬂﬁ:O) + (qL“L“:O + qf) tanh(kogoL). (2.1.43Db)

q3 q2 a3

Some assumptions have to be made in order to obtain a closed form of the expression for ¢; ni|z—0 and
therefore of the nonlinear dispersion relation. The exact expression for ¢ reads

G="_-_ % (2.1.44)

€1 €1+ alE?
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2.1. Field based model

At this point, the model presented by Ariyasu et al. [73] is improved once again. In Ref. [73], the
nonlinear term is omitted at this step and ¢i = q1/€;,1. Nevertheless, one can go beyond and find the
first-order approximation for ¢; taking into account the nonlinearity. In our work, ¢; is expressed in
terms of the magnetic field H;. Inserting Eq. (1.5.2b) into Eq. (2.1.44) yields

& = «n , (2.1.45)

2
61,14—0(1( kof3 ) H12

wWep€r,1

where the assumption that €; = €; was used in the nonlinear term in the denominator of Eq. (2.1.45).

Use of Eq. (2.1.24a) and the definition of the function a(x) [Eq. (2.1.7c)] results in
a1

ei,1 + 247 sech?[koqi (z — wo)]

G = (2.1.46)

To obtain the dispersion relation we need to know the value of ¢y at the interface x = 0 which is

q1 tanh(koq120)

qrnllz=0 = (2.1.47)

€,1 + QQ% S€Ch2(k0q1$0) '
After these transformations, the dispersion relation (2.1.43) depends only on the wavenumber ko,
material and structure parameters (e 1, €2, €3, €4, L, d), the zo parameter, and the effective index
8. By fixing the values of the material and geometric parameters and xg, one obtains a nonlinear
expression that is satisfied only for a limited set of 8 values. We are interested only in the solutions
with 3 > /€1 because the solutions we look for should be localized either in the nonlinear dielectric
or at the metal/nonlinear dielectric interface {see the definition of ¢ [Eq. (2.1.7b)] and the field profiles
[Egs. (2.1.24)]}. Moreover, from Eq. (2.1.13) we know that using our procedure we can only find the
solutions for which 82 > €1 + a1/2H,(x)? which is coherent with the range of 3 where the solutions
are sought.

It is worth noting that the dispersion relation (2.1.43) depends neither on the nonlinear parameter
a1 nor on the magnetic field amplitude H,. This is a consequence of the fact that the nonlinear solutions
depend on the nonlinear permittivity modification eyjocan B2 = ang and not on the field amplitude
or nonlinear parameter itself. Changing the nonlinearity coefficient does not result in change of the
effective indices that fulfill the dispersion relation (2.1.43), but only in change of the field amplitude
as it can be seen by rescaling all the fields by a factor ,/a;.

2.1.3 Expressions for the electric field components

In our FBM, the wave equation for the H, magnetic field component [Eq. (2.1.7a)] is solved and
the analytical expressions for the field profile of this component are provided [Egs. (2.1.24)]. In the
case of a linear medium, knowing the expression for the magnetic field one can easily calculate the
electric field components using Eqgs. (1.5.2b) and (1.5.2¢). In the nonlinear case, this problem requires
precautions. If the permittivity depends on the TM wave electric field components, Eqs. (1.5.2b) and
(1.5.2¢) form a set of two coupled nonlinear equations:

B
EF,=——+———H 2.1.48
’ EOEJJ(EQ:;EZ)C v ( a>
1 H
E. = df, (2.1.48Db)

€0€z(Ey, Ey)w dx

However, in the frame of the FBM, a simplified Kerr-type dependency for the permittivity is assumed
through Eq. (2.1.5), where the permittivity depends only on the main electric field component E,. In
this case the problem reduces to:

E,=—"——H, (2.1.49a)

B=—— Y (2.1.49b)
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The first equation is no longer coupled to the second one and it contains only one unknown quantity
(Ey). Therefore, it can be readily solved. Inserting Eq. (2.1.5) into Eq. (2.1.49a) and performing some

simple algebra gives -
€,1 E, — B y

a1 €pCO1

E3+

T

=0 (2.1.50)

This equation has in general three roots: one real and a pair of complex conjugate solutions. In our
approach the E, field is assumed to be real so we choose the real root of this equation to be the field
profile. The solution is in the form (see formula 3.8.2 in Ref. [112]):

1 1

w 3 w2\? w v3 w2\?®
E,=|— — 4+ — — A=+ — 2.1.51
v <2+ 27+4) +(2 27+4>’ ( )

with w = SHy,/(egpcar) and v = ¢ 1/ Having found the E, field profile, the E, dependency is
calculated directly using Eq. (2.1.49b). In previous approaches [68, 73], the electric field was calculated
using simplified formulas containing only the linear part of the refractive index:

B
E, = H 2.1.52
s = et (2.1.52a)
1 dH
E. = —Y, 2.1.52b
z €0€],2W dx ( )

2.1.4 Power calculations

In the FBM, Eq. (2.1.43) allows us to determine the allowed values of the effective indices f. For
a given [ the analytical expressions for the magnetic field profiles are given by Eqs. (2.1.24), where
the coefficients Hy, Ay, A_, By, B_, and C are found during the procedure of solving the nonlinear
dispersion relation [Egs. (2.1.43)] and are given by Egs. (2.1.28), (2.1.33), (2.1.38), and (2.1.40).

Based on this results, a closed analytical expression for the approximated power density of the
corresponding plasmon—soliton waves can be found. Power density transmitted per unit length along
the y direction is expressed as a longitudinal (z) component of the pointing vector

S - %?Re(E « HY) (2.1.53)

integrated over the transverse dimension ()

400 400
Prot = Sedr =3 | B Hydr. (2.1.54)

— —00
Equation (2.1.54) is rewritten using Eq. (1.5.2b) into a form:
B[ 1

Pt = —
ot 2ce0 J_o €z(T)

|H, | d. (2.1.55)
In this expression, the dependency of the permittivity on the z coordinate is both due to a layered
structure (linear) and due to the field induced changes in the nonlinear layer. Here we use again the
assumption that e, « ¢ which allows us to approximate the nonlinear permittivity profile e, (z) by
the linear permittivity profile ¢;(x). Using this assumption the expression for the total approximated
power density Pt can be rewritten as a sum of four separate integrals

4
Pot= Y, Pi, (2.1.56)
k=1

where

P, = b | Hy|? da. (2.1.57)

2ce0€r k. Nayer k
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Using Eq. (2.1.24) we find the approximate power density in the nonlinear layer

B Hg
P = , 2.1.58a
' 2ceoer1ko g1 — G ( )
where g1 n1 = G1ni€1. The expressions for the power densities in the linear layers read:
2
Py Ay (e%oqu _ 1)
206062 2]€0Q2
A2 2koga L
24, AL — 7—< ~2kogaL _ 1) , 2.1.58b
el 2kogq2 ‘ } ( )
- 0 [Bi <€2k0q3d _ 1)
206063 2k0Q3
B2 2koqsd
9B, B_d — 7—( —2kogs —1) : 2.1.58
R C ] (2.1.550)
02
g (2.1.58d)

47 2cepes 2koqs

The expressions for the power density in the linear layers are exact. The assumption we made sub-
stituting the e,(x) by ¢(z) affects only the nonlinear layer and does not change the values of the
permittivity in the linear layers.

2.1.5 Linear losses estimation

An important part of the study of nonlinear wave propagation is the calculation of losses. In our studies
we will focus only on the linear losses and the nonlinear effects (such as two photon absorption) will
not be taken into account (see Section 1.6). In the FBM, the linear losses are estimated using the
approach based on the imaginary part of permittivity and the field profiles. This method is described
in the case of linear waveguides in Ref. [113] and has already been used for nonlinear plasmon-soliton
studies [68, 69, 79, 81]. The complex permittivity considered here is isotropic and is described by the
function é(z) = e(x) + i€”(x) and it takes values given in Table 2.1.

The derivation of the equation describing losses starts by considering the expression V- (Z X j?ﬁ,*),

where over-lined quantities still carry the oscillatory z dependency e*#?:

&(r,t) _ g(r) it E(r)eikoﬁz o
{%(r,t)} a {,}f(r)} © = {H(r)eikoﬁz} € (2.1.59)

and the backward propagating waves are considered:

o) | _ | &) | o B, (2.1.60)
Hy(r, 1) Hy(r) H,(r)e o8z - 1.

The relations between the forward and backward propagating field amplitudes are given by [86]:

E, = —E, (2.1.61a)
H, = H. (2.1.61b)

Note that this time we consider the effective index to be a complex quantity E = B +iB", where both
B and " are real. Using the standard vector identity we write:

v (Ex%*) -2, (v x?) —?(V x%*). (2.1.62)
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Inserting Egs. (2.1.59) and (2.1.60) into Maxwell’s equations [Egs. (1.3.8a) and (1.3.8b)] and perform-
ing time derivatives results in:

V x & = iwpgd, (2.1.63a)
V x ), = —iweyédy. (2.1.63b)

Using Eq. (2.1.63a) and the complex conjugate of Eq. (2.1.63b) in Eq. (2.1.62) we obtain:
v (2 x %*) = iw(udl I, — il &,°). (2.1.64)

Integrating this equation on a planar surface S perpendicular to the direction of wave propagation
results in:

j V(&5 ,") s = i j (0T Ty — i &) dS. (2.1.65)
S S
At this step, we use the two-dimensional form of the divergence theorem [Eq. (37-56) in Ref. [86]]:

Jv-AdszaJA-zds+§A-ﬁdL, (2.1.66)
S 0z Jg

where S is a planar surface with a perimeter L, on which n is a unit vector normal to L pointing
outward, and z is a unit vector orthogonal to S and parallel to the increasing z-direction. In our
problem, we use the boundary condition where the field vanishes at infinities. Therefore, we can
further simplify this relation by omitting the line integral term (choice of the contour is arbitrary and
we can choose it to be infinitely large):

JV-AdSZaJA-idS. (2.1.67)
s 0z Js
Using Eq. (2.1.67) on the left-hand side of Eq. (2.1.65), we obtain:
(jz J (é’ x 3, ) 2dS = in (10 7, — ge€ &, dS. (2.1.68)
S

We make use of a fact that the over-lined fields still carry the z dependency eh0B= and change the
order of integral and derivative on the left-hand side. Performing the derivative results in appearance
of effective index 6 in the expression. Extracting 6 on the left-hand side yields:

w §s(noHH; — eoéEE])dS

7= %k Ty (B 1Y) -2dS

(2.1.69)

Using Eqgs. (2.1.61) to eliminate the fields associated to the backward propagating waves, we obtain

w §5(uoHP? + €of|E[?) dS

F=or [(E < H")2d5 (2.1.70)

Taking the imaginary part of this equation we can express the imaginary part of B as a function of
field profiles and of the imaginary part of permittivity:

~  wey Sg Sm(E)[E|*dS
2k §o(BEx H*)-2dS

(2.1.71)

In our one-dimensional problem, the surface integrals that appear in the above expression can be
replaced by integrals along z-direction due to the spatial invariance of structure and fields along the
y-direction:

~  wey §p Sm(€)|E|? dz
 2ko §(E x H*) - 2da’

(2.1.72)
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2.2. Wave equation for a simplified field based model

where T denotes the transverse cross-section of the four layer structure. In the denominator, we
recognize the expression for the power density calculated as the integral of the Pointing vector Piot =
§7S.dx = % {7 Re(E x H*) -z dz. Finally, the expression of the imaginary part of effective index reads:

€c §r€"|E? dz

Sm(B) = " = T (2.1.73)

The imaginary part of the refractive index is connected with the losses in decibel per meter (£) in the

following way [114]:

407
£ = " 2.1.74
In(10)A" ’ ( )

where A it the free-space wavelength expressed in meters.

2.2 Wave equation for a simplified field based model

In this section, we will describe the derivation of the nonlinear wave equation in the case of a simplified
expression for the nonlinear Kerr term. Contrarily to Sec. 2.1, where the nonlinear permittivity tensor
is isotropic, here we will consider anisotropic nonlinearity, as it was done in Refs. [68, 73]. We assume
that only the €, and €, depend on the transverse component of the electric field:?

ex(x) = (2) + e[z, |E(2)*], (2.2.1a)
ey(2) = €(z) + enl[z, |E(x)|2]v (2.2.1b)
e.(r) = ¢(x) (2.2.1¢)

This approach was already presented in detail in Refs. [68, 73], but we recall it here shortly, because
it will be useful for us for the purpose of comparison presented in Section 4.2.1. Moreover, the results
of this approach will be used in the derivation and calculations of the two-dimensional profiles of
plasmon-solitons in Section 5.1, where the form of permittivity tensor given by Eq. (2.2.1) is required
to obtain analytical results.

The derivation presented here is based on similar methodology as we used in Section 2.1.1 deriving
the nonlinear wave equation for the isotropic nonlinear Kerr effect. Taking the derivative of Eq. (1.5.2¢)
with respect to z and using Egs. (1.5.2a), (1.5.2b), and the definition of the simplified permittivity
tensor (2.2.1) gives

da?

Comparing with Egs. (2.2.2) and (2.1.1), we notice that Eq. (2.2.2) does not contain the term with
the z-derivative of the nonlinear permittivity e,;. This is caused by the fact that, ¢, does not depend
on the electric field. Using Eq. (2.2.1), we can rewrite Eq. (2.2.2) to a form:

d*H 21
Y = k3 (1 — 5) H,. (2.2.3)

dz2 6[14—%1

20
dHy o (6‘2[# - ez> H,. (2.2.2)
€x

Assuming that the nonlinear correction to the permittivity is small with respect to the linear permit-
tivity en1/€; €« 1 we can expand the nonlinear term in a Taylor series:

1 o €nl €nl 2
A s (1 el) +0 (el) ] (2.2.4)

!
5There is a difference in notation between our work and Refs. [68, 73]. In our case z is the transverse direction and
z is the longitudinal direction. In Refs. [68, 73] the situation is reversed. There z is the transverse direction and z is
the longitudinal direction. Therefore, the components E, and E, are interchanged in the expression presented in this
sections and the original expressions in Refs. [68, 73].
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Keeping just the first-order terms we obtain

1 6nl)
—=x(1-—]. 2.2.5
1+ %;1 ( €] ( )
Inserting Eq. (2.2.5) into Eq. (2.2.3) yields

d’H B2 €nl
dx;’ = ki [1 - — (1 — )} H,. (2.2.6)

€l €l

Using the definition of the nonlinear correction to the permittivity
en = ofx)E3(z) (2.2.7)
and Eq. (1.5.2b) one obtains

d’H,
da?

54
A1) s (2.2.8)

- k%Q(iﬁ)QHy + k:(% 62[6061(1')6]

Using again the approximation €,/¢; « 1, we can replace now €, by ¢ in the denominator of the

nonlinear term. Finally, we obtain
d2Hy
dx?

— kpq(x)*Hy + kga' (x) Hy) = 0, (2.2.92)

where
Ba(x)
5

WO gy = Palz)
@) elleoer()c]

(2.2.9b)

Equation (2.2.9a) has identical form as Eq. (2.1.7a), but the nonlinear term is different. Function
a(x) is replaced by a(®)(x) and the ratio between these two quantities is

a'®) () _ 572

a(z) €]

(2.2.10)

It can be a matter of discussion which of these two formulations is better. In the FBM derived in
Section 2.1, we had to skip one of the nonlinear terms (term containing the derivative of the nonlinear
permittivity). In the simplified field based model (SFBM) presented in this section, we use the Taylor
expansion of the nonlinear term, and omit the higher-order terms. For weakly nonlinear solutions, the
effective index [ is close to the refractive index of the nonlinear material. Therefore, the ratio of the
two nonlinear parameters a(®)(x)/a(z) is close to 1 and both approaches give very similar results. For
higher effective indices 3, the discrepancy between the two approaches increases as it will be visible
during the comparison of the results obtained using the two models (FBM and SFBM) in Section 4.2.1.

In order to obtain the dispersion relations and the field profiles in the SFBM one can follow the lines
of the derivation presented in Section 2.1.2. To obtain the formulas for SFBM one has to substitute
function a(z) by a® (z).

2.3 Exact model

In this section, the derivation of the exact model (EM) will be presented. This model, on the contrary
to the FBM, does not require any additional assumptions on the form of the Kerr-type nonlinearity.
First, we will describe the method of solution of Maxwell’s equations in the nonlinear region that
allows for the exact treatment of the nonlinear Kerr effect. Then the method to obtain the analytical
formulas for the nonlinear dispersion relation in four-layer structures will be presented.
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2.3. Exact model

2.3.1 First integral method for nonlinear medium treatment

Below we present the derivation of the model that allows for the exact treatment of the Kerr non-
linearity. This derivation is based on the approaches presented by Mihalache et al. [15] for a single
interface between a Kerr-type nonlinear material and a linear material, later extended to three-layer
configurations and generalized to the case of power-law Kerr nonlinearity by Yin et al. [77]. Here we
extend the approach from Ref. [77] to a four-layer configuration.

The derivation of the EM starts from Maxwell’s equations [Egs. (1.5.2)]. In this approach the
magnetic field is eliminated from these equations. The use of Eq. (1.5.2b) in Egs. (1.5.2a) and (1.5.2c)
gives

dF, €
1z ko (ﬂ - 5) Ex, (2.3.1a)
d(e.Ey)
————~ = Bkoe, E.. 2.3.1b
e Bkoe ( )

Equation (2.3.1a) is derived with respect to x and the last term is replaced using Eq. (2.3.1b) resulting
in

d2E, dE,

12
— = Bl — ke B, (2.3.2)
Multiplying Eq. (2.3.2) by dE,/dz and using Eq. (2.3.1a) once more, gives
d’E, dE 2dE dE
= = — 2 ) By — kje. E.—=. 2.3.
G2 dap ko (ﬁ 5) 065" (2:33)

In this approach, a full power-law Kerr dependency of the permittivity of the following form is assumed
in the nonlinear layer [compare with Egs. (1.6.11) and (2.1.5)]:

€x =€y =€, =€ =€+ 051|E|H =€,1 T Q1 (Eg + Eg)5 . (2.3.4)

The nonlinear term in the EM depends both on the transverse and the longitudinal components of
electric field. The derivation will be conducted for an arbitrary value of x resulting in the nonlinear
treatment of Maxwell’s equations in the nonlinear medium with a power-law Kerr nonlinearity. For
Kk = 2 we recover results for the standard cubic Kerr-type nonlinearity.

Inserting Eq. (2.3.4) into Eq. (2.3.3) one obtains

d’E, dE, o o dE; dE, dE,
= Exi - Eazi Ez
dz? dx (Bko) dx ket ( dr e )
& dE dE
—kjan (E2+ E2)? (B,—— + E,—— ). 2.3.5
001 ( z T z) dz + dz ( )
Integrating this equation with respect to x gives
dFE, 2 2 3
( - ) = (Bko)* B2 — kiery (E2 + E?) — k3 0‘12 (B2 + E2)2" 1 ¢y, (2.3.6)

where Cj is the integration constant. The first three terms of Eq. (2.3.5) were integrated by parts
using the identity

df(z) L5
de = = . 2.3.
[ECE =TI e (237)
The last (nonlinear) term was integrated using the following change of variables:
Y = E? + E?
J(EQ +E2)? (E dfa | dEz) do = dE dE
T z T dz z dz dy =2 EQUJ +E, z dz
dx dx
= Jy 2 dY = Y2+1 ! (E2+ E2)°"". (23.8)
k+2V 7 z
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Chapter 2. Theory

In Eq. (2.3.6), the integration constant Cj is set to 0 taking into consideration the fact that a
semi-infinite nonlinear medium is studied, where the electric fields E,, E,, and their xz-derivatives
vanish as x — —oo. The final step of this derivation is to compare the right-hand side of Eq. (2.3.6)
with the square of the right-hand side of Eq. (2.3.1a). This comparison yields

2
2 "
(;12 - 261) E; +eaa (EZ+ E2) + %(Ei + B3t =, (2.3.9)

which is the first step in order to obtain the nonlinear dispersion relation in the frame of the EM.

2.3.2 Nonlinear dispersion relation and field profiles

In the previous paragraph, a method that allows for the treatment of the nonlinearity in an exact
manner, without the approximations used in the FBM, was presented. Besides, there is no difficulty
in solving Maxwell’s equations in the linear layers. In these layers, the electric field components are

solutions to the linear wave equations. These wave equations are derived from Maxwell’s equations
[Egs. (1.5.2)] and read:

d’E,
15 k2q*(x)E, = 0, (2.3.10a)
d’E,
oz k2q*(x)E, = 0. (2.3.10b)

The general solution of these wave equations is a combination of decreasing and increasing exponential
functions of the form Ae*09% 4 Be~k04% Tn the following, the two electric field components in the linear
layers are expressed in this form:

1. in the buffer linear dielectric (0 <z < L — layer 2)

Epo = Age®® 4 Bye toe?, (2.3.11a)
E.o = A.eM®" 4 B.e Fowr, (2.3.11b)

2. in the metal (L < x < L + d — layer 3)

E:r,3 = Cx€k0q3(a€—L) + D:ze_koqs(m_L)? (2312&)
E.3 = C,efon-1) 4 p ¢ kows(z-L) (2.3.12b)

3. in the external linear dielectric (x > L 4+ d — layer 4)

Epy = Fye Foule—(L+d)] (2.3.13a)
E.4 = Fyetoulr—(L+d)] (2.3.13b)

In order to derive the nonlinear dispersion relation in the frame of the exact model, several re-
lationships between field amplitudes in the linear layers are needed. Using Eq. (2.3.1b) separately in
each of the linear and uniform layers, relations between the amplitudes of the x and z components
of the fields defined by Eqgs. (2.3.11)—(2.3.13) are found. Inserting Eqgs. (2.3.11a) and (2.3.11b) into
Eq. (2.3.1b) yields the relation for the field amplitudes in layer 2:

B(A,eko®2® 4 B e~hoa2ty — gy (A eko®2® _ B e=koaw), (2.3.14)

Because Eq. (2.3.14) has to be fulfilled for each value of = € (0, L) we separately solve this equations
for the terms proportional to e¥092% and e~*0%2% As a result one obtains

A:c = ﬁAz’
‘Dﬁ (2.3.15)
B, =-B..
q2
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Applying a similar procedure to the expressions of the fields in other linear layers leads to

Cx = ﬁcza
q*”’ﬁ (2.3.16)
D:c = _7Dza
q3
F, = —EFZ. (2.3.17)
44

We will use the continuity conditions for the tangential components of the fields (£, and H,) in
order to obtain the analytical expression for the nonlinear dispersion relation. The H,, field components,
according to Eq. (1.5.2b), are proportional to the E, field multiplied by the permittivity of the medium.

The continuity conditions on the interfaces result in the following:

1. Continuity conditions at z = 0
(a) The continuity condition for the magnetic field component
Hil,—o- = Haly—o+ (2.3.18)

yields
€1,0E20 = e2(Ay + By), (2.3.19)

where the transverse electric field component in the nonlinear medium at the interface
x = 0 is denoted by E,(z = 07) = E, o and the value of the nonlinear permittivity at this
interface is denoted by €1 .

(b) The continuity condition for the tangential electric field component
B ilz—0- = Ez2|p—0+ (2.3.20)

yields
E.o=A,+ B, (2.3.21)

where the longitudinal electric field component in the nonlinear medium at the interface
x = 01is denoted by E,(z =0") = E, .

2. Continuity conditions at x = L
(a) The continuity condition for the magnetic field component
Hy|pop- = H3|pop+ (2.3.22)

yields
ea(Ageforl 4 B e~kowly — ey(C + D). (2.3.23)

(b) The continuity condition for the tangential electric field component

E.olper- = E.3lpp+ (2.3.24)

yields
Azekoqu + Bze*kOQ2L =C,+D,. (2325)

3. Continuity conditions at x = L + d
(a) The continuity condition for the magnetic field component
Hslo—(Lyay- = Halo—(pra)+ (2.3.26)
yields
e3(Cpefo®d 1 D e kondy — ¢ B (2.3.27)
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(b) The continuity condition for the tangential electric field component

Ez,3

z=(L+d)~ = z,4|m=(L+d)+ (2.3.28)
yields
Czekoqu + Dzeikoqu = F,. (2329)

At first, wherever it is possible, we will eliminate the amplitudes of the transverse field components
E, in Egs. (2.3.19), (2.3.21), (2.3.23), (2.3.25), (2.3.27), and (2.3.29). To this end we will use the
relations given by Egs. (2.3.15)—(2.3.17). Inserting Eqgs. (2.3.15) into Eq. (2.3.19) we obtain

el,OEx,O = @(Az - Bz) (2330)

q2
Inserting Eqgs. (2.3.15) and (2.3.16) into Eq. (2.3.23) we obtain
= (AzekoqQL ~ Bze_koqu) = S, - D). (2.3.31)
q2 43
Inserting Eqs. (2.3.16) and (2.3.17) into Eq. (2.3.27) we obtain

;% <Czek0q3d _ Dzeikoqu) — _%Fz (2332)

Inserting Eq. (2.3.29) into Eq. (2.3.32), after some algebra yields

€ 4 e
D, = %0262113% (2.3.33)
3 @

Taking a sum and a difference of Eq. (2.3.31) and Eq. (2.3.25) multiplied by €3/q3 gives

280, = A, (62 + 63) ehoeel 4 B (63 — 62) e Foak (2.3.34)
q3 q2 g3 qs3 q2

Inserting Eqgs. (2.3.34) and (2.3.35) into Eq. (2.3.33) and performing some lengthy but elementary
algebra results in the relation between A, and B,

Az = ¢Bz7 (2336)

where we introduce the following notation:

g;ie—koqu—koqad + U~ e~ koazL+kogsd

¢ = U ckoraLthoasd 1 ckogzL—hoasd (2.3.37a)
and
) = 2B e ) = {1,-1), (2:3.37)
Inserting Eq. (2.3.36) into Egs. (2.3.21) and (2.3.30) results in
E.o=(¢+1)B., (2.3.38)
€10E50 = ﬁq?(gf) —1)B.. (2.3.39)

Eliminating B, from Eq. (2.3.38) with the help of Eq. (2.3.39), we obtain the relation between the
amplitudes of the electric field components in the nonlinear dielectric at the interface x = 0

€1,0q2(¢ + 1)
ef(o—1)
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2.4. Finite element method

The total electric field amplitude in the nonlinear medium at the interface = 0, denoted by Ep,
is defined by
Ej = E2,+ E2),. (2.3.41)

Using Egs. (2.3.40) and (2.3.41) we can express the electric field amplitude E, o as a function of the
total electric field amplitude

B2, = (e26)° (1= 9)” E2. (2.3.42)

0 (er002) (1 + )2 + (26) (1 — ¢)?

Using Egs. (2.3.42) and (2.3.41) to eliminate E, and E, from Eq. (2.3.9) taken at x = 0~ results
in the final form of the nonlinear dispersion relation for the four-layer structure in the frame of the

EM:
2 2 2 2
€1,0€2 €23 201 s (1+ ¢ €23
RETAT T I =2 4 + EF — ) + = =0, 2.3.43
( 12 ) o ( Q@ ) (61’1 K+ 2 0) [61’0 (1 —¢ q ( )

where ¢ is defined by Eqs. (2.3.37). For a given set of opto-geometric parameters (¢ 1, a1, €2, €3, €4, L,
d) and a given wavelength (), it contains as a unique free parameter the total electric field amplitude
at the nonlinear interface Fy. Fixing arbitrarily Fy allows for solving this equation for all the possible
values of 5.

After obtaining the effective indices of the nonlinear waves propagating in a given structure, the
field profiles corresponding to these values of § are calculated. In the EM, contrarily to the FBM, no
analytical formulas for the field profiles in the nonlinear layer are provided. However, a system of two
coupled first-order differential equations for the electric field components can be derived to allow field
profile computations. Equation (2.3.1b) is written in the form:

de, dFE,
—F, + —¢€, = Bkoe,E,. 2.3.44
0 + W € Bkoe (2.3.44)

Using Eq. (2.3.4) in the first term and calculating the derivative gives

dE,

201 | By
“ ( dz

dE, dE,
+ Engj) Ex + aﬁl = /BkoelEz. (2345)

Replacing dE,/dz using Eq. (2.3.1a) and reorganizing the terms result in the first coupled differential
equation

dE, Bkoe1 B, — 2k0a1EzE§ (/6 — %1)
do €1 + 20, B2

(2.3.46)

The second coupled differential equation used to calculate the field profiles is Eq. (2.3.1a).

2.4 Finite element method

In this section, the finite element method (FEM) based approach used to compute the stationary
solutions propagating in the structure depicted in Fig. 2.1 is described. The FEM [115] has already
been used to study stationary solutions in nonlinear waveguides since at least the end of the eighties
[116-118]. For a general and recent review of FEM in the frame of optical waveguides, the reader can
refer to Ref. [119]. In the present case, the problem is relatively simple since it is both one-dimensional
and is reduced to a scalar case.

The FEM is an approximative method used to solve partial differential equations. In the frame
of the FEM, the physical problem is written in a variational formulation, which is equivalent to
the initial formulation of the problem. In order to obtain the variational formulation also called a
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weak formulation, the initial partial differential equations are multiplied by chosen form functions
that belong to a particular function space depending notably on the used boundary conditions and
the type of partial differential equations. The next step to establish the FEM is the discretization,
in which one shifts from an infinite-dimension functional space to a finite-size one that allow the
numerical resolution. It must be pointed out that, the weak formulation of the scalar problem for
the full structure, deduced from Eq. (2.1.3) or its approximated form given by Eq. (2.1.7a), must
take into account all the continuity relations fulfilled by the electromagnetic field at the structure
interfaces. This implies that the full TM wave equation for H, component must be used to obtain the
correct weak formulation that deals with both the inhomogeneous permittivity term induced by the
nonlinearity and the structure interfaces. The corresponding weak formulation is given by:

1 / /
_ JF %V(ﬁ(x) V¢ () dz + L ¢(x)¢' (x) du

= ﬁQJ L ()¢ (x)dz V¢’ € HY(F) and ¢ € Hy(F), (2.4.1)
F €(z)

where H}(F) is the Sobolev space of the order 1 with the null Dirichlet boundary conditions on the
domain of integration F' (in the present case the full x cross-section of the structure). In the above
equation, ¢ stands for the H, component and ¢’ denotes the test form functions.

After Eq. (2.4.1) is solved for the H, field profiles in the four-layer structure, the electric field
components are calculated using Eqgs. (1.5.2b) and (1.5.2¢) with the method described in Section 2.1.3.
The FEM is implemented using the free softwares GMSH as a mesh generator and GETDP as a
solver [120-122]. These softwares have already been used to solve both two-dimensional scalar and
vector nonlinear electromagnetic waveguide problems [110, 123]. The nonlinearity considered in these
two references was of the simplified Kerr type given by Eq. (2.1.7a).

The algorithm used for this plasmon—soliton study is the fixed power one [108-110] in which, for a
given structure, the wave power is the input parameter and the outputs are the propagation constant
and the corresponding field profiles. This algorithm involves an iterative process requiring successive
resolutions of generalized linear eigenvalue problems, where the square of the propagation constant
(koB)? is the eigenvalue and the field profile H, is the eigenvector. The iterative process is stopped
when an arbitrary criterion on the convergence of the propagation constant is reached. Typically,
|(Bn — Bn_1)/Bn| < &, where n denotes the step number in the procedure, and § = 1076 is chosen
in the present work. To fulfill this criterion between 10 and 15 steps are needed depending on the
structure parameters and the used initial field. It is worth noticing that, in the frame of the fixed
power algorithm, different initial fields provide at the end of the iterative process the same results
except if the structure exhibits multiple solutions for identical power. In this last case, the obtained
solution at the end of the iterative process depends on the initial field.
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N this chapter, we will present a validation of our models. Their validity will be confirmed on
I two levels: formulation and implementation. First, the formulation will be verified by analyzing
the limiting cases that will lead to dispersion formulas for simpler structures already studied in
literature. The validation of the implementation of the models will be done later, together with the
presentation of the results in Chapter 4. The implementation verification will be based on the com-
parison between the results obtained using our codes and the previously published results for identical
structures (see Section 4.2.1) and by a mutual comparison between our models (see Section 4.3.2).
Here the formulations of the semi-analytical models for four-layer structure are verified. The vali-
dation is made by comparison of the analytical formulas obtained in other works for simpler structures
(three- and two- layer) and for the linear case, with the corresponding formulas obtained by taking
limiting cases of the dispersion relations provided by our models. At first, the field based model (FBM)

and later the exact model (EM) will be analyzed.

3.1 Field based model

In order to verify our analytical results for the FBM, several comparisons with the formulas from
previous works for simpler structures are realized in this section. The dispersion relations obtained in
the frame of the FBM are considered in three limiting cases:

3.1.1 Three-layer structure

To consider a three-layer structure, we need to reduce by one the number of linear layers of the
structure presented in Fig. 2.1. One way to do, it is to assume that L — 0. In this case we consider a
structure where the metal film of the thickness d (layer 3) is sandwiched between a nonlinear dielectric
layer 1 and a linear dielectric layer 4. Letting L — 0, one notices immediately that tanh(kogoL) — 0
in Eq. (2.1.43b) and this equation simplifies to

o, = <1 4 Q1,nl~|x0)' (3.1.1)
q3
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Inserting Eq. (3.1.1) into Eq. (2.1.43a), after some simple algebra, yields

~ @3(qrnte=o + da)
q~32 + q~4(jl\,1:1|x:0

tanh(kzoq;;d) = (3.1.2)

If in Eq. (3.1.2), the nonlinear permittivity is approximated by its linear value (see discussion in
Section 2.1.2 on Page 24) then ¢1 11|z—0 becomes ¢ tanh(koqi120)/€;,1. Upon this assumption, Eq. (3.1.2)
is identical to Eq. (8) in Ref. [73] that gives the nonlinear dispersion relation for the three-layer
structure, where the metal film is sandwiched between linear and nonlinear dielectrics.!

3.1.2 Two-layer structure

An elegant way of finding the dispersion relation for two-layer structures is to infinitely separate
both interfaces of the three-layer structure. This is done by letting d — o0. Upon this assumption
tanh(kogsd) — 1 in Eq. (3.1.2) and this equation becomes

(@1 mle=0 + ¢3)(3 + da) = 0. (3.1.3)

Equation (3.1.3) has two solutions. The first one,

qinlle=0 = — (3, (3.1.4)

describes the nonlinear dispersion relation for the waves localized at the interface between the semi-
infinite nonlinear layer 1 and the semi-infinite linear layer 3. This equation has a structure that resem-
bles Eq. (7) in Ref. [67]. The differences between the two expressions result from different assumptions
on the type of the nonlinearity used, as described on Pages 3 and 18. The second solution,

g3 = —qa, (3.1.5)

gives the linear dispersion relation for a plasmon at the interface between two linear layers (3 and 4).
Equation (3.1.5) is equivalent to Eq. (2.12) in Ref. [55].

3.1.3 Linear case

Consider a limiting case of a linear structure {a; — 0 and therefore a; — 0 [see Eq. (2.1.7¢)]}. The
nonlinear dispersion relation (2.1.43a) does not depend on the value of the nonlinear parameter a;
as discussed at the end of Section 2.1.2. The only free parameter on which the dispersion relation
depends is xg. Therefore, we need to find a relation between a; and zg in order to be able to formally
calculate the limiting expression for the dispersion relation in the linear case.

In the frame of the FBM the magnetic field profile in the nonlinear medium is given by Eq. (2.1.24a.)
We recall this expression here expressing the cosine hyperbolic using exponential functions:

= 2 2q1
Hl B \/ZlekOQI(xIO) + 6*k0q1(xfx0) N (316)

!Other ways to obtain the three-layer limit of Eq. (2.1.43) also exist. The way presented here (letting L — 0) does
not require a lot of algebra. Another simple way to consider a three layer structure is to assume that €4 = €3. In this case,
a four-layer structure from Fig. 2.1 transforms into a structure where a film with the thickness L (layer 2) is sandwiched
between the nonlinear dielectric layer 1 and a linear layer 3 (that is now semi-infinite because of its merging with layer
4). In this case, the dispersion relation for the limiting case of a three layer structure is given by

tanh(kog2L) = _w7
92 +Q3q1,n1|z:0

which is equivalent to Eq. (3.1.2). It is also possible to obtain the limiting case of a three-layer structure either by letting
d — 0 or assuming ez = e3. However, these approaches require a bit longer algebraic transformations in order to recover
the dispersion formula in the form given by Eq. (3.1.2).
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3.1. Field based model

We cannot simply set a; = 0 in this expression because it would lead to infinite values of the magnetic
field, which is an unphysical result. Although, we can find a way to relate a; parameter and xg
parameter in such a way that setting a; = 0 and a proper value of g will keep the magnetic field
value finite.

At first, we notice that for a linear semi-infinite medium (layer 1), the solution of Maxwell’s
equations in this layer should be given by a single exponential function decaying toward z = —oc. We
just keep the second exponential function in the denominator of Eq. (3.1.6) so that the expression for

the magnetic field in layer 1 reads:
2 kogi(z—=0)
Hy = 2g14 | —e™o% 0/, (3.1.7)
a1

This approximation is valid only when the values of the first exponential term in the denominator of
Eq. (3.1.6) are much lower than the values of the second exponential term (ef091(#=%0) « ¢—koai(z—wo)),
At the end of this derivation, we will see that this approximation is satisfied in the limiting case of
the linear structure.

Equation (3.1.6) gives us the exponentially decaying field profile in the linear layer 1. We fix now
the magnetic field intensity at the interface x = 0 to be equal to Hj;,:

2
Hyin = 2q14 | ;le_kOQ1x°- (3.1.8)

Taking the natural logarithm of Eq. (3.1.8) results in the relation that a; and x¢ have to fulfill in
order to keep the value of the magnetic field at x = 0 equal to Hyy:

0 = — ln( 2v20, ) (3.1.9)
koqa v/a1Hyiy

From Eq. (3.1.9) it follows that in the FBM, in order to obtain the limiting case where a; — 0, one
should have xqg — +00. This result is in agreement with the assumption made in order to transform
Eq. (3.1.6) into Eq. (3.1.7). For g — 400 the first exponential term in the denominator of Eq. (3.1.6)
tends to zero.

The dispersion relation in the limiting case for three- and two-layer structures in the linear regime
can be now computed. For the case of three-layer structure, we proceed in the following way. Letting
xg — +00, from Eq. (2.1.32) one obtains that ¢;, — ¢i. In this case, Eq. (3.1.2) becomes

g3(q1 + qa)

tanh(kogad) = ———5——=". (3.1.10)
43" + q4q1
After some algebra, it transforms to
oot _ B+ G+ 0) (3.1.11)
g3 — q1)(q3 — qa)

which is equivalent to Eq. (2.28) in Ref. [55] giving the dispersion relation for linear plasmons on a
metallic film sandwiched between two linear dielectrics (IMI — insulator/metal/insulator structure)
or of a dielectric film sandwiched between two metals (MIM — metal/insulator/metal structure). For
two-layer structure it is now straightforward to see that if g1, — ¢1 then Eq. (3.1.4) is reduced to
the dispersion relation of the linear case [Eq. (3.1.5)].

The three limiting cases considered here show that our extended FBM fully recovers already known
dispersion relations, including nonlinear ones, for simpler structures. In the next section, we will present
the verification of the nonlinear dispersion relations obtained using the EM.
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Chapter 3. Limiting cases for semi-analytical models

3.2 Exact model

In order to check the agreement between the results of our EM and the previously published results [77]
the limiting case of the nonlinear dispersion relation (2.3.43) for the three-layer structure is considered.
In a similar manner as for the FBM, in order to transform the four-layer structure from Fig. 2.1 into
a three-layer structure, we assume that L — 0. Then Eq. (2.3.37a) simplifies to

Ut hoasd 4 g~ ehogsd
 Whekoasd 4 g e—hoasd’

¢ (3.2.1)

As an intermediate step,on the right-hand side of Eq. (2.3.42) both numerator and denominator are
divided by ¢ to give

E2. (3.2.2)

(e288)? (é —1)?
w0 (61,0(]2)2 (é +1)2 + (e28)° (% -1

In the next step, the expressions (1/¢ — 1) and (1/¢ + 1) appearing in Eq. (3.2.2) are expanded. Using
Egs. (3.2.1) and (2.3.37b), after lengthy but simple algebra one obtains

1
g —1= 2M€3[€3 sinh(kzoqu) + €4 COSh(k‘Oqu)], (323&)
1
5 +1= 2M€3[€3 COSh(koqu) + €4 Sinh(koqu)], (323b)
where €, = e,/qx (for k € {2,3,4}) and
1
M = . (3.2.4)

(€2 — €3) (€3 + €4)ek093e + (€5 + €3) (€3 — €4)e koasd

Inserting Egs. (3.2.3) into Eq. (3.2.2) and defining

R = que3 tanh(kw;;d) + g3€4, (3.2.5&)
T = que3 + qseq tanh(kogsd) (3.2.5D)

one obtains )
B2, = (Bes B) E2. (3.2.6)

07 (BesR)? + (gzeroT)? "

Equation (3.2.6) is identical to formula (11) in Ref. [77], which was obtained for a three-layer structure
with a semi-infinite nonlinear medium. The dispersion relation for the three-layer structure is then
obtained by inserting Eq. (3.2.6) into Eq. (2.3.9) and reads

R

(eroesR)? — 2e10 (BesR)? + (q,l + 2i12E5”) [(5633)2 + (Q361T)2] =0 (3.2.7)

Equation (3.2.7) is equivalent to Eq. (12) in Ref. [77], which was obtained for a three-layer structure.
This proves that in the limiting case our EM for four-layer structures reproduces results for simpler
structures. The procedure of transforming Eq. (3.2.7) to obtain two separate dispersion relations, on
a linear/nonlinear interface and a linear/linear interfaces (d — o0), is described in Ref. [77].
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generally nonlinear localized surface waves started more than 30 years ago with the seminal

paper of Agranovich et al. [67]. However, no experimental results confirming the existence
of these nonlinear waves propagating in metal-nonlinear dielectric structures have been provided.
Consequently, from the modeling point of view, the main challenge is to design a feasible structure
that enables the experimental realization of plasmon—soliton coupling.

To reach this goal, several conditions must be satisfied simultaneously. Firstly, a structure that sup-
ports plasmon-solitons of a solitonic type (with a pronounced soliton peak inside a nonlinear dielectric
which facilitates experimentally both its excitation and its discrimination from linear waves) must be
found. Secondly, solutions should appear for physically realistic combinations of material parameters,
beam power, and nonlinear coefficient. The last, more practical and supplementary requirement is to
design a structure in which the plasmon field is accessible both for measurements using the tip of a
scanning near-field optical microscope and for potential applications such as sensing [124-130].

This chapter gives a complete description of nonlinear stationary solutions that can be generated
in planar structures made of a combination of semi-infinite nonlinear dielectric, metal film, and linear
dielectric layers. It starts with the section describing configurations with two layers and finishes with
the results for a four-layer structure, which is shown to be the simplest configuration that fulfills all
the requirements to facilitate the experimental observation of plasmon—solitons defined above.

ﬁ S it was already mentioned in Section 1.1, theoretical studies of plasmon—solitons or more

4.1 Two-layer configuration

In two-layer configurations (single interface between a nonlinear dielectric and a metal), the only
nonlinear solutions that we are able to find using our three models are of the plasmonic type (no
pronounced soliton peak in the nonlinear medium). This results are in agreement with the conclusions
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Chapter 4. Numerical results

drawn by looking at the field shapes obtained using the FBM and the continuity conditions for the
tangential electromagnetic field components at the interface. The main results from the FBM for a
single-interface configuration are summarized here:

e the field in the nonlinear material is described by the formula (2.1.24a) with the free parameter
Zo,

e the field in the metal is given by the exponential function (2.1.24d) (with L = d = 0) and

decreases to zero as x tends to infinity to satisfy the boundary condition H, rote, 0,
e in order to obtain the nonlinear dispersion relation we use the conditions for the continuity of
the fields at the interface = = 0:

1. for the magnetic field H; = Hy, so that in Eq. (2.1.24d) C' = Hy,

2. for the longitudinal component of the electric field E, ; = E, 4, which using Eq. (1.5.2¢) is
expressed in terms of the z-derivative of Hy and the permittivity of the media:

1dH; 1 dH,

= . 4.1.1
€1 dx €4 dx ( )

Because the permittivities of the metal and the nonlinear dielectric have opposite signs (e1e4 < 0),
from the continuity condition 2 we notice that the derivatives of H, must have opposite signs at both
sides of the interface. From Eq. (2.1.24d), it follows that (dH4/dx)|,_y+ < 0. This implies that the
derivative on the nonlinear side of the interface has to be positive (dHy/dx) |,_o- > 0. By looking at
Eq. (2.1.24a) one can see that this condition is fulfilled only if ¢ > 0. This allows us to conclude that
only the plasmonic-type solutions exist on a single metal/nonlinear dielectric interface.

4.2 Three-layer configuration

In this section, results obtained for three-layer configurations (L is set to 0, see Fig. 2.1) are presented.
Firstly, to confirm the validity of our FBM, its results are compared with the results from Ref. [73].
Then the general classification of nonlinear solution types is described and illustrated. Finally, the
structure parameter scans are performed in order to find configurations supporting low-power plasmon—
solitons.

4.2.1 Comparison between the field based model and older works

In Section 3.1, it was shown that the nonlinear dispersion relation for the four-layer FBM in the
limiting cases reproduces analytically several known analytical results including these for the three-
layer model proposed in Ref. [73]. In order to check the correctness of the implementation of our
FBM, the graphical comparisons between the nonlinear dispersion curves for the three-layer structure
presented in Ref. [73] and the results of our modeling are presented. The parameters used in our
simulations are identical to those in Fig. 1 of Ref. [73]. The linear part of the nonlinear medium
permittivity is €1 = 16 + 0.00967, metal permittivity is €3 = —1000 + 1607, and the linear dielectric
permittivity is €4 = 16. The thickness of the metal film is set to d = 50 nm, the wavelength used is
A = 5.5 pum, and the second-order nonlinear refractive index is ngl) =10"" m2/W.!

Figures 4.1(a) and (c) show the dispersion relation in which the real part of the effective index
B is plotted as a function of the power density of the nonlinear wave P,o. The original results from
Ref. [73] are depicted by the red solid curve. The results obtained using our FBM for the three-layer
structure are presented by the green dashed curve. In our approach, the effective index values were
calculated using Eq. (3.1.2) with the definitions given is Section 2.1. The power was calculated using

!The value of the second-order nonlinear refractive index used here and in Ref. [73] is extremely high. Typical values
of ny for highly nonlinear glasses [131-136] or hydrogenated amorphous silicon [137-142] at the telecommunication
wavelength are of the order of 10717 m?/W.
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Figure 4.1: Comparison of the original results from the article of Ariyasu et al. [73] (Fig. 1 digitized)
(red solid curve) and results obtained using our FBM (green dashed curve) with some specific approx-
imations (blue dotted curve) (see the text for more details). (a), (c) Real part and (b), (d) imaginary
part of the dispersion relation for the three-layer structure. In panel (c) the green and blue curves
overlap perfectly. The labeled points A-I correspond to the field profiles depicted in Figs. 4.2-4.4.
Point I lays out of the plotting range (see Section 4.2.2 for explanation).

the approximated analytical formulas derived in Section 2.1.4. The blue dashed curves depict the
results obtained using our FBM using some special assumptions discussed later, while commenting on
the results.

The plot presenting dispersion curves is separated into two regions. Figure 4.1(a) shows the high-
index branch of plasmon—solitons and Fig. 4.1(b) shows the low-index branch. Here we will not discuss
in detail the nature and the behavior of the dispersion curves. The detailed discussion will be presented
in Section 4.2.2. Here we are interested only in the agreement between the numerical results of our
FBM and the results presented in Ref. [73].

In Fig. 4.1, we observe that for the low effective index branch the two curves are in relatively
good agreement. On the other hand, for the high effective index branch small discrepancy between
the results appears. Two reasons explain the differences between these curves. Firstly, a different form
of the nonlinear permittivity tensor is used in Ref. [73] as discussed in Sections 2.1.1 and 2.2. As a
consequence, the FBM uses the values of the effective nonlinear function a(x) in Eq. (2.1.7), whereas in
Ref. [73], the value a{*)(z) is used [see Eq. (2.2.9) and compare with o/ defined in Eq. (4b) in Ref. [73]].
The ratio of the two nonlinear functions is equal to 3%/e; and is low for the parameter range, where
the effective index is close to the linear refractive index of the nonlinear material and it becomes
larger for higher values of the effective index. For this reason, we observe a good agreement between
the red and green curve for the solutions where 5% X € [see Fig. 4.1(c)] and a worse agreement for
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higher values of 5 [Fig. 4.1(a)]. This is in full agreement with the explanation presented at the end of
Section 2.1.1. Secondly, a closer examination of Eq. (4b) and Egs. (9)—(11) in Ref. [73] reveals that
to compute the power density Py, the authors made the approximation 42 = €1,1- To reproduce the
original results provided in Fig. 1 in Ref. [73] this approximation for power calculations is used in
our model for the test purpose. The corresponding blue dotted curve in Fig. 4.1(a) is closer to the
original results than the green curve obtained using our full FBM that uses the expressions for power
described in Section 2.1.4 without any additional assumptions.

Figures 4.1(b) and (d) show the comparison of the original results from Ref. [73] and our results
for the dependency of the imaginary part of the effective index 3" as a function of the power density.
The results of our FBM were obtained using Eq. (2.1.73) and are presented by a green dashed curve.
This curve lays slightly above the original results from Ref. [73] (red solid curve). The comparison of
the formulas used to calculate losses {Eq. (8) in Ref. [68] and Eq. (2.1.73) for our formulation} shows
that losses are calculated in different ways. In Ref. [73], authors use Eq. (8) from Ref. [68], where
losses are proportional to the product of the imaginary part of permittivity with the power P in each
layer (8"oc {€”"Pdx). The power is proportional to the Pointing vector and in the frame of a linear
approximation PocE2. In our formulation [Eq. (2.1.73)], the losses [green curve in Figs. 4.1(b) and
(d)] depend on both components of the electric field [3”oc § ¢”(E2 + E?)dz]. If a formulation in which
the losses are proportional only to the transverse field component is used in our FBM, a very good
agreement with the original results is reached [see the blue dotted curve in Figs. 4.1(b) and (d)].

Even if small numerical discrepancies between our improved approach and the original results of
Ariyasu et al. appear due to different approximations used, they are fully understood. Our extended
FBM is able to reproduce the results published in Ref. [73] with a good agreement.

4.2.2 Classification of the nonlinear wave types

In this section, a classification of the types of solutions that exist in the three-layer structures is
presented. It is useful for the remaining part of this work to classify and name different types of
solutions as they will be similar in four-layer configurations. In Fig. 4.1, nine points were labeled from
A to I in order to describe the type and the transformation of solutions along the nonlinear dispersion
curves. The magnetic field profiles corresponding to these points are shown in Figs. 4.2—4.4.

Using the analytical considerations presented in Section 3.1.3, we have already concluded that
for g — 400, the solutions correspond to the limiting case of the linear structure. In the linear
symmetric three-layer IMI structure, two solutions exist: a symmetric (long range) plasmon and an
antisymmetric (short range) plasmon [55, 60, 64]. Points A and G were obtained for o = A = 5.5 pm
and the corresponding solutions are close to the linear ones. For both solutions the power density is
relatively low Pyt < 0.1 W/m (this type of solution is obtained for even lower powers if one selects
larger values of z(). The corresponding field profiles resemble the linear solutions. Figures 4.2(a), (d)
that correspond to point A present electromagnetic field profiles that are very close to the symmetric
linear plasmon. Figures 4.4(a), (d) that correspond to point G show electromagnetic field profile very
similar to the antisymmetric linear plasmon.

In the following, the field transformation along the dispersion curves is described in detail. At
first, the transformation of the symmetric plasmonic-type solutions, located at the lower branch of
the dispersion curve, is studied. For zg = 5.5 pm field profiles represented in Figs. 4.2(a), (d) and
corresponding to point A in Fig. 4.1 are obtained. Decreasing the value of zp to 1 pum (all other
parameters being identical) we obtain the field profiles corresponding to the point B [see Figs. 4.2(b),
(e)]. The power density of this nonlinear wave is Piot &~ 2 W/m and the field profiles still resemble
the symmetric linear plasmon but the field is now asymmetric and the energy is more localized on the
interface between the metal film and the linear dielectric. Upon further decrease of the value of xg
to 0.1 um (point C) the power density of the solution increases to ~ 5.5 W/m and the field profiles
become even more asymmetric. The electromagnetic field profiles corresponding to point C are shown
in Figs. 4.2(c), (f). The solutions described above are referred as symmetric-like nonlinear plasmons.
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Figure 4.2: Profiles of (a)-(c) magnetic field component H, and (d)—(f) electric field components E,
and —F, for symmetric-like nonlinear plasmons in the three-layer structure described in Section 4.2.1
corresponding to points A—C indicated on the dispersion plot in Fig. 4.1. The columns correspond to
different values of xg: the first column to 5.5 pm (point A), the second column to 1 pm (point B),
the third column to 0.1 um (point C). In all the figures showing field profiles in this chapter, the =
coordinate inside the thin intermediate films are not at the same scale as those used in the other layers
for a better visibility of the field behavior. In this figure, the x coordinate inside the thin metal film
is magnified 100 times.

When x¢ becomes negative, a new class of solutions appears, for which the local magnetic field
maxima are located both at the interface between the metal film and the linear dielectric and inside
the nonlinear medium. Upon the decrease of the zy parameter down to —0.1 pm, the power density
still increases [to around 7.5 W/m corresponding to point F for which the field profiles are presented
in Figs. 4.3(c), (f)] and reaches its maximum at the point E [see Figs. 4.3(b), (e)] for xyp = —1 um.
Further reduction of xy leads to the decrease of the total power density (Pt = 2.5 W/m for point D
corresponding to 9 = —5.5 pum). Point D, for which the field profiles are shown in Figs. 4.3(a), (d),
lays close to the end of the branch corresponding to g — —o0 associated with the isolated classical
soliton that does not interact with the metal film.

Even though the field profiles corresponding to points C [Figs. 4.2(c), (f)] and F [Figs. 4.3(c), (f)]
at the first glance look almost identical, there is an important qualitative difference between them.
On one hand, profile corresponding to point C (xg = 0.1 um) is classified as plasmonic-type solution
because there is no field maximum in the nonlinear layer. On the other hand, profile F (zg = —0.1 pum)
does have a local maximum in the nonlinear layer (located close to the metal interface) and therefore
it belongs to another class of solutions.

For all the solutions presented in Fig. 4.3, the peak amplitude of the solitonic part (in the nonlinear
dielectric) remains at approximately the same level and only the maximum of the plasmon field on
the metal/linear dielectric interface changes with the decrease of x(y value. All the solutions shown in
Fig. 4.3 will be called solitonic-type solutions.

It is worth noting that, the solitonic-type solution can not be obtained at any desired power density.
Following the dashed green curve in Fig. 4.1(c¢) and knowing the field profiles one can see that for power
densities between 6.5 W/m and 10.5 W/m two solitonic-type solutions with different xy correspond
to one power density. For power densities between 2.5 W/m and 6.5 W/m and for a maximum power
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Figure 4.3: Profiles of (a)—(c) magnetic field component H, and (d)—(f) electric field components E, and
—FE, for solitonic-type solutions in the three-layer structure described in Section 4.2.1 corresponding
to points D-F indicated on the dispersion plot in Fig. 4.1. In this figure, the z coordinate inside the
thin metal film is magnified 100 times. The columns correspond to different values of xg: the first
column to —5.5 um (point D), the second column to —1 um (point E), the third column to —0.1 pm
(point F).
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Figure 4.4: Profiles of (a)—(c) magnetic field component H, and (d)—(f) electric field components E, and
—FE, for antisymmetric-like nonlinear plasmons in the three-layer structure described in Section 4.2.1
corresponding to points G-I indicated on the dispersion plot in Fig. 4.1. In this figure, the x coordinate
inside the thin metal film is magnified 100 times. The columns correspond to different values of xg: the
first column to 5.5 pum (point G), the second column to 1 pm (point H), the third column to 0.1 pm
(point I).
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4.2. Three-layer configuration

density of 10.5 W/m there is only one solitonic-type solution corresponding to each power density.
Below 2.5 W/m and above 10.5 W/m no solitonic-type solution exists.

Finally, the transformation of solutions laying along the upper branch of the dispersion relation
[see Fig. 4.1(a)] is described. The field profiles corresponding to this branch are shown in Fig. 4.4.
The branch starts with the solution described above, very similar to the antisymmetric linear plasmon
[point G, at which the field profiles are presented in Figs. 4.4(a), (d) corresponding to xo = 5.5 pm)].
Decreasing the value of xg to 1 pm, results in the field profiles corresponding to point H shown in
Figs. 4.4(b), (e). The field profiles of this solution resemble the antisymmetric linear solution but
are distorted. The field distribution is asymmetric and this time the field is more localized at the
metal /nonlinear dielectric interface (contrarily to the case of symmetric type solutions, where the field
tends to localize on the opposite metal interface). Decreasing zy even further, down to 0.1 pum, we
obtain the field profiles corresponding to point I in Fig. 4.1 presented in Figs. 4.4(c), (f). Here the field
is almost entirely localized at the metal/nonlinear dielectric interface and therefore it is even more
asymmetric. The corresponding power density is 2.5 W/m and the effective index is so high (5 & 4.57)
that it is outside of the plotting range in Fig. 4.1(a). The solutions presented in Figs. 4.4 will be called
antisymmetric-like nonlinear plasmons.

4.2.3 Low-power solution search

The simplest structures in which it is possible to obtain the plasmon—solitons of the solitonic type
are three-layer structures, as it has been shown in Sections 4.1 and 4.2.2. The study of solitonic type
plasmon-—solitons presented in Ref. [73] deals only with configurations, where the linear parts of the
permittivities of linear and nonlinear dielectrics are equal. Below a more general case is studied, in
which a permittivity contrast between the linear and the nonlinear dielectric is introduced. For this
study the FBM limited to three-layers (L is set to 0 and only layers 1, 3 and 4 are present as described
in Section 3.1) is used. The configurations where €, ; > €4 are chosen to guarantee that the solutions are
localized at the interface between layers 3 and 4 as 8 > , /€ 1 [see Egs. (2.1.7b), (2.1.13) and (2.1.24d)].
From the practical point of view, this condition can also be justified by looking at the properties of
typical nonlinear materials. For the glasses it is known that, in most cases, the second-order nonlinear
refractive index ng increases with the increase of the linear refractive index [132, 135]. This justifies
our choice to consider a linear permittivity of the linear layer to be lower than that of the nonlinear
layer.

In order to obtain color maps in this section and in Section 4.3, the scans over parameters were
performed using the FBM in such a way that, only solutions with the effective index 5 € [\/a , 4@]
were sought. For lower effective indices no localized solution exists as pointed out at the end of Sec-
tion 2.1.2 (see discussion on Page 25) and higher effective indices are not interesting for our purpose,
because the corresponding solutions have extremely high power density and the nonlinear index mod-
ification is too high to be physically meaningful.

Figure 4.5(a) shows the dependency of the total number of solutions on the parameter zy and on
the linear external dielectric refractive index /€4 (other parameters of the structure are indicated in
the figure caption). For the symmetric structure (/s = (/€1 = 2.4) (as discussed in Section 4.2.2)
and for quasi-symmetric configurations with low refractive index contrast Ae = €1 — €4 < 0.16 one
solitonic-type solution (region A) and two (a symmetric-like and an antisymmetric-like) plasmonic
solutions (region B) exist. Upon the decrease of the linear layer refractive index /€4 (increasing
the index contrast between the nonlinear and the external dielectric) a narrow region (C) with two
solitonic-type solutions appears. These solutions do not exist for negative values of xy close to zero.
Further decrease of the linear layer refractive index causes both solitonic-type solutions to vanish
around /€4 = 2.22. In the case of plasmonic-type solutions (zo > 0), the decrease of the linear layer
refractive index causes symmetric-like solution to vanish (at a cut-off index value of /€4 ~ 2.24) and
only the antisymmetric-like solution remains (region D) (even for /€4 = 1 which is not shown on this
plot).

47



Chapter 4. Numerical results

2.26 . = 30

2 F
2.24 20

.

222 = 10

No solution 0 :

(b)

2.2 * 0

-30 -15 0 5 -30 -15 0 5

X [um]
Xg [um]

Figure 4.5: (a) Number of solutions as a function of xg parameter and of the external linear layer
refractive index /éz. (b) Peak power [GW /cm?| for the low-power solutions close to the cut-off value
of /€4. In this and in all the following peak power color maps in this paper, only solutions with peak
power below 30 GW/cm? are plotted. The existence of solutions with higher peak power is marked
with the gray color. White color denotes regions with no solutions. The parameters of the structure
are: €1 = 2.4%, ngl) =107"'" m?/W, d = 40 nm, €3 = —20, and A = 1.55 um.

Figure 4.5(b) presents the peak power of the solutions in a transition region close to the cut-off
value of the linear layer refractive index. The maximum peak power was set to 30 GW /ecm?. This value

of the peak power, taking into account the nonlinearity parameter used ngl) = 101" m2/W, involves
a maximum nonlinear index modification An < 3 -1073. The value of ny used here is typical for
chalcogenide glasses [131-136] or for hydrogenated amorphous silicon which seems to be a promising
material for nonlinear integrated optics [137-142]. In Fig. 4.5(b), it can be observed that the low-power
solutions exist only in a very narrow range of /¢4 values. The value of the linear layer refractive index
/€4 has to be chosen with the precision of 0.01 in order to ensure the peak power below 30 GW/ cm?.
The solitonic-type solutions have their lowest peak powers slightly below the cut-off index. On the
contrary, the plasmonic-type solutions have their lowest peak powers above this value, as it is illustrated
in Fig. 4.5(b).

The study presented in Fig. 4.5 confirms and completes the analysis of the number of solutions in
various structures presented in Table I in Ref. [73]. We confirm the result presented in line 5 of table
I in Ref. [73] for symmetric configurations (e4 = €1) and complete the results presented in this table
by including the results for a more general case of asymmetric three-layer structures (e4 # € 1).

Figure 4.6 shows the comparison of the magnetic field H, and of the electric field components
E, and F, for the solitonic-type solutions that appear in the three-layer structure for identical value
of g [region C in Fig. 4.5(a)]. Here the parameters are ¢, = 2.232 and w9 = —1 pm. The solution
with the lower effective index § has a lower peak amplitude of the solitonic part than the one of the
higher effective index solution. The solitonic part is broader and the plasmonic part peak amplitude
is slightly higher in the former case. Looking at Fig. 4.6 we also conclude that, the ratio between the
electric field components max(|E;|)/ max(|E.|) in the nonlinear dielectric layer is higher for low-power
solutions (with low [ values and broad solitonic peaks) than for the solutions with higher power. This
fact confirms the validity of the approximation made in the FEM on the nonlinear Kerr term. In the
frame of the FEM, we have assumed that only transverse electric field component E, contributes to
the nonlinear permittivity change [see Eq. (2.1.5)]. As it can be inferred from Fig. 4.6, this assumption
is well satisfied for low-power solutions.

Here the influence of the metal permittivity changes on the behavior of the solitonic-type solutions
in three-layer structures is analyzed. The center of the solitonic part is set to be at the distance of 10
wavelengths from the metal film (zg = —15.5 pm). The number of solutions as a function of the metal
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Figure 4.6: Comparison of the field profiles (a) Hy,(z) and (b) E,(x) for the two plasmon-solitons
existing in region C in Fig. 4.5(a) for identical xy value. The x coordinate inside the thin metal film
is magnified 30 times.

permittivity and of the linear dielectric permittivity is studied. From Fig. 4.7(a) it can be seen that
two effects occur with the increase (decrease of the absolute value) of the metal permittivity. Firstly,
the index contrast between layers 1 and 4 for which solutions can be found increases. Secondly, the
allowed external dielectric permittivity range where two solitonic-type solutions occur for one value
of xy expands. There is also a cut-off metal permittivity above which no solution exists. This cut-off
occurs when |e3| ~ €4. From Fig. 4.7(b) that shows the peak power for low-power plasmon—solitons,
it can be seen that the low-power solutions lay in a very narrow region close to the line separating
regions with one and two solutions.

Summarizing the result of this section, we observe that asymmetric structures (with €1 > €4)
are able to support the solitonic-type solutions at much lower powers than symmetric structures.
However, in order to obtain really low power densities the index contrast between the two dielectrics
has to be precisely chosen [see Figs. 4.5(b) and 4.7(b)]. The asymmetric three-layer configurations
fulfill two out of three conditions set at the beginning of this section: they support both plasmonic-
and solitonic-type plasmon—solitons and it is possible to obtain low-power solitonic-type solutions.
However, these solutions are obtained for configurations in which the linear medium refractive index
is close to the linear part of the nonlinear material refractive index. Highly nonlinear glasses [131—
136] and hydrogenated amorphous silicon [137-142] that can be used as a nonlinear medium, have
high refractive index /€1 > 2. Therefore, the linear dielectric has to be also a high-index material.
Consequently, the last goal can not be fulfilled — it is not possible to access or measure directly the
plasmonic part of the solution if the external layer is filled with a solid. In order to reach this goal, a
configuration where the linear refractive index of the external layer is low enough /€4 < 1.3 needs to
be found, so that this external medium can be e.g., water or air. This last problem is solved by the
use of four-layer structures, as shown in Section 4.3.
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Figure 4.7: (a) Number of solitonic-type solutions in a three-layer structure with identical parameters
as in Fig. 4.5 but for a fixed zo = —15.5 pum, as a function of the metal permittivity e and of the
linear dielectric permittivity e4. (b) Peak power [GW /cm?] for the low-power solutions.

4.3 Four-layer configuration

In this section, the results obtained using our three models for four-layer configurations are presented.
The four-layer configuration is built by extending a three layer configurations discussed in Section 4.2.
An additional thin layer of a linear dielectric is introduced between the nonlinear medium and the
metal film. This layer will be called a buffer layer. At the beginning, we show and analyze, for the
first time, typical dispersion curves of four-layer configurations. Then the comparison between the
results obtained using our three models is performed. The very good agreement between these results
confirms the validity of our models. Afterwards, the analysis of the structure parameters is performed
and the ranges where low-power plasmon—solitons exist are identified. Later, the advantages of the four-
layer structures over three-layer structures are discussed. Finally, the influence of the two geometric
parameters of the structure (metal thickness d and the buffer layer thickness L — see Fig. 2.1) on the
plasmon—solitons properties is presented.

4.3.1 Nonlinear dispersion diagrams

Here we will present for the first time the dispersion relations for the four-layer structure. The four-
layer structure with parameters &1 = 2.472 + 10753, ngl) = 101" m?/W (chalcogenide glass) [131-
136], & = 1.44%2 4+ 107%i (silica), &3 = —96 + 107 (gold) [143-145], & = 2.47* + 107%, L = 15 nm,
d = 40 nm, and A\ = 1.55 um is considered. In Fig. 4.8, the dispersion diagrams 3(P) and "(P) for
this configuration are presented.

Firstly, we will analyze the plots of the real part of the effective index presented in the first
column in Fig. 4.8. There are two separate branches on these plots: the low-effective-index branch
build uniquely of the solitonic-type solutions and the high-effective-index branch that has a plasmonic
character in its bottom part and it changes its character to solitonic in its upper part.

At first, we discuss the high-effective-index branch. It starts in the linear regime [point Pa? in
Fig. 4.8(c)] with the plasmonic-type solution [P-type, red dotted curve in Fig. 4.8(c)]. The corre-

2The names of the pints in Fig. 4.8 are constructed using the following rules. The first capital letter denotes the
type of the solution (P for plasmonic and S for solitonic). For the plasmonic solutions there is only one branch and only
one solution correspond to a given value of xg. Therefore, we second letter denotes the solutions obtained for different
o values. There are two solitonic branches. The points laying on the high-effective-index solitonic branch are denoted
by the second letter h. On this branch there is only one solution corresponding to one value of xo. The third letter
denotes solutions obtained for different z¢ values. On the low-effective-index solitonic branch (second letter 1) there are
two solutions that correspond to one value of xg. They are denoted by a number. The letter on the last position denotes
solutions obtained for different xo values.
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Figure 4.8: Nonlinear dispersion diagrams for the (a), (c), (e) real and (b), (d), (f) imaginary parts
of the effective index in the four-layer structure with ¢4 = ¢ 1 = 2.47% as a function of power density
P,ot. Plasmonic-type solutions are denoted by a red dotted line and solitonic-type solutions by a blue
dotted line. Full range of effective indices and power densities is presented in panels (a) and (b).
Panels (c) and (d) present zooms on the plasmonic branch and its solitonic continuation. Panels (e)
and (f) present zooms on the low-effective-index solitonic branch. The labeled points indicated on the
dispersion curves correspond to the field profiles presented in Figs. 4.10—4.11.

sponding magnetic field profile is shown in Fig. 4.9(a) and the zy parameter for this solution in
equal to 5 pm. As the four-layer structures studied in this thesis are asymmetric, we will no longer
distinguish between the symmetric-like and antisymmetric-like plasmonics-type solutions. The field
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Figure 4.9: Magnetic field profiles corresponding to the plasmonic-type solutions marked by points (a)
Pa, (b) Pb, (c¢) Pc, and (d) Pd in Fig. 4.8(c). The x coordinate inside the thin films is magnified 50
times.

profile presented in Fig. 4.9(a) is qualitatively closer to the antisymmetric-like plasmonic solution.
This fact is in agreement with the observation made in Section 4.2.3 where, upon the increase of the
asymmetry of the three-layer structure, we observed the symmetric-like plasmonic solution to vanish
(only asymmetric-like plasmonic solution remained). With the increase of the power, the propaga-
tion constant of the plasmonic-type solution increases slowly and its magnetic field amplitude on the
metal/external linear dielectric interface increases [see point Pb in Fig. 4.9(a) and the corresponding
field profile in Fig. 4.9(b)]. At point Pb, the value of zy was set to 400 nm. The highest power density
of the plasmonic-type solution is equal to Pyt &~ 18 GW/m and is reached at point Pc for zp = 184 nm.
The corresponding field profiles are shown in Fig. 4.9(c). Further increase of the propagation constant
is accompanied by the decrease of the power density until Py &~ 14 GW/m, where another turning
point occurs. The field profile at the second turning point (denoted as Pd for which xg = 11 nm) is
presented in Fig. 4.9(d). We notice that during the field transformation between points Pc and Pd
the field amplitude at the nonlinear interface x = 0 increases and the field amplitude at the interface
between the metal and the external linear dielectric x = L + d decreases. The combination of these
two effects accounts for the decrease in the total power of the solution at point Pd.

For effective indices slightly above the second bend denoted by point Pd, the solution changes its
type to solitonic (S-type, blue dotted curve in Fig. 4.8). Field profile corresponding to point Shd is
presented in Fig. 4.10(d) and the soliton peak in the nonlinear medium of this solution is located at
xo = —11 nm. The solitonic-type solution increases its power density with the increase of 8 [through
point She, see Fig. 4.10(c) for the corresponding field profile] until it reaches the maximum of the power
density at S ~ 6 and Pyt & 47 GW/m [point Shb for which zp = —70 nm and the corresponding field
profile is presented in Fig. 4.10(b)]. Above this point, the power decreases again with the increase of
the effective index. The solitonic branch ends at the point where § ~ 6.5 and Pt & 45 GW/m which
correspond to a soliton that does not interact with the structured interface (z9 — —o0). Point Sha is
located close to the end of the dispersion curve, even if the peak of the solitonic part of this solution
in only at zop = —150 nm. Because the high effective index branch has very high power densities, the
solutions lying on this branch have very narrow solitonic parts. Therefore, even for g = —150 nm,
the interaction with the metal layer is weak and this solution resembles the bulk soliton for which
o — —0.
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The low-effective-index branch of the dispersion diagram is purely of the solitonic type [see
Figs. 4.8(a) and (e)]. This branch can also be separated in two parts in terms of the zp. To each
value of z( correspond two different solutions laying on this low-effective-index branch. We start with
the solutions weakly interacting with the metal interface. These solutions are labeled Slla and Sl2a
and are shown in Figs. 4.11(a) and (d), respectively. For both of them xzy = —5 pm. We notice that the
solution with low power density Piot & 3 GW/m and low effective index value (8 & 2.475) has much
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broader solitonic peak and therefore interacts more strongly with the metal interface than the high
power density solution Sl2a. Both solutions lay close to the ending points of the low-effective-index
branch that correspond to xz¢g — —o0. Increasing the value of z¢p to —770 nm causes the increase of
the power density on both parts of the branch. At g = —770 nm we obtain points SI1b and SI2b
for which the corresponding field profiles are shown in Figs. 4.11(b) and (e), respectively. Point S12b
represents the solution with the highest power density attainable on the low-effective-index solitonic
branch. Increasing zy even more, to xgp = —530 nm causes the increase of the power density on the
lower part of the solitonic-type branch (transformation from Sllb to Sllc) and the decrease of the
power density on the upper part of the solitonic branch (transformation from SI12b to Sl2c¢). Field
profiles corresponding to points Sllc and Sl2¢ are shown in Figs. 4.11(c) and (f). These field profiles
are very similar to each other, because they correspond the the value of xg = —530, which is very
close to the point at which these two solutions merge into one solitonic solution (zg = —525 nm).
For zp above —525 nm there is no solitonic solutions on the low-effective-index branch (there are only
solutions laying on the high-effective-index branch like those presented in Fig. 4.10)

In the second column in Fig. 4.8, the imaginary part of the effective index 8" is shown. It can be
seen that the low-effective-index solitonic branch is a long range one. It has low losses because the
solutions laying on this branch are mainly localized in the nonlinear dielectric. The level of losses of
this branch is two orders of magnitude lower than that of the plasmonic branch. The high-effective-
index plasmonic branch and its solitonic continuation are short range solutions (the high losses of
these solutions originate from the fact that an important part of the field of these solutions is localized
on the lossy metal film). Only the high-effective-index end of the upper solitonic branch has low losses
as for these solutions most of the field is localized in the nonlinear dielectric.

4.3.2 Comparison between the results of the three models

In Fig. 4.12, the dispersion curve obtained using the FBM for a four-layer structure similar to the one
presented in Section 4.3.1 is shown. Only the permittivity of the external linear layer ¢4 is modified.
The parameters of the structure are: &, = 2.47% + 107%4, ngl) = 10'" m?/W (chalcogenide glass),
€9 = 1.44 + 1075 (silica), €3 = —96 + 10i (gold), & = 1 4+ 10 % (air), L = 15 nm, d = 40 nm, and
A = 1.55 um. The parameters used here are identical to these of the structures that we have studied
in Ref. [79].

This structure supports only solitonic-type solutions. There exist two solutions corresponding to
one x( value. The solutions for low values of xy (z¢ highly negative) correspond to plasmon—solitons
weakly interacting with the metal interface are located at the low-3 and high-3 ends of the dispersion
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Figure 4.12: Nonlinear dispersion diagrams for the (a) real and (b) imaginary parts of the effective
index in the four-layer structure with ¢ ; = 2.47% and €4 = 1 as a function of power density Piot.
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Figure 4.13: Comparison of the nonlinear dispersion curves obtained from: the EM (red solid curve),
the FBM (black dashed curve), and the FEM based model (red crosses) for a four-layer structure with
parameters from Ref. [79]. The nonlinear variation of the effective index (3 — /€, 1) is presented in the
left vertical axis as a function of the electric field amplitude Ey at the buffer linear dielectric/nonlinear
dielectric interface (z = 0). On the right vertical axis the maximum nonlinear permittivity change
corresponding to the soliton peak is shown.

curve [in Fig. 4.12(a)]. With the increase of z, the two solutions corresponding to identical value
of xg become similar and they merge into a single solution at zg = 0, which corresponds to Pt =
23 [GW/m)].

Figure 4.13 presents a comparison of the results for the four-layer configuration obtained using the
three different models described in section Chapter 2: the field based model (FBM — green line), the
exact model (EM — blue line), and the finite element method based model (FEM — red crosses).
For this comparison only the lowest branch of solitonic-type solutions in this structure is presented
for relatively low powers densities (Pt < 5 GW/m). The dispersion diagram presented in Fig. 4.13
shows the effective index of the mode as a function of the total electric field amplitude at the interface
between the nonlinear dielectric and a linear buffer layer Ey = 1/ E2(0) + E2(0) [see Eq. (2.3.41)].

Firstly, the results provided by the two semi-analytical models are compared. For the low total elec-
tric field amplitudes Ey < 0.75 GV/m, and therefore small maximum nonlinear permittivity changes
(en1 £ 0.1), both models are in a very good agreement. For higher values of Ej the discrepancy between
the FBM and the EM appears. This discrepancy can be explained by looking at the assumptions that
were used to built the models. As described in Section 2.1, the FBM was formulated by assuming that
the nonlinear refractive index changes are small. In this case, it is possible to omit one term in the
nonlinear wave equation [see Eq. (2.1.2)] and neglect the longitudinal component of the electric field
(E.) in the nonlinear contribution to the permittivity [see Eq. (2.1.5)], because it is much lower than
the transverse component (E,). For higher nonlinear index modifications both fields contribute with a
comparable weight to the nonlinear effects and the assumptions made in the FEM are no longer valid.
For this reason the results of the FBM differ from those obtained using the EM that takes both electric
field components into account. The highest maximum permittivity change shown in Fig. 4.13 is of the
order of 0.3. Even for such high €, the electric field component ratio is |E,/E,| ~ 10/1. This justifies
the assumption used in the FBM that allowed us to neglect the longitudinal field in the nonlinear
contribution to the permittivity. The maximal relative difference between the results provided by the
two models for the effective index variation 8 — /€ 1 is of the order of 10% for Fy ~ 1.4 GV/m.

The results of the FEM based model shown in Fig. 4.13 overlap with the FBM results. This is
due to the choice made for the used FEM algorithm which takes into account only the transverse
component of the electric field while computing the nonlinear effects. The FEM method solves numer-
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Figure 4.14: Comparison of the magnetic field profiles obtained using the EM (red solid curve), the
FBM (black dashed curve), and the FEM based method (green dotted curve) for Ey values: (a)
0.02 GV/m, (b) 0.5 GV/m, (c) and 1 GV/m.

ically the nonlinear wave equation [Eq. (2.1.7a)] which is the heart of the FBM. For these reasons it
is understandable that the FEM based model nicely reproduces the results of the FBM.

In Fig. 4.14, the comparison of the field profiles obtained using our three models is presented.
Only the H, field component is shown because all the important observations can be made using this
component. The analysis of the electric field components E, and E, will be done only in one case
presented in Fig. 4.15. As described in Section 2.3.2, the field profiles in the nonlinear layer in the EM
are not given by an analytical formula but are described by the system of the first-order differential
equations [Egs. (2.3.1a) and (2.3.46)]. This system is solved using a home-made 4**-order Runge-
Kutta method [88] and confirmed by the built-in ordinary differential equation solver in SCILAB called
ode [146]. The boundary conditions, allowing to solve this system of equations, take into account the
values of the electric field components (E, o and E, o) at the interface between the nonlinear dielectric
and the buffer linear dielectric film (layer 2 in Fig. 2.1). These values are found for a given value of
Ep using Egs. (2.3.41) and (2.3.42).

In Fig. 4.14(a), the field profiles for Ey = 0.02 GV /m are presented. Panels (b) and (c) present the
field profiles corresponding to Ey = 0.5 GV/m and Ey = 1 GV/m, respectively. In all the cases, the
fields obtained using the FBM and the FEM based method are in a very good agreement. The fields
obtained using the EM also overlap very well with the previous ones despite the small discrepancies
of the corresponding propagation constants.

In Fig. 4.15, field profiles of a low-power plasmon—soliton is illustrated in more detail. This solution
corresponds to Ep = 0.04 GV/m in Fig. 4.13. In subplots (a) and (b), the profiles of the magnetic field
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Figure 4.15: Profiles of (a) magnetic field Hy, (b) electric field components E, and E., and (c), (d)
light intensity [defined by Eq. (1.7.4)] for a low-power plasmon—soliton in the structure for which the
dispersion diagram is shown in Fig. 4.13. Subplot (d) shows the light intensity in the vicinity of the
metal film in log scale. The = coordinate inside the thin films is magnified 500 times in panels (a), (b),
and (c) and. In panel (d) the x scale is identical in all the layers.

component H, and the electric field components E, and E. are shown. We notice that for low-power
solutions, the assumption made in the FBM, stating that the amplitude of the transverse electric field
component is much larger than the amplitude of the longitudinal field component (|E,/E.| » 1) is
fulfilled very well. For that reason, the simplified Kerr-type nonlinearity treatment used in the FBM
[see Eq. (2.1.5)] is not far from the exact description used in the EM [see Eqgs. (1.6.13) and (2.3.4)],
and there is a good agreement between the results of the FBM and the EM for low light intensities.

In Figs. 4.15(c) and (d), the light intensity distribution for the low-power plasmon-soliton is shown.
The peak intensity is at the level of 1.5 GW/cm?. Due to high index contrast between the nonlinear
and linear dielectrics there is an intensity jump [(see definition of the intensity given by Eq. (1.7.4)]
and the intensity in the linear dielectric film is comparable to the peak intensity of the solitonic part. In
Fig. 4.15(d), a zoom on the plasmonic part of the low-power plasmon-soliton is shown. The intensity
is shown in log scale. We clearly see exponentially decaying plasmonic field in the external dielectric
layer (x > L + d). The intensity of the plasmonic part in the external layer is approximately two and
a half orders of magnitude lower than the intensity of the solitonic part.

The imaginary part of the effective index " of the solution presented in Fig. 4.15 is equal to
B" = 0.8-1075. Using Eq. (2.1.74), we can express losses of this low-power solution in dB/cm. The
corresponding attenuation £ = 2.8 dB/cm. This value of attenuation allows for observation of the
propagation of such waves for tens of micrometers which should be sufficient for experimental purposes.
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4.3.3 Toward low-power solutions

In the summary of Section 4.2.3, we have stated that the three-layer configurations support low-
power solitonic-type plasmon—solitons only for low values of index contras between the nonlinear
medium and the external linear dielectric. Therefore, only two out of three conditions facilitating
experimental observations of plasmon—solitons (listed at the beginning of Chapter 4) were satisfied.
Some exemplary results on low-power solitonic-type plasmon—solitons in four-layer structures have
already been presented in Section 4.3.2. In this section, a systematic study of the properties of four-
layer configurations for various structure parameters is performed, in order to find low-power solitonic-
type solutions for the configurations with a high index contrast between the nonlinear dielectric and
the linear external dielectric. This analysis will help us to find the parameter regions, in which all
three conditions listed at the beginning of Chapter 4 are fulfilled.

In this section, the parameters used to obtain all the color maps (two-parameter scans performed
with the FBM) are identical to these in Ref. [79] and in Section 4.3.2 except if explicitly stated or if the
parameters are on the axes of the plot. We have chosen zg = —15.5 um value for all the illustrations. In
all the plots, only the effective indices in the range 8 € [,/€,1,4,/€,1] are shown (like in Section 4.2.3).

Firstly, the evolution of the number of solitonic-type solutions as a function of the linear buffer layer
thickness L and of the external layer refractive index /€4 is analyzed. It is seen from Fig. 4.16 that
for low buffer-layer thickness 0 < L < 9 nm the four-layer structure presents a similar behavior as the
three-layer structure (see Figs. 4.5 and 4.7). There is one solitonic-type solution for the quasi-symmetric
case /€1, g ~ 2.4 < /€1 and no solitonic-type solutions for higher index contrasts between the
external layer and the nonlinear dielectric. These two cases are separated by a narrow region with
two solutions that becomes broader with the increase of the buffer thickness [see Fig. 4.16(b)]. For
buffer thickness between 9 nm and 30 nm, there is up to three solitonic-type solutions possible for low
index-contrast regime /€4 > ncu-o an even up to four solutions [yellow region in Fig. 4.16(b)] in a
small region for a moderate index contrast configuration. For the buffer thickness above 30 nm, only
a single solitonic-type solution exists in low and moderate index-contrast regimes.

In the region with three or four solitonic-type solutions occurring for identical xy value, two of the
corresponding field profiles are similar to those presented in Fig. 4.11. The other solutions have even
higher effective indices 8 and therefore even narrower solitonic parts and higher peak powers than the
two previously mentioned solutions.

In Fig. 4.17(a), we show the total number of solutions as a function of the external layer refractive
index /€4 and of the xy parameter [in analogy to Fig. 4.5(a) for three-layer structures| for the structure
with L = 15 nm. In this case, we see that in a quasi-symmetric structure (e4 ~ ¢ 1) there are three
(region A) or one (for negative xy values close to zero — top right corner of region B) solitonic-type
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Figure 4.16: (a) Number of solitonic-type solutions in a four-layer structure as a function of the buffer
layer thickness L and of the external layer refractive index ,/es. (b) The zoom on the most complex
part of the plot presented in panel (a).
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Figure 4.17: (a) Number of solutions in a four-layer structure with L = 15 nm as a function of the
external layer refractive index ,/es and of the parameter zg. (b) Peak power [GW /cm?| for the low-
power solutions. The existence of solutions with peak power higher than 30 GW /cm? is marked with
the gray color.
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Figure 4.18: (a) Number of solutions in a four-layer structure with L = 29 nm as a function of
the external layer refractive index ,/es and of the parameter xo. (b) Peak power [GW /cm?] for the
low-power solutions in the vicinity of the region with four solitonic-type solutions. The existence of
solutions with higher peak power is marked with the gray color.

solutions, and one plasmonic-type solution (top of the region C). For the region with a moderate index
contrast (1.7 < (/es < 2.4), there is one solitonic-type solution (region B) and one plasmonic-type
solution (region C). Finally for high index contrast (/€4 < 1.7) there exist two solitonic-type solutions
(region D) and no plasmonic-type solution (region E). The value of \/e5 =~ 1.7 is a cut-off limit both
in the case of solitonic and plasmonic-type solutions. One one hand, increasing ,/e4 for positive xq
values causes the appearance of a plasmonic-type solution. On the other hand, for negative values of
x¢ it causes a reduction of the number of solitonic-type solutions from two to one.

Figure 4.17(b) shows the peak power of the solutions in four-layer configurations in the same
coordinates as Fig. 4.17(a). Similar to the three-layer case shown in Fig. 4.5(b), the lowest peak
intensities occur below the cut-off index for solitonic-type solutions and above this value for plasmonic-
type solutions. However, for plasmon—solitons in four-layer structures, the region of low-power solutions
extends to much lower external layer refractive indices than in the case of a three-layer configuration.
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Figure 4.19: (a) Number of solitonic-type solutions as a function of the buffer layer thickness L and
of the refractive index of this layer |/e>. (b) Peak power [GW /cm?] for the low-power solutions.

This means that, in a four-layer configuration, we are not only able to find plasmon—solitons for high
index-contrast configurations but also that these solutions have low peak intensities.

It must be pointed out that the maps presented in Fig. 4.17(a) have been obtained for a value
of L = 15 nm which corresponds to a cut in a region of the map provided in Fig. 4.16 where the
maximum number of solitonic-type solutions is equal to three. More complicated maps can be obtained
for specific L values. Figure 4.18 shows a cut at L = 29 nm. For this case, we first discuss the region of
low values of zg [z9 € (—8,—2) pm]. For low permittivity contrast ,/e;1 — 4/€4, there is one solitonic-
type solution (green region). Around ,/e; = 2.37 a region with three solutions appears (red region).
Then, at ,/es =~ 2.36 a narrow region for which four solitonic-type solutions can be obtained for
identical value of xy parameter (yellow region). For lower values of,/e; two solitonic-type solution
exist (blue region). For higher values of xy [xo € (—2,0) pm], the region with three solutions expands
to higher and slightly lower values of ,/e4 and the region with four solitonic-type solutions vanishes.
The behavior of the plasmonic-type solutions remains unchanged with respect to the configuration
presented in Fig. 4.17(a), except for the location of the solution cut-off. For the buffer layer thickness
L = 29 nm, the plasmonic solution exists only for ,/es g 2.36.

Figure 4.18(b) shows the peak power of the solutions indicated in Fig. 4.18(a). We see that now
the region where solitonic solutions with low peak power can be obtained is much narrower than in
the case presented in Fig. 4.17. This low peak-power region is located close to the top boundary of
the region with four solutions [yellow region in Fig. 4.18(a)].

Figure 4.19(a) shows the number of solitonic-type solutions as a function of the buffer layer thick-
ness L and of the refractive index of this layer y/e2. It can be seen that for low buffer layer refractive
index (y/€2 = 1), the range of thicknesses where one or two solutions exist is quite narrow (5-15 nm).
Increasing the buffer layer refractive index, the range of the buffer thicknesses where the solutions
exist expands (it becomes approximately 45-80 nm for /e = 1.75).

Figure 4.19(b) shows the plasmon-soliton peak power in the same coordinates as those used in
panel (a). The region where plasmon—solitons have low peak intensities is very narrow and is located
close to the line separating regions with one and two solutions. Increasing the buffer layer refractive
index, allows for an increase of the buffer layer thickness required to obtain solutions with low peak
power, which is interesting from a technological point of view (i.e., it is challenging to fabricate uniform,
high quality thin films on top of chalcogenide glasses [147]).

Figure 4.20(a) presents the number of solitonic-type solutions as a function of the metal layer
permittivity e3 and of the external medium permittivity €4 [it can be compared with Fig. 4.7(a) pre-
senting similar dependency for a three-layer structure]. The main advantage of the four-layer structure
compared to the three-layer one is that, even for very low permittivities of the external medium (like
1 for air or 1.32 for water at A = 1.55 pum), resulting in high index contrast between the nonlinear
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Figure 4.20: (a) Number of solitonic-type solutions as a function of the metal layer permittivity ez and
of the external medium permittivity e4. (b) Peak power [GW /cm?] for the low-power solutions.

and the external linear dielectrics, the solitonic-type solutions exist. There is two of them for low
metal permittivity values and one for higher metal permittivity values. In four-layer structures where
€4 ~ €1 even three solitonic-type solutions exist for identical value of the o parameter [the red region
in Fig. 4.20(a)].

Figure 4.20(b) shows the peak power of the solitonic-type solutions in the same coordinates as
those used in panel (a). Comparing this figure with the corresponding one for a three-layer structure
in Fig. 4.7(b), it can be seen that in the case of four-layer configuration, low-power solutions exist for
wider ranges of both €3 and €4 which broadens the choice of possible parameter combinations. This
property may facilitate the fabrication of the structure.

4.3.4 Optimization of the four-layer structure

In this section, a more detailed investigation of the influence of the two geometrical parameters of
the four-layer structure (the metal layer thickness d and the buffer layer thickness L — see Fig. 2.1)
is shown. Figure 4.21(a) shows the number of solitonic-type solutions as a function of these two
parameters. For low values of the thickness of both layers, only one solution is obtained. For higher
values of dielectric buffer thickness L, there exist a region for which two solutions appear. For even
higher values of L, both solutions disappear. The evolution of the solutions can be followed by looking
at Fig. 4.21(b) which corresponds to a cut of Fig. 4.21(a) at d = 20 nm. For low values of L, only
a high effective index solution exists. L ~ 21 nm is a cut-off buffer thickness for a second solitonic-
type solution. At this thickness, a low effective index solution appears. As the buffer layer thickness
increases, these two solutions become closer to each other and finally merge into one solution for a
particular value of L ~ 34 nm. Above this value, no solitonic-type solution exists.

In Fig. 4.22(a), the total power density for the solitonic-type solution with the lower g is shown
in the same coordinates as those used in Fig. 4.21(a). The solutions with the lowest power density
are located close to the cut-off buffer thickness [boundary between the green and blue regions in
Fig. 4.21(a)]. In Fig. 4.22(b), the peak power for the low-power solutions is shown. Plasmon-solitons
with the lowest peak intensities are located in a narrow region where the total power density is
the lowest (i.e., close to the cut-off buffer thickness L for the low-power solution). This shows that
in order to obtain solutions with the peak power levels that are attainable by modern high-power
commercial lasers the couple L and d has to be precisely chosen. Even a small deviation of the buffer
film thickness (e.g., 2 nm) may lead to the change of the peak power of the supported solution by one
order of magnitude (e.g., from 3 to 30 GW /cm?).

Figure 4.23(a) shows the peak power of the solitonic part of the solution as a function of the metal
thickness d and zg parameter for a fixed buffer thickness L = 16 nm. With the increase of the metal
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Figure 4.21: (a) Number of solitonic-type solutions as a function of the metal film thickness d and of
the buffer layer thickness L. (b) The effective index 5 as a function of the buffer layer thickness L for
a fixed metal thickness d = 20 nm.
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Figure 4.22: (a) Total power density [GW/m] of the low f solitonic-type solution. (b) Peak power
[GW /cm?] for the low-power solutions.
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Figure 4.23: (a) Peak power of the solitonic part [GW/cm?] and (b) decimal logarithm of the peak
power of the plasmonic part Ip.s = I(x = L + d): logo[Iplas/(Wem™2)] for the low-power solitonic-
type solutions as a function of the metal thickness d and of the parameter zg for the buffer thickness
fixed at L = 16 nm. Solutions with solitonic part peak power below 30 GW /cm? are plotted in color.
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thickness or with the increase of the x( parameter (decrease in absolute value), the peak power of the
solitonic part increases. Besides the peak power of the solitonic part that should be kept low, there
is another important parameter that should be taken into account. It is interesting to have a strong
plasmonic field at the interface between the metal film and the external medium, in order to facilitate
its recording or to use it in some plasmonic devices. Figure 4.23(b) shows the decimal logarithm of the
maximum peak power of the plasmonic part as a function of the metal thickness d and xy parameter.
The lowest values of plasmonic part peak power are obtained for thick metal film and solitonic peak
located far from the metal interface. On one hand, for large metal thickness values, bringing the
solitonic part closer to the metal interface results in a drastic increase (few orders of magnitude) of
the peak power in the external layer. On the other hand, for thin metal films, the peak power in the
external layer is relatively high and the changes with the zy parameter are much slower.
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are presented. The FBM was developed for transverse magnetic (TM) light polarization and it

allowed us to find one-dimensional stationary solutions in structures with a semi-infinite nonlinear
medium. Here we will extend this model to treat a more complicated and general problems. In Sec-
tion 5.1, we will present a method to compute in an approximate way the dispersion relation and the
field profiles of two-dimensional plasmon-—solitons in structures with a semi-infinite nonlinear medium.
In Section 5.2, the field based model will be formulated for transverse electric (TE) light polarization.
It will be shown that for TE polarized light, metal/nonlinear dielectric structures studied in Part I of
this PhD manuscript do not support plasmon—soliton waves.

IN this chapter, two extensions of the field based model (FBM) that was developed in Section 2.1

5.1 Model for two-dimensional plasmon—solitons

In this section, we will show how, using Maxwell’s equations, it is possible to find two-dimensional
plasmon—solitons, knowing the solutions of the one-dimensional problem. In Section 5.1.1 the derivation
of the formulas for the dispersion relation and the field profiles of two-dimensional plasmon—solitons will
be presented. The approach presented in Section 5.1.1, uses strong assumptions about the nature of the
electromagnetic field and provides only the first approximation of the results for the two-dimensional
plasmon—solitons. The effective index of the two-dimensional solution will be expressed as the effective
index of the one-dimensional solution found using the FEM modified with a correction term. This
correction term will be calculated numerically using integrals of the one-dimensional solution field
profiles. Furthermore, the lateral® field profile of the two-dimensional plasmon-soliton will be found and
its width will be expressed using integrals of the one-dimensional solution field profiles. In Section 5.1.2
results for two-dimensional plasmon—solitons will be presented for realistic structure parameters and
power levels.

5.1.1 Model formulation

In the two-dimensional problem, we will assume that the electric field &(x, y, z,t) depends on all three
spatial coordinates and time. In the one-dimensional approach we skipped the y dependency due to

Tn the frame of the FEM, the field profiles in the transverse (z) direction were found. The lateral direction is the
second direction (y) that is perpendicular to the direction of light propagation (z).
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the structure invariance in this direction (see the discussion in Section 1.5). Here the structure is still
invariant in the y direction but the two-dimensional model accounts for the self-focusing of the field
in this direction.

The derivation of the two-dimensional model requires the knowledge of the field profiles E,(z), E,(x)
and the corresponding effective index 3 values, which can be found using the one-dimensional models
described above in Sections 2.1 and 2.2. The following derivation is valid only in the case of the specific
assumptions on the form of the nonlinear permittivity. Only two components of the nonlinear permit-
tivity tensor depend on the electric field in the following way [see also Eq. (2.2.1) and Section 1.6]:

€r =€y = € + a| By (5.1.1a)
The third component does not depend on the field intensity
€2 = €. (5.1.1b)

The formulation of the one-dimensional model using assumption expressed by Eq. (5.1.1) on the form
of the nonlinear permittivity tensor is described in Section 2.2.

The derivation of the model for two-dimensional plasmon—solitons starts from Maxwell’s equations
[Egs. (1.3.1)]. Mixing Egs. (1.3.1a) and (1.3.1b) we obtain

VXxVx&—kie€ =0 (5.1.2)

Assuming that the TM fields, found using the one-dimensional FBM, remain TM polarized also in the
two-dimensional case, Eq. (5.1.2) can be rewritten as:

i02,8, — 02,6, — 2.6, €&y
i02.6. + 02,6, =kl 0 |, (5.1.3)
—i02,&, — 102, + 02,6, €&,
where 3 3
2 — [ = 14
%= G (ay) (5:1.4)

and j and k € {z,y, z}. We will use Eq. (1.3.1c) that, due to the form of the permittivity tensor that
we use [given by Eq. (5.1.1)], can be written in the form

0,8, = —zcebe (5.1.5)

€l

where

2
o5’
for j € {x,y, z}. Inserting Eq. (5.1.5) into the first equation given in Eq. (5.1.3) one obtain the equation
that depends only on the transverse component of the electric field &:

agz(fﬂcgz)

€l

d; = (5.1.6)

+ 00,60 + 02,65 + €k En = 0. (5.1.7)

Substituting €, in Eq. (5.1.7) by the expression given by Eq. (5.1.1a), Eq. (5.1.7) can be rewritten into
a form:

o\ A2 2 2 2
(1+205) 20 62 (%) s O T8 v (vt =0 Gay)

€ 51’2 €] ox 6y2 + 52’2

In the following, we will assume that in the dependency of the electric field on the spatial coordi-
nates, we can separate the r dependency in the following way:

&, = Exp(z)¢(y, z)e Onukoz—wt) (5.1.9)
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where the Exp,(z) is the field profile found using the one-dimensional FBM and [y, is the correspond-
ing effective index. Inserting Eq. (5.1.9) into Eq. (5.1.8) yields

3aE% v\ d*FE dE 02
1422 NA p——2L +6— @03 al ENL + iENLJr
€ dx? oy

52
(5 Z} +2ifNLko - ¢ 5NL/'€0¢> Eny, + kg (6 + aEZp¢?) Envtp = 0,
(5.1.10)

where the z and z dependency in 1 was dropped. Next, we assume that

Dy, 2) = p(y)e' >, (5.1.11)

where ¢ is the lateral profile of the two-dimensional plasmon—solitons that we are looking for and Ag
denotes the unknown correction to the effective index that is introduced when we take into account
the two dimensional profile. Introducing Eq. (5.1.11) into Eq. (5.1.10) yields

d’E
|: dng —k% (BNL + Aﬂ)2 Ent, + kgﬁlENL] o+
30BN, d2Ent, dExt 2| o s | s d2¢
E 2 kjaE Ent,—5 = 0. 1.12
{ e [ NL dx2 + ( dx ) + 00‘ NL QS + NL dy2 0 (5 )
We multiple Eq. (5.1.12) by Enr/k3 and integrate with respect to x
1 0 d2E 0 0
|:2 f ENL 1;]_4 dr — (/BNL + A6)2J EI%IL dzr + J El(x)El%L d$:| ¢+
kg J-oo dz —0 —0
© | 3aF%, d2En, dEnp \? " 3, d2¢
Dividing Eq. (5.1.13) by {* E%; dz results in
d?¢
|G = (8w + A8 6+ A =0 (5.1.14)

where

G= : 5.1.15a
Soooo EI%IL dz ( )
7, | (Bt v (50)) vt as
A= =
Soooo EI%L dz
E
afy 319212} (E ddngL +2 <d§§L> ) + ENL] d ( |
5.1.15b
Si)oO ElglL dZL'

In Section 2.1.2, we have shown that the solution of the equation of the type: d2¢/dy?+b1¢+b3¢® =
0 is given by a secant hyperbolic function. Therefore, we solve Eq. (5.1.14) using the test function
#(y) = sech(y/wy). Inserting this test function into Eq. (5.1.14) yields

2 1 2 2 y
— (BNL + AB)” + kng] + (A — k3w2> sech o)~ 0. (5.1.16)

Y Y
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The first term of the sum on the left-hand side of Eq. (5.1.16) is constant (does not depend on y) and
the second term of the sum is a constant multiplied by a function of y. As a result, in order for this
sum to be equal to zero for any value of y, both terms of the sum must be equal to zero. This results
in two conditions:

1
— (BnL + AB)? + —— =0 (5.1.17a)
kgwy
and
_ 2y (5.1.17b)
22 =0. 1.

The second condition provides the expression for the width in the lateral direction w, of our two-
dimensional plasmon—soliton:

_1./2 (5.1.18)
wy_k’() A .

The first condition gives the expression for the corrected effective index

fop = BNL + Af = «/G+— (|G k%ﬂ (5.1.19)

As it can be seen from the definitions of parameters A and G given by Egs. (5.1.15), the parameters
of the two-dimensional plasmon-soliton (w, and fap) depend only on the integrals of the field profiles
of the one-dimensional solution and the corresponding effective index Anr,.

We stress on the fact that, the model for the two-dimensional plasmon—solitons derived here is not
fully rigorous and gives only approximated results. There are several important assumptions made
during the derivation of this model. We have assumed that the Kerr-type nonlinearity is described
using Eq. (5.1.1) instead of the full expression given by Eq. (1.6.13). Moreover, we assumed that the
electromagnetic field remains TM polarized, even if it is not invariant in the lateral direction. The last
approximation we have made, is the fact that that we have integrated the one-dimensional field profiles
in the transverse direction [see Eq. (5.1.13)] in order to obtain the parameters of the two-dimensional
solution. This integration represents an averaging operation. The validity of this operation in case of
solitonic-type plasmon—solitons was not justified.

Similar models have been developed for two-dimensional plasmon—solitons of the plasmonic type [72]
and for plasmon-solitons in nonlinear slot waveguides (nonlinear dielectric core sandwiched between
two metal claddings) [85]. In Ref. [85], authors state that the averaging operation, similar to the one
used in Eq. (5.1.13), is adequate when the transverse mode cross-section is smaller the the lateral one.
In our case, both cross-sections are comparable.

5.1.2 Results

In Fig. 5.1, dispersion diagrams of the two-dimensional plasmon—solitons are shown for identical pa-
rameters of the structure as used in Section 4.3.2. This time the dispersion curves are represented in
the coordinates of the effective index 8 and the total power of the beam

+00 4o
Pyp = J J P(z,y)dxdy, (5.1.20)
—a0 a0

where P(x,y) is expressed as a funtion of the transverse component of the electric field E.(x,y) =
Env(z)¢(y) with the help of Egs. (2.1.54) and (1.5.2b):

€U€($a y)C
2
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5.1. Model for two-dimensional plasmon-solitons
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Figure 5.1: Nonlinear dispersion curve of the two-dimensional plasmon—soliton in a four-layer config-
uration with parameters: & = 2.472 + 10%4, ngl) = 10'" m?/W (chalcogenide glass), & = 1.44 + 10%
(silica), €3 = —96 + 10i (gold), &, = 1 + 10% (air), L = 15 nm, d = 40 nm, and A = 1.55 um. (a) Real
and (b) imaginary parts of the effective index are presented as a function of the total power.

The dispersion curves of the two-dimensional plasmon-soliton presented in Fig. 5.1 can be com-
pared with the dispersion curves of the one-dimensional solution obtained for the configuration with
identical material parameters, which is presented in Fig. 4.12. The dispersion curves of the one-
dimensional solution presents the effective index Oy, as a function of the power density P,y expressed
in W/m. In this coordinates, the increase of the effective index of the one-dimensional plasmon—soliton
is accompanied by the monotonous increase of the power density. In case of the two-dimensional solu-
tions, with the increase of the effective index Bsp the total power Pop decreases for low values of Sop
until it reaches its minimum at Pop =~ 7 kW corresponding to Sop =~ 2.472. Above this value of the
effective index, the total power slowly decreases with the increase of Sop. The imaginary part to the
effective index shows a behavior similar to the real part [see Fig. 5.1(b)].

In Fig. 5.2, a comparison of the dispersion curves obtained using the one-dimensional model (the
FBM) and the two-dimensional model is shown where the effective index is presented as a function of
the peak intensity of the solitonic part of plasmon—soliton. We observe that the effective index of the
two-dimensional solution is lower than the one of the one dimensional plasmon-soliton which means
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Q. Q.
2.4702 +
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Figure 5.2: Nonlinear dispersion curves (Ipeak) for one- and two-dimensional plasmon-solitons. (a)
Full curve and (b) zoom on the region with low peak intensity.
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Figure 5.3: Two-dimensional profiles of plasmon—solitons in a four-layer structure with the parameters
identical to these in Fig. 5.1. Low-power solutions with (a) peak intensity 1.2 GW/cm? and zy =
—25 pum; (b) peak intensity 1.5 GW/cm? and zg = —15 um; and (c), (d) a moderate-power solution
with peak intensity 3.5 GW/cm? and zg = —5 ym. (d) Zoom on the plasmonic tail in the external

dielectric layer (z > 55 nm) of the profile shown in subplot (c).

that the correction AfS defined in Egs. (5.1.11) and (5.1.19) is negative. Both the effective index of

the one-dimensional plasmon—soliton fyg, and two-dimensional solution Ssp are linear functions of the
solitonic part peak intensity.

In Fig. 5.3, exemplary two-dimensional profiles of the intensity of plasmon—solitons are presented.
In panel (a), the solution with the solitonic peak centered at zo = —25 pm is shown, for which the
peak intensity is at the level of Iyeax = 1.2 GW/ cm?. This solution interacts weakly with the metal
film and the plasmonic part has low intensity. In panel (b), the center of the solitonic part of the
solution is brought closer to the metal film (xg = —15 pm). This results in the increase of the effective
index of the solution and therefore, the increase of the peak intensity (to Ipeak = 1.5 GW/ cm?). The
solution is now more localized in both z and y directions and it interacts strongly with the metal
film. The intensity of the plasmonic part is now equal to the peak intensity of the solitonic part.
Finally, the solution with the solitonic part centered at xy = —5 pm is presented in panel (c) for which
Ipeax = 3.5 GW/ cm?. For this solution, the intensity of the plasmonic part is twice higher than the
peak intensity of the solitonic part. In panel (d) the plasmonic tail in the external dielectric layer is
depicted. The peak intensity in this layer is at the level of I, & 0.45 GW/ cm?.
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5.2 No solutions in the transverse electric case

Here we present the derivation of the dispersion relation in the frame of the FBM for the four-layer
structure presented in Fig. 2.1 in the case of the transverse electric (TE) polarized waves. For this
light polarization the electromagnetic fields have only three nonzero components & = [0, &y, 0] and
H = |5,,0,i,]. Following similar method as in the TM case presented in Sec 2.1, we start the
derivation from Maxwell’s equations for the TE case [Egs. (1.4.2)]. Using the field form given by
Eq. (1.5.1) we obtain

dH,
koBSH, — P —epeywhy, (5.2.1a)
p

H,=—F, 5.2.1b
v ( )

1 dE,

= ——Y 2.1

pow dx (5.2.1c)

Taking the derivative with respect to = of Eq. (5.2.1c) and using Egs. (5.2.1a) and (5.2.1b) we obtain
a single nonlinear wave equation for the E, component [compare with the nonlinear wave equation
for H, component derived in the TM case — Eq. (2.1.7a)]:

d’E
dx2y — k3q*(z)E, + k:%oz(x)Eg =0, (5.2.2)
where the full isotropic Kerr-type nonlinear permittivity is taken into account:
ex(z) = €y(2) = e,() = g(x) + a(z)EX(z) = ¢(x) + a(x)Ez(w) (5.2.3)

For TE polarized waves, only one electric field component FE, is present and the only permittivity
tensor component that plays a role in Maxwell’s equations is e,.

In comparison with the TM case, the derivation of the nonlinear wave equation for TE polarized
light [Eq. (5.2.2)] does not require any additional assumptions. The term with the derivative of the
nonlinear permittivity [see Eq. (2.1.2)] does not appear in course of the derivation. Therefore, this
equation holds even for high nonlinear permittivity changes and for solution that induce permittivity
profiles that vary rapidly in comparison with the wavelength.

The solution of Eq. (5.2.2) is derived in a similar manner as in Sec. 2.1.2. The electric field in each
layer is given by (the y subscript of the electric field is skipped as for the TE polarization there is only
one electric field component, while the subscript indicating the nonlinear layer is added, see Fig. 2.1):

| 2 ¢
Ey =4 — f 0 5.2.4
! aq cosh[koqi (z — z0)] ore =5 ( 2)

Ey = A efo®2® 4 A_e~hoaze for0 <z < L, (5.2.4b)
Ey = B_ﬁ_ekotIs(w*L)

+ B_e~koas(@=L) for L <z < L+d, (5.2.4¢)
By = Qe Foasle=(L+d)] forx > L +d. (5.2.4d)

Use of the boundary condition E, 22%, 0 in the layer 4 results in the single term in Eq. (5.2.4d).

Finally, using the continuity conditions of the E, and H, fields at the interfaces [H, is calculated
using Eq. (5.2.1c)], the analytical form of the nonlinear dispersion relation the TE polarized light in
four-layer structures is obtained:

Dy (CI4 + (J3) exp(2kogsd) + ®— ((J4 - CI3) =0, (5.2.5a)
where
Oy = (1 + ql"ﬂ) + <q“ﬂ + QQ> tanh(kogoL). (5.2.5b)
a3 q2 a3
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Chapter 5. Extensions of the field based model

The comparison between the nonlinear dispersion relations for the TE light polarization [Eq. (5.2.5)]
and the dispersion relation in the TM polarized light [Eq. (2.1.43)] shows that the former can be
obtained by the following substitution in the latter:

4 — G for i€ {2,3,4}, (5.2.6)

q1ntlz=0 = q1nl- 5.2.7)

Our studies show that for the structure parameter range studied in Chapter 4 for TM polarized
light, in the TE case no solutions of the dispersion relation [Eq. (5.2.5)] exist. This results are in
agreement with the linear studies of plasmons. Metallic structures do not support TE polarized waves
in the linear regime [55]. We show that, in the nonlinear regime, for the materials studied in this PhD
thesis, TE polarized plasmon—solitons do not exist.
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Part 11

Configurations with finite-size
nonlinear medium —
Plasmonic nonlinear slot waveguides
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In Part II of this PhD manuscript, we focus on the studies of structures where a finite-size non-
linear dielectric layer is sandwiched between two semi-infinite metal layers. This type of structures
will be called nonlinear slot waveguide and it is schematically presented in Fig. 6.1. There are two
reasons to study the nonlinear slot waveguide structures. From the practical point of view, it is easier
to fabricate high quality thin nonlinear films than bulky layers, like those needed in the configura-
tions with semi-infinite nonlinear medium discussed in Part I (see Fig. 2.1). Moreover, the nonlinear
slot waveguide configurations have more potential applications. Devices based on the nonlinear slot
waveguide configuration can be used for phase matching in higher harmonic generation processes [148]
and for nonlinear plasmonic couplers [93, 99]. Nonlinear switching [149] was theoretically predicted in
nonlinear slot waveguide based structures that is similar to the nonlinear switching in graphene cou-
plers [150]. Tapered nonlinear slot waveguides might be used for nanofocusing and loss compensation
in order to enhance nonlinear effects [151]

Waveguides with a nonlinear dielectric core have already been studied extensively in literature for
many years. The studies started in 1982, with the paper of Fedyanin and Mihalache [41] presenting
TM polarized nonlinear surface waves in a layered fully dielectric structure with a nonlinear core.
The structure studied there was built of a Kerr-type nonlinear dielectric core sandwiched between two
linear dielectrics. A number of studies of such structures followed for both transverse electric (TE)
and transverse magnetic (TM) polarizations using different techniques [38—40, 42—44]. In most of the
works, the solutions of Maxwell’s equations were given in terms of Jacobi elliptic functions [152]. A
symmetry-breaking bifurcation of an asymmetric mode from the fundamental symmetric mode was
predicted [38, 39]. Scaling rules for such nonlinear dielectric waveguides have been developed [45] that
introduced reduced dimensionless parameters to describe the waveguide properties. Various methods
to study waveguides with both nonlinear core and cladding were proposed [27, 28, 46-51].

In 2007, the studies of waveguides with a nonlinear core were expanded from dielectric to metal
cladding. Feigenbaum and Orenstein made the first attempt to study such structures [85]. Their
method describes sub-wavelength confinement of light in two-dimensional plasmon—soliton beams.
Such a strong confinement is ensured by a linear plasmon profile in the transverse direction and by
the self-focusing effect in the lateral direction.

In the works of Rukhlenko et al. [89, 90], analytical formulas for the dispersion relations of slot
waveguides were presented for symmetric and antisymmetric nonlinear modes only. These dispersion
relations were given in a form integral equations that have to solved numerically. Study of Davoyan et
al. [87] showed that in slot waveguides with nonlinear dielectric core and metal cladding, symmetry-
breaking bifurcation also occurs. Moreover, it was shown that plasmonic coupling and symmetry
breaking phenomena can be observed in waveguides built of linear dielectric core sandwiched by
nonlinear metals [99, 100].

In Chapter 6, we build two new models that have never been used before to study the nonlinear
metal slot waveguide configurations. The results obtained using these models are presented in Chap-
ter 7. In order to confirm the validity of these new models, their results are directly compared. Using
our models, we confirm the existence of the already known symmetry-breaking bifurcation and show
that higher-order, not known previously, nonlinear modes exist in such structures. We predict the
nonlinear symmetry-breaking bifurcation for some of these higher-order modes.

Using our models, we study the influence of the size of the nonlinear core and of the permittivity
contrast between the core and the metal cladding on the symmetric nonlinear slot waveguide properties.
We optimize the core size and the permittivity contrast in order to obtain two kind of nonlinear effects
at low power levels. Firstly, to lower the intensity threshold required to observe the symmetry-breaking
bifurcation and the appearance of the nonlinear asymmetric mode. Secondly, to observe at low powers
the appearance of a higher-order symmetric or antisymmetric nonlinear modes in the waveguide.
Finally, we study the properties of asymmetric nonlinear slot waveguides.
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Theory of nonlinear slot waveguides
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waves propagating in structures built of a finite-size layer of a positive Kerr-type nonlinear

material sandwiched between two semi-infinite linear media which can in particular be metals
(see Fig. 6.1). The structures presented in Fig. 6.1 with metal cladding are called plasmonic nonlinear
slot waveguides (or shortly 'nonlinear slot waveguides’).

We will propose two models for the nonlinear slot waveguides. The first model is based on the
approach proposed for fully dielectric structures in [40, 41]. This approach uses the approximated
treatment of the nonlinearity in the Kerr medium (only the transverse electric field component is
assumed to cause the nonlinear permittivity changes) and additionally the nonlinear modification of
the permittivity should remain low [81] (the assumptions on the nature of the nonlinear permittivity
used here are identical to these for the FBM presented in Section 2.1). These assumptions allow us to
write and to solve a single nonlinear wave equation in the finite-size nonlinear layer. Using the field
continuity conditions at the core interfaces located at z = 0 and = = d (see Fig. 6.1) the analytical
formulas for the dispersion relations and for the field profiles are obtained and are expressed in terms
of Jacobi elliptic functions [152]. Therefore, this model will be called Jacobi elliptic function based
model (JEM).

THIS chapter presents a derivation of the dispersion relations for the stationary TM polarized

Ya
Layer 1 Layer 2 Layer 3
Metal Nonlinear dielectric Metal
=1 |, €e=e2+aBEP €3 = €3
® >
0 d Z

Figure 6.1: Geometry of the plasmonic nonlinear slot waveguide with the parameters of the structure.
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The second model is based on the approaches from Refs. [15, 77] for a single interface between
a nonlinear dielectric and a metal, and therefore it is named the interface model (IM). This model
allows for obtaining separate dispersion relations on the two interfaces of the nonlinear slot waveguide
in analytical forms. Comparing the dispersion equations for left interface and for the right interface,
results in an analytical condition that reduces the parameter space in which the solutions of Maxwell’s
equations in nonlinear slot waveguides are sought. The solutions are found by the numerical integration
of Maxwell’s equation in the core which allows then to relate the two interfaces. Maxwell’s equations
in the core are solved using the shooting method [88]. If the result of integration is consistent with the
previously assumed values of the field and its derivatives at the slot interfaces then the corresponding
0 is accepted as a genuine solution in our problem.

6.1 Jacobi elliptic function based model

We start the presentation of the models for nonlinear slot waveguides with the approach that uses
strong assumptions on the form of the nonlinear Kerr term but it provides the dispersion relations
and the field profiles in analytical forms. This model provides more insight and understanding of the
nature of the problem of finding stationary solutions in nonlinear slot waveguides than the second, more
numerical model. First, we will solve the nonlinear wave equation inside the waveguide core and find
the nonlinear field profiles. Knowing the field profiles, we will be able to derive the dispersion relations
for the nonlinear slot waveguide using the continuity conditions on the nonlinear core interfaces.

6.1.1 Nonlinear field profiles

In the frame of the JEM, the Kerr-type nonlinearity is not treated in an exact manner. Similar to the
FBM presented in Section 2.1, we assume that the nonlinear response of the material depends only
on the transverse component of the electric field E, in the following way [compare with Eq. (2.1.5)]:

ex(z, Ey) = e.(2, Ey) = e(z, By) = (z) + a(z)E*(x). (6.1.1)

Functions €;(z) and a(z) are step-wise functions which take the values indicated in Table 6.1 depending
on the layer (see Fig. 6.1 for layer number).

Layer Abscissa e(x) a(x)
1 z <0 €1 = €1 0
2 0<z<L €2 6006[}2%&2) = (o
3 L<x<L+d|e3s=¢3 0

Table 6.1: Values of the functions ¢;(x) and «(x) describing the properties of the materials in different
layers. The second-order nonlinear refractive index (see Page 11) in layer 2 is denoted by ngQ).

The derivation of the JEM starts from Maxwell’s equations [Egs. (1.5.2)]. These equations are
combined together with Eq. (6.1.1) and with the help of the approximations about small nonlinear

permittivity change and using the assumption that |E,| » |E,| we obtain the nonlinear wave equation
[Eq. (2.1.7a)] which is recalled here:

42H,
dz?

— k3¢ (x)Hy + kja(x)H} = 0. (6.1.2)
A detailed derivation of Eq. (6.1.2) and the definitions of the functions ¢(x) [see Eq. (2.1.7b)] and a(z)
[see Eq. (2.1.7¢)] are presented in Section 2.1.1.

At this point, it is worth commenting on the validity of the two assumptions that were made on the
nonlinear term, in order to derive Eq. (6.1.2). Even in the case of linear metal slot waveguides (linear
dielectric core sandwiched between two semi-infinite linear metals), the two components of the electric

78



6.1. Jacobi elliptic function based model

field £, and F, can have comparable amplitudes. The narrower the waveguide the faster the spatial
(in the transverse x direction) variation of the magnetic field H, (especially in the case of higher-order
modes). Therefore the longitudinal electric field component E, that is proportional to the derivative
of the Hy [see Egs. (1.5.2)] will have high amplitude. In the case of the semi-infinite nonlinear medium
studied in Part I, the spatial variations of the magnetic field were slower than in slot waveguides,
and therefore the assumption that |E;| » |E,| was better fulfilled. In the case of slot waveguides,
this assumption will not be satisfied by all the solutions. A more detailed analysis of the validity of
this assumption will be presented in Chapter 7 (see Fig. 7.5). The second assumption states that
the nonlinear permittivity change remains small compared to the linear part of the permittivity. This
assumption also will not be satisfied for most of the solutions obtained in the nonlinear slot waveguides.
It is known in the nonlinear optics that, interesting nonlinear effects occur when the nonlinear induced
permittivity modification is comparable with the linear permittivity contrast in the structure [153].
In nonlinear slot waveguides, due to the presence of metal layers, the linear permittivity contrast
is large. Therefore, as we will be able to observe later (in Chapter 7 presenting the results), most
of the interesting effects in slot waveguides occur for high values of nonlinear permittivity change.
Nevertheless, we will see that, although those assumptions are not fully satisfied, the JEM described
in this section correctly predicts all the qualitative features of the dispersion curves.

Coming back to the derivation of the JEM, we use the first integral treatment approach and
integrate Eq. (6.1.2) with respect to x. The result reads

dH,\? alx
(dmy> — kgq(x)*H + kg(Q)Hj = ¢p. (6.1.3)

The left-hand side of this equation gives us a formula for a quantity that is conserved along the
transverse profile of the core of our one-dimensional nonlinear waveguide. Regardless of at which
x position we calculate it, the result will always be equal to the integration constant cy. In the
derivation of the FBM (see Section 2.1.2) the integration constant was set to zero, because a semi-
infinite nonlinear medium was analyzed.

In semi-infinite cladding layers, we can set the integration constant ¢y = 0 because both the
magnetic field Hy and its derivative dH,/dz tend to zero as x — +oo0. Additionally, in these linear
layers a(x) is equal to zero. Therefore, in the cladding, Eq. (6.1.2) reduces to a standard linear wave
equation whose solutions are given by:

Hy = Hyerone® for —0o <2 <0, (6.1.4a)
Hy = Hye Fows(z=d) for d < z < +o0, (6.1.4Db)

where the magnetic field amplitudes at the interfaces z = 0 and x = d are denoted by Hy and Hy,
respectively and g denotes a constant value of the ¢(z) function [see Eq. (2.1.7b)] in k-th layer (for
k € {1,2,3}).Because both of these layers are semi-infinite, only the appropriate exponential solutions
that decay at minus or plus infinity are considered in layers 1 and 3. As H,, is the only component of
the magnetic field, in the following derivation we omit the y subscript and instead we use a subscript
that enumerates the layer in which the field profile is defined (see Fig. 6.1).

The integration constant ¢y can be expressed using the magnetic field amplitude at the core
interfaces. The continuity conditions for the tangential electromagnetic field components (H,, E.)
at x = 0 yield:

1. For the magnetic field:
Hy|,—o+ = Ho, (6.1.5)

where Hj(z) denotes the magnetic field profile in the nonlinear core that is the solution of
Eq. (6.1.3). This profile is yet unknown and will be found by solving Eq. (6.1.3) at the end of
this section.
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2. For the longitudinal component of the electric field, using Eq. (1.5.2¢):

dHy
dx

€1,2

kog1 Ho, (6.1.6)

=07t €1

where, based on the assumption that the nonlinear permittivity change is small, we have sub-
stituted ez|,—o+ by €2 in the numerator on the right-hand side.

Using Egs. (6.1.5) and (6.1.6), we rewrite Eq. (6.1.3) taken at the point 2z = 07:

2
€1,2 ag
co = 2 [( ) q%—q§+2H3] 12, (6.1.7)

where ay denotes a constant value of a(x) function in the nonlinear core (layer 2). Using continuity
conditions at the right core interface x = d, a similar expression for ¢y can be obtained. Consequently,
Eq. (6.1.3) taken at the point z = d~ yields:

2
€12 as
co = k2 [( @,) qg_qg+2H3] . (6.1.8)

Equations (6.1.7) and (6.1.8) together with Eq. (6.1.3) will be helpful later to find the sign of the
integration constant c¢g. Looking at Eq. (6.1.3) we notice that for H, field profiles that cross zero, at
the point where H, = 0, the only nonzero term on the left-hand side of this equation is (dH,/dz)?,
which is strictly positive. Therefore, for this type of solutions, ¢y can only be positive.

In Section 2.1.2, we have stated that in case of a semi-infinite nonlinear medium the integration
constant in Eq. (2.1.8) should be set to zero as both the magnetic field H, and its derivative tend to
zero at infinity. Using identical argument, the integration constant ¢y in Eq. (6.1.3) must be equal to
zero c¢g = 0 if we consider a semi-infinite nonlinear medium and therefore a single interface between
a metal and a nonlinear dielectric. Using Eq. (6.1.7), we can find an approximated analytical formula
for the effective indices of nonlinear waves propagating at this interface. Setting ¢y = 0 in Eq. (6.1.7)
we obtain

2
€1,2 as
<> @ —a+ ?Hg =0. (6.1.9)

€1

Using definitions of g and as [see Egs. (2.1.7b) and (2.1.7¢)] in Eq. (6.1.9), we find the approximated
expression for the effective index of a nonlinear wave at a single interface between a metal and a
nonlinear dielectric in an explicit form:

8= 6161,2(61,2 - 61)
= . .
2 2y n$ 2 HE
1,2 1 2epceq, 2

(6.1.10)

Equation (6.1.10) gives also an approximated expression for the effective index of highly asymmetric
solutions in slot waveguide configurations, as it will be proven by numerical results in Section 7.1.4.
Highly asymmetric solutions are strongly localized on one of the interfaces and therefore the problem
can be simplified to a single-interface problem. A comparison of the approximated solution given
by Eq. (6.1.10) with the exact solutions of the JEM will be given in Section 7.1.4. More details on
the limiting case for a single interface between a metal and a nonlinear dielectric are presented in
Section 6.1.4, where we discuss the results for the symmetric nonlinear slot waveguide configuration.

It is worth noting that using Eq. (6.1.10) in the linear case (Hy — 0 or ngz) — 0), we recover the
dispersion relation for a linear surface plasmon propagating along a single interface (see Eq. (2.14) in

Ref. [55])
€1€1,2
=,/ —. 6.1.11
B €1 T €12 ( )
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After this digression we come back to the derivation of the exact solution of the JEM model. We
are looking for guided waves in three-layer structures. Looking at Eqgs. (6.1.4), we notice that the
condition for the waves to be localized at the waveguide core is satisfied when both ¢; and g3 are
real and positive quantities. In order to satisfy this condition, we will look only for the solutions with
[ > max{e1, €3} [see the definition of ¢(x) and g given by Eq. (2.1.7b)]. The quantity g2 can be either
real or imaginary leading to positive or negative values of q%.

In order to find the solutions of the nonlinear wave equation [Eq. (6.1.2)] in the nonlinear core, we
rewrite its first integral [Eq. (6.1.3)] in the form:

dHo
Vo + K33 H3 — k3G )

= +da. (6.1.12)

We introduce the reduced parameters @ and A [compare with the definitions of the reduced parameters
given by Egs. (2.1.10) in Part I where the semi-infinite nonlinear medium was analyzed]:

Q = k3gs, (6.1.13a)
A= (kkag/2)7 L. (6.1.13b)

Equation (6.1.12) expressed using the reduced parameters reads:

A =+ VY de (6.1.14)
VAco + AQH3 — H; A

In our studies, we deal only with the focusing Kerr-type dielectrics, therefore A is always positive.
Parameter () can be either positive or negative depending on the sign of ¢3. In the case of negative
values of g2 we can use Eq. (6.1.7) to determine the sign of cg. For ¢2 < 0, Eq. (6.1.7) can be written
as:

2
€1,2 a
co =k} [(61) @+ g+ 22H§] H;. (6.1.15)

All the terms in the sum inside of a square bracket are positive or nonnegative. Therefore this sum is
positive. It is multiplied by k3 H which takes only nonnegative values. Thus, one concludes that for
q3 < 0 and Hp > 0 the integration constant ¢ is positive (co > 0). In the opposite case (g5 > 0), the
sign of ¢y remains indeterminate and for a given structure it depends both on § and Hy.

Here we summarize the remarks about the sign of the integration constant ¢y depending on the
type of solution and the sign of ¢3. The following logical dependencies hold:

1. From Eq. (6.1.3), we notice that for solutions with nodes (for which at one or more points in
the core Ha(z) = 0) the integration constant is positive co > 0.

2. From Egs. (6.1.7) and (6.1.15), we see that
2
@ <0=>co>0. (6.1.16)

Using the logical contraposition [(p = q) <= (—¢ = —p)] of the relation given by Eq. (6.1.16),
we deduce that
co<0=q5 > 0. (6.1.17)

3. Using the contraposition of the statement in point 1 we deduce that for the integration constant
co < 0 only node-less solutions exist.

Solutions of Eq. (6.1.14) take different forms depending on the sign of parameters ¢y and @ (and
therefore ¢3). We will solve this equation in four cases depending on the sign of ¢5 and cp.
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Chapter 6. Theory of nonlinear slot waveguides

I. The case ¢3 > 0

First, we will consider the case where q% > 0. As stated above, in this case, the sign of ¢y can not
be determined a priori using analytical expression and reasoning. Therefore we will consider two
sub-cases: ¢2 > 0 and ¢3 < 0.

I.a The subcase ¢y > 0

At first, we consider the case where ¢y > 0 and find the solutions of the nonlinear wave equation
[Eq. (6.1.3)] for this case. Equation (6.1.3) was transformed into Eq. (6.1.14) and its left-hand side
can be expressed in the form of the integrand of an elliptic integral (see Ref. [154] or Appendix B):

dH, 1
=+ 4/ da, 6.1.18
Vo sme - \a (6.1.18)

where the parameters v and ¢ were introduced. In order to relate the newly introduced parameters
with parameters A, ), and ¢y, we compare the expressions under the square-root on the left-hand
sides of Egs. (6.1.14) and (6.1.18). This comparison results in

A7+ Ay

2= VAR +24ACO AQ (6.1.19a)
+4/A202 + 4Acy + A

52— 2 4 AQ = VAQ +2 ¢+ 4Q (6.1.19b)

The proper choice for the sign in front of the square-roots is dictated by the fact that we have
assumed that the magnetic field component H, is a real quantity. Solutions of Eq. (6.1.18) are real
on condition that both v and § are real quantities. From the fact that ¢3 and cy in the subcase La
are positive and the fact that we consider a positive Kerr effect as > 0, we deduce that both ) and
A are positive quantities. Therefore, all the quantities appearing in the definitions of v and § are
positive. Keeping that in mind, we write bounds on the expressions for v and ¢. Using the fact that
z<A/x?4+y2 <z +yfor x,ye R, we find bonds on ~?%:

+AQ — AQ << +(AQ + 2+/Acy) — AQ
2 == 2 ’

(6.1.20)

For ~ to be real 42 must be positive. This is ensured by the choice of the top plus sign in front of
the square-root in the definition [Eqs. (6.1.19)]. Finally, in the subcase I.a the quantities v and ¢ are
defined by

\/A2Q? + 4Acy — A
N2 o VAT + 4Aq - AQ (6.1.21a)

2

202
g2 — VATQ" H e £ AQ (6.1.21b)

2

After having determined the correct sign in expressions for v and 4, we continue our derivation.
Integrating Eq. (6.1.18), we obtain

f 2. 12 - T\ (6.1.22)
Hy0) /(2 + H3)(62 — H3) A
The integral on the left-hand side of Eq. (6.1.22) can be separated into two integrals:

sz(I) dH, - fé dH, B

1,0) /(2 + HD (02— HE)  Jma0) /(37 + H3)(0” — H3)

0 dH,
: (6.1.23)
Lb(w) V(72 + H3)(82 — H3)
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6.1. Jacobi elliptic function based model

Inserting Eq. (6.1.23) into Eq. (6.1.22), yields

4 5
f dlz% 2 —J dfz = == le (6.1.24)
0) V(0 + H3) (02 — HZ)  Jma(e) /(7% + H3)(5% — H3) A

Multiplying Eq. (6.1.24) by \/’m and using formula 17.4.52 from Ref. [112] (see also Appendix B),

gives
4 [ H2(0 52 4 [Ha(z 52 7% + 42
cn 1 [ 2( ) :| cn 1 [ 2( ) ’72 52:| =+ \/7.’13, (6125)

5 |2+ 62 0
where cn™!(u|m) is the inverse of the Jacobi elliptic function cn(u|m). Jacobi elliptic functions are
defined with the argument u and the parameter m. For a review of the necessary properties of these
special functions see Appendix C. Reorganizing the terms and applying the Jacobi elliptic function cn
to both sides of Eq. (6.1.25), results in the expression for the magnetic field in the core of a nonlinear
slot waveguide in the case where both ¢y and ¢3 are positive:

52
} : (6.1.26)

2 52
H2($)=5cn{$ gt x +cnt |:H2(0) V2 1 52

52
72+52]

A )

We are still left with the uncertainty about the sign in front of the square-root in the argument of
the cn function in Eq. (6.1.26). From the properties of the Jacobi elliptic function cn, we conclude that
Hy(z) give by Eq. (6.1.22) takes values only from the interval [—§, §]. Knowing this and looking at
Eq. (6.1.22), we notice that the expression under the square-root in the denominator of the left-hand
side takes only values from the interval [0,+400). In our case, the nonlinear core occupies the space
x € [0, d] therefore we consider only x > 0. In the following, the argument for the case where the right
interface of the core is located at d > 0 is presented. For the opposite case (d < 0), the reasoning is
similar but the result is opposite. In order to choose the sign on the right-hand side of Eq. (6.1.22),
we need to investigate the sign of dHo under the integral on the left-hand side of this equation. If
we consider the vicinity of the interface £ = 0 and take into account the continuity conditions for
the tangential electromagnetic field components at this interface, we notice that in the case of metal
cladding (e; < 0), the magnetic field derivative changes sign at this interface [continuity conditions
for E, electric field component given by Eq. (1.5.2¢)]. In the case where the field in the left metal
cladding is positive (Hy > 0) its derivative is also positive [field described by Eq. (6.1.4a)]. Therefore,
at * = 07, the magnetic field derivative is negative. This means that the infinitesimal changes dHo
are negative. This brings us to the conclusion that for Hy > 0, the correct choice of the sign on the
right-hand side of Eq. (6.1.22) is the bottom minus sign. In the case where Hy < 0, the derivative of
the magnetic field in the core close to the left interface (dHa/dz)|,—o+ is positive and therefore the
infinitesimal changes dHy are positive. In this case (Hy < 0), the correct choice of the sign on the
right-hand side of Eq. (6.1.22) is the top plus sign. The same conclusion can be drawn by looking at
Eq. (6.1.51) in Section 6.1.3.

Without loss of generality of the obtained results, in the following we choose the convention that
Hy > 0. Therefore, in Eq. (6.1.26), we chose the bottom plus sign in front of the square-root. Finally,
the field profile in the nonlinear core for the subcase I.a is given by

2 52
Hj(x) =5cn{ il 25 x+cnt [H26(0)

I.b The subcase ¢y < 0

52
72+52:| 72_'_52

o } . (6.1.27)

Here we consider the case where ¢y < 0. In order to work with positive quantities only, we substitute
co by —|co| in Eq. (6.1.14) and obtain

H 1
di; =+ 4/ da. (6.1.28)
V=Aleo| + AQH3 — Hj A
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Chapter 6. Theory of nonlinear slot waveguides

The left-hand side of Eq. (6.1.28) is then expressed in the form of the integrand of an elliptic integral
(see Ref. [154] or Appendix B):

dH. 1
VACE H%)Q(Hg —52) + \/; dz. (6.1.29)

Comparing the expressions under the square-root on the left-hand sides of Egs. (6.1.28) and (6.1.29)
allows us to find the relations between the new parameters v and § and the parameters A, @), and cy:

AQ T /A2Q2 — e
2= ACT 2Q ol (6.1.30a)
AQ + +/A2QZ — 4A
52 = AQ —~* = Q@+ 2Q ol (6.1.30D)

The expression that appears under the square-root in Egs. (6.1.30) is a difference of two positive
quantities. In order for v and § to be real, the quantity under the square-root must be positive or equal
to zero. Writing expression under the square-root explicitly using the definitions of A, @ [Egs. (6.1.13)],
and ¢y [Eq. (6.1.7)] we obtain

2
A2Q? + 4Aco = (¢3 — agHE)” + 200 H <€2|20+) q, (6.1.31)
1

which is greater or equal to zero because both terms in the sum are greater or equal to zero. This
proves that v and  are real quantities.

The choice of the signs in front of the square-roots is Egs. (6.1.30) is arbitrary. For both the top
and the bottom signs the quantities v2 and §2 are positive. If we choose the top signs, we obtain a
couple denoted by (v— and §;). If we choose the bottom signs, we obtain a couple denoted by (v
and d_). We notice that y_ = d_ and 74 = d.. Therefore, the two couples are composed of identical
values that are only denoted differently. Moreover, the left-hand side of Eq. (6.1.29) has two equivalent
forms:

dH, _ dH, (6.1.3)

V(32— Hy)(HS - 6%)  +/(6% — H3)(H3 —?)
Based on all the facts stated above, we conclude that it is just a matter of convention which signs to
choose. Here, we decide to use the lower signs so that v > §. The final expressions for v and ¢ in the
subcase L.b read:

/ A20)2 _
72 = AQ+vA 2Q 4A|CO|, (6.1.33a)
AQ — A/A2Q% — 1A
52 = A9 @ ol (6.1.33b)

2

Having found the expressions for v and 9, we proceed with the derivation process. Integrating
Eq. (6.1.29) gives

Ha(e) dH 1
f ——— —t4[5w (6.1.34)
Ha(0) v/ (v? — H3)(H3 — 82) A
The integral on the left-hand side of Eq. (6.1.34) can be separated into two integrals:
JHQ(I) dH, B fy dH, B
m©) V(v = H)(H =82 Jms0) /(47 — H3)(HS - 6?)

K dH,
ng(x) \/(72 _ HQQ)(HQQ — (52). (6.1.35)

Inserting Eq. (6.1.35) into Eq. (6.1.34), we obtain

r At F At e (6.1.36)
Hy(0) v/ (V2 — H3)(H3 — 0%)  Jiy(a) A/ (7% — H3)(H3 — 62) A
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6.1. Jacobi elliptic function based model

Multiplying Eq. (6.1.36) by v and using formula 17.4.44 from Ref. [112] (see also Appendix B) yields

dn~! [HQ(O) 7 - 52] ~dn~t [HQ(x) 727_262] —+ \/fx, (6.1.37)

gl 72 gl
where dn~! is the inverse of the Jacobi elliptic function dn (see Appendix C). Reorganizing the terms
and applying the Jacobi elliptic function dn to both sides of Eq. (6.1.37) results in the expression for
the magnetic field in the core of a nonlinear slot waveguide for positive g3 and negative co:

Hy(xz) = vydn {$ \/f z +dn™! [HQV(O) 7 - 52] s } . (6.1.38)

2 2
We are still left with the ambiguity about the sign in front of the square-root in the argument
of the sd function in Eq. (6.1.38). Analyzing this equation it turns out that Hs(x) takes values only
from the interval [d,v]. Using the same arguments as for the case ¢y > 0, we conclude that the proper
choice for the sign in front of the square-root in Egs. (6.1.34) and (6.1.36)—(6.1.38) is the bottom sign.
The final expression for field profile in the nonlinear core for the subcase I.b is given by

Hy(z) = vdn {\/f z +dn? [HQV(O) i } . (6.1.39)

2
II. The case ¢35 <0

,72 _ 52
,Y2

Here we consider the case of q% < 0. As stated at the beginning of this section, in this case, the
integration constant ¢y takes only positive values [see Eq. (6.1.16)]. In the following, we find solutions
of the nonlinear wave equation [Eq. (6.1.2)] for this case.

In order to work only with positive quantities in Eq. (6.1.12), in the case of negative ¢, we will
substitute g5 by its negative absolute value —|qg3|. This substitution transforms Eq. (6.1.12) into

dH,
\Jeo — Kla3| H3 — k3% H

= +dz. (6.1.40)

We redefine @ given by Eq. (6.1.13a) to be positive. In the case II @ is defined by

Q = kolg3| (6.1.41)

and A is still defined by Eq. (6.1.13b). Using this definition, Eq. (6.1.40) can be written in the form:
dH. 1

2 — 44/ da. (6.1.42)
v/ Aco — AQH3 — Hj A

We rewrite Eq. (6.1.42) in the form of the elliptic integral:

dH, 1
=44/~ da, 6.1.43
Vor ) VA -

Comparing the expressions under the square-root on left-hand sides of Egs. (6.1.42) and (6.1.43) allows
us to find the relations between the new parameters v and § and the parameters A, @), and cg:

+1/A207% + 44co —

52 = EVACQ +24ACO AQ (6.1.44a)
+ 20)2

V2§t AQ = VA +24ACO ~AQ (6.1.44b)
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Chapter 6. Theory of nonlinear slot waveguides

The correct choice for the sign in front of the square-roots is again dictated by the fact that we
have assumed that the magnetic field H,, is a real quantity. The solution of Eq. (6.1.43) is real if both
~ and 0 are real quantities. Using a similar reasoning as in the case I.a (see Page 82), by checking the
bounding values for 62, we conclude that the proper choice of the sign in front of the square-root is
the top plus sign. The final expressions for v and ¢ in this case are:

/A20)2

)2 = VA +§AC°+AQ, (6.1.452)
/A2Q? 1 4Acy — A

g2 = YA+ ddc = AQ (6.1.45b)

2

The following derivation is exactly the same as in the case I.a but we have to keep in mind that
the definitions of v and § are reversed [compare Egs. (6.1.21) and (6.1.45)] and that @ is defined by
Eq. (6.1.41). Equation (6.1.43) is integrated and yields a formula that is identical to Eq. (6.1.22):

Hz(x)
J a1, Y (6.1.46)
1) /(72 + HE)(? — HY) A

By an analogy to the case presented in I.a, the final expression for the field profile in the nonlinear
core for g3 < 0 has the form:

2 1 52
Hy(z) = 5cn{x/7 ;5 x +cn™! [sz(o)

6.1.2 Summary and unification of the expressions for field profiles in the nonlinear
core

52
72+52]

72_{_52

o } . (6.1.47)

Before proceeding to the derivation of the analytical expressions for the nonlinear dispersion relations
for the metal slot waveguide, we present the summary of the expressions for field profiles in the slot
waveguide core in the form of a table.

The first column of Table 6.2 presents the results obtained for the subcase I.a, where q% and cg
are greater than zero. The second column summarizes the subcase Lb, for which ¢ > 0 and ¢y < 0
and the third column shows the results in the case II, where q% < 0, in which we have shown that the
only possibility is ¢y > 0 [see Eq. (6.1.16)]. A new quantity m was introduced that denotes the elliptic
function parameter and is equal to the square of the elliptic modulus k. For more details on elliptic
integrals and Jacobi elliptic functions see Appendices B and C. In Table 6.2, auxiliary parameter s
and x( are introduced in order to simplify the notation.
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During the field profile derivation, it was convenient to consider the case co > 0 for positive and negative values of ¢5. By distinguishing these two
cases, we were able to define all the quantities that appeared during the derivation (in particular @) in such a way that they are positive. Working
with positive quantities only facilitated the choice of the plus or minus signs whenever it was ambiguous. Actually, cases I.a and II can be merged
into one case using the definition @) = k:%q%. In this case, Q is no longer a strictly positive quantity and can be both positive and negative. Merging
cases L.a and II together allows for reducing Table 6.2 to only two cases presented in Table 6.3.

Quantity \ Case IL.a q% >0and cg >0 Lb q% >0 and cg <0 11 q% < 0 therefore the only possibility cg > 0

o | (22) - a3 + 003 | 1
4 Ho
Q kba3 kola3|
4?2 \/@%Q AQ+\/W \/@+AQ
s 72 + 62 — 72 + 62
m e = 5
. At [0 A [20]) Tt [0

Hy(x) dcn [\/% (x—a:o)‘m] ~vdn [ 77? (a:—mo)‘m] dcn [\/% (a:—:ro)‘m]

Table 6.2: Comparison of the parameters used in the functions describing the magnetic field profile in the nonlinear core of the slot waveguide, in case
of metal claddings for the three cases considered in Section 6.1.1.
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Chapter 6. Theory of nonlinear slot waveguides

Table 6.3 gives the expressions for the magnetic field profiles in the nonlinear core of the slot
waveguides for ¢y > 0 and ¢y < 0. Based on these expressions and on the profiles of the Jacobi elliptic
functions cn and dn shown in Appendix C, we can verify the agreement between the nature of the
field profiles obtained analytically and deduced from conditions 1 and 3 on Page 81. For ¢y > 0,
the magnetic field profile in the core is given analytically in Table 6.3 in terms of the Jacobi elliptic
function cn. From Fig. C.1(a) we see that the continuous function cn, for values of the parameter
m € |0,1), takes values between —1 and 1 and therefore crosses zero. This means that the magnetic
field profile for the case ¢y > 0 may possess nodes. This is coherent with the conclusion drawn in
point 1 on Page 81. The case of m = 1, for which the function cn does not cross zero will be discussed
in Section 6.1.4, where the limiting case of the dispersion relations obtained using the JEM for a single
interface between a metal and a nonlinear dielectric is discussed.

For the case of ¢y < 0, the magnetic field profile in the core is given by Jacobi elliptic function dn.
From Fig. C.1(b), we see that the function dn, takes values from the interval (0, 1] and therefore never
crosses zero. This means that the magnetic field profile for the case ¢y < 0 can not possess nodes. This
is coherent with the conclusion drawn in point 3 on Page 81.

In Section 6.1.3, without loss of generality, we present the derivation of the dispersion relations for
the nonlinear slot waveguide using in the reduced number of cases following Table 6.3.

Quantity \ Case I ¢g>0 ITI ¢ <0
q% = 5% - €1,2 positive or negative positive

2 €1,2 2 2 2 as r72 2

co ko (?) 9 — a3 + FHy | Hy
2
A k:gag
Q ko a3
2 /A2Q2 11 Aco—AQ AQ++/A2Q% —4Aco|
2 2

52 VA2Q2+4Aco+AQ AQ—+/A2Q2—4A|c|
2

2

s 72+ 62 —
o v?—8?

Z0 — %cnfl [HQ(;(O) ‘m] —\/gdnfl [HQV(O) ‘m]
Hy(x) dcn [\/% (x — xo)‘m] ~vdn [\/f (x — xo)‘m]

Table 6.3: Simplified version of Table 6.2, where the number of cases was reduced to two. Here the
distinction between cases is based on the sign of the integration constant cy. The sign of ¢3 in case II
(co < 0) is deduced from Eq. (6.1.17).
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6.1. Jacobi elliptic function based model

6.1.3 Nonlinear dispersion relations
I. The case ¢y >0

At first, we derive the dispersion relation for nonlinear slot waveguides when ¢y > 0. Using the
analytical formula for the field profile in the nonlinear core provided in Table 6.3, the field profiles in
metal claddings given by Eqgs. (6.1.4), and Maxwell’s equations [Egs. (1.5.2)], we write the continuity
conditions for the tangential electromagnetic field components H, and E, at both interfaces between
the nonlinear core and the metal cladding:

1. Continuity conditions at x = 0:

(a) The continuity condition for the magnetic field component
Hilp—o- = Ha|,—o+ (6.1.48)

yields
Hy = Hy(0). (6.1.49)

(b) The continuity condition for the tangential electric field component
EZ,1|:B=O* = 2’,2|$=04r (615())
transformed with the use of Eq. (1.5.2c) gives

koasar  _ dHz) (6.1.51)

€1 dz |, _o+

where, based on the assumption that the nonlinear permittivity change is small, we substi-
tuted ea],—o+ by €2 in the numerator on the left-hand side.

Equation (6.1.51) allows us to determine the sign of the magnetic field derivative inside the
nonlinear core in the vicinity of its interface (at x = 0%). Knowing that we look only for the
solutions where g; > 0 (see Eq. (6.1.4a) and Page 81), the metal cladding permittivity is negative
(e1 < 0), and the core permittivity is positive (€2 > 0) and using the convention that Hy is
positive (see Page 83), we conclude that the sign of the derivative (dHs/dx)|,—g+ is negative.
This reasoning was used to determine the sign of the argument of the Jacobi elliptic function in
Section 6.1.1 on Page 83.

Equations (6.1.48) and (6.1.51) have already been used in Section 6.1.1 in the derivation of the
expression for the integration constant co [see Egs. (6.1.5) and (6.1.6)]. Therefore, we do not need
to take them again into account because they do not bring any new information and do not result
in a new constraint. Nevertheless, now we know the analytical expression for the magnetic field
profile in the nonlinear core that is given in the first column of Table 6.3. Using this expression,
the formulas for the Jacobi elliptic function derivatives, and the symmetry properties of Jacobi
elliptic functions (for both derivatives and symmetry properties see Ref. [152] and Appendix C)

we can express Eq. (6.1.51) explicitly:
m] dn [4 /%:po

k 0
0 p = & Ssn[ 5 2
where the parameters m, s, 7, and § are defined in Table 6.3. We have checked numerically that
this equation is an identity for all values of 8 which confirms the validity of our JEM formulation.

.1.52
€1 €2V A A m], (6.1.52)
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2. Continuity conditions at x = d:

(a) The continuity condition for the magnetic field component

H2|:v:d— = I_I3|z:d+ (6.1.53)

eny 5 2= m) | = (6.1.54)

(b) The continuity condition for the tangential electric field component

B 2le=d- = Ez3luzar (6.1.55)

yields

transformed with the use of Eq. (1.5.2¢), the formulas for the Jacobi elliptic function deriva-
tives, and the symmetry properties of Jacobi elliptic functions (see Appendix C) gives

563 S S S
kogsera N A [\/; (d = o) ‘ m] dn [\/; (d — o) ‘ m] = Hy, (6.1.56)

where, based on the assumption that the nonlinear permittivity change is small, we substi-
tuted €z|,—g+ by €2 in the denominator on the left-hand side.

Comparing the two expressions for H; given by Eqgs. (6.1.54) and (6.1.56), we obtain the nonlinear
dispersion relation in its final form for the case of ¢y > 0

en [\/i (d — x0) ‘ m] - kogjem %Sn [ % (d — x0) ‘ m] dn [\/i (d — 20) ‘ m] 1 (6.1.57)

In order to obtain the dispersion curves for the case ¢y > 0, Egs. (6.1.57) has to be solved nu-

merically for 8 for a given set of opto-geometric parameters of the structure (ei, €2, ng2), €3, d) and
parameters of light (A, Hy). The values of 3 that satisfy this equation and the corresponding field
profiles are solutions of our modal problem in the plasmonic nonlinear slot waveguide configuration.

I1. The case ¢y <0

Here we derive the dispersion relation for nonlinear slot waveguides when ¢y < 0. The method used
here is exactly the same as in the previous case (for ¢y > 0). Using the analytical formula for the
field profile in the nonlinear core provided in the second column of Table 6.3, the field profiles in
metal claddings given by Egs. (6.1.4), and Maxwell’s equations [Egs. (1.5.2)], we write the continuity
conditions for the tangential electromagnetic field components H, and E, at both interfaces between
the nonlinear core and the metal cladding:

1. Continuity conditions at = = 0:
(a) The continuity condition for the magnetic field component
Hi|y—o- = Halp—o+ (6.1.58)

yields
Hy = H(0). (6.1.59)

(b) The continuity condition for the tangential electric field component
E271|x:0— = EZ,2|90:0+ (6'1'60)
transformed with the use of Eq. (1.5.2¢) gives

k061,2Q1H _ dH,

) 6.1.61
€1 0 dx =0+ ( )

where, based on the assumption that the nonlinear permittivity change is small, we substi-
tuted €z|,—g+ by € 2 in the numerator on the left-hand side.
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6.1. Jacobi elliptic function based model

In the general form [in the case where the Hy(z) profile is not specified by any particular
expression|, Egs. (6.1.58) and (6.1.61) are identical to Egs. (6.1.48) and (6.1.51). In this general
form they have already been used in Section 6.1.1 in the derivation of the expression for the
integration constant ¢y [see Egs. (6.1.5) and (6.1.6)]. Therefore, we do not need to take them
again into account.

Although, if we consider Eq. (6.1.61) for the specific case of ¢y < 0 with the field profile given
by formula Eq. (6.1.39) (corresponding to the second column of Table 6.3), then Eq. (6.1.61)
is different form Eq. (6.1.51) that was written for the case ¢y > 0 and where the field profile
Hs is represented by Eq. (6.1.47) (corresponding to the first column of Table 6.3). We can
express Eq. (6.1.61) explicitly using Eq. (6.1.39), the formulas for the Jacobi elliptic function
derivatives, and the symmetry properties of Jacobi elliptic functions (see Appendix C). After

these operations, Eq. (6.1.61) becomes
f.%‘o m|cn 12%0
V A V A

We have checked numerically that this equation is an identity for all values of 8 which confirms
the validity of our JEM formulation.

k 2 1
091 Hy = rm oI en
€1 €2 VA

m] : (6.1.62)

2. Continuity conditions at x = d:

(a) The continuity condition for the magnetic field component
Hy|ymig— = Hsly=g+ (6.1.63)

yields

2
'ydn[ VZ (d —xp)

m] = H,. (6.1.64)

(b) The continuity condition for the tangential electric field component

Ez,2

e=d— = Ez3|p=a+ (6.1.65)

transformed with the use of Eq. (1.5.2¢), the formulas for the Jacobi elliptic function deriva-
tives, and the symmetry properties of Jacobi elliptic functions (see Appendix C) gives

ﬁ (d — x0) ‘ m] cn [\/f (d — o) ‘ m] = Hy, (6.1.66)

where, based on the assumption that the nonlinear permittivity change is small, we substi-
tuted ez|,_g+ by €2 in the denominator on the left-hand side.

7263m 1

kogseia V A

Comparing the two expressions for Hy given by Egs. (6.1.64) and (6.1.66), we obtain the nonlinear
dispersion relation in its final form for the case of ¢y < 0
m] cn

In order to obtain the dispersion relations for the case ¢y < 0, Eq. (6.1.67) has to be solved
numerically for 3 for a given set of opto-geometric parameters of the structure (e1, €2, no, €3, d) and
parameters of light (A, Hp). The values of § that satisfy this equation and the corresponding field
profiles are solutions of our modal problem in the plasmonic nonlinear slot waveguide configuration.
The solutions of Eq. (6.1.67) together with solutions of Eq. (6.1.57) build the full dispersion diagram
for the nonlinear slot waveguide.

2

Vz(d— o)

2
VZ (d — x0)

2

VZ (d — z0)

dn

€3m 2
m| = — SN
kogsero V A

m] | (6.1.67)
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Chapter 6. Theory of nonlinear slot waveguides

ITI. Summary of the dispersion relation results

To sum up the results of the Jacobi elliptic function based model we gather the expressions for the
dispersion relations and field profiles in form of two tables. Table 6.4 presents the definitions of the
auxiliary parameters used in the derivation for both cases: ¢y > 0 and ¢y < 0. Table 6.5 presents the
expressions for the dispersion relations and the field profiles in these two cases.

Quantity \ Case I ¢g>0 II ¢ <0

q% =32 - €1,2 positive or negative positive
2 | (%) - a3 + 3|
A k32a2
Q ko a3
42 \/@—AQ AQ+\/W
52 \/@MQ AQ—\/W
s v? + 62 —
m % v:;rsz

Table 6.4: Auxiliary parameters used in the derivation of the formulas for the magnetic field profiles
and for the dispersion relations in the nonlinear slot waveguide in the frame of the JEM. The sign of
q3 in case II (¢ < 0) is deduced from Eq. (6.1.17).
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€6

Case o Hy(x) and xg Dispersion relation
xg=—4/2cn? [HQT@‘WL]
I co >0 cn[ Z(d—xo)‘m]zkoqf’qgﬁsn[ Z(d—xo)‘m]dn[ Z(d—mo)‘m]
Hy = 5cn[\/§ (x — ) ‘m]
Zo = — V “TAanil [HQ'Y(O) ‘m] 2 2 2 2
II | <0 dn[ A(d—xo)‘m]zl@% Lsn[ A(d—xo)‘m]cn[ A(d—mo)‘m]
Hy = ~vdn [/\/112 (x — ) ‘m]

Table 6.5: Formulas for the magnetic field profiles in the nonlinear core of the slot waveguide and dispersion relations obtained using JEM for the
cases of positive and negative values of the integration constant cg.
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Chapter 6. Theory of nonlinear slot waveguides

6.1.4 Single-interface limiting cases for fields and dispersion relations in Jacobi
elliptic function based model

In Sections 6.1.1-6.1.3, we have developed the nonlinear dispersion relations for the plasmonic slot
waveguide configuration. In course of the derivation, it was mentioned (see Page 80) that for the
integration constant cg equal to zero, the problem of a nonlinear slot waveguide is reduced to a single
interface between a metal and a semi-infinite nonlinear dielectric.

In this section, we will study the nonlinear dispersion relations given in Table 6.5 in the limiting
case ¢y = 0 to show that they reduce to the dispersion relations of plasmon-—solitons on a single
interface between a metal and a nonlinear dielectric. The results obtained here for the limiting case
co = 0 will be compared with the results for the single interface between a metal and a nonlinear
dielectric derived in Chapter 3.

First, we simplify the auxiliary parameters (given in Table 6.4) used in the nonlinear dispersion
relations for the cases cg > 0 and ¢y < 0. Expressions for the parameters from Table 6.4 in the limiting
case ¢y = 0 are presented in Table 6.6.

Case 1 Case 11
Quantity co=0

q% = B2 - €2 | positive or negative positive
Q kba3
7? 0 AQ
52 AQ 0
s 52 —
m 1 1

Table 6.6: Auxiliary parameters used in the derivation of the formulas for the magnetic field profiles
and for the dispersion relations in the nonlinear slot waveguide in the frame of the JEM for the
single-interface limiting case (co = 0).
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6.1. Jacobi elliptic function based model

Here we will analyze the dispersion relations for the two cases (¢p > 0 and ¢y < 0) in the limiting
case cg = 0.

1. Case I

We start the analysis by case I from Table 6.5. First, we will rewrite the expressions for zy and
Hy for ¢y = 0 using the parameters given in Table 6.6:

20 = 1|~ en! [H2(O) 1] : (6.1.68a)

Q VAQ
VAQen [\/é (z — o) ‘ 1] . (6.1.68b)

We see that for ¢ = 0 the parameter m of Jacobi elliptic functions describing the magnetic
field is equal to 1. For this value of the parameter, Jacobi elliptic functions become hyperbolic
functions (see Table 16.6 in Ref. [112] and Appendix C). Using Table C.1, Egs. (6.1.68) become

o= —— L oot ((V2H2(0) a
0 h ( e ), (6.1.69a)

HQ = A/ ZQQ sech [ko(]g(.T - CL‘o)] s (6169b)
2

Hy

where we used the physical parameters as, kg, and go. Since for the configurations with a semi-
infinite nonlinear medium we considered only g3 > 0 (see discussion on Page 21) we substituted
\/q? by ¢2. Equations (6.1.69), describing the magnetic field profile Hy in the limiting case for the
single interface, becomes identical to Eq. (2.1.23) which was obtained by solving the nonlinear
wave equation [Eq. (2.1.7a) or (6.1.2)] for the case of a semi-infinite nonlinear medium in the
frame of the FBM.

The nonlinear dispersion relation for the case I given in Table 6.5 can be simplified in a similar
manner as the expression for the magnetic field profile. Using Tables 6.6 and C.1, the nonlinear
dispersion equation becomes

€392
€1,243

sech [koga(d — zo)] = tanh [koga(d — )] sech [koga(d — x0)] (6.1.70)
Canceling the common term with the sech function on both sides of Eq. (6.1.70) transforms this
equation to

tanh [kogo(d — 20)] = 28 (6.1.71)

€392
Equation (6.1.71) describes the nonlinear dispersion relation for plasmon-solitons on a single
interface (at © = d) between a metal and a nonlinear dielectric. Equation (6.1.71) is equivalent
to Eq. (3.1.4), which gives the dispersion relation for a single metal /nonlinear dielectric interface
obtained using the FBM, taking into account that: (i) in the frame of the JEM we used the
assumption that ez = ¢ 9 in the continuity conditions used to derive the nonlinear dispersion
relations (see Section 6.1.3), (ii) in the frame of the FBM the interface is located at « = 0.

2. Case II

The derivation of the limiting case cg = 0 in the case II is very similar to the one presented for
the case I. Likewise, using Tables 6.6 and C.1, the expressions for the magnetic field profile in
the case II presented in Table 6.5 becomes identical to Eq. (6.1.69). Taking the limiting case of
the nonlinear dispersion relation in case II presented in Table 6.5 yields and equation identical
to Eq. (6.1.71).

The analysis presented in this section proves that the results of the JEM for the limiting case of a
single interface between a metal and a nonlinear dielectric are compatible with the results of the FBM
that was derived for structures with a semi-infinite nonlinear medium.
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Chapter 6. Theory of nonlinear slot waveguides

6.2 Interface model

In Section 6.1, we have derived the Jacobi elliptic function based model (JEM) model that treats the
Kerr nonlinearity present in the core of the nonlinear slot waveguide in a simplified way. In the frame
of the JEM, only the transverse electric field component contributed to the Kerr-type nonlinearity
[see Eq. (6.1.1)] and the nonlinear permittivity change was assumed to be small (aE2? « ¢). These
assumptions allowed us to obtain analytical formulas (expressed in terms of Jacobi elliptic functions)
for the nonlinear dispersion relations and the field profiles of the nonlinear modes of the nonlinear slot
waveguide structure (see Table 6.5).

In this section, we will present the derivation of a model that is more numerical than the JEM but
treats the Kerr-type nonlinearity in a more precise way. The permittivity of the nonlinear core in the
frame of the interface model (IM) is described by [compare with Eqs. (1.6.13) and (2.3.4)]!

() = €:(2) = €y(x) = €2 = €12(x) + a2 [E2(z) + EZ(7)]. (6.2.1)

Moreover, there is no theoretical limitation of the values of the nonlinear permittivity change.

In the IM, the solutions of Maxwell’s equations are sought numerically, as explained in the following.
The field profiles inside the nonlinear core are found by numerical integration of Maxwell’s equations
that couple the E, and FE, field components. The novelty of our numerical method lays in the fact
that, the phase space where the solutions are being sought is reduced by a constraint that is expressed
in an analytical form. Below the derivation of this constraint is presented and the numerical procedure
of finding the nonlinear dispersion relations using the IM is described.

6.2.1 Analytical constraint

The derivation of the IM starts with Eq. (2.3.6) derived in Section 2.3.1 during the discussion of
the nonlinear medium properties in the frame of the exact model (EM). In the frame of the IM, we
will study only standard cubic Kerr-type nonlinearity described by Eq. (6.2.1). Therefore, we set the
parameter x of the power-law Kerr nonlinearity considered in Section 2.3.1 to be equal to two. For
k = 2 and for the slot waveguide configuration, with the parameters given in Fig. 6.1, Eq. (2.3.6) takes
the following form:

dE.\? « 2
( + ) = (Bko)* E2 — kjers (E2 + E2) — kgg (B2 + E2)” + Cy, (6.2.2)

where the linear permittivity € o and the nonlinear parameter as of the nonlinear core of the slot
waveguide appear.

In Section 2.3.1, we considered a semi-infinite nonlinear medium for which the magnetic field
H, and its z-derivative vanish when x — —oo. We have used these boundary conditions to set the
integration constant Cy in Eq. (2.3.6) to zero. Here we deal with a problem in which the nonlinear
medium is sandwiched between two linear (metal) layers, and therefore the nonlinear medium has a
finite size. In this case, the integration constant can not be set automatically to zero.

Similar to Section 2.3.1, we compare the right-hand side of Eq. (6.2.2) with the square of the
right-hand side of Eq. (2.3.1a). This time, the comparison gives an equation similar to Eq. (2.3.9), but
with an additional term being the integration constant Cy:

2
(;22 — 262) Eg + €12 (Ei + E'Z2) + % (Ea% + Eg)2 = (). (6.2.3)

Equation (6.2.3) together with continuity conditions for the tangential components of the electromag-
netic field will be helpful in finding the constraints reducing the phase space where the solutions of

! As in the case of the exact model described in Footnote 1 in Section 2.1.1 (Page 19), this assumption is stronger
than the one required to formulate the IM. In our case, it is necessary to consider materials in which only two diagonal
elements of the nonlinear permittivity tensor elements are equal €; = €, = €. The tensor component €, can have arbitrary
values because it does not appear in the model derivation.
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6.2. Interface model

Maxwell’s equations are sought, in order to find the dispersion curves for the nonlinear slot waveguide
configuration.

The left-hand side of Eq. (6.2.3) represents a quantity that is conserved across the transverse (along
the x direction) cross-section of the core of the nonlinear slot waveguide. Similar to Eq. (6.1.3) in the
case of the JEM, the expression on the left-hand side of Eq. (6.2.3) is always equal to the integration
constant Cj, regardless of the position in the nonlinear core.

We use the continuity conditions for the tangential components of the electromagnetic field in
order to relate the values of the electric field components E, and E, at the nonlinear interfaces to the
values of the total electric field amplitude, defined as F = /E2 + E2, at these interfaces. The field
distributions for the electric field components in the semi-infinite linear metal regions are found by
solving linear wave equations for these components. These wave equations are derived from Maxwell’s
equations [Egs. (1.5.2)] and read:

d’E,

d?E,
CE Katp. —0, (6.2.40)

where ¢ denotes a constant value of the g(x) function [defined by Eq. (2.1.7b)] in k-th layer (for
k € {1,3}). The general solution of these wave equations is a combination of decreasing and increasing
exponential functions of the form Ae*0%® 4 Be 0% The components of the electric field in the
cladding metal layers are given by:

1. In the left metal region (x < 0 — layer 1 in Fig. 6.1):
Epq = Agehon® (6.2.5a)
E.; = A eone (6.2.5b)

2. In the right metal region (z > d — layer 3 in Fig. 6.1):
Eps = Bme—koqzz(x—d), (6.2.6a)
E.3 = B.e fon@=d), (6.2.6b)
Only one exponential term is present in each of the expressions so that the electric field decays
exponentially for x — +oo.

The amplitudes of the electric field components at the nonlinear medium interfaces are defined as
follows:

1. At the left interface (z = 0%)

Ey(z =0%) = By, (6.2.7a)

E.(x=0")=E,j (6.2.7b)
2. At the right interface (x = d ™)

Ey(x =d7) = Eya, (6.2.8a)

E.(x=d)=E.4. (6.2.8b)

The total electric field amplitudes on the left Fy and right E; interfaces are defined by

Ey=4/E2y+ E2, (6.2.9a)
Eqg=4/E2,+E2,. (6.2.9b)

We define Ey and Ey to be positive quantities and therefore, in Egs. (6.2.9), only the positive square-
roots are considered.

Using the boundary conditions for the tangential electromagnetic field components H, and E,, we
relate the amplitudes of the electric field components F, and E, on both sides of each of the interfaces.
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1. At the left interface (x = 0):
(a) The continuity condition for the magnetic field H, reads
Hy,1|x:0— = Hypl,—o+- (6.2.10)

Inserting Egs. (1.5.2b), (6.2.5a), and (6.2.7a) into Eq. (6.2.10), we obtain the relation be-
tween the F, amplitudes on both sides of the left interface:

€1z = €20, 0, (6.2.11)

where €29 denotes the value of the nonlinear permittivity at the left interface of the core
and is equal to €a],_g+ = €2 + a2 E}.

(b) The continuity condition for the longitudinal electric field component E, reads
B ilz—0- = Ez2|p—0+ (6.2.12)

Using Egs. (6.2.5b) and (6.2.7b) in Eq. (6.2.12), we obtain the relation between the E,
amplitudes on both sides of the left interface:

A, =FE,p. (6.2.13)
2. Similar relations are obtained using the continuity conditions at the right interface (x = d):
(a) From the continuity condition for the magnetic field H,

Hy72|1':d_ = Hy,S

r=dt (6214)

using Egs. (1.5.2b), (6.2.6a), and (6.2.8a), we obtain the relation between the E, amplitudes
on both sides of the right interface:

€3By = €2,4Ez 4, (6.2.15)

where €3 4 denotes the value of the nonlinear permittivity at the right interface of the core
and is equal to €a|,_g- = €2 + a2 E3.

(b) From the continuity condition for longitudinal electric field component FE,
E.olp—g- = E.3lg—q+ (6.2.16)

using Eq. (6.2.6b) and (6.2.8b) in Eq. (6.2.16) we obtain the relation between the E,
amplitudes on both sides of the right interface:

B.=E.g4. (6.2.17)

In order to relate A, with A, and B, with B,, we will use Egs. (1.5.2b) and (1.5.2¢) assuming that
we deal with isotropic materials (e, = €, = €, = €). In the linear layers, these two equations allow us
to relate E, and E, components in the following way:

dFE,
dx

= koBE.. (6.2.18)
Using Egs. (6.2.18), (6.2.5a), and (6.2.5b) in layer 1 (see Fig. 6.1 for layer numbers), we obtain

Ay =LA, (6.2.19)



6.2. Interface model

Inserting Eqgs. (6.2.11) and (6.2.13) into Eq. (6.2.19), we obtain a relation between the amplitudes of
the electric field components at the left interface of the nonlinear medium (z = 07):

Em,O = 61/8 Ez,O- (6220)
q1€2,0
Likewise, using Egs. (6.2.18), (6.2.6a), and (6.2.6b) in layer 3, we obtain
B.--"B. (6.2.21)
a3

Inserting Eqgs. (6.2.15) and (6.2.17) into Eq. (6.2.21), we obtain the relation between the amplitudes
of the electric field components at the right interface of the nonlinear dielectric (z = d™):

Fpq=— €30 E. 4. (6.2.22)

q3€2,d

Using Eqgs. (6.2.9a) and (6.2.20), we can express the electric field components at the left interface
(Ez0, E.0) as a function of the total electric field amplitude at this interface Ey:?

2
52 (e18) E2, 6.2.24a
w0 (€2,001)% + (e18)? 0 ( )

2
2 _ (e2091) E2. (6.2.24b)

FE
07 (eg001)2 + (e18)?

Similarly, using Egs. (6.2.9b) and (6.2.22), we can express the electric field components at the right
interface (E; 4, E. 4) as a function of a total electric field amplitude at this interface Ey:

2
B2, = (c35) E2, 6.2.25a
w1 (eg,aq3)2 + (e38)2 ¢ ( )
2
B2, = ) g (6.2.25b)

(€2,093)% + (38)2 %

Equation (6.2.3) can now be rewritten on each interface in such a way that, it depends only on
the total electric field amplitude at this interface (as a parameter), effective index 5 as an unknown
and opto-geometric material parameters which are known and fixed for a given structure. Inserting
Egs. (6.2.24a) and (6.2.24b) into Eq. (6.2.3) taken at = 0%, we obtain the nonlinear dispersion
relation at the left interface (x = 0):

€20 2 (615)2 ) 2 _
{ [<5> ~ %20 (€2,0q1)% + (e13)? Tzt 5 Eo ¢ By = Co (6.2.26)

2Equation (6.2.24a) relates the values of E; ¢ and Ey in the case of a single interface between a nonlinear dielectric
and a metal (two-layer structure). In Section 3.2 we have derived a similar equation [Eq. (3.2.6)] for the case of a three-
layer structure, where the film with the permittivity es and thickness d is sandwiched between a semi-infinite nonlinear
cladding with permittivity €1 and a semi-infinite linear cladding with permittivity e4. Here we recall Eq. (3.2.6):

(ﬂﬁsR)Q E2
(BesR)? + (gse1,0T)? "

2
Ez,O =

where the parameters R and 1" are given by

R = qse3 tanh(kogsd) + gsea,
T = ques + qsea tanh(koqu)

and €1,0 denotes the value of the nonlinear permittivity at the interface x = 0. Taking the limiting case d — 0, one
reduces the problem to a single interface between the nonlinear dielectric with permittivity €1 and the linear layer with
permittivity es. Using d — 0 in expressions for R and T' [tanh(kogsd) — 0], one obtains the expression for the F, field
amplitude at the interface x = 0

2 0= (554)2 Eg.
7 (Bea)? + (qa€10)?

This expression is equivalent to Eq. (6.2.24a).
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Inserting Egs. (6.2.25a) and (6.2.25b) into Eq. (6.2.3) taken at x = d—, we obtain the dispersion
relation at the right interface (z = d):

€2.d 2 (e35)? &2 9 2
{[<ﬁ> 722 (e + (B T2 T g Fa= (6:2.27)

Equations (6.2.26) and (6.2.27) considered separately give the dispersion relation for a single
interface between a metal and a nonlinear dielectric. In this case, the nonlinear medium is semi-infinite
which means that Cp must be set to zero (see discussion at Page 96; for semi-infinite medium both
E, and E, components tend to zero infinitely far from the interface). Setting Cp = 0 in Eq. (6.2.26)

yields
2
€2,0 (616)2 a2 9 2
{ [( s > N 262’0] (€2,0q1)% + (€13)? teazt QEU} Eg =0. (6.2.28)

This equation can be solved analytically for 5. The solution depends on the parameters of the structure
(€1, €12, a2, €3) and the electric field amplitude at the interface Ey and is given by

165 0(€e12 — €1 + R EY)
B = (

6%70 +e2)(er0 + %Eg) ey’

(6.2.29)

Only the positive root is considered because we are interested here in forward propagating waves only.
Equation (6.2.29) can be compared to Eq. (11) in Ref. [70] and Eq. (14) in Ref. [77] derived for the
case of a single metal/nonlinear dielectric interface.

The solution for a single-interface problem provides a good approximation (in terms of effective
index ( and the field profiles) for first-order highly asymmetric modes in the nonlinear slot waveguides
whose field profiles are mostly localized on one interface of the core (see also the discussion on Page 80).
These solutions are invariant with respect to the waveguide width as they interact strongly only with
one of the core interfaces. More comments and illustrations of this property will be presented in
Section 7.1.4, where we discuss the results for the symmetric nonlinear slot waveguide configuration.

After this digression on the single-interface case, we come back to the derivation of the constraint
limiting the phase space of the solutions of Maxwell’s equations in nonlinear slot waveguide structures.
Comparing the dispersion relations for the single interfaces given by Egs. (6.2.26) and (6.2.27), we
eliminate the integration constant Cj and obtain the final equation of the IM:

(6270)2 9ens (e18)? Fen+ 042E2} B2 —
B T (e20q1)? + (e15)? ' 2 0f70

€24\’ (e35)? a2 o 12
{ [<5) ~ % (€2,d93)* + (e3/)? teazt 5 Ea (6.2.30)

Equation (6.2.30) represents the constraint that will be used in the numerical algorithm computing
the dispersion curves presented in Section 6.2.2, in order to reduce the dimension of the parameter
space where the solutions of Maxwell’s equations in nonlinear slot waveguide structures are sought.

It is worth noticing that, in Eq. (6.2.30), neither the wavelength of light A nor the width of the
waveguide core d appear. This means that the condition given by Eq. (6.2.30) is identical, regardless
of the values of A and d. This condition depends only on the material parameters (e1, €2, a2, and €3)
and the field intensities at both nonlinear core interfaces (Ey and Ey). The size of the core and the
wavelength will appear in our next step — the numerical integration of Maxwell’s equations leading to
the field profiles in the core of the waveguide and to the dispersion curves of the plasmonic nonlinear
slot waveguide.

3Note that in the linear limiting case (agES — 0 and therefore e2,0 — €1,2), Eq. (6.2.29) transforms into the dispersion
relation for linear plasmons on a single metal/dielectric interface given by 8 = </e1€,2/(€1 + €1,2) (see Eq. (2.14) in
Ref. [55]).
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6.2. Interface model

As stated before, Eq. (6.2.30) is not a dispersion relation for the slot waveguide modes but only
a constraint that limits the phase space where the solutions in the frame of the IM can be found. In
order to obtain the dispersion relations in the nonlinear slot waveguide, the field profiles in the core
are found by numerical integration of Maxwell’s equations. Maxwell’s equations are written as a set
of coupled equations relating both electric field components E, and E, [Egs. (2.3.1a) and (2.3.46)].
These equations are recalled here with the notation adapted for the nonlinear slot waveguide, where
the quantities related to the nonlinear layer have a subscript 2:

2 €9
dFE, BEZEZ - 2a2EzEgg (ﬁ - *)
ko °) (6.2.31a)
dz €2 + 202 E2
dE.
=k (5 - 65) E,. (6.2.31b)

In order to prove the scaling properties of the solutions in the nonlinear slot waveguide configuration
we introduce here a normalized transverse coordinate £ = koz. Rewriting Eqs. (6.2.31) using the
normalized transverse coordinate yields:

ap, BB —20EE (8- %)

T Py : (6.2.32a)
dE, e
" (B 5) E,. (6.2.32b)

To find the field profiles in the core and the dispersion relations for the nonlinear slot waveguide,
Egs. (6.2.32) are integrated in the core of the waveguide:

B0 Ael©E) - 2B B (8- =) ) -
JE(O) +8) = L €2(§) + 202 E2(§) £, (6.2.33a)
E(p) B P B 62(5)
JE(O) 4B () = L (ﬁ 3 )Eff({) d€, (6.2.33b)

where the £ dependency of all the quantities in explicitly denoted. From Egs. (6.2.33), we notice that
the field profiles (and therefore the dispersion curves, as it can be seen in Section 6.2.2) for identical
values of the reduced waveguide thickness p = kod = 2mwd/\ will be identical. Therefore, we conclude
that the dispersion relations for a nonlinear slot waveguide with given material parameters (e, € 2,
ag, and €3) will depend only on the ratio d/\ and not on the wavelength or the core thickness itself.
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6.2.2 Numerical algorithm and nonlinear dispersion relations

In this section, we present the description of the numerical algorithm that is used to find the dispersion
relation for the modes of a nonlinear slot waveguide in the frame of the IM. This algorithm uses the
shooting method [88] to find solutions of Maxwell’s equations in the waveguide core and finally the
nonlinear dispersion relation for the plasmonic slot waveguide.

In a general case, the numerical procedure would be the following. First, for a given structure, we
fix the parameters Ey, E4, and 8 and integrate Maxwell’s equations [Egs. (6.2.31)] in the waveguide
core with the values Ey and [ as initial parameters. The results of the integration are the field profiles
E.(x) and E,(z) inside the nonlinear core and, in particular, the total electric field amplitude at the
interface x = d denoted by Eénum). Next, we verify if the result of the numerical integration fulfills
the conditions resulting from the problem formulation:

1. If Eénum) is equal to the initially fixed value E4?

2. If the z-derivative of the product of the permittivity and the transverse electric field es F, at the
interface x = d~ has the correct sign? The condition for the correct sign of the product of the
permittivity and the transverse electric field €2 £, at the right nonlinear core interface (x = d™)
was not derived yet in course of presentation of our IM. This derivation is presented here. We
start from Eq. (6.2.16):

E.olpeq- = E.3|p—q+- (6.2.34)

The longitudinal field component E, can be expressed with the help of Eq. (2.3.1b) as

1 d(eEy)
= koBe dz

(6.2.35)

where we consider isotropic medium for which €, = €, = €. In the case of the uniform linear
medium (as it is the case for layer 3), Eq. (6.2.35) simplifies to [compare with Eq. (6.2.18)]

1 dE;
= . 6.2.36
N koﬁ dzx ( )
In the nonlinear medium (layer 2) Eq. (6.2.35) is written in the form
1 d(e2Ey)
E, = —. 6.2.37
z kO/BEQ dzx ( )
Inserting Egs. (6.2.36) and (6.2.37) into Eq. (6.2.34) yields
1 d(eFE dE
1 dek)|  _dE| (6.2.38)
€2,d dx r=d~ dz r=dt+
Equation (6.2.38) is now multiplied by Eq. (6.2.15) to give
d(EQEg;) dEx
E =e3B, — . 6.2.39
z,d dr o €30z dz |y ( )

Computing the derivative on the right-hand side of Eq. (6.2.39) using Eq. (6.2.6a) gives

B, d(e2Ey)

, dz = —ko(]g@,Bi. (6.2.40)

r=d~

The right-hand side of Eq. (6.2.40) is positive as €3 of the metal is negative and all the other
quantities there are positive. Therefore, the sign of the derivative [d(exFE,)/dz]|,—4— must be
identical to the sign of E, 4. This is the condition that is checked in the numerical algorithm.
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6.2. Interface model

3. If the components of electric field at x = d fulfill the conditions given by Eqgs. (6.2.25a) and
(6.2.25b)74

If these three conditions are fulfilled then the triplet (Ey, E4, and ) and the corresponding field
profiles are accepted as a genuine solution of our problem.

In the general case described above, the phase space where the solutions are sought is three-
dimensional and it is spanned by Ey, F4, and 5. However, we can separate the problem into two cases,
where we will be able to simplify it and look for the solutions in only two dimensional spaces. The
two cases are :

1. The case of symmetric (Eyo = E;q) or antisymmetric solutions (E,o = —FE;4) (for both
symmetric and antisymmetric solutions Fy = E;) in a symmetric structure (e; = €3). In this
case, we look for the solutions of Maxwell’s equations in a two-dimensional space spanned by
Ey and f for each of the cases E; o = +E, 4. For Ey = E4 in symmetric structures, Eq. (6.2.30)
represents an identity and it is satisfied for all values of 3. Therefore, Eq. (6.2.30) will not provide
any help in further reducing the parameter space where the solutions are sought.

2. The case of either the asymmetric solutions (Ey # E;) in a symmetric nonlinear slot waveguide
structure (e; = €3) or any solution in an asymmetric structure (e; # e3). For these type of
solutions, Eq. (6.2.30) is not an identity and results in a constraint on the three-dimensional
space where the solutions are sought. Equation (6.2.30) is transformed to the form:

paB* + paf® +po =0, (6.2.41)
where
pi = 2003 + ) — 20008 B S + B) + [( g+ )y + D), (6.2.420)
P2 = 6061 Bj (€5 4+ €3) — €5 43 B(e5 9 + )+
2€9. 062 ge1€3(€ ge1 By — €20e3E3) — f[e%oel(e%,d +é2)+ 6%@63(6%0 + e, (6.2.42b)
po = eg7oe§7dele3(63E§ —a B2+ f), (6.2.42¢)
with o
f=eo(E2+E3)+ ?2(E§ + EY). (6.2.42d)

This shows that Eq. (6.2.30) is satisfied only by a finite set of 5 values. Because we look for
forward propagating nonlinear modes and material losses are neglected, the only physically
meaningful solutions of Eq. (6.2.41) are the ones where f3 is real and positive. Therefore, the two

possible roots are:
—p2 £4/p5 —4

2p4

Only the real solutions among [+ are used further in the process of resolution of the nonlinear
problem.

Using Eq. (6.2.30), the three-dimensional space from the general case is now reduced to a two-
dimensional space [one for each of the real effective indices given by Eq. (6.2.43)] spanned by Ej
and Ey. Therefore, instead of scanning a full three-dimensional space spanned by Fy and Ejy,
and 8 we need to scan only few two-dimensional spaces spanned by Ey and E,; corresponding to
the physically meaningful § values given by Eq. (6.2.43). In other words, for a pair (Ey, Eq) we
just need to check if the field integration gives good results (i.e., if conditions 1-3 on Page 102
are fulfilled) for real values among (4. If all the conditions are fulfilled then the triplet (Ey, Eq,
and ) and the corresponding field profiles are accepted as a genuine solution of our problem.

4Actually, it is necessary to verify only one of the conditions given by Eqs. (6.2.25a) and (6.2.25b) because the
amplitudes E, 4 and E. 4 are related by Eq. (6.2.9b).
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Chapter 6. Theory of nonlinear slot waveguides

Note that here we reduce the phase space of possible solutions in terms of the effective index .
Another option would be to try to solve Eq. (6.2.30) with respect to Ey or E4. However, this
way of proceeding would be more cumbersome. It turns out that Eq. (6.2.30) can be written as
a polynomial of Ey (or Ey) in a form ES + r¢ES + r4Ej + ro = 0. This equation can be reduced
to a fourth-order polynomial in Eg , for which finding solutions is more difficult than in the case
of Eq. (6.2.41) that is reducible to a second-order polynomial equation in 32.

|set structure parameters: €1, €2, €3, na, d|

set physical parameters: A, Eéi"i), Eémd), E,(ii"i), E((;ml)y plmd, glend)

set scanning parameters: Ng,, Ng,, Ng, Nrefine; Nintegrate

!

yes

ise; = €37

symmetric or antisymmetric solutions Eo = Fq

i=0

" ~(i NG ~(end ~(i
[set B = EE™ <+ i/Ney (587 — )}y

set Eq = Eo

j=0

i1
j=J+ sot B = BlinD +‘j/Nﬁ(ﬁ(end) _ ﬁ(ini))|
I

|intcgratc Maxwell’s equations inside NSW|

refine the solution

is solution co-
herent with the

no assumptions?
yes
ACCEPT the solution
yes
is B = glend)?

no

no

i=0
~ o . ~(end "
[set B = B§™ 4 i/Ne, (B8 — 56 fem
j=0

j=j+1 ini end ini
—v|sct Eaq=E$™ +j/Ng,(ES™ - Ej )>|
I
solve paf* + paf? 4+ po =0 |
I

|intcgratc Maxwell’s equations inside NS\V|

refine the solution

no

is solution co-
herent with the
assumptions?

no

yes

ACCEPT the solution

is By = ES™?

yes

Figure 6.2: Block scheme representing the numerical procedure that finds the dispersion relations for
the plasmon-solitons in the nonlinear slot waveguides (NSW) in the frame of the IM. The indices 4
and j denote the computational step in the scans over Fy, Ey4, or [ parameters.

104



6.2. Interface model

The numerical procedure used to find the dispersion relations in the frame of the IM is presented
schematically in the block scheme in Fig. 6.2. The procedure starts by setting general parameters of
the structure and of the simulation (top of Fig. 6.2). The left part of Fig. 6.2 presents the details of
the solution procedure described in the case 1 on Page 103 and the right part of Fig. 6.2 presents the
details of the solution procedure described in the case 2 on Page 103.

First, we set the opto-geometric parameters of the structure. Then the physical parameters and
the scanning intervals for Fy, Fg4, and [ are chosen. Solutions with values of any of these three
parameters outside of the boundaries set by initial values (denoted by superscript 'ini’) and the final
values (denoted by the superscript ’end’) will not be found by the procedure.

Next, the number of steps for the scans in Ey, E4, and 3, denoted by Ng,, Ng,, and Ng, respectively,
is set. The numbers of steps and the scanned interval define the resolution of our algorithm. For
instance, the resolution in the effective index J is given by Ag = [plend) — g(ini)] /Nga. If there exist
two modes that are separated by a distance smaller than A3, those modes will generally not be found
by the scanning procedure for the symmetric or antisymmetric modes.

There are two other parameters to be set. Niefine denotes the number of iterations with which
the solution found by the scan is refined using the bisection method. After the solution was prelim-
inary localized by the scanning procedure, another Nefine bisection steps are performed its vicinity.
Therefore, the precision with witch the solutions are found, is 2Nrefine times better than the resolution
(for the effective index, the precision is given by A3/2Nrefine). The last parameter is Nintegrate, Which
defines the maximum number of steps that can be taken in the procedure of integration of Maxwell’s
equations in the nonlinear slot waveguide core. The procedure we use to integrate Eqs. (6.2.31) is the
built-in ordinary differential equation solver in SCILAB called ode [146].

After having set all the parameters, we check if the structure is symmetric or asymmetric in terms of
metal cladding permittivity. For the symmetric cladding we look first for symmetric and antisymmetric
modes (the case 1 on Page 103) and then search for the asymmetric modes (the case 2 on Page 103).
In the case of asymmetric cladding only the procedure to find asymmetric modes is used (the case 2
on Page 103). In the following we present the details of both procedures.

First, we will describe the procedure of finding the symmetric and antisymmetric modes presented
in the left part of the scheme in Fig. 6.2:

1. We set the value of the total electric field amplitude at the left metal/nonlinear dielectric interface
Ey. For the symmetric and antisymmetric modes F; = Ej.

2. We set the value of the trial effective index .

3. We integrate Maxwell’s equations [Eq. (6.2.31)] and find the field profiles inside of the nonlinear
slot waveguide core. The initial value of the xz-component of the electric field E, ¢ is computed
using Eq. (6.2.24a). The initial value of the z-component of the electric field E, ( is calculated
using Eq. (6.2.24b) [or equivalently Eq. (6.2.9a)]. This however leaves us with the ambiguity
about the choice of the sign of the initial value of the z-component of the electric field E, g =

T4/ Eg — Eg,o- This ambiguity is resolved by looking at the boundary condition for the tangential

components of the electromagnetic field at the interface located at © = 0. This condition is
expressed in the form of Eq. (6.2.20). The IM is formulated for positive values of 8 (forward
propagating waves), ¢ (see discussion on Page 81), and ez (dielectric permittivity) and for
negative value of €; (metal permittivity). Having this in mind, and using Eq. (6.2.20), we conclude
that the electric field components at = 07 have opposite signs [sgn(Ez0) # sgn(E. o)].

Therefore, if we choose positive E, o then E, o has to be negative and the sign in front of the
square-root in the expression defining it is a minus sign. We must choose a plus, in case of a
choice of negative E, . Without loss of generality, in all the results presented for the IM in
Chapter 7, we chose the convention E, g > 0.

4. We check if the solution obtained from the integration procedure is coherent with the condi-
tions 1-3 on Page 102
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Chapter 6. Theory of nonlinear slot waveguides

D.

To verify the Condition 1, we check if the value of the field at the right metal/nonlinear dielectric

interface found in the numerical integration process Eénum) is equal to the value assumed at the
beginning Ey. This can be done only up to some numerical accuracy. Actually, in order to avoid
finding minima of AF,; = |E((inum) — E4|, we compare the values of m = E((inum) — E4 from
the present computational step (step j) and from the previous computational step (step j — 1)
(corresponding to 3; and Bj_1). We accept the solution only if /A\E; changes its sign. This means
that the solution By, for this Ey is located somewhere in between ; and $;_1. Having found
the interval where the solution Sy is located we repeat steps 2 and 3 inside of the interval [},
Bj—1] using the bisection method [88] with the condition of the change of the sign of Z\E/d The
bisection procedure is repeated Nyefine times.

After having refined the precision of our solution we proceed to the verification of the two
physical conditions (conditions 2 and 3 on Page 102) that have to be satisfied by our solution.
Condition 2 relates the sign of the electric field component at the interface x = d~ (E 4) and
the sign of the z-derivative of the product of the permittivity and the transverse electric field
at this interface [d(e2FE;)/dx]|,—4— and it is given by Eq. (6.2.40). It states that for negative
cladding permittivity e3 (as it is for the metal cladding studied in this PhD thesis), the signs
of E;q and [d(e2E;)/dz]|,—4- must be identical. We check if this condition is fulfilled for the
fields computed numerically. If it is not fulfilled, we discard the solution. Otherwise, we proceed
to the second physical condition (condition 3).

To verify the condition 3 we check if the absolute values of the amplitudes of the field components
|E:](C{1;m)| and |E£?;m)| are coherent with the ones computed using Egs. (6.2.25). As a matter of
fact, it is enough to check the condition for only one of the components, because they are related
by Eq. (6.2.9b).

If all the conditions from the step 4 are fulfilled we accept the solution and proceed to the next
steps in the loops over § and Ej.

After finishing all the steps in Fy and S scan in the procedure finding symmetric and antisymmetric
solutions, we proceed to the second part of the code that finds asymmetric solutions. Here we will
describe the details of this procedure (case 2 on Page 103) that is presented right part of the scheme
in Fig. 6.2):

1.

2.

We set the value of the electric field at the left metal/nonlinear dielectric interface Ej.
We set the value of the electric field at the right metal/nonlinear dielectric interface E,.

We solve Eq. (6.2.30) written in the form given by Eq. (6.2.41) for the possible values of the
effective index (. For each of the S values found [see Eq. (6.2.43)], we integrate Maxwell’s
equations [Egs. (6.2.31)] and find the field profiles inside of the nonlinear slot waveguide core.
The integration procedure is identical to the one described in Step 3 for the left part of the
scheme.

We check if the solution obtained from the integration procedure is coherent with conditions 1-3
on Page 102 (in identical way it is done in the step 4 for the left part of the scheme).

If all the conditions from the step 4 are fulfilled, we accept the solution and proceed to the next
steps in the loops over Fy and Ej.
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nonlinear slot waveguide configuration described in Chapter 6. We will start by Section 7.1 that
presents the results for symmetric structures, in which a nonlinear dielectric core is sandwiched
between two semi-infinite metal regions with identical values of the metal permittivity on both sides.
For these structures, in Section 7.1.1, we will discuss the obtained nonlinear dispersion diagrams and
classify the modes according to the type of the field profile H,(x). These symmetric structures show
very rich dispersion curves. Fundamental and higher-order modes can be classified according to their
symmetry into: symmetric, antisymmetric and asymmetric modes. Classification can be done also
using a different criterion: according to the number of nodes. We will distinguish two families: node-
less modes and modes with nodes. In the node-less family, the asymmetric modes appear from the
symmetric modes through the symmetry-breaking Hopf bifurcation [155]. The symmetry breaking of
the lowest-order modes in nonlinear slot waveguides was reported in Ref. [87]. This type of symmetry
breaking was also observed in dielectric waveguides with nonlinear cladding [24, 25, 27, 29, 30] or
core [38, 39] and in plasmonic structures with metal nonlinareities [99, 100]. It is worth noting that
the higher-order modes of nonlinear slot waveguides found in our work were not predicted before. The
symmetry breaking for the higher-order modes of the node-less family is described in this PhD thesis
for the first time. The mutual comparison between the results obtained using the two models will
prove their validity.
In Sections 7.1.2 and 7.1.3, we will discuss in more detail the field profiles of the modes existing in
nonlinear slot waveguides. The field profiles for the higher-order modes are presented for the first time.
We will present the field transformation along the dispersion curves. We will mutually compare the

THIS chapter presents the results obtained using the two models we have developed for the
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field profiles obtained using our two models and discuss the similarities and the differences between
the two approaches.

In Section 7.1.4, guided by the knowledge of the field profiles and the theoretical derivation pre-
sented in Chapter 6, we will present and justify the case in which the first-order asymmetric mode
dispersion curves are approximated by the results obtained using single-interface models developed
in Chapter 2. In Section 7.1.5, we will show a close relationship between higher-order modes of a
nonlinear waveguide that belong to the family with nodes and their linear counterparts that exist in
a similar linear slot waveguide.

Section 7.1.6 will present the study of the influence of the nonlinear core width on the behavior of
the dispersion curves for the symmetric nonlinear slot waveguide. The size effect on the bifurcation
threshold power and mode asymmetry will also be studied. Furthermore, an interesting behavior of the
dispersion curve of the first-order asymmetric mode will be observed while changing the core width.
In Section 7.1.7, we will discus the influence of the permittivity contrast between the nonlinear core
and the metal cladding on the dispersion curves. A precise choice of either the core width or its linear
permittivity turn out to be crucial in order to be able to obtain low-power nonlinear solutions in the
nonlinear slot waveguide.

Finally, in Section 7.2, the asymmetric slot waveguides will be studied where the asymmetry is
introduced by sandwiching the nonlinear core between metals with different permittivities on each side
of the core. No studies of asymmetric nonlinear slot waveguides have yet been presented in literature.
We show that the asymmetry of the waveguide lifts the degeneracy of the asymmetric modes. We also
compare the dispersion curves and the field profiles of asymmetric structures with these obtained for
symmetric structures.

7.1 Symmetric structures

Here we will discuss in detail the dispersion diagrams of symmetric nonlinear slot waveguide structures.
We will start by a comparison of the dispersion plots obtained using the two models that we have
developed: the Jacobi elliptic function based model (JEM) and the interface model (IM). First, we
present the dispersion relations in which the effective index of the mode S is plotted as a function of
the nonlinear refractive index change An averaged over the width of the waveguide

1 (¢ 1 (¢ (2)
(Any = djo Andz = djo ny I dz, (7.1.1)

where the intensity I is defined by Eq. (1.7.4). Here we also present a typical field profile for each of
the dispersion curves and classify the modes according to their symmetry and the number of nodes in
their magnetic field profile.

Later, we will present the dispersion relations using various coordinates in order to get a better
understanding of both the properties of nonlinear slot waveguides and the nature of our models.

In this section, we will focus on one particular symmetric configuration. We will study a 0.4-
pm-wide hydrogenated amorphous silicon core with permittivity €2 = 3.46% and the second-order

nonlinear refractive index ngQ) =2-10"1" m?/W [137-142]. This core is embedded between two semi-
infinite gold layers with permittivities e; = e3 = —90 [143-145]. The parameters of this configuration
are summarized in Table 7.1. The light propagating in the structure has a free-space wavelength
A = 1.55 pm. In our modal studies, losses in metals and dielectric core are neglected. An attempt to
estimate the propagation losses in nonlinear slot waveguide structures is presented in Appendix D. A
study of the losses using the method presented in Section 2.1.5 adapted to nonlinear slot waveguides
is presented there.
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Quantity \ Layer 1 2 3
Material gold hydrogenated amorphous silicon gold
Permittivity €1 = —90 €,2 = 3.462 es = —90
Second-order nonlinear refractive index — ng) =2-10"1" m?/W —
Thickness — d = 400 nm —

Table 7.1: Parameters of the symmetric nonlinear slot waveguide structure studied in this section.

7.1.1 Nonlinear dispersion diagrams
Jacobi elliptic function based model

Figure 7.1 presents the dispersion curves S({An})) of the nonlinear slot waveguide obtained using the
JEM. The horizontal axis is presented in the log scale. The dispersion curves corresponding to each
mode are labeled by symbols denoting the symmetry and the order of the mode. Typical field profiles
corresponding to each of the labeled modes are shown in Fig. 7.2. We will discuss the character of the
dispersion curves and classify the modes using these two figures.

For small values of nonlinear index modification (An) (which is equivalent to low light intensity
and low power), a symmetric mode SO and an antisymmetric mode ANO are supported by the nonlinear
slot waveguide structure. These modes are denoted by ‘0’ because they are the lowest-order modes for
a given symmetry. Moreover, these modes are the only modes that have their low-power counterparts
(similar modes exist in linear slot waveguide with identical opto-geometric parameters as the nonlinear
slot waveguide studied here). Modes of nonlinear slot waveguides that exist in the low-power limit will
be called the low-power modes (even if they also exist for elevated power levels). Figures 7.2(a) and (b)
show the magnetic field profiles for the modes SO and ANO, respectively. Even if the average nonlinear
index modification for the profiles presented in Figs. 7.2(a) and (b) is quite elevated (~ 0.1), they have
an effective index close to their linear counterparts and the field profiles still resemble those of the
linear modes. The effective index change of these modes (-5, where 81, denotes the effective index of
the linear counterpart of the mode) is approximately proportional to the nonlinear index modification
{An). Because of that, 8 changes slightly for the average index modification lower then 0.2. For higher
{(An), the increase of the effective index is clearly visible. Together with the growth of the effective
index of both SO and ANO modes, we observe that, with the increase of (An) these modes become
closer in terms of 5. The symmetric mode SO is the mode with the highest effective index (at low
powers) and do not possess nodes. Therefore, it will be called the fundamental mode.

At (An) ~ 0.1 an asymmetric mode AS1 bifurcates from the symmetric mode S0.! This type of
behavior is well known in nonlinear slot waveguides and was described in Ref. [87]. The dispersion curve
corresponding to this asymmetric mode is doubly degenerate. To each point on the curve correspond
two asymmetric field profile: one localized on the left metal/nonlinear dielectric interface (z = 0) and
the second one localized at the right metal/nonlinear dielectric interface (x = d). Typical profiles
corresponding to this dispersion curve are shown in Fig. 7.2(c). The two asymmetric field profiles are
related by a mirror symmetry with respect to the center of the core (x = d/2). The effective index J of
the asymmetric mode AS1 grows rapidly with the increase of (An) and is always above the effective
index of the symmetric mode SO. For high values of effective index (8 > 7) the dispersion curve of the
AS1 mode is no longer smooth. Several last points of this curve are not calculated precisely with the
numerical algorithm used in the JEM. This behavior is a numerical artifact and is not connected to
the physical properties of the nonlinear slot waveguide studied here.

' This type of bifurcation is called the Hopf bifurcation [155].
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Figure 7.1: (a) Nonlinear dispersion curves of the first and the higher-order symmetric (S — blue),
antisymmetric (AN — red), and asymmetric (AS — green) modes for the symmetric nonlinear slot
waveguide obtained using the JEM. (b) Zoom on the region with bifurcations of the second- and
the third-order asymmetric modes. Each curve is labeled with the name of the corresponding mode.

Structure parameters are listed in Table 7.1.

For larger average nonlinear index modifications ((An) > 1) two groups of higher-order modes
appear. The modes belonging to these groups have not been reported yet in literature. Their dispersion
curves and their field profiles are presented in this PhD manuscript for the first time.

The first group consists of modes that possess nodes in the magnetic field profile Hy(x). The first
mode of this group (S1) appears for (An)y = 1.1 at the effective index 8 = 1. For higher (An), higher-
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Figure 7.2: Typical magnetic field profiles H,(z), obtained using the JEM, corresponding to different
dispersion curves indicated in Fig. 7.1. Abbreviations next to the subfigure labels indicate the disper-
sion curve to which a given profile corresponds. The color of the profile allows us to distinguish the
mode symmetry: symmetric (S — blue), antisymmetric (AN — red), and asymmetric (AS — green).
For asymmetric doubly degenerate modes the second profile is shown in gray.
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order modes of this group appear and each of them has one node more than its predecessor. Therefore,
the symmetry of these modes alternates between symmetric and antisymmetric with the increase of
the order of the mode. The first mode that appears in this group of higher-order modes, is a symmetric
mode S1. A typical magnetic field profile of this mode is presented in Fig. 7.2(d) and it possesses two
nodes. For higher (An) an antisymmetric mode AN1 with three nodes appears. A typical magnetic
field profile of this antisymmetric mode is presented in Fig. 7.2(f). With the further increase of (An),
a symmetric mode S2 with four nodes and an antisymmetric mode AN2 with five nodes appear (not
visible on the dispersion diagram shown in Fig. 7.1). Typical field plots for these modes are shown in
Figs. 7.2(e) and (g). The higher-order nonlinear modes belonging to the family with nodes, discussed
here [see Fig. 7.2(d)—(g)] are presented in this PhD manuscript for the first time in the frame of the
study of nonlinear slot waveguides.

In the dispersion plots in Fig. 7.1, modes AN1 and S2 do not appear for § = 1. It is caused
by the range of Hy [field intensity at the left metal/nonlinear dielectric interface, see Eqgs. (6.1.4)]
scanned in order to obtain this plot. Scanning even higher values of Hy would allow us to see that,
the dispersion curves of the modes AN1 and S2 curves actually start at § = 1 (see also Fig. 7.27 for
better understanding).

The number of nodes Npoge in the magnetic field profiles of the symmetric modes S and the
antisymmetric modes ANQ (here 2 denotes the order of the mode and 2 € {0,1,2,...}) can be
calculated using the formula

Nyode = 292 + D, (712&)

where p denotes the parity of the mode

_ {O for symmetric modes, (7‘1.2]3)

1 for antisymmetric modes.

The field profiles of the modes with nodes are similar to the field profiles of a linear slot waveguide
with identical parameters as the nonlinear slot waveguide studied here, except for the permittivity of
the core. The comparison of the dispersion curves and the field profiles obtained for the linear slot
waveguide with core permittivity higher than ¢ o is presented in Section 7.1.5.

The second group of the modes that exists only for elevated nonlinear index modifications (for
(An) > 1 in the example presented in Fig. 7.1), is a group consisting of the modes that do not possess
any nodes in the Hy(z) field profile. Moreover, the modes in this group have only very high effective
indices # = 5. Neither the dispersion curves nor the field plots of the modes of this group have already
been presented in literature. We are the first to report their existence and present their dispersion
curves and field profiles.

At (An) ~ 1.5, a higher-order symmetric node-less mode SI? appears. A typical field profile of the
ST mode is presented in Fig. 7.2(h). The field profile of this symmetric mode does not resemble any
of the modes found in symmetric linear slot waveguides. It can be seen as a soliton propagating in
the nonlinear core of the slot waveguide. The dispersion curve of the SI mode resembles a tilted letter
"V, Tt starts at one extremity at low power and then two branches emerge from this extremity and
continue toward higher values of (An) and 3.

Slightly above the appearance of the SI mode, an asymmetric node-less mode AS2 bifurcates
from the symmetric SI mode. The dispersion curve of this mode starts at the bottom branch of the
SI dispersion curve. For 1.9 < (An)y < 2.7, the AS2 dispersion curve lays slightly below the bottom
branch of the SI dispersion curve. For (An) > 2.7 it lays between the two branches of the SI dispersion
curve. A typical field profile for the AS2 mode is presented in Fig. 7.2(j). This curve, similar to AS1

2Notice that there is a difference in notation between modes S1 and SI. Symbol S1 (with the Arabic digit one) denotes
the first-order symmetric mode that belongs to the family of the modes with nodes. Symbol SI (with the Roman digit
one) denotes a first-order symmetric modes that belongs to the family of the modes without nodes. This nomenclature
is used also for higher-order symmetric modes in both families.

3The appearance of the modes for which the dispersion curves that have parabolic shape is associated with so-called
fold bifurcation [155].
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curve, is doubly degenerate. The soliton peak of the green (gray) profile in Fig. 7.2(j) is located close
to left (right) metal/nonlinear dielectric interface. The H, field amplitude of the right (left) side-lobe
is larger than of the left (right) side-lobe.

At (An) ~ 3.8 another higher-order symmetric node-less mode appears through the fold bifurca-
tion. It is denoted by SII and its dispersion curve resembles a tilted letter *U’. A typical field profile
for this branch is presented in Fig. 7.2(i) and can be seen as two solitons propagating in the nonlinear
waveguide core. This dispersion curve, similar to the one of SI mode, starts at one extremity at low
power and then two branches emerge from this extremity and continue toward higher values of (An)
and S.

The asymmetric node-less mode AS3 appears through a symmetry Hopf bifurcation from the SIT
mode. This time, in contrast with the SI-AS2 couple, AS3 bifurcates from the top branch of SII
dispersion curve. The dispersion curve of the AS3 mode lays between the two branches of the SII
dispersion curve. A typical field profile for this branch is presented in Fig. 7.2(k). Similar to the case
of SI-AS2 couple, the profile of the AS3 mode presented in Fig. 7.2 in green (gray) resembles the one
from which it bifurcates but is shifted to the right (left) metal/nonlinear dielectric interface.

Interface model

In Fig. 7.3, the dispersion diagram for the nonlinear slot waveguide with the parameters presented
in Table 7.1, obtained using the IM are presented. Typical field profiles corresponding to each of the
dispersion curves labeled in Fig. 7.3 are presented in Fig. 7.4.

The analysis of the dispersion plot obtained using the IM will be done by comparison with the
results discussed above for the JEM. Comparing Figs. 7.1 and 7.3, one can see that qualitatively
the dispersion curves obtained using both models are very similar. The number of the modes and
the character of the dispersion curves agree between the two models. The same conclusion can be
drawn comparing the field plots presented in Figs. 7.2 and 7.4, corresponding to the same modes. The
magnetic field profiles obtained using both models are qualitatively the same. This proves that both
models correctly describe the physical phenomena occurring in the nonlinear slot waveguides. However,
the quantitative description differs between the two models. These discrepancies can be explained by
the fact that the JEM was built using strong assumptions about the nature and the amplitude of the
nonlinear term in Maxwell’s equations (see Pages 78 and 79). The differences between the JEM and
the IM will be discussed in more detail in Section 7.1.3, where we compare the transformation of the
magnetic and the electric field profiles along the dispersion curves obtained using the two models.

From the quantitative point of view there is several differences between the dispersion curves
obtained using the JEM (Fig. 7.1) and the IM (Fig. 7.3). In the IM, the first bifurcation (appearance
of the AS1 mode) occurs at (An) =~ 0.067 which is slightly lower than the value predicted using the
JEM. The bifurcation of the AS2 mode occurs at (An) ~ 3 and § = 7 which is higher than in the
results of the JEM (there (An) ~ 1.5 and 8 =~ 5.2). Similarly, the AS3 mode appears in the IM for
both higher (An) and 8 compared to the JEM. Moreover, the separation between the two branches
of the dispersion curves corresponding to the symmetric node-less modes SI and SII is smaller in the
case of the IM than for the JEM.

On the contrary, for the family of the modes with nodes, the situation is reversed. In the frame
of the IM, all these modes appear for lower values of averaged nonlinear index modification (An).
As a result, for identical range of (An), we observe more higher-order symmetric and antisymmetric
modes with nodes using the IM than predicted by the JEM. In Fig. 7.4, two additional field profiles
are presented for the S3 and AN3 modes. The scanning parameter range in case of the IM [in the
IM the input parameters are Ey and E; (see Section 6.2.2); in the JEM the input parameter was Hy|
allows for observing the appearance of all the modes of the family with nodes at § = 1 (unlike in the
JEM where higher-order modes of this family appeared for higher § values, see Fig. 7.1).

In Fig. 7.3, the dispersion curves of the ANO and SO modes terminate at 5 = 8. This is the result
of our numerical procedure that was no longer able to resolve the two solutions and therefore we were
not capable of observing the continuation of these curves. Using the scanning algorithm with a higher
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Figure 7.3: (a) Nonlinear dispersion curves of the first and the higher-order symmetric (S — blue),
antisymmetric (AN — red), and asymmetric (AS — green) modes for the symmetric nonlinear slot
waveguide obtained using the IM. (b) Zoom on the region with bifurcations of the second- and the
third-order asymmetric modes. Each curve is labeled with the name of the corresponding mode.
Structure parameters are listed in Table 7.1.

resolution (more scanning steps in /3 used in the numerical algorithm presented in Section 6.2.2) would
allow us to compute the continuation of these two curves (see Section 6.2.2 for more details on the
numerical procedure used in the IM and parameters influencing the resolution).*

4By resolution, we understand here the ability of the numerical algorithm to find two solutions that lay close to each
other in terms of 8. The algorithm that is able to find solutions that are separated by a smaller interval AjS has higher
resolution.
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Figure 7.4: Typical magnetic field profiles Hy(x), obtained using the IM, corresponding to different
dispersion curves indicated in Fig. 7.3. Abbreviations next to the subfigure labels indicate the disper-
sion curve to which a given profile corresponds. The color of the profile allows us to distinguish the
mode symmetry: symmetric (S — blue), antisymmetric (AN — red), and asymmetric (AS — green).
For asymmetric doubly degenerate modes the second profile is shown in gray.
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Figure 7.5: Direct comparison of the nonlinear dispersion curves obtained using the JEM (Fig. 7.1)
and the IM (Fig. 7.3). For the IM the ratio of max{|E2|}/ max{|E?|} for the field profiles corresponding
to the dispersion curves is indicated using a color code (see plot legend).

In Fig. 7.5, a direct comparison between the nonlinear dispersion curves obtained using the JEM
(Fig. 7.1) and the IM (Fig. 7.3) is presented. Additionally, for the IM, the ratio of max{|E2|}/ max{|E?|}
for the field profiles corresponding to the dispersion curves is shown. From this plot we can
see that there is a good quantitative agreement between the two models in the case where
max{|E2|}/ max{|E?|} > 6. This is coherent with the assumptions that we have made while build-
ing the JEM. To derive the nonlinear wave equation used in this model [Eq. (6.1.2)], we assumed that
in this model the ratio max{|E?|}/ max{|E?|} » 1. Only in this case we were able to omit the E?
term in the calculations of the Kerr nonlinearity. This fact helps us to understand the discrepancies
between the results of our two models and shows that the approximations we made are coherent with
the interpretation of the results. We notice that the assumption max{|E2|}/max{|E?|} » 1 is valid
only for the two first modes (SO and ANO) of the nonlinear slot waveguide at small nonlinear index
modifications ((An) < 0.1). Nevertheless, the simple JEM is able to qualitatively predict the complex
behavior of the rich nonlinear dispersion relations for the nonlinear slot waveguides even for elevated
values of (An).

The second assumption that we have made in the JEM was that the nonlinear index modification
(An) is much lower than the linear part of the refractive index /€ 2. We see that, for the range of (An)
where this assumption is fulfilled ((An) < 0.1), the results of our two models are in good agreement.

Nonlinear dispersion curves in various coordinates

We have thoroughly analyzed the nonlinear dispersion relations obtained using our two models in
the case where the averaged nonlinear index modification (An) was used as abscissa. It is interesting
to analyze the dispersion diagrams of the nonlinear slot waveguide (with the parameters listed in
Table 7.1), when other quantities (such as light intensity, power or electric field amplitude at one of
the interfaces between metal and nonlinear dielectric) are used as abscissa.
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From the definition of (An) given by Eq. (7.1.1) we notice that this quantity is strictly proportional
to the intensity density in the core (the proportionality constant is néQ) /d)

d
I. = f Idx. (7.1.3)
0
Therefore, we will not discuss in detail the dispersion diagrams plotted as a function of I. because

they will have exactly the same character as the dispersion plots presented in Figs. 7.1 and 7.3.

Another important quantity in electrodynamics is the Poynting vector, which describes the en-
ergy flow. The power density in the core is given as the Poynting vector component parallel to the
propagation direction (z component) integrated over the core cross-section:

d
P, = J S dz, (7.1.4)
0

where the Poynting vector is defined as

S= %%e(E « H*) (7.1.5)
[compare with definitions given by Eqgs. (2.1.53) and (2.1.54)].

The nonlinear dispersion curves obtained using both the JEM and the IM, in which the power
density in the core P, is used as abscissa, are presented in Fig. 7.6. At the first glance we notice
two facts. First of all, the dispersion curves have different characters than in the dispersion diagrams
presented using (An) as abscissa. Secondly, the dispersion curves obtained using both models changed
their characters in identical way. Both model still provide qualitatively the same results.

The most striking difference between the dispersion diagrams plotted using (An) (Figs. 7.1 and
7.3) and P, (Fig. 7.6) as abscissa is the change of the inclination of the dispersion curves. When (An)
was used as abscissa, the increase of the effective index § was accompanied by a monotonous increase
of the average nonlinear index modification and therefore the intensity density in the core for all the
modes. In the case of P, used as abscissa, the behavior is no longer monotonous and is different for
different dispersion curves. For modes ANO, SO, AS1, S1, AN1, and S2, at low effective indices, the
power density in the core increases with the increase of 3 [see Fig. 7.6(b)]. At a particular value of the
effective index (different for each mode), P, reaches its maximum and above this § value, P, decreases
with the increase of 3.° For modes AN2, S3, and AN3 that belong to the family with nodes and for the
asymmetric node-less modes AS2 and AS3, the power density in the core decreases with the increase
of § in all the range of effective indices. Higher-order symmetric modes from the node-less family (SI
and SII) present a more complex behavior (see Fig. 7.6).

It is also worth noting that in the dispersion diagrams where (An) was used as abscissa (Figs. 7.1
and 7.3), modes of the family with nodes were well separated in terms of (An) for all values of 5. In
the case where P, is used as abscissa (Fig. 7.6) we can observe that these modes become closer to each
other in terms of P, with the increase of the effective index S.

In Fig. 7.7, a dispersion diagram obtained using the IM is shown, where the total power density
Piot in the slot waveguide was used as abscissa. The total power density is defined as

+00
Pt = S, dx, (7.1.6)

—00

and can be seen as a sum of the power density in the core and in the two metal regions

P =P.+ P+ P (7.1.7)

5Similar behavior is observed for the dispersion diagram where the total power Piot (see Fig. 7.7) or the total intensity
Lot (see Fig. 8.2) of the mode is used as abscissa. The change of inclination of the 3(Ii0t) curves may influence the stability
of the mode (see Chapter 8).
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Figure 7.6: Dispersion curves for the symmetric nonlinear slot waveguide presenting the effective index
B as a function of the power density in the core P. obtained using (a) the JEM and (b) the IM. For
clarity of the plots and to facilitate mutual comparison the case of the IM the range of the effective
indices shown was reduced and is now identical to these in the case of JEM (5 € [1,8]). Structure
parameters are listed in Table 7.1.

[compare with definition given by Eq. (2.1.56)]. Here P; and P; denote the power density in left
and right semi-infinite cladding metal layers, respectively (see Fig. 6.1) and can be calculated using
formulas similar to Eq. (7.1.4). As it can be seen from the definition given by Eq. (2.1.55), the power
density in metal layers is negative due to the negative value of the metal permittivity. Therefore, the
total power density Pt is lower than the power density in the core P,.. However, this difference is small
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Figure 7.7: Dispersion curves for the symmetric nonlinear slot waveguide obtained using the IM.
Dependency of effective index [ presented as a function of the total power density Piot. Structure
parameters are listed in Table 7.1.

for two reasons. Firstly, the field in the metal decays exponentially very quickly, with a penetration
depth of the order of 0.05 pm. Secondly, even for identical magnetic field amplitude in the metal and
in the dielectric, the absolute value of the power density in the metal is |€metal|/€dielectric times lower
(in our case |e3|/e 2 ~ 90/12 = 7.5). These theoretical considerations are confirmed, if we compare
the plots in Figs. 7.6(b) and 7.7. These two plots are practically identical and it is difficult to spot a
difference between them. The only visible change occurs for the first-order asymmetric curve AS1, for
very high effective indices. For 8 = 8, the total power density of this mode is Pyt = 7-10% W/m and
the power density in the core is P, ~ 8 - 108 W/m, which accounts to about 15 % difference between
the two powers densities. A detailed analysis shows that for low /3 region the ratio P./Piq is less that
1.05. For modes S0, ANO, and AS1 this ratio reaches 1.3 for very high values of mode effective indices.
For the rest of the modes it stays at the level 1.05 for all the range of effective indices f.

The situation is similar if we compare the dispersion curves plotted in the coordinates of the
intensity density in the core I, and the total intensity density Iio; in the waveguide.® The comparison
of these two dispersion diagrams is presented in Fig. 7.8. Here, the total intensity density I is slightly
higher than the intensity density in the core I. due to the fact that we have defined the light intensity
to be positive regardless of the sign of the material permittivity [see Eq. (1.7.4)]. The ratio /I, is
below 1.05 for the region of low g values. For the SO, ANO, and AS1 modes, this ratio increases to 1.5
for high values of 5. For all the other modes, it decreases toward 1 with the increase of S.

To conclude this part, we can observe that for the opto-geometric parameters we use in Figs. 7.6(b)
and 7.7, there is no qualitative difference between the dispersion curves plotted in the coordinates of
the total power density P;ot and the power density in the core P,. Similarly, there is no qualitative
difference between the dispersion diagrams plotted in the coordinates of the intensity density in the

5The total intensity density in the nonlinear slot waveguide is defined by

+o0
Tiot = f Idz,

—0

in a similar manner to the total power density [see Eq. (7.1.6)].
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Figure 7.8: Dispersion curves for the symmetric nonlinear slot waveguide obtained using the IM.
Dependency of effective index [ presented as a function of (a) the intensity density in the core I. and
(b) the total intensity density in the waveguides [io. Structure parameters are listed in Table 7.1.

core I, [Fig. 7.8(a)] and the total intensity density Iio¢ [Fig. 7.8(b)]. For the configurations where the
core width is much smaller than in our case and it is comparable with the field penetration depth in
the metal, the differences between such plots are more pronounced [87].

It is equally interesting to look at the dispersion diagrams where the effective index (3 is presented
as a function of the total electric field amplitude at one of the interfaces between the metal and
the nonlinear dielectric core. Figure 7.9 shows such plots obtained using both the JEM and the IM.
This time, the quantity used as abscissa is not a global quantity as in the cases of (An), or power
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Figure 7.9: Dispersion curves for the symmetric nonlinear slot waveguide presented as the dependency
of the effective index 8 on the total electric field amplitude on the left interface between metal and
nonlinear dielectric Ey. Results obtained using (a) the JEM and (b) the IM. Structure parameters are
listed in Table 7.1.

and intensity densities. Here we use a local quantity Ey [defined by Eq. (6.2.9a)], which denotes the
total electric field amplitude at the left metal/nonlinear dielectric interface. The dispersion diagrams
plotted using a local quantity as abscissa look drastically different from the dispersion curves presented
using global quantities as abscissa. The most interesting is the fact that, the asymmetric dispersion
curves are no longer degenerate in this coordinate frame. The pairs of asymmetric field profiles with
identical 8 value that corresponded to one point in the dispersion curves drawn in the coordinates
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Figure 7.10: Dependency of E; on Ej for the symmetric nonlinear slot waveguide, with parameters
are listed in Table 7.1, obtained using (a) the JEM and (b) the IM.

of a global quantity [green and gray field profiles in Figs. 7.2(c), (j), (k) and Figs. 7.4(c), (1), (m)],
are now represented by different points on the dispersion diagrams. The field profile localized at the
left core interface (Ey > E4 — gray profile) corresponds to a point located at the right branch (high
Ep) of the dispersion curves of asymmetric modes in Fig. 7.9. The profile localized at the right core
interface (Ey < E4 — green profile) corresponds to a point located at the left branch (low Ej) of these

dispersion curves for identical

B value.
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At the end of this section, we analyze the plots presenting the dependency of the total electric
field amplitude at the right metal/dielectric interface E4 [defined by Eq. (6.2.9b)] as a function of the
total electric field amplitude at the left interface Ey. These plots, obtained using the JEM and the
IM, are presented in Fig. 7.10. They resemble Fig. 3 in Ref. [38] presenting the nonlinear permittivity
modification on the left and right interface of the nonlinear core in a fully dielectric waveguide with
the nonlinear core. These plots show that in both our models the assumption about the symmetry
of the modes is well satisfied. As expected, for the symmetric and antisymmetric field profiles the
values of the electric field amplitudes on both core interfaces are identical (E4 = FEy). For asymmetric
profiles, the green curves in Fig. 7.10 are symmetric with respect to the line F; = Ej, which reflects
the mirror symmetry of the green and gray field plots of asymmetric modes [see Figs. 7.2(c), (j), (k)
and Figs. 7.4(c), (1), (m)]. Parts of the asymmetric curves for low values of E; and high values of Ej
(bottom right corner) are missing due to the asymmetric scanning range used in our simulations.

7.1.2 Field profiles obtained using the interface model

In Section 7.1.1, we have described in detail the nonlinear dispersion relations obtained using the JEM
and the IM for the symmetric nonlinear slot waveguide with the parameters shown in Table 7.1. We
have shown that there is a very good qualitative agreement between the dispersion diagrams and the
magnetic field profiles of the modes obtained using the two models. We have also presented a typical
magnetic field profiles for each of the mode in the dispersion plots. This helped us to classify the
modes according to their symmetry and the number of nodes.

In this section and in Section 7.1.3, we will study the field profiles in more detail. We will present
not only magnetic field, but also electric field components, intensity, power (z component of the
Poynting vector), and distribution of the nonlinear index modification in the core of the nonlinear slot
waveguide. Furthermore, we will analyze the transformation of the field profiles along all the dispersion
curves. This study will help us to get a better understanding of the behavior of the nonlinear dispersion
curves. It will also help us to further understand the differences and discrepancies between the JEM
and the IM.

As we have discussed on Page 116, the theoretical assumptions used to derive the JEM are not
fulfilled by my most of the solutions found in the nonlinear slot waveguide structure. Therefore, we
will present first the field profiles obtained using the IM, as this model is more suited for nonlinear
slot waveguide studies. Because the IM does not use any limiting assumptions, we use its results
as a reference. In Section 7.1.3 the field profiles obtained using the JEM will be discussed and the
comparison between the results of the two models will be presented.

In Figs. 7.11 and 7.12, the dispersion curves $(Ep) obtained using the IM are presented. These
dispersion diagrams show the same dispersion plots as Fig. 7.9(b) but are more detailed. On the
dispersion curves presented in Figs. 7.11 and 7.12 points were marked and labeled. The field profiles
corresponding to these points are presented in the following and will help us to understand the mode
transformation along the dispersion curves.
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Figure 7.11: Nonlinear dispersion curves $(Ey) obtained using the IM for the structure with parameters listed in Table 7.1. Labeled points on each
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symser [eorrauwmny ) Io3dery)



gcl

15 . — : .

13 . .

}‘ASZal
4

“<._ AS2b

5 e

AR As2d .

° . o .@ .......
7_ .~.~.e..'-oo-lo.~.....0 ............ e Sld

0 .
AS1d eose Sof gm0l Sleor
S0d < verm iz i@ graiiict ANOg L

'::u..... Q..-- w ¢+ Qe

. o - ® ..o o o0 o ° ANOf Sld e o ...'...
‘ANOd ANOe o o

"
.
s18

...... AS3b
............... 0!::; o™ AS 3C a .
" sid :

SIf o5

""""" AS 2e

. ..‘o Slf

OIS ; =
. K .... .9 . .:
p - .'. S1 g ... :. : ]
&7 ; ;
. e
K4 .’... . :‘.-
.‘- l. -!. L

3 Ile d

.' .d. . .. . . |
l . .

A )
oo + AN1c :

Sz Ps3 Panz { ]

10°

1070 2x10™
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Chapter 7. Numerical results

Modes with linear counterparts (low-power modes)

We start by discussing the transformation of the field profiles along the nonlinear dispersion curves
corresponding to the first symmetric mode SO and the first antisymmetric mode ANO that originate for
low powers and resemble the linear modes of the slot waveguide. These modes are called the low-power
modes even if they exist also in the high power regime. Figure 7.13 presents the magnetic and electric
field components, total electric field amplitude, intensity and power distribution in the nonlinear slot
waveguide with the parameters given in Table 7.1 for the limiting case ng) = 0. In this limiting case
two modes are supported by the studied structure: a symmetric mode SOL and and antisymmetric
mode ANOL (see Figs. 7.11 and 7.12 for the point labels).

The profiles presented in Fig. 7.13 and all the following plots in this section are computed using the
following scheme. In the frame of the IM, the quantities that are obtained directly at the output of the
numerical procedure are F, and E, field components (see Section 6.2.2). Based on these quantities the
magnetic field is calculated using Eq. (1.5.2b), where the full nonlinear expression for the refractive
index given by Eq. (6.2.1) is used. The total electric field amplitude is simply E = 1/FE2 4+ E2? (as
defined on Page 97). The intensity distribution” I is calculated using Eq. (1.7.4) and the power
distribution P (equivglent to the longitudinal component of the Poynting vector S,) is computed
using Eq. (7.1.5).

In Fig. 7.14, the transformation of the modes SO and ANO along their respective dispersion curves
is presented. In the first two columns, the effect of the increase of Ey (and therefore the total intensity
density defined in Footnote 6 on Page 119) on the SO mode is presented and in the last two columns
the same effect is presented for the ANO mode. In addition to the profiles presented in Fig. 7.13, the
distribution of the nonlinear index modification is presented in the last row of Fig. 7.14. The nonlinear
index modification in the nonlinear dielectric is calculated using the following formula:

An = ng)[ — no, (7.1.8)

where ng denotes the linear part of the refractive index and in our case is equal to ,/€ 2. In the linear
materials (metal cladding) An = 0.
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Figure 7.13: Profiles of (a), (e) magnetic field component H,; (b), (f) electric field components E,
(red or blue) and —FE, (black); (c), (g) total electric field amplitude E; (d), (h) intensity I (red or
blue) and power P (black). Plots in the top row corresponds to for the linear fundamental symmetric
mode of the slot waveguide (SOL) and in the bottom row to the linear antisymmetric mode of the slot
waveguide (ANOL) (see Figs. 7.11 and 7.12 for the point labels).

"Here we stress on the fact that, the discontinuity that is observed in the intensity distribution at the metal/nonlinear
dielectric interfaces in plots presented in this section, is a physical effect and not a numerical artifact.
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7.1. Symmetric structures
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Figure 7.14: Profiles of (a)—(d) magnetic field component H,, (e)-(h) electric field components E, (red
or blue) and —F, (black), (i)—(1) total electric field amplitude E, (m)—(p) intensity I (red or blue) and
power P (black), (q)—(t) and nonlinear index modification An corresponding to points (first column)
SO0c, (second column) SOf, (third column) ANOc, and (fourth column) ANOf in Figs. 7.11 and 7.12.

We can see from Fig. 7.14 that, with the increase of the total intensity density, the amplitudes of
the magnetic field, electric field components and the related quantities that are presented increase.
However, there is no qualitative change in the field profiles and all the profiles (except for the nonlinear

index modification) resemble their linear counterparts presented in Fig. 7.13.
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Chapter 7. Numerical results

Modes without nodes (node-less modes)

In Fig. 7.15, the transformation of the nonlinear first-order asymmetric node-less mode AS1 along its
dispersion curve is presented, in a way similar to modes SO and ANO shown Fig. 7.14. The total intensity
density increases from column one to column three. It is interesting to observe that the field profiles
become more and more asymmetric with the increase of the total intensity density. In the first column,
the ratio between the total electric field amplitude on the two interfaces E4/Ey is approximately equal
to 2. With the increase of the mode energy, the intensity on one interface decreases and on the other
one increases. Therefore, the Ey/Ej ratio increases to &~ 4 in the second column and = 10 in the
third column. As a result of the increased asymmetry of the field distribution, the mode tends to be
located at one of the interfaces only. Because the light intensity at the other interface is very weak
[see Fig. 7.15(0)], it is justified to assume that strongly asymmetric modes interact mainly with only
one interface. This fact is used in Section 7.1.4 to approximate the dispersion relation of the AS1
mode by the dispersion relation for a single metal/nonlinear dielectric interface. This approximation
is practical, because the dispersion relations for single-interface problems are given in an analytical
way.

It is interesting to compare the field profiles of the three nonlinear modes ANO, SO, and AS1 for
points at which the total electric field amplitude at the left metal/nonlinear dielectric interface Ej
is identical for all three modes (see Figs. 7.11 and 7.12). This comparison is presented in Fig. 7.16.
We observe that for the bifurcation point, to which corresponds Fig. 7.16(d), the field profiles of the
symmetric and asymmetric modes are identical. Moving away from the bifurcation point causes the
increase of the asymmetric field profile asymmetry. At the bifurcation point, the ratio Ey/Ey for the
AS1 mode is equal to 1. Moving toward lower values of Ey, this ratio increases and is approximately
equal to 2 for subplot (c), 4 for subplot (b), and 10 for subplot (a). On the contrary, moving to the
higher values of Ey, this ratio decreases and is approximately equal to 1/2 for subplot (e), 1/4 for
subplot (f), 1/20 for subplot (g). Both effects evidence the increase of the AS1 mode asymmetry.

Then we analyze the transformation of the light intensity profiles I(x) for the three nonlinear
modes (ANO, SO, and AS1) along their dispersion curves. The intensity profiles, corresponding to the
magnetic field profiles presented in Fig. 7.16, are shown in Fig. 7.17. Here we can observe that for
low Ey values [see Figs. 7.17(a)—(c)] the total intensity density of the mode is much lower for the
symmetric and antisymmetric modes than for the asymmetric mode. At the value of Ey where the
bifurcation occurs, the total intensity density of the three modes is comparable [see Fig. 7.17(d)].
With further increase of Ejy, the total intensity density of the symmetric and antisymmetric modes
becomes larger than the total intensity density of the asymmetric mode [see Figs. 7.17(e)—(g)]. In
Fig. 7.17(g), the total intensity density of the symmetric or antisymmetric mode is twice larger than
the one of the asymmetric mode. This can be also seen from the dispersion diagrams presented in
Section 7.1.1. For high values of § in the dispersion plot 5(Iio) [see Fig. 7.8(b)], the symmetric SO
mode and antisymmetric ANO mode have total intensity density that is two times larger than the
total intensity density of the asymmetric AS1 mode with identical value of effective index. Similar
observation can be made for the dispersion curves 3((An)) or B(Pit) (see Figs. 7.5 and 7.7).

From Fig. 7.17 it can also be seen that the intensity distributions of the symmetric SO and anti-
symmetric ANO modes become more similar with the increase of Ey (and therefore with the increase
of the total intensity density) accompanied by the increase of the effective index (3. This explains the
fact that in the dispersion diagrams presented in Section 7.1.1, the dispersion curves of the SO and
ANO modes become close to each other for high values of 5.

The three modes described above (ANO that belongs to the family with nodes and SO and ASO be-
longing to the node-less family) have been already reported in nonlinear slot waveguide structures [87].
However, no exhaustive study of their properties has been presented yet. The analysis presented above
is the first that describes in detail the mode transformations along the dispersion curves.

Below we present a detailed description of the higher-order modes from the node-less family. The
existence of these modes has not been reported previously in literature. The analysis presented in the
following provides the first description of the properties of these modes.
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Figure 7.15: Profiles of (a)-(c) magnetic field component H,, (d)—(f) electric field components E, (red
or blue) and —F, (black), (g)—(i) total electric field amplitude F, (j)—(1) intensity I (red or blue) and
power P (black), (m)—(o) and nonlinear index modification An corresponding to points (first column)
ASle, (second column) AS1b, and (third column) ASla in Figs. 7.11 and 7.12.
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Figure 7.16: Profiles of magnetic field H, for the symmetric SO mode (blue), antisymmetric ANO mode
(red), and the first-order asymmetric AS1 mode (green). The subplots present the transformation of
the field profiles at the points labeled by a, b, ¢, d, e, f, and g indicated in Figs. 7.11 and 7.12. In all
the subplots, the scale was kept identical to see the relative change of the magnetic field amplitude
between the points. In each of the subplots, the total electric field amplitude at the left metal /nonlinear
dielectric interface (Ejp) is identical for all three modes.

In Fig. 7.18, the transformation of the field profiles of the higher-order symmetric node-less mode
SI along its dispersion curve is presented. Columns are ordered by increasing values of total intensity
density of the mode, which correspond to the decrease of Ey. The field profile of the SI mode resembles
a soliton trapped inside of the core of the nonlinear slot waveguide. With the increase of the total
intensity density, we first observe a slight decrease of the peak amplitude in the center of the waveguide
(columns one to two) and then the increase of that amplitude (columns two to four). Moreover,
we notice that with the increase of the total mode intensity density the amplitudes close to both
metal interfaces decrease and therefore the side-lobes of the mode become less pronounced. The mode
presented in the second column is the one with the lowest values of 8 and the lowest total intensity;
it corresponds to the point Slc in Figs. 7.11 and 7.12.

In Fig. 7.19, the transformation of the field profiles of the second-order asymmetric node-less mode
AS2 along its dispersion curve is presented. The mode profile resembles a soliton propagating in the
core of the nonlinear waveguide, similar to the SI mode. The soliton peak of the AS2 mode is not
located at the center of the waveguide, but is shifted to one side of the waveguide. Columns in Fig. 7.19
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Figure 7.17: Profiles of light intensity I for the symmetric SO mode (blue), antisymmetric ANO mode
(red), and the first-order asymmetric AS1 mode (green). Each subplot corresponds to the respective
subplot in Fig. 7.16. The scale on the vertical axis is not kept identical in all the subplots in order to
be able to observe the features of the intensity profiles.

are ordered by increasing values of the total intensity density of the mode, which correspond to the
decrease of Ey and the increase of E;. The ratio between the total electric field amplitudes Eq/Ep is
approximately equal to 2 in the first column, 4 in the second column, and 10 in the third column.
This means that the asymmetry of the mode increases with the increase of its total intensity density.
The increase of the asymmetry is also accompanied by the change of the position of the soliton peak.
The higher the mode asymmetry, the more off-center the soliton peak is located.

The effect of the soliton peak location shift is better visible in Fig. 7.20, where a comparison of
the magnetic field profiles of the symmetric SI mode and the asymmetric AS2 mode is presented.
In each subplot magnetic field profiles are compared for the modes with identical value of Ej (see
Figs. 7.11 and 7.12). In Fig. 7.20, the shift of the soliton peak is clearly visible, because its position
can be directly compared with the position of the soliton peak of the symmetric mode, which is always
located in the center of the waveguide. Figure 7.20(d) corresponds to the bifurcation point of the
asymmetric AS2 mode. At this point, the total intensity density of the AS2 mode is the lowest and it
is identical to the total intensity density of the symmetric ST mode. Additionally, the E;/Ej ratio is
equal to 1. With the decrease of the Ey values [moving from the subplot (d) toward the subplot (a)],
the soliton peak of the AS2 mode shifts toward the left metal/nonlinear dielectric interface. At the
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Figure 7.18: Profiles of (a)—(d) magnetic field component H,, (e)—(h) electric field components £, (red
or blue) and —FE, (black), (i)—(1) total electric field amplitude F, (m)—(p) intensity I (red or blue) and
power P (black), and (s)—(t) nonlinear index modification An corresponding to points (first column)
SId, (second column) Sle, (third column) SIb, (fourth column) and Sla in Figs. 7.11 and 7.12.

same time, the total electric field amplitude at the right interface Ey increases. The Ey/Ey ratio is
approximately equal to 20 in for the subplot (a), 4 for the subplot (b), and 2 for the subplot (c). On
the contrary, increasing the Ey values [moving from the subplot (d) toward the subplot (g)], causes
the shift of the soliton peak of the AS2 mode toward the right metal/nonlinear dielectric interface.
We conclude that the soliton peak always shifts toward the interface at which the total electric field
amplitude is lower. The E;/Ey ratio is approximately equal to 1/2 in for the subplot (e), 1/4 for the
subplot (f), and 1/25 for the subplot (g).
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Figure 7.19: Profiles of (a)-(c) magnetic field component H,, (d)—(f) electric field components E, (red
or blue) and —F, (black), (g)—(i) total electric field amplitude F, (j)—(1) intensity I (red or blue) and

)
power P (black), and (m)—(o)

nonlinear index modification An corresponding to points (first column)

AS2¢, (second column) AS2b, and (third column) AS2a in Figs. 7.11 and 7.12.
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Figure 7.20: Profiles of magnetic field H, for the symmetric SI mode (blue) and the second-order
asymmetric AS2 mode (green). The subplots present the transformation of the field profiles at the
points labeled a, b, ¢, d, e, f, and g indicated in Figs. 7.11 and 7.12. In all the subplots the scale is
kept identical to see the relative change of the magnetic field amplitude between the points. In each
subplot the value of Ej is identical for both modes.

In Fig. 7.21, the transformation of the intensity profiles of the symmetric mode SI, asymmetric
mode AS2 and the symmetric mode S1® along their respective dispersion curves are presented. The
subplots are ordered by increasing values of Ej. In each of the subplots the value of Fy for all the
three modes is identical. From the intensity profiles presented in Fig. 7.21, we can observe that the
intensity distributions of the symmetric modes SI and S1 become more similar with the increase of Ej.
Additionally, the intensity profile of the asymmetric mode AS2 for high values of Fy also resembles the
intensity profiles of the symmetric modes [see Fig. 7.21(g)]. The AS2 profile has exactly the same main
peak of the soliton as the SI mode, but it has only one instead of two side-lobes at the metal/nonlinear
dielectric interfaces. This explains why the three dispersion curves (SI, AS2 and S1) become very close
to each other for high values of Ejy in the dispersion plot presented in Figs. 7.11 and 7.12. Because
the three field profiles corresponding to the points SIg, AS2g, and S1h have very similar values of the
total intensity density [see Fig. 7.21(g)], the dispersion curves of these modes lay close to each other

8We remind the reader that the symmetric mode SI belongs to the node-less family, whereas the symmetric mode
S1 belongs to the family with nodes (see Footnote 2 on Page 112).
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Figure 7.21: Profiles of light intensity I for the symmetric SI mode (blue), the second-order asym-
metric AS2 mode (green), and the higher-order symmetric S1 mode with nodes (black). Each subplot
corresponds to the respective subplot in Fig. 7.20 where the H, profiles for the node-less modes are
presented. The additional plots for the S1 mode presented in the subplots (a)—(g) correspond to the
points on the S1 nonlinear dispersion curve with identical value of Ej as for the respective SI and AS2
modes. For the S1 mode the field profiles corresponding to the points labeled b, ¢, d, e, f, g, and h in
Figs. 7.11 and 7.12 are shown. The scale on the vertical axis is not kept identical in all the subplots
in order to be able to observe more easily the features of the intensity profiles. In subplot (d) the
intensity profiles of the SI and AS2 modes are identical. In subplot (g) the intensity profiles of the SI

and S1 modes overlap.

also on the dispersion diagrams where (An) or Iio is used as abscissa (see high § regions of Figs. 7.3
and 7.8).

In Fig. 7.22, the transformation of the symmetric node-less mode SII along its dispersion curve is
presented. The field profile of this mode resembles two solitons trapped in the core of the nonlinear
slot waveguide. The columns are ordered by the increase of the total electric field amplitude at the
left core interface Ey. With the increase of Ey, the total intensity density of this mode first decreases
(column one to three). In the third column, the mode profiles at the lowest point of the SII dispersion
curve (lowest 8 and Iio for the SII mode — see point Sllc in Fig 7.12) are presented. With further
increase of Ey, the total intensity density of the SII mode starts to grow again (column three to four

in Fig. 7.22).
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Figure 7.22: Profiles of (a)—(d) magnetic field component H,, (e)—(h) electric field components E, (red
or blue) and —F, (black),
power P (black), and (s)-
SIIa, (second column) SII

(i)—(1) total electric field amplitude E, (m)—(p) intensity I (red or blue) and
(t) nonlinear index modification An corresponding to points (first column)
b, (third column) SIlc, and (fourth column) SIId in Figs. 7.11 and 7.12.
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Figure 7.23: Profiles of (a)—(c) magnetic field component Hy, (d)—(f) electric field components E,, (red
or blue) and —F, (black), (g)—(i) total electric field amplitude E, (j)—(1) intensity I (red or blue) and
power P (black), and (m)—(o) nonlinear index modification An corresponding to points (first column)
AS3a, (second column) AS3b, and (third column) AS3c in Figs. 7.11 and 7.12.
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Figure 7.24: Profiles of magnetic field component H, for the symmetric mode SII (blue) and the third-
order asymmetric mode AS3 (green). The subplots present the transformation of the field profiles
corresponding to the points indicated on the dispersion curve in Figs. 7.11 and 7.12. The labels of the
points are given in the subplot legends.

In Fig. 7.23, the transformation of the third-order asymmetric node-less mode AS3 along its dis-
persion curve is presented. The field profile of this mode resembles two solitons propagating in the
core of the nonlinear slot waveguide, similar to the SII mode. The field profiles of the AS3 mode are
not symmetric and the solitons are shifted toward one of the core interfaces. The columns in Fig. 7.23
are ordered by increasing values of Fy. The second column shows the field profiles at the bifurcation
point, at which the mode is symmetric and the total electric field amplitude ratio E;/FEy is equal to 1.
In the first column the asymmetric mode AS3 is shown for which E;/Ey & 2. In this case, the peaks of
the two solitons present in the core are shifted toward the left interface. In the third column, a mode
that is a mirror image (symmetry with respect to x = d/2) of the mode shown if the first column is
presented. Here, similar to the case of the asymmetric mode AS2, we conclude that the soliton peaks
shift toward the interface where the total electric field amplitude is lower (both soliton peaks shift in
the same direction). It is worth noting that, the asymmetry of the field profiles is introduced only by
the shift of the positions of the two solitons. There is no visible asymmetry in the amplitude or the
width of the two solitons.

Figure 7.24 shows the comparison of the magnetic field profiles of the symmetric SII mode and
the asymmetric AS3 mode. In each subplot, the value of Ey for both modes is identical. Subplot (b)
corresponds to the bifurcation point at which the two mode profiles are identical. With the increase
[subplot (c)] or the decrease [subplot (a)] of Ey it is clearly visible that the soliton peaks of the
asymmetric mode shift with respect to their positions in the profile obtained at the bifurcation point
[Fig. 7.24(b)].

All the modes described above (except for the antisymmetric low-power mode ANO) belonged to
the node-less family. The analysis of the higher-order modes of this family (SI, AS2, SII, and AS3)
was presented here for the first time. In the next section we will discuss the properties of the modes
that possess nodes in their magnetic field profile Hy(z).

Modes with nodes

Above we have presented a first detailed description of the higher-order node-less modes. Here we
will proceed to the description of the modes belonging to the family with nodes. The modes of this
family (except for the lowest-order ANO mode [87]) have not been reported before in nonlinear slot
waveguides. We present here the first detailed analysis of their properties and transformation along
their dispersion curves.
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Figure 7.25: Profiles of (a)—(c) magnetic field component H,, (d)—(f) electric field components E, (red

or blue) and —E, (black)

power P (black), and (m)

7(
(

g)—(i) total electric field amplitude E, (j)—(1) intensity I (red or blue) and
o) nonlinear index modification An corresponding to points (first column)

Sla, (second column) Slc, and (third column) Sle in Figs. 7.11 and 7.12. The scale in the subplots
presenting the same quantity is not kept identical for different points in order to improve the visibility

of profile features.
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Figure 7.26: Profiles of (a)—(c) magnetic field component Hy, (d)—(f) electric field components E,, (red
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subplots presenting the same quantity is not kept identical for different points in order to improve the
visibility of profile features.



7.1. Symmetric structures

At first, we discuss the symmetric mode that possesses two nodes in the magnetic field profile and
is denoted by S1. The transformation of the field profiles of this mode along its dispersion curve is
presented in Fig. 7.25. Columns are ordered by increasing values of Ey and at the same time with the
increasing total intensity density of the mode. The magnetic field profile of this mode resembles the
magnetic field profile of a higher-order linear mode of a linear slot waveguide with identical parameters
as the nonlinear slot waveguide considered here but with higher core refractive index. The connection
between these two modes (and also between the antisymmetric higher-order modes described later in
this section) will be discussed in Section 7.1.5.

For all the modes of the node-less family, the transverse electric field component E, had a higher
amplitude than the longitudinal component E, (see second rows of Figs. 7.15, 7.18, 7.19, 7.22, and
7.23). Therefore, the profile of the total electric field amplitude E resembled the field profile of the
|Ey| component. Because E, is proportional to H, [see Eq. (1.5.2b)], for the node-less modes the
profiles of |[Hy| and E were similar. For the modes with nodes [S1 (see Fig. 7.25), AN1 (see Fig. 7.26),
and higher-order modes with nodes (data not shown)| at low power, the longitudinal component of
the electric field E, has higher amplitude than the transverse component E, [see Figs. 7.25(d) and
7.26(d)], contrary to the node-less modes. This implies that the total electric field amplitude E has
a profile that is closer to the |E.| profile than to the |H,| profile. For higher powers [see subplots (e)
and (f) in Figs. 7.25 and 7.26] the amplitudes of the two electric field components become close to
each other (for graphical illustration of the E,/FE, ratio see also Fig. 7.5).

It is interesting to notice that, for the S1 mode for high intensities (the third column in Fig. 7.25),
the profile of the electric field component E, changes its character. A single maximum or minimum in
the field profile splits for high Fj into two maxima or minima, respectively.

Connected to the ratio of E, and E,, and equally interesting, is the behavior of the E(x), I(z),
P(z), and An(x) profiles. For low intensities (corresponding to point Sla in Fig. 7.11 — first column in
Fig. 7.25), the E(z) profile has a shape that is close to the absolute value of the transverse component of
the electric | E.|, because the amplitude of the longitudinal £, component is higher than the amplitude
of the transverse component F,. With the increase of the light intensity, the ratio between the two
components becomes closer to one, and at a certain point (Slc — second column in Fig. 7.25) these
component have equal amplitudes. In this case [as it can be seen from Fig. 7.25(h)], the total electric
field amplitude E, the light intensity I, and the nonlinear refractive index modification An have
flat profiles. This explains a close relation between these field profiles and those of the linear slot
waveguide with identical parameters as the nonlinear slot waveguide considered here, but with higher
core refractive index.” Increasing Ey (and therefore the total intensity density) even more, we observe
a change of shape of the total electric field amplitude profile and the related quantities (intensity
and nonlinear index modification). In the place where for low intensities there was a maximum in the
profile, now a minimum appears (compare columns one and three in Fig. 7.25). In other words, the
positions of minima and maxima switch.

Only the power profile of the symmetric S1 mode does not change qualitatively with the increase
of the light intensity. It always has a maximum in the center of the waveguide and side-lobes at the
metal/nonlinear dielectric interfaces (see the fourth row in Fig. 7.25). Comparing the intensity profile
with the power profile we may say that the intensity profile for low Fy values is ’out of phase’ with
respect to power profile [see Fig. 7.25(j)] and becomes ’in phase’ for high Ey values [see Fig. 7.25(1)].

Figure 7.26 presents the field profiles corresponding to three different points on the nonlinear
dispersion curve of the antisymmetric AN1 mode (see Figs. 7.11 and 7.12 for the location of these
points). Columns in Fig. 7.26 are ordered by increasing values of Ey and at the same time with the
increasing total intensity density of the mode. Because this mode belongs to the same nonlinear family
(modes with nodes) as the S1 mode, their behaviors are very similar. As in the case of the S1 mode,
in the profile of the electric field component E, of the AN1 mode, the maxima and minima split into

9For more detailed analysis of this problem refer to Section 7.1.5. The fact that the mode with a flat An profile is
similar to the mode of a linear waveguide with a higher refractive index of the core is not surprising and can be explained
using the self-coherent definition of the nonlinear modes [4]. According to this definition, the nonlinear mode is a linear
mode of a linear (graded refractive index) waveguide that is induced by the light distribution of this mode.
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two peaks for high light intensities [see Fig. 7.26(f)]. With the increase of Ey we also observe flattening
of the profile of the total electric field amplitude E (and related quantities) (see rows three to five in
Fig. 7.26). The flattening occurs at higher value of Ey and (An) than in the case of the S1 mode. For
very high Ej positions of minima and maxima in the E profile switch [compare Figs. 7.26(g) and (i)].
The intensity I is ’out of phase’ with the power P for low Ej values [see Fig. 7.26(j)] and ’in phase’
for high Ej values [see Fig. 7.26(1)], similar to the case of the S1 mode.

The magnetic field profiles of higher-order modes of the family with nodes (S2, AS2, S3, AS3) are
presented in Figs. 7.4(e), (f), (h), and (i). All the modes are presented for the values of Ey at which
their respective effective indices 8 =~ 4. We observe that the increase of the mode order causes an
increase of the number of nodes in the magnetic field profile, according to Eq. (7.1.2). The symmetric
and antisymmetric modes appear in the alternating order with the increase of Ey. The behavior of
these modes with the increase of Ey value is similar to the behavior observed for the S1 and AN1
modes in Figs. 7.25 and 7.26. Therefore, these modes will not be described in detail in this PhD
manuscript.

7.1.3 Field profiles obtained using the Jacobi elliptic function based model

In Section 7.1.2, we have discussed in detail the field profiles obtained using the IM for all the modes
supported by the nonlinear slot waveguide structure with parameters indicated in Table 7.1. In this
section, we present the field profiles obtained using the JEM. We will not describe them as thoughtfully
as it was done in the case of the IM to avoid repetitions. The study will be done in a comparative way.
The similarities and differences between the field profiles obtained using the JEM and using the IM
will be described and explained, in order to get a better understanding of the nature of our models.

For all the modes in this section, only the field profiles of the magnetic field H,(z), electric field
components E,(z) and E,(x) and the total electric field amplitude E(x) are shown. We do not present
the profiles that are functions of these basic quantities. The light intensity is proportional to EZ2,
the power is proportional to Hy2 and the nonlinear index modification in the frame of the JEM is
proportional to E? [see Eq. (6.1.1)].

The field profiles presented in this section correspond to the labeled points indicated on the non-
linear dispersion curves [(Hp) shown in Fig. 7.27, where the magnetic field amplitude at the left
metal/nonlinear dielectric interface (x = 0, see Fig. 6.1) Hp, defined by Eq. (6.1.4a), is used as ab-
scissa. The dispersion diagram [B(Hjy) shown in Fig. 7.27 has a similar character to the dispersion
diagram ((FEp) that is presented in Fig. 7.9(a). We choose here to use Hy as abscissa because in the
JEM, it is a free parameter that is varied in order to obtain the nonlinear dispersion curves.

Looking at the dispersion relation presented in Fig. 7.27, we notice that if Hy is used as abscissa,
then the dispersion curves AN1, S2 and of the higher-order modes from the family with nodes have
negative slope: 8 deceases with the increase of Hy. Because in the scanning procedure we did not look
for solutions with Hy higher than 10% A /m, parts of the dispersion curves AN1 and S2 with low values
of B were not found. This explains why, in other coordinates, it seems that these dispersion curves do
not start from 8 = 1 [compare with Figs. 7.1(a), 7.6(a), and 7.9(a)]. Increasing the scanning range of
Hy would allow us to find the missing parts of these curves. After this digression, we come back to
the discussion of the field profiles obtained using the JEM.
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Chapter 7. Numerical results

Modes with linear counterparts (low-power modes)

In Fig. 7.28, the profiles of the linear symmetric mode SOL and the linear antisymmetric mode ANOL
are shown in the limiting linear case. These profiles are identical to the corresponding profiles obtained
using the IM presented in Fig. 7.13.

In Fig. 7.29, the field plots of the symmetric mode SO and the antisymmetric mode ANO are shown
for higher values of the magnetic field on the left interface Hy and therefore higher total intensity
densities. For moderate values of Hy, the profiles are presented in the first and the third column in
Fig. 7.29 and they resemble well the corresponding profiles obtained using the IM shown in the first
and the third columns of Fig. 7.14. On the contrary, for very high H, values (the second and the fourth
column in Fig. 7.29) the field profiles obtained using the JEM differ qualitatively from the profiles
obtained using the IM. We observe that the profiles of both components of the electric field close to
the metal /nonlinear dielectric interfaces, where the magnetic field is high, become less steep than the
corresponding profiles obtained using the IM. The z-derivative of the F, component in the nonlinear
core, close to the metal /nonlinear dielectric interfaces changes its sign with the increase of Hy. For low
values of Hy, it has opposite sign to the z-derivative of E, in the metal cladding. On the contrary, for
high values of Hy, the signs of the z-derivative of E, on both sides of the metal /nonlinear dielectric
interfaces are identical [compare for example Figs. 7.28(e) and 7.29(h)].
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Figure 7.28: Profiles of (a), (d) magnetic field component H,; (b), (e) electric field components E,
(red or blue) and —E, (black); and (c), (f) total electric field amplitude E. Plots in the top row
corresponds to the linear symmetric mode of the slot waveguide (SOL) and in the bottom row to the
linear antisymmetric mode of the slot waveguide (ANOL) (see Fig. 7.27 for the point labels).
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Figure 7.29: Profiles of (a)—(d) magnetic field component H,, (e)-(h) electric field components E, (red
or blue) and —E, (black), and (i)—(1) total electric field amplitude E corresponding to points (first
column) SOc, (second column) SOf, (third column) ANOc, and (fourth column) ANOf in Fig. 7.27.

Modes without nodes (node-less modes)

The transformation of the profiles of the asymmetric AS1 mode is shown in Fig. 7.30. The comparison
between the results of the JEM and the IM (Fig. 7.15) for this mode results in conclusions similar to
these drawn in for the low-power modes. Close to the bifurcation point (solution at low power level
shown in the first column in Fig. 7.30), the field profiles resemble those obtained using the IM and
shown in the first column in Fig. 7.15. For higher values of the mode energy (the second and the third
column in Fig. 7.30) the magnetic field behaves in the same way as for the IM but the electric fields in
the regions with high magnetic field intensity have lower amplitudes than for the corresponding profiles
in Fig. 7.15. Additionally, the sign of the z-derivative of E, close to the metal/nonlinear dielectric
interfaces inside of the nonlinear core changes with the increase of Hy [compare Figs. 7.30(d) and
7.30(f)].

There are two reasons for the different behavior of the electric field predicted by our two models.
The fundamental reason is the fact that, in the formulation of the models we did not use the same
expressions for the Kerr nonlinear term. The full Kerr-type nonlinearity used in the IM [see Eq. (6.2.1)]
was approximated by the Eq. (6.1.1) in the JEM. Additionally, in order to derive the JEM, we have
assumed that the nonlinear permittivity change is small compared to the linear permittivity. These
two assumptions are not fulfilled for the modes presented here, for which E, is comparable with E,
and the nonlinear permittivity change is high.

The second reason for the discrepancies between the IM and the JEM is the fact that the field
profiles and the related quantities are computed in a different way. In the IM, the main parameter
in the dispersion relations is the total electric field intensity at one of the metal /nonlinear dielectric
interfaces and at the output of the dispersion procedure, we obtain the profiles of both electric field
components E, and E, (see Section 6.2.2). Then, employing Eq. (1.5.2b), the magnetic field in the
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Figure 7.30: Profiles of (a)—(c) magnetic field component H,, (d)—(f) electric field components E,
(green) and —F, (black), and (g)—(i) total electric field amplitude E corresponding to points (first
column) ASlc, (second column) AS1b, (third column) ASla in Fig. 7.27. The total electric amplitude
ratio E4/Ey is approximately equal to 2 for ASc, 4 for ASb and 10 for ASa.

waveguide core is calculated using the formula:

€ [65’2 + o (E% + Eg)] CE

5 5 - (7.1.9)

In the nonlinear case, the magnetic field is not a linear function of £, but depends also on the nonlinear
permittivity. For very high nonlinear permittivity modification, with which we deal in this work, the
magnetic field profile will be strongly affected by the nonlinear term. In regions where the nonlinear
permittivity modification is high compared to the linear part, the magnetic field profile amplitude will
be larger than in the case of the linear H,(E,) dependency.

In the JEM, we proceed in the reverse way. In the formulation of JEM, the only field component
present in the final formulation of the model is the magnetic field component H,. Therefore, the
quantity that is a direct output of the JEM numerical procedure is the magnetic field profile Hy(x).
Based on the magnetic field profile, the electric field components are calculated using Eqgs. (1.5.2b) and
(1.5.2¢) and the simplified treatment of the Kerr nonlinear term [Eq. (6.1.1)]. The resulting expressions
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Figure 7.31: Profiles of the magnetic field component H, for the symmetric SO mode (blue), antisym-
metric ANO mode (red), and the first-order asymmetric AS1 mode (green). The subplots present the
transformation of the field profiles at the points a, b, ¢, d, e, f, and g indicated in Fig. 7.27. In all
the subplots, the scale was kept identical to see the relative change of the magnetic field amplitude
between the points. In each of the subplots, the magnetic field amplitude at the left metal /nonlinear
dielectric interface (Hp) is identical for all three modes.

for the electric field components are:

B
E, = H,, 7.1.10a
T e (El,g + agHg) ¢ Y ( )
1 dH
E, = Y (7.1.10b)

€0 (6172 + agHg) w dz

In this case, due to the presence of the nonlinear permittivity in the denominator, in the regions of
high nonlinear permittivity change, the electric field component amplitudes are lower than in the case
of a linear dependency of £, and E, on H,. This is one of the reasons why the magnetic fields obtained
using both models are qualitatively the same, while there are qualitative differences in the behavior of
the electric field components. This effect will be even more visible for higher-order modes, where the
nonlinear permittivity change is of the same order of magnitude as the linear part of the nonlinear
dielectric permittivity.
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Figure 7.32: Profiles of (a)—(c) magnetic field component H,, (d)—(f) electric field components E,
(blue) and —E, (black), and (g)—(i) total electric field amplitude E corresponding to points (first
column) Sle¢, (second column) SIb, and (third column) Sla in Fig. 7.27.

In Fig. 7.31, a direct comparison of the magnetic field plots is presented for the three modes SO,
ANO, and AS1. In each of the subplots in Fig. 7.31, the values of Hy for all the modes are identical.
The subplots are ordered by increasing values of Hy. The transformation of the magnetic field profiles
connected with the increase of Hy that is illustrated in Fig. 7.31, is the same as in the case of the IM
shown in Fig. 7.16, where the field transformation connected with the increase of Fy was presented.

Figure 7.32 presents the transformation of the higher-order symmetric node-less SI mode asso-
ciated with the increase of the mode energy. The field intensity Hy decreases in columns from left
to right, whereas the total intensity density increases. The magnetic field profiles predicted by the
JEM are in qualitative agreement with those of the IM presented in Fig. 7.18. However, there is a
quantitative difference between the ratio of the soliton peak Hpeax and the magnetic field intensity at
the metal /nonlinear dielectric interfaces (Hy = Hy) obtained using two models. In the magnetic field
profiles obtained using the JEM, the ratio Ho/Hpeax is higher than in case of the IM. The profiles of
the F, field component are also in good agreement with the results of the IM. The agreement between
the E, profiles for the higher-order node-less modes, obtained using our two modes results from the
fact that in the region where the nonlinear permittivity change (proportional to Hg) is the largest (in
the center of the waveguide core), the E, component has its minimum. Therefore, in the case of the
E, profile the limitation of the JEM discussed on Page 147 is not visible. On the contrary, the E,
component computed using the IM has a maximum in the center of the core, just like the magnetic
field (see Fig. 7.18). In the frame of the JEM, due to the way of computing the values of E, [see
Eq. (7.1.10a)] the transverse electric field component F, has a minimum in the center of the waveg-
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Figure 7.33: Profiles of (a)—(c) magnetic field component H,, (d)—(f) electric field components E,
(green) and —F, (black), and (g)—(i) total electric field amplitude E corresponding to points (first
column) AS2¢, (second column) AS2b, and (third column) AS2a in Fig. 7.27.

uide core [see Figs. 7.32(d)—(f)]. The E, and E profiles obtained using the JEM, instead of a single
maximum in the center of the waveguide, as predicted by the IM, have two maxima and separated by
a local minimum in the core center.

In Fig. 7.33, the transformation of the second-order asymmetric node-less mode AS2 along its
dispersion curve is presented. The columns are ordered from left to right by increasing total intensity
density (decrease of Hy but increase of Hy). In case of the AS2 mode, we see a qualitative difference of
all the field profiles between the results of the JEM (Fig. 7.33) and the IM presented in Fig. 7.19. The
magnetic field profiles obtained with both models can be interpreted as a soliton trapped in the core
of the nonlinear slot waveguide and shifted toward one of the interfaces. The intensity on the other
interface is high due to the presence of a side-lobe. Comparing the result of the JEM and the IM, we
notice that in case of the JEM, the magnetic field amplitude of the right side-lobe Hy is almost equal
to the peak amplitude of the soliton Hpear. On the contrary, in case of the IM, the value of Hy was
much lower than Hpeax. The electric field component F, in case of the JEM has a complex behavior
resulting from Eq. (7.1.10a) and is drastically different than in case of the IM. Also the E, component
of the electric field changes its behavior. The z-derivative of this component at the right core interface
has different signs between the JEM and the IM (compare the second row in Figs. 7.33 and 7.19).
Consequently, the profiles of the total electric field amplitude also differ between the two models.

To finish the description of the profiles of the modes belonging to the node-less family, in Fig. 7.34
we present a direct comparison of the transformation of the symmetric SI mode and the asymmetric
AS2 mode. The subplots are ordered by increasing values of Hy. In each of the subplots, both modes
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Figure 7.34: Profiles of the magnetic field H, for the symmetric SI mode (blue) and the second-order
asymmetric AS2 mode (green). The subplots present the transformation of the field profiles at the
points a, b, ¢, d, e, f, and g indicated in Fig. 7.27. In all the subplots the scale was kept identical to
see the relative change of the magnetic field amplitude between the points.

have identical values of Hy. Generally speaking, the transformation has the same character as in case
of the IM model (see Fig. 7.20), where the field transformation connected with the increase of Ey
was presented. At the bifurcation point [Fig. 7.34(d)], the modes SI and AS2 are identical. With the
decrease of the magnetic field amplitude at the left interface Hy, the soliton of the asymmetric mode
becomes more localized at the left interface [subplots (a), (b), and (c)]. Increase of Hp causes the
shift of the soliton peak position toward the right interface [subplots (e), (f), and (g)]. The difference
between the two models is visible looking at the ratio of the peak amplitude of the soliton Hpear and
the higher of the two amplitudes at the core interfaces max(Hy, Hy). In the JEM, this ratio is very
close to one for all the asymmetric profiles and also for the symmetric profiles with Hy above the
bifurcation point. In case of the IM, ratio Hpeax/ max(Hy, Hy) is always much higher than one.

The description of the node-less modes obtained using the JEM ends here. For the IM, we have
described also higher-order node-less modes. The comparison between the two models for this profiles
gives the same conclusions as these drawn above. Nevertheless, to present a complete study, the
profiles of the higher-order modes from the node-less family obtained using the JEM are presented
and compared with the results of the IM in Appendix E.
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Modes with nodes

The comparison of the field profiles that belong to the family with nodes will be done only on one
example of the symmetric S1 mode. The transformation of this mode along its dispersion curve is
presented in Fig. 7.35. The comparison of the results of the JEM with the corresponding field profiles
obtained using the IM (presented in Fig. 7.25) shows that for low mode energy (the first column
in Fig. 7.35) all the field profiles are in good agreement. With the increase of the mode energy the
agreement of the field profiles deteriorates. First, we observe that in the profile of the electric field
component F,, the single minimum in the center of the waveguide splits into two minima separated by
a local maximum [see Fig. 7.35(e)]. The profile of the total intensity is also different than in the case of
the IM and does not become flat [see Fig. 7.25(h) for the results obtained with the IM]. For very high
total intensity density ;o and effective index 8 (the third column in Fig. 7.35) all the field profiles
(except for the E,) are qualitatively different. For the magnetic field profile, the ratio |Hpeax|/Ho is
much closer to one in case of the JEM than for the IM. In case of the JEM, the maxima and minima
of E, profiles split into two. In the profile of the total electric field amplitude, each of the two maxima
also splits into two with the increase of Hy. The maxima and minima of the E, profile presented in
Fig. 7.35(f) split into two. This behavior is the same as observed in the corresponding figure obtained
using the IM [Fig. 7.25(f)].
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Figure 7.35: Profiles of (a)—(c) magnetic field component H,, (d)—(f) electric field components E,
(blue) and —FE, (black), and (g)—(i) total electric field amplitude E corresponding to points (first
column) AS2¢, (second column) AS2b, and (third column) AS2a in Fig. 7.27.
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The behavior of the higher-order modes of the family with nodes is similar to the S1 mode and will
not be discussed in detail. The magnetic field plots for the AN1, S2, and AN2 modes are presented in
Figs. 7.2(e), (f), and (g).

Summary

Summarizing the results of this section, we observe that the general features of the magnetic field
profiles obtained using the IM and the JEM are similar and lead to the same conclusions about
the nature of the modes of the nonlinear slot waveguide. A closer examination of the electric field
profiles reveals qualitative differences between the the two models. They do not have any impact
on the dispersion plots, because in the frame of the JEM the dispersion relations depend only on
the magnetic field. These differences reflect the fact that the JEM was built using assumption about
the weak nonlinearity and the weak longitudinal electric field component compared to the transverse
one. Therefore, it could be expected that, in the highly nonlinear regime and for the slot waveguide
modes for which both electric field components have comparable amplitudes, the simpler Jacobi elliptic
function based model fails to correctly predict profiles of all the field components. Because of that
in Sections 7.1.5-7.2 we will use only the results of the interface model that describes the physics of
nonlinear slot waveguides more accurately.

7.1.4 Single-interface limit

In Chapter 6, describing the theoretical derivation of the models for nonlinear plasmonic slot waveg-
uides, we mentioned that in the limiting case, where the integration constants ¢y in Eqs. (6.1.3) and
(6.1.7) or Cp in Egs. (6.2.2) and (6.2.26) are equal to zero, we recover the case of a single interface
between a metal and a nonlinear dielectric. Looking at the field profiles of highly asymmetric modes
AS1 (see Fig. 7.15), we see that this mode is mostly localized at one interface only. Therefore, it can
be well approximated by a solution of the single-interface problem.

In Fig. 7.36, we present the dispersion curves S(F,.) for the nonlinear slot waveguide obtained
using the JEM and the IM (compare with Fig. 7.6). Additionally to the antisymmetric (red), symmet-
ric (blue), and asymmetric (green) dispersion curves, black dispersion curves obtained using single-
interface models are presented. In the case of the JEM, the single-interface approximation was obtained
using the FBM for configurations with semi-infinite nonlinear medium described in Section 2.1. Ef-
fectively, Eq. (3.1.4) for a single interface between a metal and a nonlinear dielectric was solved using
the parameters of our nonlinear slot waveguide (see Table 7.1). In case of the IM, the corresponding
single-interface approximation was obtained using the EM for configurations with semi-infinite non-
linear medium described in Section 2.3. The dispersion relation in this case is given by Eq. (6.2.29).

In both cases presented in Fig. 7.36, we see that the single-interface dispersion curves for low
effective indices and low values of P, are located between the antisymmetric ANO and symmetric SO
dispersion curves. They intersect with the SO curves slightly below the bifurcation points of asymmetric
modes AS1. For the values of 8 above the bifurcation points, the curves obtained using single-interface
models follow the AS1 asymmetric dispersion curves. The fact that the black curves overlap with the
green AS1 curves confirms that the highly asymmetric AS1 modes (for high effective index ) are well
approximated using the single-interface approach.

In Fig. 7.37, the dispersion curves 3(Ey) obtained using the JEM and the IM are presented (com-
pare with Fig. 7.9). Additionally, dispersion curves for the single-interface configuration calculated
using the FBM (in case of the JEM) and the EM (in case of the IM) are depicted in black. In these
coordinates, both for the JEM and for the IM, the single-interface dispersion curve always lays between
the antisymmetric ANO curve and the symmetric SO curve. For high values of Fy, the asymmetric AS1
curve becomes very close to the black curve, but remains slightly above it.

Looking at Fig. 7.37(a), we observe that indeed, as predicted in Section 6.1 (see Page 88), the
black curve corresponding to the integration constant ¢y equal to zero (single-interface dispersion
curve) separates the dispersion plot in two parts. Above the ¢p = 0 curve, only node-less solutions
exist (for negative values of the integration constant cy). Below this curve, only solutions with nodes
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Figure 7.36: Dispersion diagram for the nonlinear slot waveguide presenting the effective index [ as
a function of the power density in the core P, [defined by Eq. (7.1.4)] obtained using (a) the JEM
and (b) the IM. On both plots dispersion curves presenting single-interface approximations (computed
using the FBM and the EM) are shown in black. For clarity of the plots, the range of the effective
indices shown was reduced to (3 € [3, 8].

appear (for positive values of ¢p). The same conclusion can be drawn looking at Fig. 7.37(b). In case
of the IM, the numerical results also show that the dispersion curves are divided in two families: with
nodes and node-less. The regions of the dispersion diagram corresponding to these two families are
separated by the curve described by the equation Cy = 0 (black curve for the single-interface problem).
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Figure 7.37: Dispersion diagram for the nonlinear slot waveguide presenting the effective index 5 as a
function of the total electric field amplitude on the left interface between the metal and the nonlinear

dielectric Ey. Results obtained using (a) the JEM and (b) the IM. In both plots, dispersion curves
presenting single-interface approximation (computed using the FBM and the EM) are shown in black.
Additionally, in the figure presenting the dispersion relation for the IM, the curve corresponding to
the analytical expression for the single-interface dispersion relation [Eq. (6.2.29)] is shown in yellow.

In the frame of the IM, we could not prove this property analytically because the field plots in the IM

are calculated numerically.
Finally, instead of using the models for configurations with a semi-infinite nonlinear medium devel-
oped in Section 2.1 (the FBM) and Section 2.3 (the EM), we will use the formulas found in Sections 6.1
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Figure 7.38: Dispersion diagram obtained using the JEM for the nonlinear slot waveguide presenting
the effective index § as a function of the magnetic field amplitude on the left interface between the
metal and the nonlinear dielectric Hy. Dispersion curves presenting single-interface approximation
obtained using FBM are shown in black. Additionally, the curve corresponding to the analytical
expression for the single-interface dispersion relation [Eq. (6.1.10)] is shown in yellow.

and 6.2 that give us the dispersion relations for the single-interface problem. In case of the IM, the
analytical formula for the dispersion relation for the single-interface problem is given by Eq. (6.2.29).
The effective index of the mode expressed as a function of the material parameters of the structure
and the total electric field intensity at the interface Ey. The curve described by Eq. (6.2.29) is plotted
in yellow in Fig. 7.37(b) and it overlaps well with the black curve obtained using the EM.

In the case of the JEM, the analytical formula for the dispersion relation of a single metal /nonlinear
dielectric interface problem is given by Eq. (6.1.10). In this equation, as in the entire formulation of
the JEM, the primary parameter is the magnetic field amplitude at the interface Hy. Therefore, to
be able to show the dependency described by Eq. (6.1.10), we need to use the coordinates where
the effective index is presented as a function of the magnetic field amplitude at the interface Hj.
This plot is presented in Fig. 7.38 (compare with Fig. 7.27). We observe that in these coordinates
the dispersion relations calculated using the FBM (balck curve) and the yellow curve described by
Eq. (6.1.10) overlap perfectly. The single-interface dispersion curve, which corresponds to the limiting
case ¢p = 0 divides the dispersion plot 5(Hp) into the regions corresponding to the node-less family
and the family with nodes.

In all the plots presented in this section, in the region of high effective indices, the dispersion
curves of the AS1 mode overlap with the curves obtained using single-interface approximations. This

confirms our hypothesis (formulated on Pages 80 and 100) that highly asymmetric modes AS1 can be
approximated by solutions obtained using the corresponding single-interface models.

7.1.5 Relation between nonlinear modes with nodes and their linear counterparts

In Section 7.1.2, while discussing the field profiles of the modes belonging to the family with nodes,
we noticed that they resemble higher-order modes of linear slot waveguides with parameters similar
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Figure 7.39: Nonlinear dispersion diagram for the symmetric nonlinear slot waveguide showing the

effective index of the mode (3 as a function of the averaged nonlinear refractive index modification
{An)y defined by Eq. (7.1.1). Small portions of dispersion curves of spurious modes are shown in yellow
and help to locate the point at which modes with nodes induce a flat refractive index distribution.

to the nonlinear slot waveguide studied in Section 7.1.2. In this section, we will explain the origin of

the similarities between these nonlinear and linear modes.

In Fig. 7.39, we remind the nonlinear dispersion curves obtained using the IM for our nonlinear slot
waveguide with the following parameters: core thickness d = 0.4 pm, core permittivity o = 3.462,
second-order nonlinear refractive index ng) =2-107'7 m?/W, metal permittivities e; = e3 = —90 at
a free-space wavelength A = 1.55 um (parameters identical to these used in Sections 7.1.1 and 7.1.2

and presented in Table 7.1). This plot is a part of a previously presented plot in Fig. 7.3.
From the analysis of the dispersion curves of the symmetric mode S1 and the antisymmetric
mode ANT1 belonging to the family with nodes presented in Section 7.1.2 at Page 141, we know that
there is one point on each of these curves where the nonlinear index modification profiles induced
by these modes are flat [see Figs. 7.25(h) and 7.26(h) obtained using the IM]. These points can be
easily found using the numerical procedure to obtain the dispersion curves in the frame of the IM,
which is described in Section 6.2.2. If we relax the physical condition that requires the amplitudes
of the electric field component obtained by the numerical integration of Maxwell’s equations E;ljldm
and EM™ to be in agreement with the values given by Egs. (6.2.25) (see condition 3 on Page 103),
then spﬁrious modes are found by the numerical procedure (unphysical modes, not fulfilling all the
assumptions). These spurious modes have flat nonlinear index modification distributions all along
their dispersion curves and they intersect with the modes of the family with nodes in the points
where the index distribution corresponding to the genuine nonlinear modes is flat (this property is

found empirically). Small portions of the dispersion curves of these spurious modes are shown in
Fig. 7.39 (yellow curves) in order to locate the points corresponding to the genuine nonlinear modes

that induce a flat nonlinear index distribution. At these points, we expect the field profiles of the
modes of the nonlinear slot waveguide to be the most similar to the profiles of the modes of the linear

slot waveguide with identical parameters but higher core refractive index. We base this expectation
on the self-coherent definition of nonlinear modes. This definition was introduced by Townes and co-

workers in Ref. [4] and was used later in other works (e.g., Ref [153]). It defines a nonlinear mode as
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Figure 7.40: Dispersion curves for the linear slot waveguide with identical parameters as our nonlinear
slot waveguide showing the effective index of the mode as a function of the linear refractive index
increase Anji,. See the text for more details.

a linear mode of a linear (graded refractive index) waveguide that is induced by the light distribution
of this mode. According to this definition, there is no difference between the nonlinear modes of the
nonlinear slot waveguide for which the nonlinear index modification has a flat distribution and the
linear modes of the waveguide with higher refractive index of the linear core. In the following, we will
verify the validity of this definition for modes of the nonlinear slot waveguide.

To this end, we analyze another type of dispersion relations. Consider a linear slot waveguide: a
linear dielectric core sandwiched between two metal regions. The parameters of this waveguide are
given by: metal permittivities e; = e3 = —90 and the core refractive index is given by n = ng+Anyn =
3.46 + Anyin and the core thickness d = 0.4 um. The parameters €1, €3 and ng = V€2 are identical
to these in the case of the nonlinear waveguide studied here (see Table 7.1). Figure 7.40 presents the
dispersion diagram of the linear slot waveguide with core index n = ng + Any, where the effective
index § is plotted as a function of Any,. We notice that this linear dispersion diagram is similar to
the dispersion plot of the nonlinear slot waveguide shown in Fig. 7.39. For the core with index n = ng
only two modes are present and they are the linear counterparts of the modes SO and ANO. With the
increase of the core index n, the effective index of these modes increases and they become closer to each
other. At Any, = 0.1, a higher-order linear mode appears that is a counterpart of the S1 mode. For
Angn & 2 and Anyy, = 3.5, another two higher-order modes appear. They are the linear counterparts
of the AN1 and S2 modes. The effective index of these modes increases rapidly with the increase of
Anyin. The only modes not present in the linear dispersion curves are the asymmetric modes ASI,
AS2, ...and the symmetric node-less modes SI, SII, etc. The asymmetric modes can not be observed
in the linear case because nothing breaks the symmetry in the symmetric linear slot waveguide. The
node-less symmetric modes are not supported by the linear slot waveguide because they have purely
nonlinear solitonic character (see Figs. 7.18 and 7.22 in Section 7.1.2).

A direct comparison between the nonlinear and the linear dispersion diagrams presented in Figs. 7.39
and 7.40, respectively, is shown in Fig. 7.41. The dispersion curves of the nonlinear modes ANO and
S0 overlap with the corresponding linear dispersion curves only for small (An) values. The nonlinear
modes increase their effective indices 3 faster than the linear modes. In case of higher-order modes S1,

157



Chapter 7. Numerical results

AN msmEm
S mEmmm
2 F AS
LIN samam
spurious
1 1
0.001 0.01

<An>

Figure 7.41: A comparison of the nonlinear (red, blue and green curves) and the linear dispersion
plots (black curves) of the symmetric slot waveguides from Figs. 7.39 and 7.40. In case of the linear
waveguide (An) is equivalent to Any,. Small portions of dispersion curves of spurious modes are
shown in yellow and help to locate the point at which modes with nodes generate flat refractive index

distribution. See the text for more details.
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Figure 7.42: A comparison of (a), (d) Hy(x); (b), (e) Ex(z); and (c), (f) E.(x) for the nonlinear modes
S1 (blue curve) (first row) and AN1 (red curve) (second row) at the points where the refractive index
distribution is flat (intersection of yellow and blue or red dispersion curves in Figs. 7.39 and 7.41) and

the normalized profiles of their linear counterparts (black curves).
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ANT1 and S2, the dispersion curves of the linear modes lay below the corresponding nonlinear modes.
There is only one common point between these curves and it is, as expected, the point where the index
distribution in the nonlinear core is flat.

The comparison of the field profiles Hy(x), E,(z), and E;(x) for nonlinear S1 and AN1 modes
at the point where the nonlinear index distribution is flat (intersection of yellow and blue or red
dispersion curves in Figs. 7.39 and 7.41) and the corresponding linear modes (for identical S value) is
presented in Fig. 7.42. We observe that the nonlinear profiles overlap perfectly with the profiles of the
linear modes normalized to the same amplitude as the nonlinear modes.

The results presented in this section prove that the modes with nodes found in the nonlinear slot
waveguides are close to the modes of the linear slot waveguide with similar opto-geometric parameters.
We have explained the similarities between these nonlinear and linear modes using the self-coherent
definition of nonlinear modes introduced in Ref. [4].

7.1.6 Core width study

In this section, we study the influence of the core width on the behavior of the dispersion curves of the
nonlinear slot waveguides. The material parameters used here will be identical to these in the previous
section: core permittivity € o = 3.46%, second-order nonlinear refractive index ngz) =2-1071" m2/W,
metal permittivities €; = e3 = —90 at a free-space wavelength A = 1.55 um (see also Table 7.1). The
core width will be varied here.

In Figs. 7.43-7.46, we present the nonlinear dispersion diagrams for the nonlinear slot waveguide
with the core widths d equal to 100 nm, 200 nm, 400 nm, and 800 nm obtained using the IM. The
comparison of these curves illustrates the influence of the core width on the dispersion curves of all
the modes. In order to facilitate the mutual comparison of the dispersion curves, all the plots were
drawn using identical (An) range and 8 range (except for Fig. 7.46 where the range of § is reduced).

At first, we analyze the low-power modes of the nonlinear waveguides (modes which start from the
limiting linear case for very low levels of (An)). For d = 100 nm (Fig. 7.43), there is only one such
mode. It is the fundamental symmetric node-less mode that exists in metal slot waveguides regardless
of the core thickness. With the increase of the thickness to 200 nm (Fig. 7.44), a second low-power
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Figure 7.43: Dispersion relations for the nonlinear slot waveguide with the core thickness d = 100 nm.

159



Chapter 7. Numerical results

15 T T T T T T L | T T T T
13 -
11

AN summm

S smmam
ol AS

(<N
7 -
5 -
ouﬂ‘"”.‘“
3 r e
oo wo o O-"'-.‘.'.

1 L L MR TR | L L ool L L MR |
10°° 102 107 10°

<An>

Figure 7.44: Dispersion relations for the nonlinear slot waveguide with the core thickness d = 200 nm.
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Figure 7.45: Dispersion relations for the nonlinear slot waveguide with the core thickness d = 400 nm.

mode appears. It is the antisymmetric mode with one node in the H, profile. It is interesting to
notice that in the case of d = 100 nm, the first nonlinear mode of the family with nodes was the
antisymmetric mode with one node. In the case of d = 200 nm, the first mode of this nonlinear family
is the symmetric mode with two nodes. We observe that with the increase of the waveguide thickness,
the nonlinear modes of the waveguide with a thin core become low-power modes that start in the
linear limit for the waveguides with thicker cores.
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Figure 7.46: Dispersion relations for the nonlinear slot waveguide with the core thickness d = 800 nm.
The range of 3 presented here is smaller than in the previous plots in this section in order to present
the results more clearly.

With further increase of the thickness (to 400 nm, see Fig. 7.45), we notice that the two low-
power modes of the nonlinear slot waveguide become much closer in terms of the effective index
B. Additionally we observe that the (An) threshold for the appearance of the first and higher-order
nonlinear modes with nodes becomes lower. For instance, the symmetric mode with two nodes appears
for (An) = 2.5 for the nonlinear slot waveguide with 200-nm-thick core and at (An) = 0.08 for the
waveguide with 400-nm-thick core.

The nonlinear slot waveguide with an 800-nm-thick core supports 4 modes present at low levels
of (An) (see Fig. 7.46). Two of them (symmetric node-less mode and antisymmetric mode with one
node) are located very close to each other in terms of 8 (in the vicinity of § ~ 3.75). A low-power
symmetric mode with two nodes and a low-power antisymmetric mode with three nodes also exist.
The first nonlinear mode of the family with nodes is the symmetric mode with four nodes. Because the
appearance of the modes of the family with nodes occurs at lower values of (An) with the increase of
the core thickness, the waveguide with the 800-nm-thick core supports many of these modes for high
values of (An).

Moreover, we notice that the first fundamental node-less symmetric mode has quite elevated ef-
fective index in the waveguides with a thin core [for d = 100 nm (see Fig. 7.43) its effective index is
B =~ 4.4]. With the increase of the core thickness, the effective index of this fundamental mode de-
creases [for d = 800 nm (see Fig. 7.46) its effective index is § ~ 3.76] and converges for high thicknesses
to the value of the effective index of a plasmon on a single metal/dielectric interface. On the contrary,
the first antisymmetric mode with one node appears for very low values of 8 for waveguides with a
thin core (d = 200 nm, see Fig. 7.44) and its effective index increases with the increase of the core
thickness to reach the single-interface limit in the waveguides with a very thick core [for d = 800 nm
(see Fig. 7.46) its effective index is 8 & 3.75] (these observations are confirmed later in this section;
see Fig. 7.50).

Here we will discuss the influence of the core thickness on the modes of the node-less family. For
these modes with the increase of the waveguide thickness we also observe the decrease of the (An)
threshold values for their appearance. The decrease of the threshold values can be very large for these
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Figure 7.47: Average nonlinear index change (An) at the appearance of the asymmetric modes AS1
(bifurcation) (red +) and for A5 = 0.1 (green e) as a function of the core width d. All the other
parameters of the nonlinear slot waveguides are identical to these in Table 7.1.

modes. The first asymmetric AS1 mode bifurcates at (An) ~ 1.5 for the waveguide with d = 100 nm
and at (An) =~ 0.004 for the case of d = 800 nm. Similarly, the appearance of the higher-order modes SI
and AS2 occurs for very high values of (An) and § for thin waveguides (not in the range of Fig. 7.43).
Mode ST appears at § &~ 14 and (An) ~ 9 for the waveguide with a 200-nm-thick core (top right corner
in Fig. 7.44). In the case of d = 800 nm, modes SI and AS2 appear at (An) ~ 0.8 which approximately
ten times lower than for the waveguides with a core thickness d = 200 nm.

In order to sum up the observations made on the bifurcation threshold of the first asymmetric AS1
nonlinear mode, we present Fig. 7.47 that shows the dependency of the nonlinear index change (An) at
which the first bifurcation occurs (red curve) on the width of the nonlinear slot waveguide core d. We
notice that the thicker the core the lower the value of (An) where the bifurcation occurs. For d ~ 1 um
the bifurcation occurs at (An) ~ 1073. For even thicker cores, the bifurcation occurs at (An) values
as low as 107> which are realistic values for hydrogenated silicon [139]. The proper choice of the core
thickness is important in order to obtain asymmetric solutions at low (An) values. Modifying the core
thickness is a very effective way to lower the bifurcation threshold. In the structure studied here, the
increase of the core thickness by a factor 20 allows us to reduce the bifurcation threshold by 5 orders
of magnitude.

From the experimental point of view, it is also important to control the number of modes supported
by the waveguide. In waveguides supporting a low number of modes the interpretation of the results
may be simpler than in multi-mode waveguides. With the increase of the nonlinear core thickness, the
number of modes supported be the nonlinear slot waveguides presented in Figs. 7.43-7.46 increases.
Therefore, it is important to find a thickness that results in a good balance between the bifurcation
threshold and the number of modes supported by the waveguide. These two parameters can be also
tuned changing the permittivities of the core and the cladding (see Section. 7.1.7).

In experiments, it is important to be able to distinguish between the symmetric and asymmetric
modes. The higher the asymmetry of the mode the easier it is to distinguish it from the symmetric
one. Therefore, we look for the values of (An) for which the asymmetric modes becomes strongly
asymmetric (here we assume that the mode is strongly asymmetric when the light intensity at one
metal/dielectric interface is five times larger than at the second interface). Our study shows that it
happens for (An) values approximately two times higher than the bifurcation threshold.

In Fig. 7.47, the value of (An) at which the difference between the propagation constants of the
asymmetric AS1 mode and the symmetric SO mode (AS = fas1 — Bso) is equal to 0.1 is shown in
green. This curve for low core thickness values follows the red curve for bifurcation point but for high
thickness values decreases more slowly than the red curve.
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Figure 7.48: Locus of the asymmetric mode dispersion curves for various core widths d using the total
intensity density [defined in Footnote 6 on Page 119] as abscissa. Only the first symmetric (thin curve)
and asymmetric modes (thick curves, except for the case of d = 800 nm) are shown using one color
per width. Both axes are in log scale.
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Figure 7.49: Locus of the asymmetric mode dispersion curves for various core widths d using the
power density in the core [defined by Eq. (7.1.4)] as abscissa. Only the first symmetric (thin curve)
and asymmetric modes (thick curves, except for the case of d = 800 nm) are shown using one color
per width. Both axes are in log scale.
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Figure 7.50: Dispersion diagram for the linear slot waveguide with identical parameters as our nonlinear
slot waveguide showing the effective index of the mode as a function of the core thickness.

In Figs. 7.48 and 7.49, a direct comparison between the dispersion curves of the nonlinear slot
waveguides with core thickness values 100 nm, 200 nm, 400 nm, and 800 nm is presented. Only the
curves corresponding to the fundamental symmetric SO mode and the first antisymmetric AS1 mode
are shown. In Fig. 7.48, the total intensity density is used as abscissa and in Fig. 7.49, the power
density in the core is used as abscissa. In both coordinates, we observe that for high values of the
effective index of the asymmetric mode AS1, the dispersion curves of this mode in waveguides with
different core thickness overlap. This is a consequence of the fact discussed in Section 7.1.4. For high
values of the effective index 3, the asymmetric modes AS1 are strongly localized on one of the core
interfaces (see the third column in Fig. 7.15). Therefore, they resemble the modes obtained on a
single metal /nonlinear dielectric interface and their dispersion relations can be approximated by the
curve corresponding to the single-interface problem. As a result, the waveguide thickness does not
have a strong influence on the dispersion curves of highly asymmetric modes. For all the values of
the core thickness d, the dispersion curves of the asymmetric AS1 mode follow the dispersion curve
for the single-interface case in the limit of high 8 values. For this reason the dispersion curves of the
asymmetric AS1 modes in waveguides with different widths have a single locus for high 8 values.

In Figs. 7.43-7.46, the evolution of the nonlinear slot waveguide dispersion curves with the increase
of the core thickness from 100 nm to 800 nm was shown. We observed that with the increase of the
core thickness, the number of low-power modes (modes that exist in the low (An) limit) increases. The
number of the low-power modes can be inferred from the linear studies of the metal slot waveguides. We
consider a linear metal slot waveguide with the following parameters: metal permittivities €; = €3 =
—90 and the core refractive index is given by n = ng = 3.46 (compare with the parameters used for the
nonlinear sot waveguides studied here presented in Table. 7.1 on Page 109). In Fig. 7.50, the dispersion
relation for this waveguide is presented. The effective index of the modes 5 is shown as a function of
the core thickness d. For low values of the core thickness, only the fundamental symmetric node-less
linear mode of the slot waveguide exists. With the increase of the core thickness (around d = 160 nm),
a second mode appears (antisymmetric mode with one node). Further increase of the thickness causes
higher-order linear modes to appear with alternating symmetry and increased by one number of nodes.
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Figure 7.51: Dispersion diagram for the nonlinear slot waveguide with the core thickness d = 412 nm.

S T T T T T ',u s o o 'y
¢ Foiaii
§od i
;o biih
N B I
41 - & f08i e
T TTT T ITTITIT o i i
o I S s g
-~ A I R
P s .' ’ HEI
<=} 3 - ....-,..nﬂ"'. ..‘ i '. . .: :._
.cooo.n...ooo.ooo.ooo.o..'....o.-to.oo.."”. ." :. .: .: ::
s RS
4 i ;i
AN msmEm ,” i .' 3 . :'
2 S smmEm o : : s °
AS e PPl
.d". o s s sl
o'.. l. : : o 0
...oo".. .l. H . : ::
1 e ] tecasccepeep?®f®®” 0 . . Y ST SN
) 10 102 107 10°
<An>

107

Figure 7.52: Dispersion diagram for the nonlinear slot waveguide with the core thickness d = 646 nm.

With the increase of the thickness, the two first modes become closer in terms of the effective index
and converge to the effective index of a linear plasmon on a single metal/dielectric interface. From
this plot, we can easily read how many low-power modes will the nonlinear slot waveguide support for

a given thickness and what will be their effective index in the low (An) limit.
In Figs. 7.43-7.46, we have seen that with the increase of the waveguide thickness, the nonlinear

modes of the nonlinear family with nodes were appearing at lower (An) and finally became low-power
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modes, if the core thickness was large enough. Using this effect, we can tune the core thickness in
such a way that a nonlinear mode with nodes will appear for very low (An) values. If we choose
the thickness of the nonlinear core slightly below the cut-off of the third mode (dcytof = 413 nm)
in the linear case, this mode will appear for low value of (An) in the nonlinear slot waveguide. The
dispersion relation for the nonlinear slot waveguide with the core thickness d = 412 nm is presented in
Fig. 7.51. In this case, the nonlinear symmetric mode with two nodes appears for (An) ~ 0.003 which
is approximately twenty times lower than in the case of the core thickness d = 400 nm (see Fig. 7.45)

Figure 7.52 presents the dispersion curves obtained for the nonlinear slot waveguide with the
thickness of 646 nm which is sightly below the cut-off thickness for the linear antisymmetric mode
with three nodes (the fourth mode in Fig. 7.50). In this case the nonlinear antisymmetric mode with
three nodes appear for (An) ~ 0.0015.

Summarizing this section, we have observed that the core thickness is one of the parameters of
the nonlinear slot waveguide that can be tuned to obtain low-power nonlinear solutions. Figure 7.47
shows that the bifurcation threshold for the node-less symmetric mode AS1 can be efficiently reduced
by a proper choice of the core thickness. The results presented in Figs. 7.51 and 7.52 prove that fine
tuning of the core thickness allows us to observe the genuine nonlinear modes of the family with nodes
at low (An) levels ((An) < 0.005).

7.1.7 Permittivity contrast study

In Section 7.1.6, we have studied the influence of the width of the nonlinear slot waveguide core on
the dispersion for this this structure. Here we will discuss the influence of the permittivity contrast
between the dielectric core and the metal cladding on the nonlinear dispersion diagrams of symmetric
nonlinear slot waveguides.
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Figure 7.53: Dispersion diagram for the nonlinear slot waveguide with the metal cladding permittivities
€1 = €3 = —40. All the other parameters are identical to these in Table 7.1.
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Figure 7.54: Dispersion relations for the nonlinear slot waveguide with the metal cladding permittivities
€1 = €3 = —20. All the other parameters are identical to these in Table 7.1. The dispersion curve of
the low-power ANO mode (red curve for low (An)) lays slightly below the curve corresponding to the
low-power SO mode (top blue curve starting at low (An)).

Influence of the cladding permittivity

First, we will discuss the influence of the metal cladding permittivity on the nonlinear dispersion
diagrams of nonlinear slot waveguides. The dispersion plots for the nonlinear slot waveguides with
identical parameters as these used in Section 7.1.1 (see Table 7.1) but with increased values of the metal
cladding permittivity will be studied. Figures 7.53 and 7.54 show the dispersion relations obtained
using the IM for the waveguides with metal cladding permittivity €; = €3 equal to —40 and —20,

respectively (for comparison with the case of €; = e3 = —90 studied in Section 7.1.1 see Fig. 7.3). In
the dispersion curves for both configurations presented in Figs. 7.53 and 7.54, we observe three low-
power modes, whereas the configuration with ¢; = e3 = —90 supported only two low-power modes.

The separation between the two first (with highest 5 values) low-power modes decreases with the
increase of the metal cladding permittivity values.

Moreover, we observe that the cladding with higher permittivity allows us to reduce the (An)
threshold values where the bifurcation of the AS1 mode occurs. For metals with permittivity equal
to —40, the bifurcation occurs at (An) &~ 0.02, which is 4 times lower than in the case of ¢; = €3 =
—90. For metals with permittivity equal to —20, the bifurcation occurs at (An) ~ 8- 104, which
corresponds to the reduction of the bifurcation threshold by two orders of magnitude with respect to
the configuration with e; = e3 = —90. The dependency of the AS1 mode bifurcation threshold {(An)y,
on the metal cladding permittivity is illustrated in Fig. 7.55. Looking at this plot, we conclude that
with the increase of the metal cladding permittivity (decrease of its absolute value) the bifurcation
threshold of the AS1 mode decreases. This decrease is slow in the range of high index contrast between
the metal and the nonlinear dielectric permittivity. Although, for |e1]| = |e3] close to € 2 the decrease
of the bifurcation threshold is more rapid. Changing the metal permittivity from —20 to —15 allows
us to decrease the bifurcation threshold by almost two order of magnitudes. For the metal cladding
permittivity e; = e3 = —15 the bifurcation threshold is at the level of (An) ~ 10~°. This is four orders
of magnitude lower than for the €; = €3 from the range [—400, —90], for which the bifurcation occurs
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at (An) =~ 0.1. For telecommunication wavelengths, it is difficult to find a metal with a permittivity
equal to —15. Such high permittivity values might be obtain with hybrid metal/dielectric materials.

Influence of the core refractive index
Next, we will study the influence of the change of the core refractive index on the dispersion diagram

of the symmetric nonlinear slot waveguide. From the analysis presented in Section 7.1.5, we have seen
that there is a direct link between the nonlinear modes from the family with nodes and the linear
modes of the waveguides with higher refractive indices of the core. For the nonlinear waveguide with
parameters presented in Table 7.1, the first nonlinear mode from this family (S1) appeared for the

nonlinear index modification (An) ~ 0.08 [see Figs. 7.3(a) or 7.39]. Moreover, from the analysis of
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Figure 7.55: Average nonlinear index change at the appearance of the asymmetric AS1 modes {(An )y

as a function of the absolute value of the metal cladding permittivity of the symmetric waveguide
le1] = |es|. All the other parameters of the nonlinear slot waveguide are identical to these in Table 7.1.
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Figure 7.56: Dispersion relations for the nonlinear slot waveguide with the core linear refractive index

V€2 = 3.556. All the other parameters are identical to these in Fig. 7.39.
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Figure 7.57: Dispersion curves of the fundamental symmetric node-less mode SO (thin curve) and the
first-order asymmetric node-less mode AS1 (thick curves) for symmetric nonlinear slot waveguides
with parameters presented in Table 7.1, but varied linear part of the permittivity of the nonlinear core
Vé2. The effective indices normalized with the effective index of the linear fundamental mode SOL
(8 — Bsor) are presented as a function of total power density Pio [defined by Eq. (7.1.6)].

the linear structure, we have seen that the linear counterpart of the S1 mode appears at the value of
Any, &~ 0.097 (see Fig. 7.40). Here we will study a nonlinear slot waveguide with the linear part of the
refractive index of the core /€2 = 3.556. This value of the linear part of the refractive index of the
nonlinear core is 0.096 higher than linear part of the core refractive index of the nonlinear waveguide
studied in Sections 7.1.1-7.1.5. This value is chosen in such a way that in the linear regime (low
intensity and low (An)) only two low-power modes are supported by the nonlinear slot waveguide.
This means that we still operate below the cut-off refractive index at which the symmetric mode with
two nodes appears in the linear waveguide (see Fig. 7.40).

The dispersion diagram for the nonlinear slot waveguide with /€, 2 = 3.556 is presented in Fig. 7.56.
We see that now the first nonlinear mode of the family with nodes (S1) appears at a very low value
of the nonlinear index modification ((An) ~ 7 -10*). This result shows that a precise choice of the
nonlinear core refractive index allows us to obtain nonlinear effects in nonlinear slot waveguides at
low power levels. In Fig. 7.56, we observe also a slight decrease of the bifurcation threshold of the first
asymmetric mode AS1. The AS1 mode bifurcates here at (An) =~ 0.061, whereas for waveguides with
the core index /€2 = 3.46 [see Figs. 7.3(a) or 7.39] this bifurcation occurs at (An) ~ 0.067.

It is interesting to remind that, in the case of changing the permittivity contrast by varying the
metal cladding permittivity, we observed a decrease of the bifurcation threshold for the AS1 mode
with the decrease of the permittivity contrast between the cladding and the core permittivity (see
Fig. 7.55). The example presented in Fig. 7.56 illustrates a different type of behavior. Here, with the
increase of the permittivity contrast between the cladding and the core, the bifurcation threshold of
the AS1 mode decreased. This type of behavior is studied in more detail in Fig. 7.57. In this figure,
the plots of the dispersion curves for the nonlinear slot waveguides with different linear parts of the
core refractive index /€, o are presented. All the other parameters are identical to these in Table 7.1.
The dispersion diagrams presented in Fig. 7.57 show only the two modes of interest: the fundamental
symmetric mode SO and the first-order asymmetric mode AS1. The effective index of the modes in

169



Chapter 7. Numerical results

10° : : : 10"
310"
107 1
£ E
< {10° %
v B
102 | 1
<AN> =—f— 108
Itot
-
10'3 1 1 1 107
1 5 10 15 25

€2

Figure 7.58: Bifurcation threshold for the AS1 mode expressed as the average nonlinear index change
{An)y, (red curve, left vertical axis) and as the total intensity density Iio (green curve, right vertical
axis), both shown as a function of the linear part of the nonlinear core permittivity ¢ 2. All the other
parameters of the symmetric nonlinear slot waveguide are identical to these in Table 7.1.

each of the waveguides is normalized in the following way. The value of the effective index of the
fundamental linear symmetric mode SOL is subtracted from the effective indices of the nonlinear
modes. This normalization causes all the flat low-power parts of the dispersion curves to overlap at
B — Bsor, = 0. In Fig. 7.57, the total power density of the mode P [defined by Eq. (7.1.6)] is used as
abscissa.

From Fig. 7.57 we obtain the total power density Pt at which the bifurcation of the asymmetric
mode AS1 occurs. For core indices /€2 between 1 and 2, the bifurcation threshold (expressed as the
total power density) increases with the increase of /€ 2 10 For higher values of Vei2 (from 2 to 5) the
bifurcation threshold decreases with the increase of /€ 5. The behavior of the bifurcation threshold
expressed as the averaged nonlinear index modification (An) and as the total intensity density Iio; is
presented in Fig. 7.58. In these coordinates the increase of the linear part of the core permittivity € 2
(and therefore the linear part of the core index \/ﬁ) is accompanied by a monotonous decrease of
the bifurcation threshold.

From Fig. 7.58 we notice that the increase of €9 from 1 to 25 results in the decrease of the
bifurcation threshold by approximately three orders of magnitude (both when the bifurcation threshold
is expressed as (An) and Itot).u From Fig. 7.57, we notice that the same change of ¢ 9 results in the
decrease of the bifurcation threshold expressed as Piot by less than two orders of magnitude. This is
connected with the non-monotonous behavior of the bifurcation threshold in the S(P;.t) dispersion
diagram.

We conclude that changing the permittivity contrast by varying the linear part of the nonlinear
core permittivity, has opposite effect than changing the permittivity contrast by varying the metal
cladding permittivity. In the former case, the bifurcation threshold decreases with the increase of the
permittivity contrast (see Fig. 7.58). In the latter case, as seen in Fig. 7.55, the bifurcation threshold
increases with the increase of the permittivity contrast.

It is interesting to discuss the relative positions of the bifurcation points visible in Fig. 7.57. In the
previous considerations we were mainly interested in the bifurcation points associated with the birth of

10This conclusion is confirmed by the study of the nonlinear waveguide with J/€,2 = 1.5 (data not shown in Fig. 7.57
for the clarity of the plot). The total power density threshold increases form ~ 3.5 GW/m for \/e,2 = 1 to ~ 4.8 GW/m
for /€12 = 1.5. The points corresponding to this configuration are shown in Fig. 7.58.

"The intensity threshold for the appearance of higher-order node-less modes (modes ST and AS2) also decreases with
the increase of the linear part of the nonlinear core permittivity €2 (data not shown). The decrease in this case is slower.
The bifurcation threshold for the SI and AS2 modes decreases from (An) x~ 5 for €2 = 1 to {(An) = 1.5 for €2 = 5%
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the asymmetric AS1 modes. This type of bifurcation (where a new doubly degenerate branch appears)
is called Hopf bifurcation [155]. Another type of bifurcation occurs at the points on the dispersion
curves corresponding to a local maximum or minimum of the total power density of the modes (for
example at point § =1 and Pt % 6 GW/m in Fig. 7.57). In the vicinity of such bifurcation points
dispersion curves have parabolic shape. This type of bifurcation is called fold bifurcation [155]. In
Fig. 7.57 we observe that for ¢ 9 = 1 (green curves) the Hopf bifurcation lays above (in terms of 3)
the fold bifurcation. For higher values of ¢ 2, the Hopf bifurcation point is located below the fold
bifurcation. The change of the order of bifurcations may influence the mode stability, as it is discussed
in Chapter 8.

7.2 Asymmetric structures

In Section 7.1, we have comprehensively discussed dispersion diagrams and mode profiles in symmetric
nonlinear slot waveguide structures. In this section, we will discuss the influence of the nonlinear slot
waveguide asymmetry on the dispersion curves. The asymmetry is introduced by sandwiching the
nonlinear core by metals with different values of the permittivity on both sides. Asymmetric nonlinear
slot waveguide structures have not been studied before in literature. Here we present the analysis of
these structures for the first time.

7.2.1 Dispersion diagrams

Figure 7.59 presents the nonlinear dispersion diagram obtained using the IM for the structure with
the following parameters: core permittivity €, 9 = 3.46%, the second-order nonlinear refractive index
(see Page 11 for its definition) ng) = 2-10"1" m?/W, core with d = 400 nm, metal permittivities
€1 = —110, e3 = —90 at a free-space wavelength A = 1.55 pm. These parameters are identical to these
for the structure studied in Section 7.1 except for the metal permittivities (compare with Table 7.1).
Here the permittivity of the left metal layer is decreased to —110 making the structure asymmetric.
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AN-like snanmi
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Figure 7.59: Dispersion diagram (({An)) obtained using the IM for the asymmetric structure with
€1 = —110 and e3 = —90 (for the scheme of the structure see Fig. 6.1). Blue curves correspond to
the modes for which sgn[Ey] = sgn[Ey] and red curves correspond to the modes for which sgn[Ep] #
sgn|Ey|. Compare this dispersion diagram for the asymmetric structure with the dispersion diagram
for the symmetric structure presented in Fig. 7.3.
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In the asymmetric structure only asymmetric modes are present. However, in the dispersion diagram shown in Fig. 7.59, we divide the modes in two
groups: modes that resemble the antisymmetric modes of the symmetric structure for which sgn[Ep] # sgn[E,] (red curve labeled AN-like) and modes
that resemble the symmetric or asymmetric modes of the symmetric structure for which sgn[FEy] = sgn[Ey4] (blue curve labeled S-like).

9

AS2d AS2e

0 e e, L ASlb
.-.-...-3.....__._.
| <08 o certo ASIC
E .......... :ouo USOC
° DA
ANOa ANOb ANOC ANOd
3 -
’.-’_,,...
Sla "
1 L 1 ﬂ""l’ 1 1 |
108 10° 10%°
Eq [V/m]
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are used in the following to analyze mode transformation along the dispersion curves. Compare this dispersion diagram for the asymmetric structure

with the dispersion diagram for the symmetric structure presented in Figs. 7.11 and 7.12.
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We compare the nonlinear dispersion curves for the asymmetric structure presented in Fig. 7.59
with the dispersion curves obtained for the symmetric structure shown in Fig. 7.3. We notice that
the dispersion curves for the symmetric and antisymmetric modes from the family with nodes did not
change much. The number of modes and the character of their dispersion curves is conserved. The main
difference between the dispersion curves of the asymmetric and symmetric structures can be observed
for the symmetric and asymmetric modes of the node-less family. The asymmetry of the structure lifts
the double degeneracy of the asymmetric branch AS1 (see green curve in in Fig. 7.3). This branch
splits into two branches (see Fig. 7.59). One of them (the branch with higher effective indices ) is
a continuation of the symmetric-like fundamental mode (blue curve) that starts for small averaged
nonlinear index modification {(An) levels. The second branch lays along the first one but has slightly
higher power levels (branch with lower 5 values). The degeneracy of the higher-order asymmetric
modes is also lifted by the asymmetry of the structure. These branches also split into two separate
branches, similar to the case the AS1 mode. It is difficult to observe this effect in Fig. 7.59, where
the averaged nonlinear index modification is used as abscissa (even enlarging the region of interest),
because the two dispersion curves into which dispersion curves of the higher-order asymmetric mode
split lay very close to each other. The degeneracy lift of the AS2 mode can be however observed from
the dispersion curve B(Ey) presented in Fig. 7.60, where the effective index is shown as a function of
the field intensity at the left core interface. As discussed later in this section, in these coordinates the
separation of the SI and AS2 curves reflects the degeneracy lift of the AS2 mode.

In Fig. 7.60, the nonlinear dispersion curves §(Ey) for the asymmetric structure are shown [for
comparison with the dispersion curve of the symmetric nonlinear slot waveguide see Fig. 7.9(b) or
Figs. 7.11 and 7.12]. The points indicated on these curves correspond to the field plots presented
in Figs. 7.61 and 7.63-7.65. The points are labeled with analogy to the names of the modes of the
symmetric structure. For example, point SOe in Fig. 7.60 lays on the dispersion curve that corresponds
to the curve named SO in the case of the symmetric structure (see Figs. 7.11 and 7.12). It does not
mean that the SO mode of the asymmetric structure is symmetric (it is asymmetric). This asymmetric
mode is denoted by S0, because its field profiles and their transformation along the dispersion curve
are similar to the SO mode of the symmetric structure.

7.2.2 Field profiles

At first, we discuss the transformation of the field profiles along the nonlinear dispersion curves labeled
ANO, SO and AS1 in Fig. 7.60. The magnetic field profiles corresponding to the points with these labels
are presented in Fig. 7.61. The field profiles are ordered by increasing Fy values and in each subplot,
the value of Ej is identical for all the three modes [except in subplot (d) where only one mode exists].
The ANO branch is continuous and we find points of this branch for every used value of Ejy. The
S0 and AS1 dispersion curves are discontinuous. There is a gap separating the two branches of each
of these curves. For the Ejy values inside this gap, the modes SO and AS1 do not exist. Moreover,
this gap becomes broader with the increase of the metal permittivity contrast |e; — e3|. This gap is
visible only in the dispersion curves where the effective index of the modes is plotted as a function
of the total electric field intensity on the interface with the lower permittivity [here Ej is taken at
the interface between the nonlinear core and the metal with lower permittivity (equal to —110)]. For
comparison, the dispersion diagram [(Ey) for this structure is presented in Fig 7.62. In dispersion
diagrams where the total electric field amplitude at the interface between the core and the metal with
higher permittivity [here Ey is taken at the interface with the metal with ez = —90, which is higher
than € = —110], there is no gap in the SO and AS1 dispersion curves. In the dispersion plot 3(FEjy)
presented in Fig. 7.62, we can observe that in these coordinates, the dispersion curves of the two
symmetric-like modes (blue curves) starting at low values of E; do not intersect. The corresponding
curves in the symmetric structure (SO and AS1 curves) shown in Figs. 7.9(b) or 7.11 intersect at
the bifurcation point of the AS1 mode. In Fig. 7.62, the fact that these two curves do not intersect
indicates that the degeneracy of the AS1 mode is lifted.
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Figure 7.61: Profiles of magnetic field component H,, for the symmetric-like modes SO (blue) and AS1
(green) and the antisymmetric-like ANO (red) mode. The subplots present the transformation of the
field profiles with the increase of the Fy values. The label of the point corresponding to each profile
is indicated in the subplot legend. The labeled points are indicated in Fig. 7.60. The scale in all the
subplots is not kept identical in order to facilitate the observation of the field profile changes. In
subplots (a) and (b) the AS1 mode is plotted using a second y axis (the right one). The Ey value of
all the modes in each of the subplots is identical.

Due to the presence of the gap in the dispersion curves SO and AS1 presented in Fig. 7.60, both the
S0 and AS1 dispersion curves are separated into two branches. At low values of Ey, the low § branch
(SO) with the increase of the Ej value becomes closer (in terms of /) to the high g branch (AS1).
These branches finally merge into one point and vanish (directly above the points SOc and ASlc). The
second branches of SO and AS1 dispersion curves reappear for higher values of Fy. These branches
start at one point (directly below the points SOd and AS1d), and with the increase of Ey, they first
separate and then become close again for very high values of Ey. In the high Ej range (above the
gap), the dispersion curve SO mode lays above the curve corresponding to the AS1 mode.

In Fig. 7.61(a)—(c), the transformation of the ANO, SO, and AS1 modes is presented for the branches
laying below the gap. For low Fy values, the AS1 mode is highly asymmetric and localized mainly on
the right interface (between the core and the metal with higher permittivity e3 = —90). The SO mode
is slightly asymmetric and localized more on the same interface as the AS1 mode. The ANO mode is
also slightly asymmetric but its asymmetry is so small that it is difficult to notice in the plot. With
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Figure 7.62: Dispersion curves 3(FEy) for the asymmetric structure with e; = —110 and e3 = —90.

the increase of Fy the AS1 mode becomes more symmetric. On the contrary, the asymmetry of the SO
mode increases with the increase of Ey. In Fig. 7.61(c), the profiles of these modes are shown for the
value of Ey, where two branches almost merged to one point. We observe that for this value of Ey,
the magnetic field profiles of SO and AS1 modes are very similar.

In the gap only, the ANO mode exists and its magnetic field profile is shown in Fig. 7.61(d). At
the beginning of the high Ejy branches, the profiles of SO and AS1 modes are similar again. They
are asymmetric and localized on the left interface (between the core and the metal with the lower
permittivity e; = —110). For the region above the gap, with the increase of the Ej values, the AS1
field profile becomes more asymmetric and the SO mode becomes more symmetric. The ANO mode
transforms its field profile slightly with the increase of Ey but does not change its asymmetry. For
ANO mode, the total electric field amplitude at the interface with the metal with lower permittivity
Ey is always slightly higher than F,. For very high Fy values, the profiles of ANO, SO, and AN1 modes
in the left half of the waveguide become very similar [see Fig. 7.61(g)]. The intensity profiles (data
not shown) of ANO and SO mode also become very similar. These two facts explain why the dispersion
curves of these three modes become close to each other for high values of Ey (see Fig. 7.60).

Here we discuss the dispersion curves of the symmetric-like modes ST and AS2. From the dispersion
diagram (Ep) presented in Fig. 7.60, we notice that here there is a gap separating left and right parts
of these curves. For the values of Ey below the gap (Eg < 5-10° V/m), the SI curve lays below the AS2
curve. With the increase of Fy, the separation between these two curves decreases and directly above
points SIc and AS2c these curves merge into one point and vanish. Above the gap (Ey > 7-10° V/m),
the SI dispersion curve lays above the AS2 curve.

The appearance of the gap between the SI and AS2 dispersion curves [on the plots where effective
index g is plotted as a function of the total electric field amplitude at the interface between the core
and the metal with lower permittivity (in our case Fy)| is the indication of the degeneracy lift of the
asymmetric AS2 mode. In symmetric structures (where the dispersion curves of the asymmetric mode
AS2 are doubly degenerate, see Figs. 7.11 and 7.12) the AS2 and SI curves intersect at the point of
the bifurcation of the AS2 mode.

The magnetic field profiles corresponding to the transformation of the SI and AS2 modes along
their nonlinear dispersion curves are presented in Fig. 7.63. The subplots are ordered by increasing
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Figure 7.63: Profiles of magnetic field component H, for the symmetric-like SI (blue) and AS2 (green)
modes. The subplots present the transformation of the field profiles with the increase of the Ejy values.
The labels of points corresponding to each profile is indicated in subplots legends. The labeled points
are indicated in Fig. 7.60. The scale in all the subplots is kept identical. The Ey value of all the modes
in each of the subplots is identical.

values of Ey and in each of the subplots, the value of Ey for both modes is identical. The field profiles
corresponding to the points laying on the left branch of the SI dispersion curve (the first row in
Fig. 7.63) are only slightly asymmetric and the field is slightly higher on the right core interface
than on the left one. The asymmetry of the SI mode increases with the increase of Fy value. On
the contrary, the asymmetry of the AS2 modes laying on the left branch of the AS2 dispersion curve
decreases with the increase of Ey. In subplot (c), the field profiles corresponding to points Slc and
AS2c¢ are shown. These points lay close to the place where the two dispersion curves merge into to
one point and disappear. At this point, the field profiles of the SI and AS2 modes are identical. On
the right branches of the SI and AS2 dispersion curves, the asymmetry of the SI mode decreases with
the increase of Ey and the asymmetry of the AS2 mode increases (see the second row in Fig. 7.63).
The left side-lobe of these modes has higher amplitude than the right one. Figure 7.63(d) shows the
field profiles corresponding to the points SId and AS2d. These points lay close to the point there the
right branches of the SI and AS2 curves appear. The field profiles corresponding to the SId and AS2d
points are very similar.

From the transformation presented in Fig. 7.63, we observe that the soliton peak of the SI mode is
located very close to the core center in all the subplots. The soliton peak of the AS2 mode shifts from
left interface [between the core and the metal with lower permittivity (e; = —110)] to right interface
[between the core and the metal with higher permittivity (e = —90)] with the increase of the Ey.

In Fig. 7.62, where the effective index § is plotted as a function of the total electric field amplitude
at the interface between the core and the metal with higher permittivity (in our case Ey), the dispersion
curves of the SI and AS2 modes do not intersect at any point (see top right corner of Fig. 7.62). In
these coordinates, this is the indication of the degeneracy lift of the AS2 mode [compare with the
degenerate symmetric case where the SI and AS2 dispersion curves intersect (Figs. 7.11 and 7.12)].
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Figure 7.64: Profiles of (a)—(d) magnetic field component H, and (e)—(h) nonlinear index modification
for the symmetric-like S1 mode. The subplots present the transformation of the field profiles with the
increase of the Fy values. The labels of points corresponding to each profile is indicated in subplots
legends. The labeled points are indicated in Fig. 7.60. The scale in each of the subplots presenting the
magnetic field is different. In all the subplots presenting the nonlinear index modification the scale is
kept identical.

In Fig. 7.64, the transformation of the S1 mode'? along its dispersion curve is presented. The
columns are ordered by increasing Fy values. We observe that the field profile of the S1 mode is
almost symmetric even if the structure is asymmetric. The magnetic field profile does not change
much except for the increase of the amplitude. However, even these small changes in the magnetic
field profile induce qualitative changes in profiles of the electric field components (data not shown)
and in the nonlinear index modification profiles. The minima and maxima of the nonlinear index
modification profiles switch positions with the increase of Ey, similar to the case of the S1 mode in
symmetric nonlinear slot waveguides (see Fig. 7.25). In the second and the third column in Fig. 7.64,
the field plots corresponding to the points located below and above the point where the nonlinear
index modification has a flat profile. Below this point, there are two local maxima in the profile of
An. Above this point these maxima transform into local minima.
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Figure 7.65: Profiles of magnetic field component H,, corresponding to points (a) AN1, (b) S2, and (c)
AN?2 in Fig. 7.60.

12We remind the reader that the S1 mode belongs to the family with nodes, whereas SI modes belongs to the node-less
family.
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Figure 7.66: Comparison of the dispersion diagrams for the asymmetric nonlinear slot waveguide (with
identical parameters as in Fig. 7.59 — blue and red curves) and the asymmetric linear slot waveguide
(black curves). Both waveguides have cladding metals with e, = —110 and €3 = —90. The value used as
abscissa ((An)) represents the averaged nonlinear index modification for the nonlinear slot waveguide
and Any, for the linear slot waveguide.

Figure 7.65 presents typical field profiles of the AN1, S2, and AN2 modes. We see that these modes
resemble the respective modes in the symmetric structures discussed at the end of Section 7.1.2. Even
if the structure discussed here is asymmetric, the asymmetry of these modes is very small and difficult
to notice from the field plots. The transformation of the AN1, S2, and AN2 modes of the asymmetric
nonlinear slot waveguide is very similar to the transformation of the corresponding modes in symmetric
structures and therefore will not be described in this PhD manuscript.

Figure 7.66 presents a direct comparison of the dispersion curves of the asymmetric nonlinear slot
waveguide (with identical parameters as in Fig. 7.59 — blue and red curves) and a corresponding linear
asymmetric slot waveguide (black curves). The linear slot waveguide has the following parameters:
€1 = —110, e3 = —90, and the linear core permittivity /€2 = 3.46 + Anyy,. Figure 7.66 can be
compared with Fig. 7.41, presenting a similar comparison for the symmetric nonlinear slot waveguide.

The comparison between the nonlinear and linear asymmetric slot waveguides presented in Fig. 7.66,
shows that the nonlinear and linear dispersion curves of the higher-order modes from the family with
nodes are alike. For asymmetric nonlinear slot waveguides, similar to the case of symmetric struc-
tures, there is one common point between the linear and the nonlinear dispersion curves for each of
these modes. This point corresponds to the nonlinear mode with a flat nonlinear index modification
distribution. All the nonlinear dispersion curves lay above their linear counterparts. Purely nonlinear
modes of the node-less family (AS1, SI, and AS2) are not supported by the linear slot waveguide.

7.2.3 Permittivity contrast study

To finish our discussion of the asymmetric nonlinear slot waveguide properties, we compare the dis-
persion diagrams (((An)) of the symmetric structure with these of the asymmetric structures. In
Fig. 7.67, the dispersion plot of the symmetric structure (e; = e3 = —90, see Fig. 7.3) is directly
compared with the dispersion plot for the asymmetric structure (e; = —110, €3 = —90, see Fig. 7.59).
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Figure 7.67: Dispersion curves of the asymmetric nonlinear slot waveguide with ¢; = —110,e3 = —90
(blue curve) and the symmetric structure €; = e3 = —90 (green curve).
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Figure 7.68: Dispersion curves of the asymmetric nonlinear slot waveguides with ¢; = —70 and e3 =
—90 (blue curve), e = —50 and €3 = —90 (red curve), and the symmetric structure e; = e3 = —90

(green curve).
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Only a vicinity of the bifurcation point of the AS1 mode is presented. We observe that for small
averaged index modifications the dispersion curves of the two low-power modes are slightly modified
due to the waveguide asymmetry. For higher values of (An), the dispersion curve of the fundamental
mode (upper blue curve) exactly overlaps with the dispersion curve of the asymmetric mode of the
symmetric structure. This is a consequence of the fact that, on this upper blue curve the field profiles
are strongly localized on the interface with the metal with higher value of the permittivity [in this
case €3 = —90, see Figs. 7.61(a) and (b) for the field profiles]. These profiles resemble the profiles of
the highly asymmetric modes of the symmetric structure [see Figs. 7.16(a) and (b)]. Therefore, we
are not surprised that these two dispersion curves overlap. The second curve that results from the
degeneracy lift of the asymmetric mode lays below (in terms of ) the dispersion curve (green curve)
of the asymmetric mode ASI1.

In Fig. 7.68, we present a comparison of the dispersion curves of the symmetric structure (e; =
e3 = —90, see Fig. 7.3) and the asymmetric structures, where one of the metal permittivity values is
higher than in the case of the symmetric structure. The dispersion curves of the symmetric structure
(green curves) are compared with these of the asymmetric structures with e; = —70, e3 = —90 (blue
curves), and €; = —50, e3 = —90 (red curves).

In the case illustrated in Fig. 7.68, contrary to the one presented in Fig. 7.67, it is the lower
(in terms of ) of the two curves that result from the lift of the degeneracy that overlap with the
dispersion curve of the asymmetric modes of the symmetric structure. This lower curve corresponds to
the modes that are localized on the interface between the core and the metal with permittivity equal
to —90. For the structures studied in Fig. 7.68, ¢ = —90 is the lowest cladding permittivity. For that
reason, the dispersion curves corresponding to the mode localized on the interface with metal with
lower permittivity, overlap with the dispersion curves of the symmetric structure.

Another effect that can be observed in Fig. 7.68, is that with the increase of the structure asym-
metry |e; — €3] the separation of the two curves that appear as a result of the degeneracy lift, increases,
as expected. In the limiting case €; — €3, these two curves merge into one doubly degenerate curve.
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Chapter

Stability analysis

From both theoretical and practical points of view, the issue of the stability of these waves arises.

In several works, the general problem of the stability of nonlinear waves was studied [6, 156, 157].
Despite an enormous interest in the stability properties of nonlinear waves over the last decades, there
in no universal condition on the stability of nonlinear waves [153]. In most of the cases, the stability
is studied numerically for each of the cases separately. Stability of nonlinear guided waves in fully
dielectric structures was studied numerically in Refs. [26, 28, 35-37, 50, 158-160].

In structures made of metals and nonlinear dielectrics, due to the presence of media with nega-
tive permittivity, the problem of stability of plasmon—solitons is difficult to study even numerically.
Only in Refs. [72, 82] the stability of plasmon—solitons at a single metal/nonlinear dielectric interface
was analyzed, using numerical algorithms (like finite-difference time-domain — FDTD [161, 162]).
The propagation of light in plasmonic couplers was studied using Fourier methods based on mode
decomposition in linear [163] and nonlinear [164] regimes.

In this chapter, we make a first attempt to estimate the stability of the plasmon—soliton waves
described in Chapters 2 and 6. In Section 8.1, we use the topological criterion presented in Ref. [153]
that is based on the linear stability analysis [165] and the Vakhitov-Kolokolov criterion [166]. In
Section 8.2, the stability properties of the fundamental symmetric mode and the first asymmetric
mode of the nonlinear slot waveguide predicted theoretically will be confirmed by vector nonlinear
propagation simulations from two different methods.

IN Chapters 2 and 6, we have studied plasmon—soliton waves using different modal approaches.

8.1 Theoretical arguments

The stability criterion presented in Ref. [153], is based only on the topology of the dispersion curves and
the stability of the modes can be read by analyzing [3(Iio) diagrams (where Iio is the total intensity
of the light in the waveguide defined in Footnote 6 on Page 119). This approach was confirmed in
multiple settings dealing with purely dielectric structures, and there is a strong indication that it
should be also effective in systems including metallic layers due to similar behavior of soliton families
and similar structure of I;o diagrams. First, we will recall the principle used to estimate the stability
of nonlinear modes using the criterion from Ref. [153]. Then we will use this criterion to analyze the
stability of the plasmon—solitons found in nonlinear slot waveguides.

The stability criterion derived in Ref. [153] uses several assumptions. It provides stability for the
fundamental nonlinear modes® in structures composed of arbitrary nonlinear material distributed
nonuniformly in the transverse direction. The derivation of the stability criterion from Ref. [153] is

! A nonlinear mode is defined as a linear mode of a linear (graded refractive index) waveguide that is induced by
the light distribution of this mode. This self-coherent definition of nonlinear modes was first introduced in Ref. [4]. The
fundamental mode of a linear waveguide is the one with the largest propagation constant and fields profiles that are
nonzero at any finite distance (node-less mode).
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Figure 8.1: Rules of assigning the stability of the modes for (a), (d) the fold bifurcations (open circles)
and (b), (c), (e), and (f) the Hopf bifurcations (open squares). Thick lines indicate a doubly degenerate
branch (existence of two modes), whereas thin lines indicate non-degenerate dispersion curves.

conducted for scalar waves in the weak guiding approximation? for which the electric field satisfies the
scalar wave equation. In our case, for the TM polarized waves, we will consider the approximation in
which it is the magnetic field component that satisfies the scalar wave equation [Eq. (2.1.7a)]. We are
fully aware of the fact that the metal/nonlinear dielectric structures studied here, in which plasmon—
soliton waves propagate, do not fulfill the weak guiding approximation due to high permittivity contrast
between the metal and the nonlinear dielectric. This means that the interesting nonlinear effect will
occur for quite high nonlinear permittivity modifications. Despite that fact, we use here the criterion
from Ref. [153], because the dispersion diagrams obtained for our structures have similar character to
the dispersion plots of the fully dielectric structures where the criterion is applicable.

In Fig. 8.1, the rules to determine the stability of the modes derived in Ref. [153] are schemati-
cally shown. Consider an exemplary dispersion relation presented in Fig. 8.2. The stability of modes
changes only at the bifurcation points [153]. To determine the stability, first we have to identify all
the bifurcation points on the dispersion diagram ((Iiot). In Fig. 8.2, the bifurcation points are lo-
cated at the points where power has its local minima or maxima (points indicated by open circles —
so-called fold bifurcation [155]) or where another branch appears [point indicated by an open square
— so-called Hopf bifurcation associated with the birth of a doubly degenerate branch (to a single
point on this branch correspond two asymmetric field profiles)]. Modes appear from or disappear at
the points of bifurcation. The next step is to label the sections between the bifurcation points with
numbers. The numbers are assigned in the following way. At first, we arbitrarily choose one section
and label it with any number (in Fig. 8.2 we labeled the most bottom section with a number 0). The
numbers of all the other sections of dispersion curves are assigned using the geometric rules given in
Fig. 8.1. For the smooth parts of the dispersion curves (characterized by fold bifurcations, also called
generic bifurcations) which are locally parabolic we use the rules presented in Figs. 8.1(a) and (d).
For the parts of the dispersion curves that are not smooth (characterized by Hopf bifurcation, which
is degenerate), where new modes are born, we use rules presented in Figs. 8.1(b), (c), (e), and (f).

2In the weak guiding approximation the refractive index contrast of the waveguiding structure is assumed to be low
[max(n) ~ min(n)] and therefore interesting nonlinear effects can occur when the magnitude of the nonlinear induced
refractive index change is comparable with the linear index contrast of the structure [153].
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Finally, after having numbered all the sections of the dispersion curves, we can read the stability
of the modes directly from the B(lio) dispersion curves. The topological stability criterion presented
in Ref. [153] tells us that the modes corresponding to the parts of the curves with the largest number
are possibly stable. In Fig. 8.1, only the modes labeled by 1 are possibly stable. All the other modes
are unstable. The stability of all the possibly stable modes can be specified at once, as soon as the
stability of one of them is determined. The stability can be determined either using numerical methods
or using the physical intuition and theoretical arguments. For example, if a nonlinear mode has its
counterpart in the linear limit, then we know that this nonlinear mode is stable in the limit I,y — 0.

Here we will analyze the stability of some of the plasmon—soliton waves described in Chapters 2
and 6 using the stability criterion described above. As it was mentioned at the beginning of this
section, the stability criterion presented in Ref. [153] can be used only for the fundamental modes
of the structure. The fundamental mode of the structure is the one with the highest effective index
and a node-less field profile (in our case magnetic field profile) [153]. Therefore, we can only analyze
the stability of such modes among all the types of solutions found in Chapters 2 and 6. In this PhD
manuscript we have found such solutions only in nonlinear slot waveguide configurations presented in
Chapter 6, for which the permittivity of the core is higher than the cladding metal permittivity. In
the structures with a semi-infinity nonlinear medium studied in Chapter 2, where the low-permittivity
metal film is sandwiched between high-permittivity dielectrics, we find node-less modes, but they do
not possess the highest effective index. The modes with the highest effective index possess nodes in
their magnetic field profiles. Therefore, none of these modes fulfill the definition of the fundamental
mode given here and the stability criterion can not be applied to the solutions found in Chapter 2

We will analyze the stability of the plasmon—solitons in the nonlinear slot waveguide configuration
presented in Chapter 6. We consider here the configuration discussed in Section 7.1. At first, the
stability of the modes in the vicinity of the bifurcation that gives birth to a first-order asymmetric
mode is studied. The dispersion curves of interest are presented in Fig. 8.3 (for the corresponding
field plots see Fig. 7.16). The bifurcation points divide these dispersion curves into four sections.
We arbitrarily choose the low-power section and label it with number 0. The numbers for the two
sections above the Hopf bifurcation point (open square) are assigned according to the rule presented
in Fig. 8.1(b). On the asymmetric branch (at 8 & 10) another bifurcation occurs (fold type bifurcation
indicated by an open circle). The number for the section above this bifurcation point is assigned using
the rule presented in Fig. 8.1(d). After assigning numbers to all the sections, we can determine the
stability of the solutions corresponding to each of the sections. The sections with the highest number
(0) correspond to possibly stable (ps) solutions and all the other sections correspond to unstable (u)

Figure 8.2: Exemplary dispersion curve illustrating the use of the rules presented in Fig. 8.1. The
thick line indicates a doubly degenerate branch. Bifurcation points are indicated by open circles (fold
bifurcation) or open square (Hopf bifurcation) and the numbers of the dispersion curves sections are
assigned using the rules presented in Fig. 8.1. For a detailed description see text below.

183



Chapter 8. Stability analysis

modes. The stability of the sections indexed by number 0 can be inferred from the linear limiting case.
The low-power section of the symmetric branch in the linear limit corresponds to a linear plasmon in
metal/insulator/metal (MIM) configurations, which is stable. Therefore, the solutions corresponding
to this section of the nonlinear dispersion curves are stable. Because the stability of the sections with
the same number is the same, we conclude that also the section of the asymmetric branch indexed
by number 0 corresponds to stable modes. The high power (and high effective index) sections of the
symmetric and asymmetric branches (above the Hopf and the fold bifurcation points, respectively),
labeled with —1, are unstable.

In Fig. 8.4, the stability of the higher-order node-less modes of the structure discussed in Section 7.1
is analyzed (see Fig. 7.20 for the field plots of interest). There are two bifurcation points on the
dispersion curves for the higher-order symmetric mode SI and the second-order asymmetric mode
AS2. These points divide the dispersion curves into four sections. We start by assigning number 0
to the upper section of the symmetric branch. Then, using the rule presented in Fig. 8.1(a), number
—1 is assigned to the section between the two bifurcation points. The numbers for the sections above
the Hopf bifurcation point (indicated by an open square) are assigned using the rule presented in
Fig. 8.1(b). According to the stability criterion from Ref. [153], only the section with the highest
number corresponds to possibly stable nonlinear modes. In the case presented in Fig. 8.4, it is the
upper section of the symmetric dispersion curve. All the other modes are unstable. According to
Ref. [153], the stability of the upper section of the symmetric branch can be deduced from the high-
intensity limit (Iyoy — ©0). As it can be seen from Fig. 7.18 in Section 7.1, with the increase of the
total intensity, the higher-order solution (SI) becomes narrower and interacts weaker with the metal
cladding. In the limit I,y — o0, the soliton in the nonlinear core becomes very narrow and does not
interact with the cladding at all. Therefore, it can be regarded as a one-dimensional soliton in an
infinite Kerr-type dielectric. Such solitons are stable for any intensity (see the beginning of Section 5
in Ref. [153] and Refs. [5, 21] therein). Hence, we expect the upper section of the symmetric branch to
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Figure 8.3: Zoom on the region with the birth of the first-order asymmetric mode of the dispersion
curves of the symmetric slot waveguide presented in Fig. 7.8(b). Bifurcation points are marked with
open circle (fold bifurcation) and open square (Hopf bifurcation). The numbers facilitating the stability
analysis are assigned to the sections of the dispersion curves according to the rules presented in Fig. 8.1.
Labels ps and u denote possibly stable and unstable modes, respectively.
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Figure 8.4: Zoom on the region with the birth of higher-order node-less symmetric and asymmetric
modes of the dispersion curves of the symmetric slot waveguide presented in Fig. 7.8(b). The bifur-
cation points are marked with open circle (fold bifurcation) and open square (Hopf bifurcation). The
numbers facilitating the stability analysis are assigned to the sections of the dispersion curves accord-
ing to the rules presented in Fig. 8.1. Labels ps and u denote possibly stable and unstable modes,
respectively.

correspond to stable solutions. The asymmetric mode AS2 and the modes corresponding to the lower
part of the symmetric curve (labeled with —1 and —2) are unstable.

In this section, we have presented the first attempt to determine the stability of the plasmon—soliton
waves that were described in this PhD thesis. We used the stability criterion proposed in Ref. [153]
which was proposed for the fundamental modes of the structures in the weak guiding approximation.
We use this criterion here being fully aware of its limited applicability for the configurations with metal
layers, where the permittivity contrast is high. The criterion from Ref. [153] is easy to use, because
it allows us to read the stability directly from the dispersion curves B([io), and it is general (can
be applied to various structures). Another approach to determine the stability of plasmon—solitons
waves is to use numerical methods. In this case, the study has to be done case by case for each of the
studied configurations and modes. Our first attempts to study the stability of plasmon—solitons in the
structures build of metal and nonlinear dielectrics, using numerical methods, are described below.

8.2 Numerical simulations of nonlinear propagations

In the previous section we have found the stability of the plasmon—solitons of the low orders using
the topological criterion derived in Ref. [153]. In the slot waveguides studied here the weak guiding
approximation, used in the derivation of this topological criterion, is not fulfilled. This fact makes the
conclusions drawn using the criterion not definitive. For this reason we verify the predicted stability
using two different vector numerical propagation methods.

At first, the stability of plasmon—solitons in nonlinear slot waveguides is verified using the nonlin-
ear propagation scheme implemented in COMSOL [167]. This approach, developed and implemented
in the group of Fangwei Ye, was successfully used to study the stability of solitons in nonlinear
metallic structures [168-170]. The numerical simulations in COMSOL were performed for the sym-
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Figure 8.5: Evolution of the electric field norm during the propagation of the symmetric mode located
below the Hopf bifurcation threshold. The average nonlinear index change in the core induced by
this mode is equal to (An) = 10~* and the propagation distance is approximately 13 free-space
wavelengths.

metric nonlinear slot waveguide structure with the following parameters: €; = €3 = =20, €2 = 3.462,

n§2) = 2-1071" m2/W, and d = 400 nm at A = 1.55 pum. This configuration has different metal
permittivity value compared to the structure studied in Section 8.1 (see parameters in Table. 7.1).
The choice of the configuration with a higher metal permittivity is dictated by the fact that, in this
new structure the threshold of the first bifurcation is lower (see Fig. 7.55). Low bifurcation threshold
is required for numerical simulation because the numerical algorithms might have troubles dealing
with the high nonlinear index modifications (see the study of highly nonlinear regime presented in
Appendix F). The bifurcation threshold of the AS1 mode in the configuration studied here is equal to
{(An)y, = 7-107%. Even though the structure studied here differs from the configuration investigated
in Section 8.1, the qualitative stability properties of the nonlinear modes in both structures are the
same.

Firstly, we confirm the stability of the symmetric nonlinear mode corresponding to the low-power
section (below the Hopf bifurcation point) of the blue dispersion curve labeled ’0: ps’ in Fig. 8.3.
Figure 8.5 presents the evolution of the electric field norm over 13 free-space wavelengths of propagation
for the symmetric mode below the bifurcation point in the structure with metal cladding permittivity
€1 = €3 = —20. The average nonlinear index modification in the core for this mode is equal to
(An) = 1074, that is below the computed bifurcation threshold (An)y,. We observe no change of the
filed profiles during the propagation. Therefore, the stability of this mode predicted by the topological
criterion is confirmed by the field evolution presented in Fig. 8.5.

Secondly, we confirm the stability of the asymmetric nonlinear modes laying on the section of the
green dispersion curve labeled '0: ps’ (between the Hopf and the fold bifurcation points) in Fig. 8.3. In
Fig. 8.6, we present the evolution of the electric field norm of three different asymmetric modes laying
between the two bifurcation points on the dispersion diagram of the structure with metal cladding
permittivity e; = e3 = —20. All these modes are stable during the propagation, which confirms the
conclusion drawn from the topological criterion.

Figure 8.7 shows the transverse field profiles of symmetric and asymmetric plasmon—solitons in
the nonlinear slot waveguides. For each symmetry, the comparison between the profiles obtained using
the IM (see Section 6.2, that are the input profiles for the COMSOL based propagation simulations)
and the cuts of the evolution profiles presented in Figs. 8.5 and 8.6(b). We observe that the profiles
obtained after 6 and 12 free-space wavelengths of propagation are in a very good agreement with the
input field profiles.
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Figure 8.6: Evolution of the electric field norm during the propagation of asymmetric modes located
between the Hopf bifurcation and the fold bifurcation. The average nonlinear index change in the core
(An) induced by these modes is equal to (a) 21073, (b) 31073, and (c) 4 - 1073, The propagation
distance is approximately 12 wavelengths.
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Figure 8.7: Comparison of the |E| profiles obtained using the IM (the input profiles in the COMSOL
based simulations) and cuts of the field evolution in the middle of the propagation range (z = 9 ym —
6 free-space wavelengths) and at the end of the propagation (z = 18 ym — 12 free-space wavelengths)
for (a) the symmetric nonlinear plasmon-soliton (see Fig. 8.5) and (b) the asymmetric nonlinear

plasmon-soliton [see Fig. 8.6(b)].

Figure 8.8 presents the evolution of the transverse component of the electric field E, corresponding
to the solution presented in Fig. 8.6(b). The evolution is presented only on the distance of 9 um
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Figure 8.8: Evolution of the FE, field profile during the propagation of the solution presented in
Fig. 8.6(b).

for better visibility of the changes in the field profile at the wavelength scale. In the plot of a single
component of the electric field, contrary to the norm of the electric field, we see the sinusoidal harmonics
evolution. Nevertheless, the envelope of the field profile does not change, which indicates the stability
of the solution.

We have studied the stability of nonlinear asymmetric plasmon—solitons using a second numerical
method. To this end we have used the nonlinear capabilities of the FDTD method implemented in
MEEP software [171]. A short description of the FDTD method, the MEEP software, and the preliminary
simulations on plasmons and solitons is presented in Appendix. F. It is important to point out that
this method is fully different from the one used by COMSOL. In this study we simulated the light
propagation in symmetric nonlinear slot waveguide structure with the following parameters: €¢; = €3 =
—6, €10 = 3.8, n$? = 210717 m2/W, and d = 500 nm at \ = 2 um.

The evolution of transverse component of the electric field F, during the propagation is presented
in Fig. 8.9 for the asymmetric nonlinear plasmon-soliton above the Hopf bifurcation threshold (for
which Ey/E4 = 6). Here, similar to the evolution presented in Fig. 8.8, we see the harmonic oscillation
of the field, but the shape of the envelope remind the same during the propagation, which indicates
the stability of the mode.

In Fig. 8.10, we present the comparison of the field profile of the asymmetric mode obtained using
the IM and the FDTD simulations. The FDTD profiles are obtained by taking cuts of the color map
presented in Fig. 8.9 in the middle and close to the end of the observation window. The comparison
presented in Fig. 8.10 reveals small changes of the envelope during the propagation in the FDTD
simulations. Such changes were not present in the simulations performed in COMSOL (see Fig. 8.7).
The different behavior of the two simulation methods is probably caused by different way of exciting of
the input field profile. In the COMSOL based simulations, the input field profile corresponds exactly

-0.5

0.5 +

Z [um]

Figure 8.9: Evolution of the F, field profile during the propagation of the asymmetric plasmon-soliton
simulated using the FDTD method implemented in the MEEP software.
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Figure 8.10: Comparison of the E, profiles obtained using the IM and cuts of the field evolution in
the middle of the propagation range (z = 3 um) and at the end of the propagation (z = 7 pm) for the
asymmetric nonlinear plasmon-soliton [see Fig. 8.9].

to the stationary solution found using the IM. In the simulations performed in MEEP, the input field
is generated by a current source (see Appendix F). This source generates a field profile similar to the
one of the IM but differs from it. This difference in the input profile might be the reason for small
changes of the envelope of the field during the propagation.

To sum up, we have studied the stability of the nonlinear plasmon—soliton waves in nonlinear
slot waveguides using three independent methods. The theoretical predictions based on the topolog-
ical criterion were confirmed by the propagation simulations obtained using two numerical methods.
Therefore, the stability of the low-order asymmetric solutions in nonlinear slot waveguides was con-
firmed.
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Chapter

Conclusions and perspectives

9.1 General conclusion

dielectrics, referred here as plasmon—solitons, represent an important but not fully explored
branch of nonlinear optics. Plasmon—solitons merge the properties of spatial optical solitons
and surface plasmons in a single nonlinear wave. Even though this type of nonlinear waves has been
studied for more than thirty years, there are still no experimental results confirming their existence. In
this PhD thesis, we have developed new and efficient models to study the properties of plasmon—solitons
and we have provided results that may facilitate the experimental observation of these nonlinear states.

THE theoretical studies of nonlinear surface waves on interfaces between metals and nonlinear

In the first part of this manuscript, we have studied configurations where a semi-infinite Kerr-type
nonlinear medium was in contact with metal or linear dielectric layers. For this type of structures, we
have developed two independent models based on Maxwell’s equations that allow us to find nonlinear
stationary transverse magnetic polarized states in these structures. The models we have developed
are semi-analytical and they provide closed expressions for the dispersion relations and for the field
profiles of the modes. This fact allows us to rapidly scan multi-dimensional space of opto-geometric
parameters of studied structures, which is essential in the process of structure optimization and allows
us to efficiently find the configuration with desired physical properties (for example configurations
supporting low-power plasmon—solitons).

The validity of the two models that we have developed, has been confirmed analytically and
numerically. The analytical validation is based on the fact that, in the limiting cases (for simpler
structures with lower number of layers or linear structures) our models reproduce the results that are
already known from literature. The numerical validation of our models has been done in three stages.
The results obtained using our models have been: (i) compared with the results published in other
works for the same type of structures, (ii) mutually compared with each other, (iii) compared with the
results of a home-made finite element method that uses a fixed power algorithm to find self-coherent
solutions in the metal/nonlinear dielectric planar structures. In all the three cases, the results are in
accord.

After having confirmed the validity of our models, we have presented the results for the dispersion
diagrams and the mode profiles in various multilayer configurations with a semi-infinite nonlinear
medium and a metal layer. We started with the simplest configuration: a single interface between a
metal and a nonlinear dielectric. We have proven analytically that in such structures, only plasmonic-
type nonlinear surface waves exist (waves whose field profile resembles that of a linear plasmon, but
is slightly modified due to the presence of the nonlinearity). In case of a more complicated structure
that is composed of a thin metal film sandwiched between a nonlinear and a linear medium (NML
structure), another type of solutions is found. At first, we studied a symmetric NML configuration
in which the linear parts of the permittivity of the dielectric claddings are equal on both sides.
Based on this example, we introduced a general classification of nonlinear surface waves in structures
with a nonlinear dielectric layer, a metal layer and linear dielectric layers. There exist two types of
plasmon—solitons: the plasmonic type and the solitonic type. In the field profiles of the solitonic-type
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plasmon—solitons, a soliton peak is visible in the nonlinear medium and a plasmon peak is visible at
one of the metal interfaces. Studying the asymmetric NML structures, we have demonstrated that
there exists a range of precisely chosen parameters, for which solitonic-type plasmon—solitons can be
observed at realistic intensity levels. Thus, we can conclude that, for asymmetric NML structures the
permittivity of the linear material has to be fine-tuned in order to find low-power solutions in the
structure. In the configuration that we have studied, for a fixed geometry, the change in the linear
refractive index by 0.01 resulted in the change of plasmon-soliton peak power from 1 to 30 GW /cm?.

Studies of low-power plasmon—solitons are crucial from a practical point of view. The absence of
experimental confirmation of the existence of plasmon—soliton waves results from the fact that, all the
nonlinear surface waves of this type predicted before require extremely high refractive index change,
which is equivalent to the high power levels that exceed the damage threshold of the conventional
materials used in integrated optics. The discovery of the low-power solitonic-type plasmon—solitons
indicates the direction toward which the experimental investigations should be focused. Low-power
solitonic-type plasmon—solitons can be easily excited in structures proposed by us with a Gaussian laser
beam and could be unmistakably distinguished from any linear modes propagating in the structure.

Subsequently, the four-layer structures were also studied, in which an additional low-refractive
index dielectric layer was introduced between the nonlinear dielectric and the metal film. We have
found the dispersion diagrams for such four-layer structures for first time. Depending on the choice of
the structure’s opto-geometric parameters, we obtained rich or simple dispersion diagrams. We have
demonstrated that, the introduction of an additional dielectric layer can greatly enlarge the region of
parameters in which low-power solitonic-type plasmon—solitons exist (e.g., the refractive index interval
in which solutions with peak intensity below 30 GW /cm? exist is enlarged from 0.01 in the case of a
three-layer structure to 1.7 in a four-layer structure with similar opto-geometric parameters). Using
this fact, we have optimized the four-layer structure in order to facilitate the experimental observation
of such nonlinear waves. We have found configurations that support plasmon-—solitons with the peak
intensity around 1 GW /cm?. This level of light intensity was already used experimentally in 2009 to
generate spatial solitons in fully dielectric waveguides with a chalcogenide core.

Nonlinear plasmon—solitons in structures with a semi-infinite nonlinear medium may find potential
applications in sensing (for example in surface plasmon resonance based detectors), because they offer
an additional free parameter (the light intensity) that influences the resonance condition and can be
tuned by adjusting the power level of the incident light. However, in structures with a semi-infinite
nonlinear medium that support low-power plasmon—solitons, the solitonic part is weakly localized.
Typical full width at half maximum, of a plasmon-soliton with 1 GW /cm? peak intensity, is of the
order of few tens of microns. This creates the need for thick nonlinear layers. From the fabrication
point of view, it is problematic to obtain uniform, high quality, nonlinear layers of such thickness.

In the second part of this PhD manuscript, we have studied nonlinear plasmonic slot waveguide
configurations in which the nonlinear Kerr-type dielectric film is sandwiched between two semi-infinite
metal cladding layers. This configuration has some advantages over the structures with semi-infinite
nonlinear media. Stationary solutions in nonlinear slot waveguides are strongly confined, primarily
due to the high permittivity contrast between the nonlinear dielectric core and the metal cladding
and secondarily due to the self-focusing nonlinear effect. Moreover, as stated above, from the practical
point of view it is easier to fabricate high quality thin films of nonlinear materials than bulky samples.

For nonlinear plasmonic slot waveguides, we have developed two models based on Maxwell’s equa-
tions for the transverse magnetic polarized light. One of them is semi-analytical and provides closed
formulas for the dispersion relations and the field profiles of the modes in terms of special Jacobi
elliptic functions. The limitation of this model is the fact that it uses a simplified treatment of the
Kerr-type nonlinearity. The second model, that accounts for the full nonlinear Kerr term, is based on
the shooting method, which is a common numerical way to solve Maxwell’s equations in nonlinear
structures. The novelty of the second model lays in the fact that we have found an analytical con-
dition that allows us to reduce the dimension of the parameter space in which nonlinear solutions
of Maxwell’s equations are sought. The validity of both our models has been validated by a mutual
comparison of their results. Because interesting nonlinear effects occur for the nonlinear permittiv-
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ity contrast comparable to the built-in permittivity contrast in the structure, in the nonlinear slot
waveguide configuration, built of metals and dielectrics, interesting nonlinear effects occur for elevated
nonlinear permittivity changes. Some of these effects occur outside of the validity range of the first
model, which treats the Kerr-type nonlinearity in a simplified and approximated way. For this reason,
the two models agree quantitatively only for low intensity levels. Nevertheless, the results of both our
models are in excellent qualitative agreement for the whole range of intensities.

Using these two models that we developed, we have studied the dispersion relations and mode
profiles of nonlinear plasmonic slot waveguides. First, we have analyzed very rich dispersion diagrams
for the symmetric nonlinear slot waveguides (in which the permittivities of the two metal claddings
are equal). We have found the zero-order modes (symmetric and antisymmetric modes that exist in
the linear limit) and the first-order asymmetric nonlinear mode that have already been studied in
literature. The asymmetric mode appears from the symmetric one in the nonlinear regime through a
symmetry-breaking Hopf bifurcation. Apart from these modes, due to the completeness of our models,
we have found new symmetric, antisymmetric and asymmetric higher-order modes in nonlinear slot
waveguides. Among these higher-order modes, the asymmetric modes bifurcate from the symmetric
ones. All the dispersion curves of the asymmetric modes in the symmetric nonlinear slot waveguide
are doubly degenerate.

We have classified all the modes of the nonlinear slot waveguide according to the symmetry of the
magnetic field profile and to the presence of the nodes in the magnetic field profile. The nonlinear
dispersion diagrams can be divided into two parts: one containing only dispersion curves of the modes
with nodes and the second one containing the dispersion curves corresponding to the node-less modes.
The limit between the two regions is given by the dispersion curve corresponding to a single interface
between the metal and the nonlinear dielectric. We have found the analytical expressions for this curve
using the formulation of each of our models. The family of the modes with nodes has been studied
in more detail. We have shown that at a certain point (one for each of the higher-order modes with
nodes), the nonlinear refractive index distribution induced by this mode is flat. This fact allowed us
to find a direct relationship between these modes and their linear counterparts that exist in linear slot
waveguides.

For the symmetric nonlinear slot waveguide structure, we have studied the influence of the width of
the core on the dispersion curves. We concluded that the increase of the waveguide core width allows
for a drastic decrease of the intensity threshold at which the birth of new nonlinear modes is observed.
We have reported that the increase of the waveguide thickness by a factor of 20 allows us to decrease
the intensity required to observe the first asymmetric mode bifurcation by 5 orders of magnitude.
Moreover, studying waveguides with different core widths, we observed that a part of the dispersion
curve of the first asymmetric mode for high effective index values is invariant with respect to the
waveguide core width. For high effective index values, the dispersion curves of the first asymmetric
mode in waveguides with different thickness overlap. This behavior is explained by the fact that the
high-effective index asymmetric solutions are strongly localized at one of the nonlinear slot waveguide
interfaces and interact very weakly with the second interface. Therefore, the problem can be simplified
to a single-interface situation, where the thickness of the waveguide does not play any role.

Furthermore, the influence of the permittivity index contrast between the dielectric core and the
metal cladding on the dispersion curves has been studied. We have noticed two types of behavior.
Decreasing the permittivity contrast by changing the permittivity of the metal cladding allows us to
decrease the intensity threshold for the bifurcation points for the asymmetric modes. In the studied
structure, we have managed to reduce the intensity threshold for the first bifurcation by four orders
of magnitude by changing the metal cladding permittivity from —200 to —15 while the linear part of
the core permittivity was kept equal to 3.462. On the contrary, increasing the permittivity contrast
by changing the permittivity of the core allows us to decrease the intensity threshold for the first
bifurcation. We have reduced the intensity threshold by three orders of magnitude by changing the
core permittivity from 1 to 25 while the cladding permittivity was kept equal to —90.

Moreover, the properties of asymmetric nonlinear slot waveguides were studied. We have shown
that, in agreement with the group theory, the double degeneracy of the dispersion curves corresponding
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to the asymmetric modes is lifted when the asymmetry of the structure is introduced (different metal
permittivity values for the two cladding regions). Additionally, we have observed that the separation
between the two branches into which the doubly degenerate branch splits, grows with the increase
of the structure asymmetry, as expected. For high effective indices, one of these branches overlaps
with the dispersion curve of the asymmetric mode in the symmetric structure. This behavior was
explained using the fact that for highly asymmetric modes that are strongly localized at one interface,
the problem can be reduced to a single-interface situation.

Last but not least, the stability of the nonlinear plasmon-solitons in nonlinear slot waveguides
was studied. We have confirmed the stability of the low-order asymmetric modes using three different
methods. The conclusions about the stability drawn using the general topological criterion for nonlinear
structures were confirmed using two independent numerical methods.

Nonlinear plasmonic slot waveguides may find potential applications in integrated optics, as they of-
fer the possibility of extreme light confinement required to miniaturize devices and reduce the cross-talk
between separate channels. Applications in nonlinear plasmonic couplers have already been proposed
in literature.

9.2 Perspectives

9.2.1 Theoretical studies

Even though plasmon-—solitons in metal/nonlinear dielectric structures have been studied for more
than thirty years, there are still a lot of questions that remain unanswered. One of the most important
issues is the stability of these waves. The stability of low-order plasmon—solitons in nonlinear slot
waveguide configurations has been demonstrated in Chapter 8. However, the theoretical method used
there was not fully suited for the structures with high refractive index contrast as the ones studied
in this PhD manuscript. It has not been rigorously proven that the framework we used, developed
in Ref. [153], is applicable to the structures studied in our study. It is desirable to find an analytical
criterion for plasmon-soliton stability, similar to the one presented in Ref. [153] for weak contrast
dielectric waveguides. Since this might be a difficult task, in the short term it might be more efficient
to study the stability of nonlinear surface waves using numerical tools. Methods such as split-step
Fourier or finite-difference time-domain (FDTD) can be used to study the propagation and stability
of plasmon—solitons. Some results connected with our FDTD studies of plasmon—soliton propagation
are shown in Section. 8.2 and in Appendix F. Numerical FDTD method seems to fail in the case of
high nonlinear refractive index modifications (comparable with the linear refractive index). Therefore,
it is important to improve the numerical methods and to develop new algorithms that will be able to
tackle this difficulty. This would enable us to study numerically the stability of higher order modes in
nonlinear slot waveguides, that require high nonlinear index modifications.

Apart from the stability issue, more complicated structures in which plasmon—solitons can propa-
gate should be considered in the future. The models presented in this work can be extended to treat
structures with higher number of layers. Combining the results from Sections 2.3 and 6.2, allows us to
readily analyze nonlinear waveguides with multiple cladding layers. As an extension of this idea, peri-
odic structures with metal and nonlinear dielectric layers may be studied. Moreover, analysis of more
realistic two-dimensional solutions in both one- and two-dimensional waveguide geometries should be
continued. The two-dimensional nonlinear dielectric waveguides embedded in metal/dielectric struc-
tures may offer further flexibility in the structure design and plasmon-soliton properties control. Addi-
tionally, the waveguides in which the interface between a nonlinear dielectric and a metal is structured
may result in new properties of plasmon—soliton waves.

9.2.2 Experiment

In this PhD thesis, we have presented several results that should facilitate experimental observation
of plasmon-soliton waves. We have designed realistic structures (both for the configuration with semi-
infinite nonlinear medium and for the nonlinear slot waveguide configuration) in which purely nonlinear

194



9.2. Perspectives

states can be observed at the level of induced nonlinear permittivity change reachable in materials
used for integrated optics. We have used realistic parameters of the materials at the telecommunication
wavelength and optimized the structures in order to observe nonlinear effect at the levels of intensity
that can be provided by modern high power lasers and that do not destroy the material. These
designs have been made in close collaboration with groups working on the experimental observation
of plasmon—solitons. There are still a lot of difficulties that have to be overcome from the fabrication
point of view. Proper materials have to be chosen in order to maximize their nonlinear response
and minimize parasitic effects, such as linear losses, three-photon absorption or permanent material
degradation upon long exposure to high-intensity laser light.
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Appendix

Intensity dependent refractive index

In literature, we can find various definitions of the intensity dependent (Kerr) refractive index. Here
we present in detail the relations between various nonlinear parameters.
In the case of many materials the refractive index can be described by the relation [172]:

= no + 128 (t), (A1)

where ng represents the usual, weak-field refractive index and mo is the constant describing the rate

~2
of index change with the increase of the time averaged electric field (€ (t));. We put a bar over
this coefficient to avoid confusion with the second-order nonlinear refractive index no introduced in
Section 1.7. The time dependent electric field is defined by Eq. (1.6.1a) as:

Et) = Ew)e ™ + c.c. (A.2)
~2
The time average of & (t) can be written as

@& (1)) = (B(w)e™™ + 2B (w)E* (w) + B* (@)™, (A.3)

The averaging of the oscillating terms gives zero and Eq. (A.3) reads:

&) = 2/BW) 2 (A.4)

Using this result we can rewrite Eq. (A.1) to obtain the dependency of refractive index on the field
amplitude:
n = ng + 2ma|E[%. (A.5)

An alternative, more common way of defining the Kerr-type refractive index is to connect the
index changes with the light intensity [see Eq. (1.7.1)]:

n = ng + nol. (A.6)

Comparing Eqgs. (A.5) and (A.6) and using the definition of the light intensity given by Eq. (1.7.4),
we relate the two nonlinear coefficients:
_ 4879

Nno = .
eole|c

(A7)

In Section 1.7, we have obtained a simplified relation between the nonlinear coefficient o (appearing
in the definition € = ¢ + a|E|?) using several assumptions. We assumed there that the nonlinear
modification of the permittivity is much lower than the linear part of permittivity (a|E|?> « ¢) and
that the effective index of the modes can be approximated by the value of the linear refractive index
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(8 &~ mg, which is true for low-power solitonic waves). Using the same assumptions in Eq. (A.7), we
rewrite it in the form: _
4o

no =

(A.8)

€onoC

Equation (A.8) differs by a factor 4 from Eq. (4.1.18) in Ref. [2] due to a different definition of the
light intensity used {compare Eq. (1.7.4) in this manuscript and Eq. (4.1.16) in Ref. [2]}.
Here we recall the simplified relation between ns and « given by Eq. (1.7.7):

o = egnacna, (A.9)

where we used the identity |e| = n3. Using the fact that x(3) = /3 [see Eq. (1.6.10)] we relate ngy
with x(3):

3y
= . A.10
"2 eon(Q)c ( )
Equation (A.10) can be numerically expressed as:
m?] 1128 m?
il s ) Bl A1l
elw =) A

where again the difference by factor 4 with Eq. (4.1.20) in Ref. [2] is due to different definitions of the
light intensity used here and in Ref. [2]. In some older works, the third-order nonlinear susceptibility
values are given in the Gaussian system. In this case, the conversion procedure is the following:

m?2 1.56-107°
n2 W =

w2 @ [esu]. (A.12)
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Elliptic integrals

During the derivation of the expressions for the field profiles in the frame of the Jacobi elliptic function
based model in Section 6.1.1, we have encountered the elliptic integrals. By definition, an integral of
the type

JR(w,y) dz, (B.1)

where R(x,y) is a rational function of x and ¥, y? is equal to a cubic or quartic polynomial in z, R(x,y)
contains at least one odd power of 3, and y? has no repeated factors is called an elliptic integral. More
details on the elliptic integrals can be found in Ref. [154].

Table B.1 presents the formulas used to integrate the elliptic integrals that were used in Sec-
tion 6.1.1. The results of the integrations of the elliptic integrals are expressed as the inverse Jacobi
elliptic functions. The Jacobi elliptic functions are discussed in Ref. [152] and in Appendix C.

. Formula number o Equivalent inverse
Condition Elliptic integral
in Ref. [112] Jacobi elliptic function
dt -1 242
) 17.4.43 7§ T nd (% o )
y dt “1{z 72—52)
v>6 17.4.44 e T an”! (2[5

- 17.4.51 sd ! (“”WMQ

Yo

T dt 52
\% 72 + §2 SO —%ﬁjuy?)((s?ft?) ,},2+52)
6 d — x| 82
— 17452 A/ ’72 + 62 SI W cn 1 (g W)

Table B.1: Elliptic integrals and the equivalent inverse Jacobi elliptic functions. This table is part of
the table presented on Page 596 in Ref. [112].
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Appendix

Jacobi elliptic functions

The field profiles and the dispersion relations in the frame of the Jacobi elliptic function based model
derived in Section 6.1 are expressed in terms of Jacobi elliptic functions. This appendix presents the
necessary informations about these functions and their basic properties. More details on the Jacobi
elliptic functions can be found in Ref. [152].

C.1 Definitions and plots

The Jacobi elliptic functions can be defined with respect to some integrals. Consider an integral

® de
" J , (C.1)
0 A/1—msin?6
where the angle ¢ is called the amplitude.
@ = am(u|m) (C.2)

and m is called the parameter. The parameter m takes values from the interval [0, 1], We define the
three first Jacobi elliptic functions as

cn(ulm) = cos p, (C.3a)
dn(ulm) = 4/1 — msin? ¢, (C.3b)
sn(u|lm) = sin ¢, (C.3¢)

The remaining nine Jacobi elliptic functions can be expressed using the three functions given by
Egs. (C.3) using the following rules. For p, q, and r being any of the four letters s, ¢, d, and n the
following relations hold:

1
pQ(U|m) = W? (0'4)
paulm) = m (©5)

Two equivalent notations are used for the Jacobi elliptic functions. In this PhD manuscript, we use
the notation with the parameter m, as it is done for instance in Ref. [112] and in the computer algebra
software MAXIMA [173] that was used for a part of the numerical implementation of the Jacobi elliptic
function based model. The second notation for the Jacobi elliptic functions uses the modulus k? = m
instead of the parameter m. This notation is used for example in Ref. [111] and in the computer
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algebra software MAPLE [174], in which the main code of the Jacobi elliptic function based model was
written. These two notations are equivalent in the sense

pq(ulk) = pq(ulm), (C.6)

where the Jacobi elliptic function denoted by pq uses the second notation.
In Figs. C.1 and C.2, we present plots of the six Jacobi elliptic functions used in Section 6.1. The
plots illustrate the behavior of these Jacobi elliptic functions for different values of the parameter m.
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Figure C.1: Jacobi elliptic functions (a) cn(u|m), (b) dn(u|m), and (c) sn(u|m) for five different values
of the parameter m.

204



C.1. Definitions and plots

Py

o —

5

3

2.5

1.5

0.5

< 1 e I
— o o 0_

uoouny ondi|e 1qooep

<
A

u/m

Py Py

omoiko omoiko
eQumaQ eQmano
cooor cooor
22222 22222
ishshohoke! SO0 O0D
cEcccc ODDD DD

3.5

2.5

2
u/m

1.5

0.5

=

< S
™ o

< Q
e ©

6.0
0

0.0
6.0

uonouny ondie 1godep uonouny ondie 1godep

u/m

Figure C.2: Jacobi elliptic functions (a) cd(u|m), (b) nd(u|m), and (c) sd(u|m) for five different values

of the parameter m.
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C.2 Properties

Here we present some of the basic properties of the six Jacobi elliptic functions that were used in
Section 6.1.

Limiting cases

The expressions for the Jacobi elliptic functions in the limiting case m = 1 are used in Section 6.1.4,
where the derivation of the field profiles and the nonlinear dispersion relations for the limiting case
of a single interface between a metal and a nonlinear dielectric is presented. Table C.1 presents the
expression for the Jacobi elliptic functions for the limiting cases of the parameter m = 0 and m = 1.

Function \ Case m=0 m =1
cn(ulm) cos u sechu
dn(u|m) 1 sech u
sn(u|m) sinu tanh u
cd(ulm) cos u 1
nd(u|m) 1 coshu
sd(u|m) sinu sinh u

Table C.1: Expression for the Jacobi elliptic functions for the limiting values of the parameter m = 0
or m = 1. This table is part of Table 16.6 presented on Page 571 in Ref. [112].

Symmetry

The symmetry properties of the Jacobi elliptic functions were used in Section 6.1 to simplify the
expressions for the field profiles and the nonlinear dispersion relations. Table C.2 presents the symmetry
properties of the Jacobi elliptic functions.

Function \ Argument u —u
cn cn(ulm) cn(u|m)
dn dn(u|m) dn(u|m)
sn sn(u|m) —sn(u|m)
cd cd(u|m) cd(u|m)
nd nd(u|m) nd(u|m)
sd sd(u|m) —sd(u|m)

Table C.2: The symmetry properties of the Jacobi elliptic functions. This table is part of Table 16.8
presented on Page 572 in Ref. [112] that presents more general relations between Jacobi elliptic func-
tions upon the change of the argument.
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Derivatives

The expressions for the Jacobi elliptic function derivatives were used in Section 6.1 to obtain the
formulas for the field profiles and the nonlinear dispersion relations. Table C.3 present expressions for
the derivatives of the Jacobi elliptic functions used in Section 6.1.

Function Derivative
su(ulm) en(ulm) du(ulm)
en(ulm) — sn(ufm) dn(ulm)
du(ufm) —msn(ulm) cn(ulm)
sd(ufm) cd(ulm) nd(ufm)
ed(ulm) (m — 1) sd(um) nd(ufm)
nd(ufm) msd(ulm) cd(ulm)

Table C.3: Expressions for the derivatives with respect to the argument u of the Jacobi elliptic func-
tions. This table is part of Table 16.16 presented on Page 574 in Ref. [112].
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Appendix

Study of the losses in nonlinear slot waveguide
structures

In this appendix we present an estimation of the propagation losses for the modes of a nonlinear slot
waveguide. The losses will be evaluated using the method proposed in Section 2.1.5. The imaginary
part of the effective index is calculated using the expression [compare with Eq. (2.1.73)]:

coc § €"(2)|B() 2 dz
4 Ptot ’

B = (D.1)
where P, denotes the total power density of the mode [defined by Eq. (7.1.6)], €’ (x) denotes distribu-
tion of the imaginary part of the permittivity, and T is the transverse cross-section of the waveguide.

The waveguides studied here have parameters similar to these given in Table 7.1, but now the
imaginary part of the permittivity of the materials is nonzero. In this appendix, waveguides with two
thicknesses of the core are studied: 400 nm and 800 nm.

Quantity \ Layer 1 2 3
Material gold hydrogenated amorphous silicon gold
Permittivity | e; = —90 + 10i €2 = 3.46% + 1074 €3 = —90 + 10i
n — 2.10717 m2/W —

Table D.1: Parameters of the symmetric nonlinear slot waveguide structures with losses studied in this
section.

Figure D.1 presents the dispersion diagram for the nonlinear slot waveguide with a 400-nm-thick
core obtained using the interface model. The real and the imaginary parts of the effective index
are plotted as a function of the averaged nonlinear index modification in the core (An) defined by
Eq. (7.1.1). In the description of the dispersion curves, the names of the modes introduced in Sec-
tion 7.1.1 are used. Figure D.1(a) shows the real part of the dispersion curves S({An)) (it is a part
of Fig. 7.3). The behavior of these dispersion curves is discussed in Section. 7.1.1. Here we will focus
on the description of Fig. D.1(b) that presents the dispersion curves for the imaginary part of the
effective index B”((An)).

Form Fig. D.1(b), we notice that the imaginary part of the effective index of the fundamental
symmetric mode SO (blue curve that starts at low (An) values) are lower than " for the low-power
antisymmetric ANO mode (red curve starting at low (An)). The lowest value of the imaginary part of
the effective index for the SO mode is 8” ~ 3-1072 and for the ANO mode 3” ~ 5-1072. These values
are equal to the imaginary part of the effective indices of the first symmetric and antisymmetric modes
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Figure D.1: Nonlinear dispersion diagrams for (a) the real part and (b) for the imaginary part of
the effective index as a function of the averaged nonlinear index modification in the nonlinear slot

waveguide with the parameters indicated in Table D.1 and a 400-nm-thick core.

of the corresponding linear slot waveguide. The imaginary part of the effective index of the SO and
AN1 modes increases with the increase of (An). Similarly, the imaginary part of the effective index of

the AS1 mode increases with the increase of (An).

The lowest values of 3” for the low-power modes of the slot waveguide correspond to the attenuation
of the mode £ ~ 1 dB/um [the relation between the imaginary part of the effective index and the

attenuation is given by Eq. (2.1.74)].
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Figure D.2: Nonlinear dispersion diagrams for (a) the real part and (b) for the imaginary part of
the effective index as a function of the averaged nonlinear index modification in the nonlinear slot

waveguide with the parameters indicated in Table D.1 and an 800-nm-thick core.

The nonlinear dispersion curves for 8” of the higher-order modes from the family with nodes (modes
S1 and AN1) have a parabolic shape. These curves start at a certain level of losses corresponding to
the appearance of the mode at 5 = 1. With the increase of (An), the imaginary part of the effective
index first decreases and then increases rapidly. With the increase of the order of the mode, the values

of 8" at the beginning of the curve and at the minimum increase.

The most interesting is the behavior of the 3”({An)) curve for the higher-order node-less symmetric
mode SI. This mode appears through a fold bifurcation [155] at (An) ~ 3. At the bifurcation point,
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two branches are born and their effective index  increases with the increase of (An) [see Figs. D.1(a)
and 7.3(b)]. The imaginary part of the effective index for one of these branches increases with the
increase of (An). On the contrary, for the second branch, the values of 5" decrease with the increase
of (An). This behavior can be understood looking at the field profiles of the SI mode presented in
Fig. 7.18. There, we observe that the field profiles laying on the upper SI branch have large side-
lobes [see Fig. 7.18(a) and (b)] and therefore they interact strongly with the metal cladding. The field
profiles corresponding to the lower branch have low side-lobes [see Fig. 7.18(c) and(d)] and therefore
they interact weakly with the metal cladding.

The interaction with the metal cladding is crucial in the studies of losses, because the imaginary
part of the metal permittivity is orders of magnitude higher than €” of the dielectric core (in terms of
absolute value — see Table D.1). Looking at Eq. (D.1) we see that, the higher the fraction of the field
localized in the metal layers, the higher is the value of 3”. Consequently, solutions that interact with
the metal cladding weakly (that are mainly localized in the dielectric core) have low 3” values. The
lowest value of 3" of the SI mode that we compute is 57 ~ 2-1073. It corresponds to the attenuation
of £~ 0.07 dB/um. Unfortunately, this low vale of losses occurs for extremely large nonlinear index
modifications (An) ~ 4.

The imaginary part of the effective index of the asymmetric mode AS2 grows with the increase of
(An). This is caused be the fact that, with the increase of (An), the asymmetry of this mode increases.
With the increase of the asymmetry, the amplitude of one of the side-lobes grows and the amplitude
of the other one decreases. However, the net effect gives the increase of the fraction of the light that
is confined in the metal cladding.

In Fig. D.2 the dispersion diagram for a nonlinear slot waveguide with the parameters shown in
Table D.1 and the core thickness d = 800 nm is shown. Figure D.2(a) shows the real part of the
dispersion curves 3({An)) (the same plot is shown inf Fig. 7.46). The behavior of these dispersion
curves is discussed in Section. 7.1.1. Here we will focus on the comparison between Fig. D.2(b) that
presents the dispersion curves for the imaginary part of the effective index 3”({An)) for the waveguide
with an 800-nm-thick core, and Fig. D.1(b) showing the same dependency for the waveguide with a
400-nm-thick core.

Qualitatively, the behavior of the nonlinear dispersion curves $”({An)) of the corresponding modes
of the waveguides with a thin core and with a thick core is the same. However, here are some qualitative
differences. In Fig. D.2(b), we see four low-power modes. The imaginary part of the effective index for
the fundamental symmetric mode (blue curve form which the asymmetric AS1 mode bifurcates) is at
the same level as for the waveguide with the thin core (8" ~ 3 -102). However, for the waveguide
with the thick core, two additional higher-order low-power modes with nodes exist, for which 3” can
be as low as 1072,

The lowest value of the imaginary part of the effective index is obtained for the higher-order
symmetric node-less modes. One branch of the SI dispersion curve corresponds to 3" ~ 10~%. The
lowest 3" for the SII mode is at the level of 1072, Comparing Figs. D.1 and D.2, we notice that with
the increase of the core thickness, the lowest value of 8" for the SI mode decreases (from 2 - 1072 to
10~%) and that it occurs for lower value of the nonlinear index modification (An). For the waveguide
with the thick core it occurs at (Any =~ 1.5 which is two times lower than for the waveguide with the
thin core.

The lowest attenuation obtained for the SI mode in the nonlinear slot waveguide with the 800-nm-
thick core is £ ~ 3.5 dB/mm. We notice that by changing the nonlinear core thickness, we are able to
lower the level of the losses of the modes propagating in the nonlinear slot waveguide.
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Appendix

Field profiles of higher-order node-less modes
obtained using the Jacobi elliptic function based
model

In this appendix, field profiles of higher-order node-less modes obtained using the Jacobi elliptic
function based model (JEM) are presented. These profiles have similar features to the profiles of the
node-less modes discussed in Section 7.1.3 and their analysis does not bring any new information about
the nature of the JEM. Nevertheless, we present these profiles here to prove that the JEM is able to
find the corresponding higher-order modes, to point out similarities and differences between the results
of the JEM and the interface model (IM), and to complete the study presented in Section 7.1.3.

Figure E.1 presents the transformation of the field profiles of the magnetic field H,, electric field
components F, and E, and the total electric field amplitude E for the second-order symmetric node-
less mode SII along its dispersion curve (see Fig. 7.27). The columns are ordered by increasing values
of the magnetic field amplitude on the left metal/nonlinear dielectric interface Hp. The differences
between the field profiles for SII mode obtained using the JEM (Fig. E.1) and the IM (presented
in Fig. 7.22) are the same as for the SI mode (discussed on Page 148). The qualitative agreement
between the magnetic field profiles obtained using the two models is good. Quantitatively, the ratio
between the magnetic field intensity at the metal/nonlinear dielectric interface and the soliton peak
(Ho/Hpeak) is much higher for the JEM than for the IM. The profiles of the electric field component £,
obtained using the two models are very similar. On the contrary, the electric field component F, differ
drastically between the results of two models. In the IM, the E, profile has the shape similar to the
magnetic field profile H, (positions of minima and maxima are identical for £, and H, in Fig. 7.22).
In the case of the JEM, in Fig. E.1(a) we see that the positions of minima and maxima are switched
in the I, profile. At the positions of the two solitonic peaks in the H, profile, there are two minima in
the E, profile. The E, profiles presented in Fig. E.1(d) possesses three maxima (one in the center of
the nonlinear core and two close to the core interfaces). For higher total intensity densities of the mode
[Figs. E.1(e) and (f)], the maximum in the center splits into two maxima, and the maxima close to the
core interfaces change their shape. The profiles of the total electric field amplitude [Figs. E.1(g)—(i)]
have complicated shapes and do not resemble the profiles obtained using the IM [Figs. 7.22(i)—(1)],
which resemble two solitons trapped in the waveguide core.

Figure E.2 presents the transformation of field profiles of the third-order asymmetric node-less
mode AS3 along its dispersion curve (see Fig. 7.27). The columns are ordered by increasing values of
Hy. Comparison of the field profiles obtained using the JEM and the field profiles of the AS3 mode
obtained using the IM (see Fig. 7.23) leads to similar conclusions as for the SII mode. Here also, the
H, and E, profiles agree relatively well between the two models. The comparison of the E, and E
profiles reveals big differences between the two models.
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Figure E.1: Profiles of (a)—(c) magnetic field component H,, (d)—(f) electric field components E, (blue)
and —F, (black), and (g)—(i) total electric field amplitude E corresponding to points (first column)
SITa, (second column) SIIb, and (third column) SIlc in Fig. 7.27.

Figure E.3 presents a direct comparison of the transformation of the SII and AS3 modes along
their respective dispersion curves (see Fig. 7.27) with the increase of the magnetic field at the left
metal/nonlinear dielectric Hy. This transformation has a similar character to the transformation ob-
served in the frame of the IM (see Fig. 7.24). We observe that the two soliton peaks of the asymmetric
mode shift toward the interface with lower value of Hy [to the left in Fig. E.3(a) and to the right in
Fig. E.3(b)].
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Appendix

Finite-difference time-domain studies

Studies of the temporal evolution of plasmon—solitons provide a way to confirm the results obtained
using modal methods and are crucial in the studies of the stability of these waves. This appendix
presents our first and preliminary results on the propagation of plasmon and soliton waves. These
results show the capabilities and limitations of the finite-difference time-domain (FDTD) methods to
study strongly confined fields in nonlinear structures.

Firstly, we shortly describe the FDTD method and the software package used for the simulations.
Next, we present results obtained for the propagation of linear plasmons in slot waveguide configu-
rations. Finally, we discuss the soliton formation in uniform bulk media: in vacuum and in a high
refractive index medium (e.g., chalcogenide glass). The studies of the plasmon and soliton propaga-
tion reveal the difficulties that can be encountered during the FDTD simulations, in particular for the
waves generating high nonlinear index modifications.

F.1 Finite-difference time-domain method

The FDTD method [161, 162] is a numerical technique used for the modeling of electrodynamic
phenomena. This method allows one to numerically solve Maxwell’s equations [system of six coupled
partial differential equations given by Egs. (1.3.8a) and (1.3.8b)]. Because the FDTD method is a
time-domain method, it enables us to find solutions in a wide frequency range in a single simulation
run. Moreover, this method allows for the treatment of some nonlinearities. The FDTD method offers
an alternative and complementary approach to the modal methods. It allows us to obtain results that
illustrate the situation more similar to the experimental conditions (e.g., launching and propagation
of picosecond pulses).

The FDTD method is a grid-based method. The values of the electric and magnetic field com-
ponents are found at the nodes of a uniform grid. In Fig. F.1, we present a simple Yee grid [for a
one-dimensional problem where only two electromagnetic field components are nonzero (E, and Hy)]
and indicate the points at which the electromagnetic field amplitudes are evaluated. In order to solve
the system of coupled differential equations [Egs. (1.3.8a) and (1.3.8b)], the FDTD method uses the
central difference scheme which results in a leapfrog algorithm. The electric and magnetic fields are
computed at different space and time coordinates. In the example shown in Fig. F.1, the electric field
is calculated for integer values of the space and time steps, and the magnetic field is calculated at the
half-integer space and time steps.
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Figure F.1: Schematic representation of the Yee lattice in a one-dimensional problem. The lattice sites
in which the electric (open points) and magnetic (arrows) field components are calculated in various
instances of time are marked. The symbols filled with black denote the initial conditions. The color
squares denote the points at which the derivatives are written using the central difference scheme. The
field values indicated by light green (blue) symbols used to calculate the new (in the next time step)
value of the electric (magnetic) field at the point marked by the dark color.

F.2 Finite-difference time-domain simulation software package MEEP

In our FDTD studies we have used the MEEP software package [171, 175] that was developed at
Massachusetts Institute of Technology. This is a free software distributed on the GNU General Public
License. The capabilities of the software are listed in Refs. [171, 175]. Among the most important
feature we can cite:

e Simulations of one-, two-, and three-dimensional problems in Cartesian and cylindrical coordi-
nates.

e Anisotropic, dispersive and nonlinear material. The dispersion of the material is described by
the Drude-Lorentz model of N different oscillators:

10D N o f2
‘o (“w) [6“2M ’ (F.1)

n

where €, denotes the infinite frequency permittivity (instantaneous dielectric function), op
denotes the dielectric conductivity, o,, denotes the strength on the n-th resonance, and f,, denotes
the central frequency of this resonance. The parameter =, is responsible for the losses associated
with the n-th resonance.

The nonlinearity is described by:
e=e+xPE] (F.2)

The comparison of Eqs. (F.2) and (1.6.13) reveals that, in the notation used in MEEP x() is
identical to the parameter « used in our modal approaches developed in Chapters 2 and 6.

e Various types of boundary conditions including the Perfectly Matched Layers (PML).

e Reduction of the computational domain taking into account the symmetries of the problem.
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F.3. Linear plasmons is slot waveguide configuration

e Study of an arbitrary material distribution.
e Parallel computations.

It is important to mention that, MEEP uses dimensionless units to express all the quantities that
appear in the simulations. In all our simulations, the speed of light is set to be dimensionless: ¢ = 1.
Therefore the free-space wavelength is defined as the inverse of the light frequency f:

_c 1

for
The wavelength is expressed in a dimensionless MEEP unit of length [L]. Therefore, the frequency is
expressed in the [1/L]. Because Maxwell’s equations are scale invariant, the unit of wavelength can be
chosen arbitrarily. We can assume that the vacuum wavelength A\g = 1 corresponds to 1 um in order
to simulate infrared light propagation. However, the same simulation can be interpreted as a study
of microwaves, if we assume that Ay = 1 corresponds to 1 mm. All the physical dimensions have to
be scaled accordingly. In the following, all the quantities will be expressed in the dimensionless MEEP
units.

Using MEEP for nonlinear studies requires special care concerning the units. Here we discuss the

way of the physical interpretation of the MEEP results on an example of the third-order nonlinear Kerr
effect. The Kerr effect is described by Eq. (1.7.1) (see Sec. 1.7) which is recalled here:

Ao (F.3)

n =ng + nal. (F.4)

For the nonlinear effects, the only significant quantity is the product nsl and not the second-order
nonlinear refractive index no or the intensity density I separately. Therefore, the important thing is to
recover numerically the correct value of this product. In MEEP, the second-order nonlinear refractive
index ny is defined through the third-order susceptibility y(*) in the following way:

3x3)
ng = 471(2) .

(F.5)

The unit of the second-order nonlinear refractive index ngo [NL] is expressed as a unit of length square
[L)? divided by a unit of intensity [P]: [NL] = [L]?/[P]. Only two of these units can be chosen
independently. The remaining one is fixed be the choice of the other two. For example, if we choose
a unit of length [L] to be a um and the unit of intensity to be W, then the unit of the second-order
nonlinear refractive index ny is fixed to be pum?/W.

In MEEP simulations, it is impossible to fix the power density or the total power transmitted by the
studied structure as an input parameter in the code. In order to obtain the right value of the product
nal, we have to fix the ny value and then monitor the power inside the waveguide (see Ref. [176]).
We need to obtain the power that results in the desired value of the product nol. The power in the
waveguide can be controlled by adjusting the amplitude of the current sources that generate the wave.

F.3 Linear plasmons is slot waveguide configuration

The first simulations performed using the FDTD method was a study of linear plasmons propagating
in the slot waveguide. During this simple linear study we encountered several problems connected with
the FDTD simulations (such as the choice of an optimal spatial resolution, a proper configuration of
the sources or the behavior of the field on the metal interfaces in the PMLs).

To study the evolution of plasmons in the linear slot waveguide we choose the following configura-
tion. A linear dielectric of thickness 0.5 and refractive index n = /€ 2 = 2 is sandwiched between two
identical metal layers of thickness 2 and permittivity €,, = —80 + 0.03i.! The center of the structure

In order to obtain negative values of permittivity in MEEP, we need to use the Drude-Lorentz model for the permit-
tivity described by Eq. (F.1) with the appropriate parameters. The parameters used here were op =0, €, =5, N = 1,
o1 = 2000, f1 = 0.1, and 1 = 0.001.
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is located at the point (0,0) in the MEEP coordinate frame. The structure length in the propagation
(z) direction is equal to L = 40. In both = and z directions, a layer of thickness 1 at the extremities of
the computational region is used to create the PMLs. The scheme of the computation cell is presented
in Fig. F.2. The light frequency f = 0.5 is used for the simulations. The spatial resolution? used here
is R = 80.

PML

LIN

z

Figure F.2: Scheme of the computational domain where the linear plasmon propagation in the slot
waveguide configuration was studied using the FDTD method. The blue region depicts the linear
dielectric core, the green region represents the metal cladding. The PML layers, depicted in yellow,
surround the slot waveguide structure. The location of the line source is depicted by the pink line and
the domain in which the results are output is enclosed in the red rectangle.

In the FDTD method, the light is generated using electric and magnetic current sources. In our
case, in order to generate TM polarized light, we use an electric current source polarized along the
x direction in order to excite transverse magnetic waves.?> We have tested several configurations of
the current sources. We have started by point sources localized in the dielectric core close to the
metal interfaces. The relative phase difference between the two point sources allowed us to excite
symmetric plasmons (for the phase difference equal to 0) and antisymmetric plasmons (for the phase
difference equal to m). The plasmon profiles obtained using point sources were in good agreement
with the profiles found analytically. However, the point sources generate spherical waves that cause
an important reflection from the metal surfaces close to the source location.

Another source current used by us was a line source in the full cross-section of the slot waveguide
core. Because the field profiles inside of the waveguide core of the plasmons resemble simple analytical
functions, plasmons can be excited using simple expressions for the line current distribution {flat profile
H, = const for the symmetric plasmon and linear function H, = —x for the antisymmetric plasmon
[see Figs. 7.13(a), (e), and Fig. F.4(a)]}. For the antisymmetric plasmon, the agreement between
the H, = —x function and the field profile is very good. For the case of the symmetric plasmon,
the field profile differs slightly from the flat function H, = const. To check if this approximation
is sufficient, we have tested the current source that had a profiled closer to the symmetric plasmon
profile (a sum of two exponential functions or a parabolic function). The final field profiles (after the
propagation) obtained using all these forms of the current source gave similar results. For the sake
of the simplicity we decided to use a flat profile to excite symmetric plasmons. This allows us to use
one simple form of the excitation regardless of the waveguide parameters and the expected plasmon
profile (found analytically). There is no need of fitting the parabolic function parameters to overlap
with the expected symmetric plasmon field profile for a given configuration. Our studies show that,
the field profile generated by the flat current source reaches the expected profile after approximately
one wavelength of propagation (one oscillation period).

2The spatial resolution of the FDTD method is defined by the number of computational points (pixels) in which a
unit of length is divided. The field values are computed at these points.

3In our simulations we study two dimensional problems where the materials are isotropic (except in th PMLs). In this
case we observe that, the FDTD method does not mix the polarizations excited by the source. The electric current source
polarized along the x direction (E,) excites the waves that have only three nonzero electromagnetic field components
(Ez, E., and Hy). This polarization is maintained throughout the simulation. Other components of the electromagnetic
field remain zero in the whole simulation domain at every instant of the simulation.
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(a)

(b)

Figure F.3: Color maps of the magnetic field component H,(z,z) for the (a) symmetric and (b)
antisymmetric linear plasmons in the slot waveguide for the simulation time step 200. See the text for
the configuration parameters.

Another critical issue concerns the distance between the current source and the metal surface. If
the line source occupies the full width of the core and therefore is in contact with the metal surface,
spurious waves are generated on the surface of the metal. In order to avoid the appearance of these
parasitic waves, we have used line sources with the width slightly smaller than the core width. Our
analysis shows that, in order to avoid the spurious wave generation it is sufficient to use sources that
are 8 pixels smaller than the core width (distance of 4 pixels from the metal layer on each side; see
the pink line in Fig. F.2).

In Fig. F.3, we present the distribution of the magnetic field component Hy(z, z) in a part of the
computational domain for symmetric and antisymmetric plasmons in the linear slot waveguide (see
the red rectangle in Fig. F.2). The size of the computational domain shown is 10 x 1.5 and is located
far (10\, where A = 1/(fn) denotes the wavelength in the medium) from the source. The choice of the
part of the computational domain in which the results are output was dictated by the fact that, we
have encountered difficulties with the behavior of the field at the metal interface in the PMLs. When
the wave front reaches the PML, a standing wave localized at the metal interface is generated inside
the PMLs. The amplitude of this wave grows rapidly. In the normalized color maps, this high intensity
artifact was overshadowing the light propagating in the rest of the computational domain. We have
found two partial solutions for this problem:

e We output the fields only in the small region that does not contain the PML’s (see the red
rectangle in Fig. F.2). This does not solve the problem of the generation of the standing wave in
the PMLs, but allows us to observe the solution in the region that is not affected by this artifact.

e We locate the current source in the middle of the computational domain and study the propaga-
tion until the wave front reaches the PMLs. This prevents the generation of the standing wave in
the PMLs. The drawback of this solutions is the fact that, we need to study large computational
domains in order to be able to study long time of propagation. Long propagation times are
required for the stabilization of some of the plasmon modes.

From Fig. F.3, we observe that both symmetric and antisymmetric plasmons are stable during
the propagation and possess the desired symmetry.? These observations based on the color maps are
confirmed using the cuts of the field profiles. We analyzed the profiles of the magnetic field component

4The symmetry of the solutions depends on the symmetry of the structure and sources. In the symmetric structures
studied here, we obtained symmetric and antisymmetric solutions depending on the symmetry of the source. The sym-
metry of the solution was conserved during the propagation. The results were confirmed forcing the symmetry of the
solution (simulations performed only in one half of the computational domain with the appropriate boundary conditions).
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Figure F.4: Magnetic field profiles obtained by cuts of the field maps computed for different resolutions.
(a) The full field profile, (b) the zoom of the region inside the dielectric core, and (c) zoom of the left
cladding region. The cut is realized at the z coordinate corresponding to one of the maxima of the
field intensity in the propagation direction.

along the waveguide cross-section for a few values of z. The profile of the antisymmetric plasmon is in
a full agreement with the result of the analytical solution for the same structure (data not shown). The
symmetric field profile obtained at the resolution R = 80 is quite different form the profile obtained
using the analytical method [see the pink dots (for FDTD) and the red curve (for analytical solution)
in Fig. F.4].

In order to improve the agreement between the analytically computed field profile and the results
of the FDTD, we have increased the resolution of our simulations. It is important to notice that, the
increase of the spatial resolution is accompanied by a rapid increase of the computational time and
memory requirements. For the simulations in D spatial dimensions, the memory required scales like RP
and the computational time scales like RP*+! because the time step has to be reduced together with the
space step in order for the FDTD method to be stable (non-diverging fields). In our two-dimensional
problem, doubling the resolution results in the increase of the time simulation by a factor eight. The
comparison of the results obtained using different resolutions is presented in Fig. F.4. From this figure,
we notice that, the increase of the resolution improves the resemblance between the analytical and
the FDTD results. For low resolution, the field profile in the waveguide core is much flatter than the
analytical solution. Increasing the resolution, the curvature of the field profile obtained numerically
becomes more similar to the curvature of the analytical solution.

To illustrate the effect of the field propagation, in Fig. F.5 we present the cut of the color map
presenting the field profile of the symmetric plasmon at the z coordinate different from the one in
Fig. F.4. We observe that the general character of the field profiles did not change. The field profiles
obtained for high resolution resemble the analytical profile better than the field profiles obtained at
low resolution. However this time, contrary to the situation presented in Fig. F.4, the profile obtained
for the resolution 120 is closer to the analytical solution than the field profile computed with resolution
140. This shows that, even for high resolution, the field profiles evolve during the propagation.
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Figure F.5: Cuts of the magnetic field maps resulting in field profiles for different resolutions obtained
using FDTD method. Cut taken at different position than in Fig. F.4. (a) Thee full field profile, (b)
the zoom on the region inside the dielectric core, and (c) the zoom on field in the left cladding regions.
The cut is realized at the z coordinate corresponding to one of the maxima of the field intensity in
the propagation direction.

In order to confirm the improvement of the quality of the numerical solution with the increase of
the resolution, we analyze the effective index 8 of the symmetric plasmon as a function of resolution.
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Figure F.6: Effective index of the symmetric plasmon in the linear slot waveguide as a function of the
resolution of the FDTD method. The red line represents the effective index value obtained using the

analytical model.
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Figure F.7: Dispersion curves presenting the dependency of the effective index 5 of the antisymmetric
linear plasmon as a function of the light frequency f. The red curve represents the analytic solution
with the £5% error bars. Blue, green, and black curves represent the FDTD solutions obtained using
resolutions of 40, 80, and 120, respectively. The error bars denote the standard deviation of the effective
index obtained numerically. Two points indicate the effective index obtained for resolutions 160 and
200 for the light frequency f = 0.7.

The effective index is calculated in the following way. We study the cut H(z., z) of the color map
H(x, z) presented in Fig. F.3 along the z direction (at a constant x value). The position of the cut is
chosen in such a way that the field amplitude along the cut is high. We choose x, = 0.45d, so that
the field amplitude for the cut is high both for symmetric and antisymmetric plasmons.® This cut
represents a sinusoidal evolution of the wave during the propagation. We locate the position of all the

zeros in this profile z(()n), where n denotes the number of the zero found. The differences of the zero

positions are calculated A, = z(()nﬂ) — z(()n). These differences are then averaged in order to give the
average period of the wave A = 1/N ZJIV A,,. The ratio between the free-space wavelength and the
average period gives us the effective index 5 = \g/A.

Figure F.6 presents the dependency of the effective index of the symmetric plasmon as a function
of the resolution. We notice that with the increase of the resolution, the effective index values obtained
using the FDTD become closer to the analytical value of the effective index for the symmetric plasmon
in the studied structure. Even if the convergence is not monotonous, it confirms the conclusion drawn
by analyzing the field profiles.

To verify if we correctly define the metal permittivity using the Drude-Lorentz permittivity dis-
persion given by Eq. (F.1) we perform two supplementary studies. We study the dispersion of the
linear antisymmetric plasmons for different frequencies of the light. The dispersion curve obtained
using the analytical model is compared with the numerical results in Fig. F.7. The parameters used
for the Drude-Lorentz model are listed in Footnote 1 on Page 219 and correspond to the change in
the real part of the metal permittivity from —55 at f = 0.6 to —15 at f = 1.

5For the symmetric plasmons we could choose the position close to the center of the waveguide as the field amplitude
there is nonzero. However, for the antisymmetric plasmons, the amplitude in the center of the waveguide is equal to
zero. Therefore the choice x. = 0.45d is more universal and can be used for studies of the propagation constant of both
symmetric and antisymmetric plasmons. We also do not choose z. = 0.5d, because the value of the derivative of the
magnetic field at this point is not continuous.
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Figure F.8: Dispersion curves presenting the effective index 5 of the antisymmetric linear plasmon as
a function of the slot waveguide core thickness d. The analytical results are show by the red curve with
the +3% error bars. The blue curve represents the FDTD results obtained at the resolution R = 160.
The blue error bars denote the standard deviation of the effective index obtained numerically.

We see that even for the lowest resolution used (R = 40) the dispersion curve follows the analytical
curve but is located below this curve. Increasing the resolution brings the numerical curve closer to
the analytical one. The relative difference of the dispersion curves obtained at R = 120 and the one
obtained analytically is less than 5% (the red error bars denote the 5% deviation from the analytical
value). The resolutions above 120 were studied only for a single frequency f = 0.7. The increase of
the resolution monotonously improves the quality of the numerical solution but it still remains below
the analytical curve.

Moreover, we have studied the dependency of the effective index of the symmetric plasmon in the
linear slot waveguide for different values of the thickness of the core. The comparison of the analytical
and numerical results obtained for the resolution R = 160 is shown in Fig. F.8. We notice that the
result obtained using the two methods are in agreement. The results obtained numerically using the
FDTD method do not differ more than 3% from the analytical values (red error bars).

In conclusions, it is possible to study linear plasmons in the slot waveguide configurations using
the FDTD method. However, one has to pay attention to several factors: (i) a proper choice of the
source in order to avoid spurious excitations on the metal surfaces, (ii) careful choice of the output
region, to avoid observation of the standing waves (whose amplitude grows exponentially in time) in
the PML regions containing interfaces between metal and the nonlinear dielectric core, (iii) the choice
of the spatial resolution that allows to reproduce plasmon features with sufficient accuracy, keeping
the simulation time reasonably short.

F.4 Vacuum solitons

The second study that we have performed using the FDTD method is the analysis of the soliton
propagation in a uniform bulk media with the refractive index n = /¢, = 1 (vacuum solitons). The
aim of this study is to verify if the known relation between the soliton amplitude and its width is
fulfilled in the numerical FDTD studies. The relation between the soliton amplitude and its width
can be obtained from Eq. (2.1.23) [compare with Egs. (23) and (24) from Ref. [5], Eq. (1.2.21) from
Ref. [6], and Eq. (2.4) from Ref. [7] which give the expressions for a solitonic solution of a general
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nonlinear Schrédinger equation]. Here we recall Eq. (2.1.23):

2 q
a cosh|koq(z — z0)]

H, = (F.1)

Equation (F.1) and be rewritten in the form:
VaH, = v/2qsech[z/a], (F.2)

where z( was set to zero (the center of the beam can be chosen arbitrary in bulk medium) and ko was
set to one, as in MEEP we work with dimensionless units that can be scaled arbitrarily. Here o = 1/¢
denotes the width of the beam. From Eq. (F.2), we observe that the normalized amplitude of the bulk
solitons y/aH, is proportional to ¢ and therefore inversely proportional to the beam width o:

\/EHyocé. (F.3)

Similar equation can be obtained for the electric field amplitude:

q/X(3)|E|oc§. (F.4)

We want to verify if the law described by Eq. (F.4) is fulfilled by the bulk solitons obtained using
the FDTD method. To this end we study a bulk nonlinear dielectric with permittivity e + x)|E|?.0
To study vacuum solitons we set € = n?> = 1. We consider a system of the dimension 50 x 150. The
frequency of the source used is f = 1, which corresponds to the free-space wavelength A\g = 1. The
PMLs are set around the whole simulation domain. The scheme of the simulation domain is presented
in Fig. F.9. In the simulations of this fully dielectric system we did not encounter problems with the
behavior of the fields in the PML layers.

The source is placed close to the left extremity of the simulation domain. The current source is
a line source with the Gaussian profile. We use Gaussian excitation profile because it resembles the
expected secant hyperbolic profile of the soliton. In the case of the dielectric with the refractive index
n = 1, the wavelength in the material A\ = A\g/n is equal to the free-space wavelength.

Figure F.10 presents the results of the propagation of the beam with the initial (input) width
o = 1.5\ in the nonlinear medium for different values of the nonlinear parameter y(3). In panel (a),

X

PML

NL

Source

z

Figure F.9: Scheme of the computational domain where bulk solitons were studied using the FDTD
method. The blue region depicts the nonlinear dielectric and the yellow region represents the PML
layers. The location of the Gaussian current source is depicted by the pink line and the domain in
which the results are output is enclosed in the red rectangle. The green rectangle encloses the region
in which the fields are analyzed in order to calculate average width of the beam and the standard
deviation of the width.

5In order to avoid the third harmonic generation in the Kerr medium studied numerically, we introduce a strong
dispersion €(f) in the nonlinear dielectric [using the Drude-Lorentz model described by Eq. (F.1)]. The parameters used
here are op =0, €x = 0.8, N =1, 01 = 0.2, fi = 4, and 71 = 0.005. The losses were kept on a low level Sm(e) = 107°.
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we present the propagation of the Gaussian beam in the medium for which the nonlinearity is not
strong enough to be able to preserve the initial width of the beam (X(3) = 0.1). We observe that at the
beginning of the propagation (left part of the color map), the beam diffracts. After the propagation
distance approximately equal to 50 (1/3 of the simulation domain length), the beam width is stabilized
at a value greater than the initial beam width.

In Fig. F.10(b), the propagation of the beam in the medium with x(®) = 0.2 is shown. This value of
the nonlinear parameter is optimal to balance the diffraction of the beam. In this figure we notice that,
the beam width does not change during the propagation. This means that the value of the parameter
X(3) = (0.2 is appropriate to generate solitons with the beam width ¢ = 1.5\.

In Fig. F.10(c), the propagation of the beam in the medium with x®) = 0.3 is shown. This value
of the nonlinearity allows to focus the input beam below its initial beam width. The resulting soliton
has lower beam width than the initial Gaussian beam.

Based on the methodology described in the example of Fig. F.10 for the beam width o = 1.5\, we
analyze the formation of the solitons with various widths. The values of the nonlinear parameter y®)
required to find solitons of different widths is found analyzing the maps presenting the propagation.
As we have seen in Fig. F.10, the optimal value of X(3) corresponds to the smallest variation in the
beam width during the propagation. Therefore, the color maps E,(z, z) are analyzed numerically in
the following way. First, we study the cut of the color map at z = 0. This results in a sinusoidal profile
of the propagation along the z direction E,(x = 0,z). We find the positions of the maxima of this

(n)

profile zmax. At the position of each of the maxima we take a cut along the x direction, which gives us
the transverse profile of the soliton Ey(x,z = zl(flgx) (the transverse profile resembles the well known
secant hyperbolic field profile of the soliton). At each position, we measure the width o, (full width
at half maximum - FWHM) of the soliton beam. The widths o, are then averaged and the standard
deviation is calculated. This process is repeated for each value of the y(3) parameter studied. The y®)
for which the standard deviation of the width is the smallest is selected to be the optimum x) for
the propagation of the soliton with a given width (equal to the initial width of the Gaussian beam).

The results of this analysis are presented in Fig. F.11. From this figure we notice that, the depen-
dency given by Eq. (F.4) is well fulfilled by the simulation points obtained using the FDTD method.
The data points were fit with a linear function 4/x(®) = b/o which has the same form as Eq. (F.4)
for a constant |E| value. The largest beam width that is studied is equal to 3.5\. It is difficult to
study wider beams because they diffract weakly. Study of wider beams requires large computational
domains (both in the x direction due to the large beam width and in the z direction due to the slow
diffraction) and long propagation times, that results in time and memory consuming simulations. The
narrowest vacuum solitons studied here were 1.5\ wide. For this beam width the dependency given
by Eq. (F.4) is well fulfilled. Narrower beams are studied in the next section, where the behavior of
highly confined solitons is discussed.

F.5 Solitons in media

In this section, we present a study of the soliton formation in dielectric media, similar to the study of
the vacuum solitons presented in Section F.4. Additionally to wide soliton beams, we analyze solitons
confined to sub-wavelength widths. A nonlinear dielectric medium with the permittivity e = n? = 4 is
considered.” The current source is generating waves at the frequency f = 0.3. The wavelength in the
medium is A = 1/(fn) = 1.67. The simulation domain has dimension 40 x 100.

Figure F.12 presents the propagation of the beam with the input width o = X for different values of
the nonlinear parameter y(3). Panel (a) shows the propagation of the Gaussian beam in the linear case
(x'® = 0), where we can observe a strong diffraction of the beam. Panel (b) presents the propagation

"In order to avoid the third harmonic generation in the Kerr medium, we introduce a strong dispersion ¢(f) in the
nonlinear dielectric [using the Drude-Lorentz model described by Eq. (F.1)], similar to the case of vacuum solitons. The
parameters used here are op = 0, €, = 1.35, N = 1, 01 = 2.59, fi = 2, and 1 = 0.001. The losses were at the level
Sm(e) = 3-107°.
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Figure F.10: Map of the electric field component Ey(z, z) for the vacuum soliton propagation. The
input beam width is ¢ = 1.5\ and the snapshot is taken at the time step 200. The yellow borders
at the extremities of the computational borders show the location of the PML layers. The nonlinear
parameter x(3) is equal to (a) 0.1, (b) 0.2, and (c) 0.3. The peak amplitude is equal in each subplot.
The output domain is marked in red in the scheme presented in Fig. F.9.

of the stationary soliton with the width equal to the initial width of the Gaussian beam. The stationary
soliton is obtained for x® = 9. In Fig. F.12(c), the nonlinear parameter is twice higher than for the
stationary soliton with the width ¢ = A (X(3) = 20). In this subfigure we observe that the input
Gaussian beam is focused slightly stronger and the resulting soliton has the width smaller than A.
Figure F.12(d) shows the propagation of the beam for the nonlinear parameter five times higher than in
panel (¢) (x(® = 100). Surprisingly, we do not observe further focusing of the beam. The width of the
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Figure F.11: Dependency of the optimal value of the nonlinear parameter 4/x®) (o) yielding a vacuum
soliton with the width equal to the input width o. The electric field amplitude |E| of the input beam
is the same for each of the input widths o studied.

beam is the same or even slightly larger than the width obtained for x(® = 20. These results indicate
that the FDTD implementation used in MEEP may not be able to deal with high nonlinearities.

To verify the existence of this problem, we study even narrower input Gaussian beams. Figure F.13
presents the propagation results for the beam with the initial width ¢ = 0.5\. We analyze here the
values of the nonlinear parameter y) from 0 to 1600. For this very narrow input beam, we are not
able to find the value of the x® parameter for which the diffraction would be fully balanced by the
self-focusing nonlinear effects. The optimal value of the nonlinearity found by our method (finding the
minimum of the beam width standard deviation) is x® = 70 [panel (c)]. Nevertheless, it is clearly
seen from the color map that the beam width is not constant during the propagation and therefore the
solution is not stable. We notice that the solution width is oscillating (breathing soliton). The increase
of the nonlinear parameter above 200 results in the field maps that become less focused during the
propagation. This indicates that the MEEP implementation of the FDTD method is not capable of
treating high nonlinearities. Moreover, the field profiles presented in Figs. F.13(d), (f), and (h) do not
resemble a simple soliton for large propagation distances (right part of the computational domain).
For high nonlinear parameters x(®), the Gaussian beam separated into two beams (for X3 = 400)
or three beams (X(B) = 800 and 1600). In the latter case, two side beams propagate at a certain
angle with respect to the z = 0 axis. The field maps obtained for high nonlinearities are difficult to
analyze with our method (finding the minimum of the beam width standard deviation) because it is
difficult to define the half width of the beam with multiple lobes. Therefore, the optimal value of y®)
parameter for narrow input beams is not found correctly. The results presented here show that, using
the excitation by a Gaussian beam we are not able to generate stationary solitons with a width equal
or below o = 0.5\.

We have estimated the value of the nonlinear index modification corresponding to the formation
of the beam with the width of 1\. The soliton with the width of 1A induces the nonlinear dielectric
index change at the level An = 0.1. We conclude that this is the highest nonlinear index change that
is correctly simulated using the MEEP implementation of the FDTD method.

To confirm the conclusion drawn from the visual analysis of the field maps, we have analyzed the
field maps numerically. For a given input beam width o we have analyzed the field maps for different
values of the x(®) parameter. We have analyzed the value of the beam width averaged along the
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Figure F.12: Map of the electric field component E,(z,z) for the soliton propagation in media. The
input beam width is ¢ = 1\ and the snapshot is taken at the time step 305. The nonlinear parameter
x®) is equal to (a) 0, (b) 9, (c) 20, and (d) 100. The peak amplitude is equal in each subplot.
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propagation (FWHM) (in the right part of the simulation domain in order not to take into account
the beam formation close to the source; see the green rectangle in Fig. F.9). Our study, presented in
Fig. F.14, shows the the dependency of the averaged width of the beam (FWHM) for different values
of the x(® parameter. This study was performed for four different values of the propagation length L
(L denotes the computational domain size in the z direction).

The results for the linear case (X(S) = 0) are not precise due to the finite size of the computational
domain (in the z direction). As it can be seen in Fig. F.13(a), the field map there is influenced by the
reflection from the computational domain boundaries resulting in the interference fringes. The large
beam width for y(3) = 0 confirms qualitatively the fact of the beam diffraction. For longer propagation
lengths L, the beam diffracts more, which implies larger averaged beam width for long propagation
lengths. In Fig. F.14, we observe a strong decrease of the averaged beam width for the values of the y(*)
parameter between 25 and 100. Above () = 100 The averaged beam width remains at the constant
level of 2 (MEEP units). This level is constant regardless of the length of the propagation studied.
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Figure F.13: Map of the electric field component E,(x,z) for the soliton propagation in media. The
input beam width is ¢ = 0.5\ and the snapshot is taken at the time step 305. The nonlinear parameter
x®) is equal to (a) 0, (c) 35, (e) 70, () 100, (b) 200, (d) 400, (f) 800, and (h) 1600. The peak amplitude
is equal in each subplot.
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Similar behavior is observed for beams with the initial width o = 0.5\ (see Fig. F.15). The strong
focusing of the narrow beam occurs for higher values of the x® parameter that in the case of the
broader beam. For o = 0.5\ the focusing occurs for the 3 values around 250. For the values of the
x3) parameter above 450 the averaged with of the beam is equal to 2. This value is the same regardless
of the propagation length studied and is identical to the value obtained for the broader beam (for the
initial width o = 0.85)).

The propagation of the beam with the initial width ¢ = 0.85 was studied for various resolutions.
The study presented in Fig. F.14 for R = 16 is compared with the simulation at higher resolution.
The comparison of the results obtained for the propagation length L = 100 is shown in Fig. F.16.
We observe an excellent agreement between the curves obtained for different resolutions. This proves
that the resolution R = 16 is sufficient for the studies of solitons with the parameters we have chosen.
Moreover, the results presented in Fig. F.16 confirm the fact that, for high nonlinearities the averaged
beam width in our system can not be lower than 2. This means that the resolution have no influence
on the way high third-order nonlinearities are treated in MEEP.

To sum up the results obtained in this section for the soliton propagation in high index media,
the values of the y®) parameter for which the standard deviation of beam width is the lowest for a
given with of the input beam are presented in Fig. F.17. This figure presents the same dependency
for the solitons in a high index medium, as the dependency presented in Fig. F.11 in the case of
vacuum solitons. From Fig. F.17 we observe that, the linear relation given by Eq. F.4 is fulfilled for
the beams with the initial width o > A. For narrower input beam, the optimal value of the y®)
parameter lays far from the dotted curve that represents the fit of the points obtained for o = A.
This behavior results from the fact that, for the narrow input beams the diffraction can not be fully

balanced by the nonlinearity. Therefore their field profiles do not resemble the profile of a soliton. The
study presented in Fig. F.17 confirms our conclusions drawn by analyzing the field maps presented
in Fig. F.13 stating that, the FDTD implementation used in MEEP has difficulties in treating high
third-order nonlinearities.

One of the reasons for these difficulties is that the nonlinearity treatment implemented in MEEP
uses a Padé approximation {see Eq. (20.4) in Ref. [162] or Eq. (4) in Ref. [175]}. This approximation
describes well the Kerr nonlinearity for low light intensity and fails in the cases where the nonlinear

15 T T T
L=100 ---e--
...... 2 L =200
p-" L =300 ------
4 L = 400 ---==
..... -
p==" [0 Y
10 | -
A
= i
I W
= L 3
(1 e [\
v el R
5+ ":-" 7
"3
%
LN,
\..‘::_‘-_
O 1 1 1
0 10 20 30 40

[ 3]"2

Figure F.14: Dependency of the average width of the beam on the square root of the nonlinear
parameter x(® for the beam with the initial width o = 0.85\. Results obtained at the resolution
R = 16 for various propagation length are compared.
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Figure F.15: Dependency of the average width of the beam on the square root of the nonlinear
parameter x(3) for the beam with the initial width ¢ = 0.5\. Results obtained at the resolution
R = 16 obtained for various propagation length are compared.
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Figure F.16: Dependency of the average width of the beam (FWHM) on the square root of the
nonlinear parameter x® for a beam with an initial width ¢ = 0.85\. Results obtained obtained for
the propagation length L = 100 for various resolutions are compared. The results for the resolution
R = 38 (yellow curve) are obtained only for the x(3) values lower than 300.

index modification is of the same order of magnitude as the linear part of the refractive index. One of
the ways to avoid these problem could be the use of the general vector auxiliary differential equation
(GVADE) method in the FDTD simulations. This method permits to model light propagation in
complex media (also nonlinear) from first principles — the full-vector Maxwell’s equations — and it
is described in Ref. [177]. In this reference, the results of the GVADE FDTD simulations for narrow
soliton beams (FWHM = 1.25)) are also presented. These results are obtained for a beam width where
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Figure F.17: Dependency of the optimal value of the nonlinear parameter 4/x(3) (o) yielding a soliton
with the width equal to the input width o. The electric field amplitude |E| of the input beam is the
same for each of the input widths o studied.

our simulations also result in stable solitons. It would be interesting to use the GVADE FDTD for the
solitons with lower beam widths to see if this method performs better in the case of high third-order
nonlinearities than the standard FDTD approach implemented in MEEP.
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