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12 Generalities on thermoelectricity

Summary of chapter 1

In this chapter, we review some basic but fundamental aspects about thermo-
electricity.
The first section is a general introduction on the various thermoelectric effects,
namely the Seebeck, Peltier, Thomson and Joule effects. Also, the Thomson/Kelvin
relations are presented.

In section 1.2, we introduce the Onsager formalism within linear response ap-
proximation, which is used throughout all this thesis. Following Callen [32], we
discuss the concepts of affinities (or thermodynamic generalized forces) and fluxes

(the currents flowing through a system), the Onsager matrix L, and the properties
of its elements Lij. We show that in this regime the expressions for the charge and
heat currents Je and JQ can be linearized, resulting in coupled equations involving
the coefficients Lij’s. After, we derive expressions for all the transport coefficients
(electric conductance G, thermal conductance K, Seebeck coefficient S, Peltier co-
efficient Π) in terms of the Onsager matrix elements Lij’s. We then go through
the problem of optimizing the efficiency η and the output power Ẇ of a generic
thermoelectric system, leading to the key concepts of maximum efficiency ηmax and
efficiency at maximum power η(Ẇmax), both expressed in terms of a dimensionless
figure of merit ZT .

Finally, in section 1.3 we briefly overview some applications of themoelectricity
and we conclude by illustrating the working operation of the thermoelectric module,
which can operate as a cooler (in the Peltier configuration) as well as a power
generator (in the Seebeck configuration), and which constitutes the building-block
of many thermoelectric devices.
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1.1 Thermoelectric effects

Thermoelectric effects are phenomena associated with the simultaneous flow of electric current
and energy (or heat) current in a system. Although the pioneering experiments by Volta and
Seebeck date back to about two centuries ago, a really strong interest of the scientific com-
munity for thermoelectricity arose only in 1950’s, when Abram Ioffe discovered that doped
semiconductors exhibit large thermoelectric effect [82]. Curiously, at that time he became
famous for having stated that thanks to this phenomenon everyone in Siberia could have
supplied a radio by using a common kerosene lamp (see Fig. 1.1). Before that, the most
remarkable contribution of thermoelectricity had been rather in supporting the theoretical
development of thermodynamics: indeed, it played an important role in the works by Thom-
son [170] and later by Onsager [128]. From a more practical/technological point of view, the
requirements needed to design an efficient thermoelectric generator (a large electrical conduc-
tivity σ and Seebeck coefficient (thermopower) S, and a poor thermal conductivity κ) were
first pointed out by Altenkirch in 1909 [2] and then formalized by Ioffe [82]. The latter intro-
duced a unique dimensionless parameter called the figure of merit which is a combination of
the three aforementioned transport coefficient, ZT = (S2σ/κ)T , and that has been used since
then to estimate the thermoelectric performance. Nowadays, many studies are still focused
on the quest of materials with the highest ZT , which would allow to design highly efficient
thermoelectric generators [163]. In parallel to Ioffe’s works, Goldsmid showed that the same
principles could be exploited to achieve thermoelectric refrigeration [60].

Motivated by the improvements of performances on the one hand, and by the intriguing
idea that home refrigerators could be built with semiconductors on the other [47, 107, 109],
thermoelectric materials such as Bismuth Telluride (Bi2Te3) were developed for commercial
purposes, envisaging large scale applications. However, this activity lasted only few years until
the mid 1960’s since, in spite of all efforts and consideration of all type of semiconductors, it
turned out that thermoelectric refrigerators had still poor efficiency as compared to compressor
based ones. This rapidly confined thermoelectricity to niche markets, such as aerospace and
submarine technology.

1.1.1 Seebeck effect

The first acknowledged experiment on thermoelectricity dates back to 1794, when A. Volta
discovered thermoelectromotive forces arising under the influence of a temperature differ-
ence [5, 180]. Some years after Volta’s work, in 1821, T. J. Seebeck performed an experiment
which would have been worth the reputation of pioneer of the thermoelectric effect for the
Estonian-German scientist. He observed that a compass needle, put inside a closed loop
formed by two different metals, was deflected in presence of a temperature difference between
the junctions [157] (see Fig. 1.2(a)). This was because the metals responded differently to
the temperature difference, creating a current loop and hence a magnetic field. Curiously,
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Figure 1.1: Model TGK-3 thermoelectric generator: a series of thermocouples is arranged
around the upper portion of the lamp. As each set of elements is heated at one end by the
lamp, a small amount of electricity flows through the pair. Metallic fins remove the excess
heat. (URSS, 1948)

at the beginning, Seebeck interpreted the phenomenon as a thermomagnetic, rather than a
thermoelectric effect. It was H. C. Ørsted who rectified the mistake and coined the term
thermoelectricity.

If the temperature difference ∆T is small, the electromotive force is proportional to it, the
proportionality coefficient being called Seebeck coefficient, or thermoelectric power (or simply
thermopower):

SAB = SB − SA =
V2 − V1
T2 − T1

, (1.1)

where V denotes the electric potential and T the temperature, following the convention of
Fig. 1.2(b). SAB is associated to the thermocouple: in particular, its sign is chosen as positive
if the voltage increment is such as to drive the current from A to B at the hot junction. It is
not possible to measure the Seebeck coefficient of a single material (A or B) directly, as the
measure of the electric potentials has to be carried out at a unique temperature, otherwise
the voltmeter’s Seebeck coefficient shall be taken into account. However, if the thermopower
of one of the two materials, say B, is much smaller than the SA, we can approximate

SA ≃ −V2 − V1
T2 − T1

. (1.2)
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(a) (b)

Figure 1.2: (a) Sketch of the experiment performed by Seebeck: a junction (o,n) between
two metals is heated, causing an electromotive force to appear in the circuit which deflects
the compass needle a. (b) Sketch of the experiment by Seebeck: a thermocouple made of two
distinct materials A and B joined at tempeatures T1 and T2. A voltmeter is inserted in one
arm of the circuit, allowing no passage of electric current but offering no resistance to the
flow of heat.

1.1.2 Peltier effect

In 1834, J. C. A. Peltier observed that a flow of an electric current across an isothermal
junction of two materials is accompanied by an evolution of heat through it [131]. With
reference to the same experimental sketch of Fig. 1.2(b) with now T1 = T2, if the electric
current is small, the heat flux absorbed (or released) at the junctions 1 and 2 is proportional
to it, the proportionality coefficient being called Peltier coefficient :

ΠAB = ΠB − ΠA =
JQ
B − JQ

A

Je
, (1.3)

where JQ
A(B) is the heat absorbed or released at junction 1(2), while Je is the electric current.

In other words, the Peltier coefficient represents how much heat is carried per unit charge.
Since charge current must be continuous across a junction, the associated heat flow will
develop a discontinuity if ΠA and ΠB are different. For a positive charge current flowing from
conductor A to B, a positive ΠAB > 0 will be associated to absorption of heat at the junction,
while there will be a release of heat for ΠAB < 0.

1.1.3 Thomson effect

In 1851, presenting a dissertation about the two previously discovered thermoelectric ef-
fects [169], W. Thomson introduced a novel effect, associated to the evolution of heat as
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an electric current traverses a temperature gradient in a material. This, in contrast to the
Seebeck and Peltier effects, could be observed even in a single material.

More in detail, we consider a conductor in which a gradient of temperature ∇T has
been set up. In response to a current Je, heat is exchanged among the material and the
environment, consisting of two parts: the Joule heat (to be discussed in the next subsection)
and the Thomson heat. The latter, under condition of small electric current and temperature
gradient, can be written as:

JQ
τ = τ∇TJe, (1.4)

the proportionality coefficient τ being called Thomson coefficient. By convention, a negative
τ is associated to a dissipation of heat from the conductor to the environment, and vice-versa
for a positive τ . Qualitatively, this effect can be interpreted as a “continuum” version of the
Peltier effect: if we separate the material into slices, in each of which the temperature may be
considered constant, we can define a sequence of local Peltier coefficients, one for each slice.
The flow of electric current through each of these (nearly) isothermal slices is accompanied
by a Peltier heating or cooling: summing up along the entire material gives JQ

τ , the Thomson
heat.

1.1.4 Joule effect

Analogously to the Thomson effect, the Joule effect is related to the evolution of heat associ-
ated to the flow of an electric current through a conductor; however, it does not require any
temperature gradient, but rather it depends on the electric resistance R of the material. For
a small electric current Je, the dissipated Joule heat exhibits a quadratic dependence on R:

JQ
J = R2Je. (1.5)

Evidenced by J. P. Joule in 1843 [86], this effect is a direct consequence of the proportionality
between the voltage drop ∆V across the material and the current flowing through it, i.e. the
Ohm’s law [127].

1.1.5 Thomson/Kelvin relations

Thomson, besides explaining the effect which is named after him, gave a significant contri-
bution to the unification of the thermoelectric effects, by understanding that the Seebeck,
Peltier and Thomson effects are different manifestation of a unique phenomenon: the electric
current can transport heat by a convective process [171]. Also, he found two relationships
among the various thermoelectric coefficients, which are called Kelvin relations after him (he
got the appellation of “Lord Kelvin” in 1892).

The first Kelvin relation links the Thomson coefficient to the thermopower:

τ = T
dS

dT
, (1.6)
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where T is the local temperature. The second Kelvin relation links the Peltier coefficient to
the thermopower:

Π = TS, (1.7)

and it was not satisfactorily proven until the advent of the Onsager relations [128]. It is worth
to note that this relation is only guaranteed in presence of time-reversal symmetry (see also
next section).

1.2 Linear response: Onsager formalism

In the framework of non-equilibrium thermodynamics [32], processes are described on the
basis of two kinds of parameters: generalized forces Xi (also called affinities), and the fluxes

Ji characterizing the response of a system to these forces.

The Onsager formalism lies on the hypothesis of local equilibrium, both in a temporal as
well as in a spatial sense. The former implies that the time variations of the macroscopic
thermodynamic quantities shall be slow enough for the microscopic quantities to relax on a
much shorter time scale. In other words, it τmacro and τmicro are the macroscopic and the
microscopic relaxation times respectively, the relation τmacro ≫ τmicro must hold [130]. The
latter means that it must be possible to consider the system as made of cells, the size of which
should be small enough for any thermodynamic variations inside them to be weak, but at the
same time large enough to allow them to be considered as thermodynamic systems in contact
with their environment [32].

When these conditions are fulfilled, if the generalized forces are small, the relationship
between fluxes and forces is approximately linear:

Ji =
∑

j

LijXj (1.8)

These relations are referred to as phenomenological coupled transport equations or linear

response equations, where the term “coupled” refers to the fact that each flux Ji depends not
only on its associated affinity Xi, but also on the other Xj 6=i.

The coefficients Lij are known as Onsager (kinetic) coefficients, and they satisfy the On-
sager theorem [33, 128], that is, the value of the kinetic coefficient Lij (j 6= i) measured in an
external magnetic field Be is identical to the value of Lji measured in the reversed magnetic
field −Be:

Lij(Be) = Lji(−Be). (1.9)

This theorem establishes a symmetry between the linear effect of the jth affinity on the ith
flux and vice-versa when these effects are measured in opposite magnetic fields. In particular,
if the system is symmetric with respect to time inversion (e.g., in absence of any magnetic
field), Lij = Lji is always satisfied.
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Furthermore, the rate of entropy production, Ṡ, must be non negative:

Ṡ =
∑

i

JiXi ≥ 0. (1.10)

As a consequence, the symmetric matrix L
S = (L+L

T)/2, constructed starting by the matrix
L made of the Onsager coefficients Lij’s, shall be semi-positive definite; this entails, among
other properties, that all the diagonal terms Lii have to be non-negative.

1.2.1 Transport coefficients

Let’s consider a prototypical model consisting of a generic system in contact to two electronic
reservoirs at temperatures T1, T2 and electrochemical potentials µ1, µ2, which can exchange
particles and heat with it. In linear response, we assume the temperature difference ∆T =

T1 − T2 to be small compared to T1 ≈ T2 ≡ T and the difference among electrochemical
potentials ∆µ = µ1−µ2 to be small compared to µ1 ≈ µ2 ≡ µ and kBT . Since the total electric
and energy currents through the system are conserved, only two fluxes are independent:







J1 = L11X1 + L12X2,

J2 = L21X1 + L22X2.
(1.11)

There is a certain arbitrariness in the choice of J1 and J2. For instance, if J1 = Je is the electric
current and J2 = JQ is the heat current, the associated affinities will be X1 = ∆µ/T and
X2 = ∆T/T 2. We can then easily relate the Onsager coefficient to the transport coefficient,
i.e., electrical and thermal conductances, thermoelectric power and Peltier coefficient:

G =

(

Je

∆V

)

∆T=0

=
e2

T
L11, (1.12a)

K =

(

JQ

∆T

)

Je=0

=
1

T 2

detL

L11

, (1.12b)

S = −
(

∆V

∆T

)

Je=0

=
1

eT

L12

L11

, (1.12c)

Π =

(

JQ

Je

)

∆T=0

=
1

e

L21

L11

, (1.12d)

where ∆V = ∆µ/e, e being the electron charge.

1.2.2 Thermoelectric figure of merit

Following the previous section, let us consider a generic system connected to electronic
reservoirs at temperatures T1, T2 and electrochemical potentials µ1, µ2, in linear response
regime. Furthermore, let us assume T1 > T2 and µ1 < µ2, such that X1 = ∆µ/T < 0 and
X2 = ∆T/T 2 > 0: under these condition, the setup works as a thermoelectric engine, exploit-
ing a (positive) thermal bias in order to drive particles toward regions of higher potential. In
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any thermodynamic cycle between two reservoirs at temperatures T1 and T2, the efficiency

is defined as the ratio of the performed work W over the heat Q1 extracted from the high
temperature reservoir:

η ≡ W

Q1

. (1.13)

In stationary and steady state situations, all the forces and responsive currents are indepen-
dent of time, on average, apart from fluctuations. Under these conditions, W and Q1 in
Eq. (1.13) can be replaced by their time derivatives, giving:

η =
Ẇ

Q̇1

=
−TX1J

e

JQ
, (1.14)

where JQ = Q̇1 > 0 and the power Ẇ > 0. Maximizing η over X1 for fixed X2 yields:

X1 =
L22

L21

(

−1 +

√

detL

L11L22

)

X2. (1.15)

If the system is time-reversal symmetric L12 = L21 and the maximum efficiency is given by

ηmax = ηC

√
ZT + 1− 1√
ZT + 1 + 1

, (1.16)

where ηC = 1− T2/T1 is the Carnot efficiency and the figure of merit

ZT =
L2
12

detL
(1.17)

is a dimensionless parameter. Note that the only restriction imposed on ZT by thermody-
namics is ZT ≥ 0, and that ηmax is a monotonous growing function of ZT , with ηmax = 0

when ZT = 0 and ηmax → ηC when ZT → ∞.
Furthermore, ZT may be re-expressed in terms of the transport coefficients given in

Eqs. (1.12a)-(1.12d) as:

ZT =
GS2

K
T. (1.18)

If we set instead X1 = ∆µ/T > 0 and X2 = ∆T/T 2 < 0 the device can operate as a
refrigerator. In this case the most important benchmark is the coefficient of performance

(COP)

η(r) =
JQ

Ẇ
, (1.19)

given by the ratio of the heat current extracted (JQ < 0) from the cold system over the
absorbed power (Ẇ < 0). By optimizing this quantity within linear response, we obtain

η(r)max = η
(r)
C

√
ZT + 1− 1√
ZT + 1 + 1

, (1.20)

where η(r)C ≡ T2/(T1 − T2) ≈ 1/(TX2) is the efficiency of an ideal, dissipasionless refrigerator
[13]. From Eqs. (1.16) and (1.20) we note that the ratio η(r)max/η

(r)
C for refrigeration is equal
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to the ratio ηmax/ηC for power generation, meaning that ZT is the figure of merit for both
regimes.

When thinking about practical applications, maximizing the efficiency is not the (only)
ultimate goal. Indeed Carnot efficiency is only achieved in reversible systems, which have
vanishing output power. Another possible approach is to maximize the output power, and
than to look at the corresponding efficiency. The output power Ẇ = −TX1J

e is maximal
when

X1 = − L12

2L11

X2 (1.21)

and is given by

Ẇmax = −ηC
4

L2
12

L11

X2 =
1

4
S2G (∆T )2. (1.22)

From the rightmost member, we observe that the maximum is directly set by the combination
Q = S2G, known for this reason as power factor. The efficiency at maximum power reads [175]

η(Ẇmax) = ηCA
ZT

ZT + 2
, (1.23)

where ηCA = 1−
√

T2/T1 is the Curzon-Ahlborn upper bound [34, 41, 126] to η(Ẇmax), which
in linear response reduces to ηCA ≃ ηC/2.

In Fig. 1.3 the maximum efficiency ηmax and the efficiency at maximum power η(Ẇmax),
corresponding to Eqs. (1.16) and (1.23), are plotted as function of the figure of merit ZT .
Note that in linear response, the difference between these two quantities is appreciable only
for ZT & 1.

1.3 Applications of thermoelectricity

1.3.1 Overview

To conclude this introductive chapter, in this section we briefly give an overview of the most
relevant fields in which thermoelectrics devices are nowadays used, and then we present the
operational principle of the basic building block of any thermoelectric device, the thermoelec-

tric module.
Despite being still limited to relatively low performances, thermoelectric devices are used in

a variety of applications, especially in situations in which factors such as reliability, geometrical
constraints, low noise and environmental concerns are more important than efficiency. Among
their great advantages we may include, for instance, the absence of moving parts (thus making
them virtually maintenance free), the possibility of being designed at very small sizes and with
different shapes, and the ability to heat and cool with the same module (depending on current
polarization).

In a period in which the need of providing a sustainable energy to the world population
is becoming increasingly important, it is natural to attempt reducing energy waste, when
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Figure 1.3: Linear response maximum efficiency ηmax (upper full line) and efficiency at max-
imum power η(Ẇmax) (bottom dashed line) in unit of the Carnot efficiency ηC , as a function
of the figure of merit ZT .

possible. For instance, thinking about automobiles energy consumption, it could be really
astonishing to realize that only 25% of the total power supplied to a car is effectively used,
while around 40% of it is lost through exhaust pipes. Thermoelectric energy scavengers could
hence help exploiting energy which would be otherwise lost.

Another significant example concerns nanotechnologies. The recent progresses in the
miniaturization of electronic microprocessors have the counterindication that the power den-
sity in such devices may become extraordinary large, of the order of 102 W/cm2 [140]: as
a consequence, the overheating of nanocircuits can be a limiting factor for the progress of
nanoelectronics. Embedding thermoelectric devices may provide a solution to evacuate heat
at such scales via active micro-cooling of hot spots, thus preserving circuitry components and
simplifying packaging operations.

Other fields in which thermoelectric devices are used include spacecrafts, medical and
military equipments, photovoltaics, and all the processes which involve wasted heat that
could be recovered and converted into useful energy (ship industry, wood stoves, oil and gas
fields).
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Figure 1.4: (Left) Sketch of a thermoelectric (Seebeck) power generator. Two p-doped and n-
doped semiconductors are electrically biased in series with a load resistance to form an electric
circuit. When a thermal bias is applied between the upper and the bottom ends of the device,
it causes holes in the p-doped semiconductor and electrons in the n-doped semiconductor to
move away from the hot side, thus resulting in a net current flowing throughout the circuit.
(Right) Sketch of a thermoelectric (Peltier) cooler. Two p-doped and n-doped semiconductors
are electrically biased in series with a battery to form an electric circuit. When a DC current
flows through the device, it causes holes in the p-doped semiconductor and electrons in the
n-doped semiconductor to move downward, thus cooling the upper end of the device.

1.3.2 Thermoelectric modules

Thermoelectric generators and coolers are solid state devices that can be used to convert
heat (temperature differences) directly into electrical energy or vice versa, by exploiting the
Seebeck and Peltier effects respectively.

In practice, they usually consist of two or more elements of semiconductor material, con-
nected electrically in series and thermally in parallel, and mounted between two ceramic
substrates. The substrates serve to hold the overall structure together mechanically and to
electrically insulate all the individual elements from one another and from external mounting
surfaces. Typical sizes of thermoelectric modules range from approximately 2.5 − 50mm2

of surface and 2.5 − 5mm of height. The most common materials used to produce them
are Bismuth Telluride (Bi2Te3) and Lead Telluride (PbTe), but also other alloys like Silicon
Germanium (SiGe), and Bismuth-Antimony (Bi-Sb) may be used depending on the circumn-
stances [61].
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Thermoelectric cooler

A thermoelectric cooler is a solid-state active heat pump which uses the Peltier effect to
transfer heat from one side of the device to the other. Such an instrument is also called a
Peltier (or solid state) refrigerator.

A sketch of this device is shown in Fig. 1.4, on the left: it consists of a thermoelectric
circuit composed of materials with different Peltier coefficients (p-doped and n-doped semi-
conductors), connected to a battery which makes a DC current flow through the device. The
operational principle of this setup is rather intuitive: when the circuit is closed, the exceeding
holes inside the p-doped semiconductor move along the direction of the current, while the
exceeding electrons inside the n-doped semiconductor move against it in opposite direction.
Globally, both charge carriers leave the upper end to reach the bottom end, and these two
processes cooperate to lower the entropy of the upper end, which thus becomes colder.

Thermoelectric power generator

A thermoelectric power generator is a solid-state device which uses the Seebeck effect to
exploit a temperature difference to perform useful electrical work.

Its structure (showed on the right side of Fig. 1.4), as well as its operational principle, are
analogous to the thermoelectric cooler’s ones. The main difference comes from the fact that
the force which drives the carriers does not come from a battery, but rather from a thermal
bias, which is applied between the upper and the bottom ends of the device. This causes
electrons in the n-doped semiconductor, and holes in the p-doped semiconductor to diffuse
away from the hot side, thus resulting in a net current flowing throughout the circuit which
can supply a passive element (such as a load resistance).
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Summary of chapter 2

In this chapter we present a general discussion on the thermoelectric performance
of low dimensional systems, with particular emphasis on semiconductor nanowires.
The aim is to illustrate the experimental and theoretical state of the art of thermo-
electric conversion in such devices, and to motivate our interest in studying this field.

In section 2.1 we briefly overview the historical progresses made in the quest for a
large ZT . We stress that the significant turning point coincides with the prediction
by Hicks and Dresselhaus that low dimensional systems should exhibit much better
thermoelectric performances, compared to bulk ones. This feature is discussed by
analyzing some of the peculiarities of these systems.

In section 2.2 we show how semiconductor nanowire-based devices allow to match
the requirements needed in order to design a performant thermoelectric converter: a
poor thermal conductance, large (scalable) electrical conductance and output power,
and a large thermopower. Specific examples are mentioned for each one of these
points.

Section 2.3 is aimed to review the most common experimental techniques nowa-
days used to fabricate semiconductor nanowires. In a first part we present some ex-
amples of top-down and bottom-up approaches, detailing with examples, and finally
we discuss some post-assembly techniques, by which nanowires can be integrated
into technology platforms.

Finally, section 2.4 we summarize the state of the art of thermoelectric conversion
in semiconductor nanowires: motivated by the intense experimental activity on the
one hand, and on a substantial lack of theoretical work on the other, we outline the
plan of this work and its goals.
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2.1 Low dimensional systems: toward efficient thermo-

electrics

Fig. 2.1(a) shows the progress made over the last seventy years in the quest for the best figure
of merit ZT . It is remarkable to observe that after the discovery of Bi2Te3 in the late 1950’s,
that allowed for a ZT ≈ 1, no further improvements have been made for more than half
a century, except for recent progresses made in skutterudite materials [58, 118, 179]. This
is why the technology developed at that time still essentially dominates today [125]. The
main challenge lies in engineering materials for which the values of the electric and thermal
conductivities, and of the thermopower, can be controlled separately in order to optimize
ZT , and hence the thermoelectric efficiency. The problem is that these transport coefficients
are interdependent, thus making optimization a very delicate task. For instance, increasing
the carrier density n would lead to a larger electrical conductivity σ, but would also have
the unwanted effect of decreasing the thermopower S: this is what happens in metals. The
situation is opposite in insulators, in which S could be large, at the expense of σ. Generally, a
compromise has to be found and semiconductors turn out to be a good solution [49], exhibiting
at the same time a good thermopower and a finite electrical conductivity thanks to doping
(see Fig. 2.1(b)).

According to the definition of ZT = (S2σ/κ)T , the best thermoelectric materials are
believed to be “phonon-glass electron-crystals”, meaning that they should strongly suppress
phonon transport while maintaining high electron mobility [161]. In semiconductors, the
thermal conductivity κ involves the contributions from both phonons (κph) and electrons
(κe), the former being usually dominating over the latter. The problem is that in general the
mechanisms that may degrade κph in bulk systems, such as alloying [167], do decrease the
electron (or hole) mobility as well [69], thus affecting σ.

A very important turning point toward the modern trend of research was constituted
by the works of Hicks and Dresselhaus [71, 72], who in the early 1990’s observed that low-
dimensional systems should result in materials with much better thermoelectric efficiencies
than bulk ones, thanks to low-dimensional effects on both charge carriers and lattice waves
[69]. These theoretical predictions have been later experimentally demonstrated on Bi2Te3
superlattices [178] and PbTe/PbSnSeTe quantum dot superlattices [64] (inset of Fig. 2.1(a)),
allowing for ZT & 3.

Generally speaking, the hallmark of low dimensional thermoelectric materials is the in-
troduction of a design parameter d [69], which lessens the limitations arising from the inter-
relation among the various transport coefficients. Depending on the geometry of a system,
this characteristic length scale could be for instance the thickness of the quantum well in a
two-dimensional system (2D), the diameter of a quantum wire in a 1D system, or the size of
a quantum dot in a 0D system.

Let us see in more detail how this can happen. Quantum confinement in semiconductor
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(a) (b)

Figure 2.1: (a) Time evolution of the best figure of merit ZT (blue line). After an initial
improvement on Bi2Te3 alloys, no progresses were made until the works by Hicks and Dres-
selhaus (pink line) on low-dimensional systems. In the last decade, a ZT larger than 1 has
been observed in skutterudites [58, 118, 179], Bi2Te3 superlattices [178] and PbTe/PbSnSeTe
quantum dot superlattices [64]. (b) Diagram showing the Seebeck coefficient S, electrical
conductivity σ, thermal conductivity κ and figure of merit ZT with respect to free carrier
concentration (after [49]). Seeking for a compromise between S and κ candidates semicon-
ductors, over insulators or metals, as the most promising materials in terms of thermoelectric
performance.

nanostructures increases the local carrier density of states per unit volume near the Fermi
energy thus increasing the Seebeck coefficient [71], while the lattice thermal conductivity
can be decreased due to phonon confinement [10, 11] and phonon scattering at the material
interfaces [71, 73, 186].

To better understand how the thermopower S is enhanced, let us consider as an example
the case of coherent transport, in which only electrons at energies very close to the Fermi
energy matter. As it will be explained in much detail in Chapter 3, in this regime S only
depends essentially on how the electrical conductivity σ varies with energy: the stronger its
energy dependence is, the larger S will be. Since σ is proportional to the electron Density Of
States (DOS) ρ, enhancing dρ/dE will result in a better thermopower. Fig. 2.2 shows how
size-quantization effects may help in this direction, inducing a sharper structure for the DOS
in low-dimensional systems.

The lattice thermal conductivity depends on the phonon mean free path lph, which is
usually (much) larger than its electronic counterpart le [21, 48]. This makes possible to design
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low dimensional semiconductor systems characterized by a reduced thermal conductivity,
provided that the condition d ≈ lph > le holds, without significantly affecting the electrical
conductivity [29].

The combined benefits of reduced thermal conductivity and improved Seebeck coefficient
imply a theoretically higher ZT compared to the bulk structures. However, nowadays, a full
and satisfactory comprehension of the physics underlying thermoelectric conversion in low-
dimensional nanoscale devices is still missing, both theoretically and experimentally: on the
one hand, for instance, a number of recent experiments on semiconductor nanowires [16, 28,
40, 89, 146, 166] make them appear as a very promising central building block of flexible,
efficient and environmentally friendly thermoelectric converters. Nevertheless, so far, much
less theoretical work has been done to clarify transport mechanism in such systems [19, 20, 85].
On the other hand, experimental observations have not been able yet to achieve the presumed
benefits of superlattice thermoelectric devices despite theoretically predicted improvements
in ZT and experimentally observed reduction in the thermal conductivity of superlattices
compared to their bulk counterparts [93, 122].

Figure 2.2: Energy dependence of the electronic density of states in 3-, 2-, 1- and 0- dimen-
sional crystals (after [194]).

2.2 Advantages of semiconductor nanowires

Referring to the previous section, let us recall the main ingredients to design a performant
thermoelectric device, characterized at the same time by a good figure of merit ZT while
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allowing for a finite output power:

• a poor thermal conductance,

• a large electrical conductance,

• a large thermoelectric power.

In the following, we will show through suitable experimental examples that semiconductor
nanowires-based systems allow to match each one of these requirements.

Reducing the thermal conductance

Hochbaum et al. [74] compared the thermoelectric performance of bulk silicon with respect to
an array of Si nanowires (see Fig. 2.3(a)): whereas the electrical resistivity and thermopower
are substantially unchanged, they observed a reduced thermal conductivity of about 100 times.
Heron et al. [70] show how the phononic contribution to the thermal conductance in a 5µm Si
nanowire can be suppressed by a suitable geometrical design. In more detail, they compared
the thermal conductance of a straight nanowire to that of a nanowire of the same size, but
in which two “serpentines” were introduced (see Fig. 2.3(b)): they found that the latter’s
thermal conductance is reduced up to 40% at T≈ 5K.

(a) (b)

Figure 2.3: (a) Cross-sectional Scanning Electron Microscope image of a Si nanowire array,
realized via electroless etching method [134, 133]. In the inset, typical size of a Si nanowire
array wafer chip (after [74]). (b) Top view of a 5µm “serpentine” Si nanowire composed of
two serpentine connections to a heat bath (after [70]).
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Enhancing the thermoelectric power

In Fig. 2.4 we show the results of simultaneous electric conductance and thermopower mea-
surements of a Ge/Si nanowire at room temperature performed by Brovman et al. [28]. The
setup they studied was in a Field Effect Transistor (FET) configuration, in which the carriers
density in the wire could be varied by means of a back gate voltage: from the figure it can
be seen that the thermopower is largely enhanced up to values of few hundreds of µV/K in a
region of low electronic density in which electrical conductance drops.

Figure 2.4: Conductance (a) and thermopower (b) of a Ge/Si nanowire as a function of gate
voltage measured at T = 300 K (after Brovman et al.[28]). The inset in (b) shows a typical
SEM image of a 12 nm-wide Ge/Si device. Large input impedance becomes important when
measuring TEP near the band edge of a semiconductor, as the FET device turns off.

Scaling the electrical conductance to deliver high output powers

Parallel nanowires-based devices are characterized by an electrical conductance which scales
as the number of wires, possibly allowing to deliver large currents, and hence, output pow-
ers. As an example, Pregl et al. [141] have recently studied Schottky barrier field effect
transistors consisting of a parallel array of bottom-up grown silicon nanowires that are able
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to deliver high current outputs (Fig. 2.5(a)). These device leverage the transport proper-
ties of nanoscale junctions to boost device performance for macroscopic applications, their
transconductance being thus increased significantly while maintaining the transfer charac-
teristics of single nanowire devices. Furthermore, they show that by incorporating several
hundred nanowires into a parallel array, the yield of functioning transistors is dramatically
increased. Allowing for on-currents of over 500µA at a source-drain voltage of 0.5V (Fig.
2.5(b)), this nanowires-based platform provides sufficient current output to be employed as a
transducer for biosensors or a driving stage for organic light-emitting diodes (LEDs).

(a)

(b)

Figure 2.5: (a) High density nanowires contacted by nickel electrodes. The inset displays the
histogram of channel lengths of individual nanowires after silicidation for a device with 2.5
µm interelectrode spacing. (b) On-off current ratio per mm electrode width of field effect
transistors with 0.5V source-drain voltage. Data are shown for devices with four different
inter-electrode spacings: note that large on-current of ∼ 500µA have been measured (after
[141]).

2.3 Nanowires fabrication techniques

A number of methods to synthesize semiconductor nanowires (SNWs) have been reported
in the past decade, such as laser ablation [117], vapor transport [190], solvothermal [68],
molecular beam epitaxy (MBE) [65], template-assisted electrochemical synthesis [156], and
chemical vapor deposition (CVD) methods [1, 92]. These synthetic methods have made a sig-
nificant progress, enabling nowadays a precise control on the NWs size, morphology, chemical
composition, and single crystalline quality [54, 191].

Generally, there are two different strategies to synthesize 1D SNWs, the so-called “top-
down” and “bottom-up” approaches. The top-down approach has been exceedingly successful
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in the area of microelectronic fabrication, its basic idea being to make use of a predesigned pat-
terned substrate to obtain the complex high density nanostructures in well-defined positions.
A prototypical example of such technique is nanolithography [142, 195]. Using top-down
approaches allows to produce 1D SNWs with very uniform size, shape, and electronic prop-
erties. However, this technique suffers the current trend of microelectronic industry, which
constantly asks for smaller devices, and it is believed that it will soon reach both its resolution
and economic limits in physical size and in manufacturing facility cost [112].

On the other hand, in bottom-up approach, “functional structures are assembled from well-
defined chemically and/or physically synthesized nanoscale building blocks, much like the way
nature uses proteins and other macromolecules to construct complex biological systems” [67].
It is likely that the bottom-up approach can break the limits of resolution and expand the
functionality of top-down technology by designing key nanometer-scale building blocks and
controlling the parameters in synthesis and subsequent assembly. Furthermore, the bottom-up
method shall readily facilitate the new device concepts and functions that cannot be realized in
top-down fabrication. For instance, it is possible to integrate chemically different nanoscale
building blocks together to achieve novel and multiple functionality 1D nanosystems that
cannot be combined in top-down methods.

Nowadays, one of the most common class of bottom-up methods for NWs fabrication
consists in making use of a catalyst to achieve anisotropic 1D growth. On the basis of the
phases involved in the reaction, this method can be defined in different ways.

• Vapor-solid (VS) growth [15, 28, 42, 154, 184] is a form of chemical vapor deposition
which consists of a chemical process in which the wafer (substrate) is exposed to one
or more volatile molecular precursors, that react and/or decompose on the substrate
surface to produce the desired deposit. Precursor transport takes place via gas flow
(commonly oxygen, argon, hydrogen or nitrogen), which also aids removing undesired
volatile deposition sub-products. An easy examples of such a process is the oxidation
of Silane to produce Silicon dioxide and Hydrogen: SiH4+O2 → SiO2+2H2.

• Another example is vapor-liquid-solid (VLS) growth [28, 36, 37, 181, 189, 196, 198], still
based on vapor deposition, but which makes use of a catalytic liquid alloy phase that
can rapidly adsorb a vapor to supersaturation levels, and from which crystal growth
can subsequently occur from nucleated seeds at the liquid-solid interface. The main
advantages of this technique are that the adsorption process becomes much faster with
respect to the standard CVD, and that the physical characteristics of nanowires grown
in this manner depend in a controllable way upon the size and properties of the liquid
alloy.

• A third important growth mechanism, similar to VLS, is solution-liquid-solid (SLS)
growth [174]. In this case, a nanometer-scale metallic droplet catalyzes the precursor
decomposition and crystalline growth in solution.
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Quite often, these techniques are combined with Selective Area Epitaxy (SAE) [15, 89],
allowing local growth of epitaxial layers through (nanolithography) patterned dielectric masks
deposited on a semiconductor substrate. In particular, nanowires can also be grown by de-
position within a (sacrificial) nanotube template [42], which defines the shape of the targeted
nanowire, thereby enabling the sequential deposition of material without the formation of
parasitic core-shell structures.

In addition to the methods discussed above, let us finally mention (without further analy-
sis) several other potentially useful approaches that have also been demonstrated as alternative
routes to the synthesis of 1D SNWs: self-assembly of nanoparticles [76], DNA-based template
[25], carbon-nanotube- and carbon-nanofiber-based template [197], and virus-based template
[110]. However most of these techniques are still at a developmental stage so far, and many
issues remain to be addressed before they can be used for large-scale growth of 1D SNWs.

In Fig. 2.6 two examples of the aforementioned techniques used to grow InAs nanowires
are illustrated, while Fig. 2.7 shows typical patterns of parallel arrays of semiconductor NWs
vertically grown by chemical vapor deposition. Finally, in Fig. 2.8 a typical setup used
to investigate thermoelectric properties of a single (suspended) semiconductor nanowire is
reported.

Figure 2.6: (Left) Growth of InAs nanowires on <111> Si substrate (after [15]). Scan-
ning Electron Microscope (SEM) image of two mask openings showing a successfully grown
nanowire and an InAs cluster. Scale bar is 200nm. Inset shows an atomic force microsope
line scan across the cluster. (Right) Schematics and corresponding SEM images of heteroepi-
taxial growth of InAs on Si in a hollow SiOx nanotube template (after [42]). The steps a

to d describe the various stages of the nanowire growth. The scale bar in the SEM images
corresponds to 100 nm.
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Figure 2.7: Two examples showing growth of nanowire arrays by chemical vapor deposition
(CVD) method. (Left) SEM image showing structural analysis of InAs nanowires grown on
Si substrate. Scale bar depicts 1 µm. (Right) SEM images of GaAs NWs grown on GaAs
substrate. (after [15] and [196]).

Figure 2.8: (a) Scanning electron microscope image of a suspended InAs NW (diameter: 80
nm) contacted by 500-nm-wide, 150-nm-thick nickel electrodes. Insert shows an InAs NW
(diameter: 60 nm) vertically grown on a Si wafer masked by an opening in the SiO2 coating.
(b) InAs NW contacted with four platinum leads of width 300 nm, three of them consisting of
four-probe resistive thermometers. A resistive heater is placed a few microns aside the NW.
(after [89]).

Post-production assembly

Several post-production techniques can be used in order to assemble or rearrange arrays of
nanowires as controllable building blocks to be integrated into technology platforms [183].
The basic method consists in processing the NWs as a solution, which makes them easy to
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handle and which allows also a control on their concentration through dilution. Droplets
containing NWs are then cast onto a substrate, and finally the solvent is evaporated. Before
this last stage, a number of manipulation can be done, resulting in different assembly ways:

• Assembly by molecular forces, in which as the solvent is removed, interactions between
the NWs and the substrate determine both the adhesion between the two, as well as the
nanowire orientation. In case the NWs have an inherent charge, the procedure could
be assisted by electrostatic interactions. This simple method has the disadvantage that
the nanowires usually result randomly oriented.

• Assembly driven by shear forces, which consists in making a fluid move against the
solution containing the nanowires. This could be obtained, for instance, by the wet-
ting/dewetting of surfaces as well as by mechanical movements of two surfaces in oppo-
site directions. The effect is to generate a force parallel to the direction of fluid motion,
that tends to align the NWs. This method is applicable both for nanowires suspended
in a solution and fixed to a substrate.

• Assembly within magnetic fields, which can direct the alignment of nanowires composed
by ferromagnetic and superparamagnetic materials. Magnetic fields could be external,
or due to magnets embedded in the substrate. In the latter case, NWs often form chain
like structures extending from the magnet along its field lines.

• Assembly by dielectrophoresis, in which a spatial modulated electric fields allows to
modify the NWs polarization, and hence their orientation.

Fig. 2.9 shows two different post-production arrangements of parallel semiconductor nanowires,
which are deposited onto a substrate (left) or suspended (right).

2.4 Strategy adopted in this thesis

In this thesis we focus on electronic transport in nanowire-based devices and we mainly
consider two transport coefficients: the electrical conductance and the thermoelectric power.
We conclude this chapter by summarizing the experimental and theoretical states of the art
of these issues, motivating our interests.

2.4.1 Experimental overview

As mentioned before, in the last decades the experimental activity in designing nanowire-
based thermoelectric devices (see, e.g., Refs. [22, 28, 36, 37, 38, 39, 89, 98, 116, 138, 146, 154,
166, 172]) has been very intense. In this subsection our purpose is to give a brief overview of
some relevant recent experimental results.
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Figure 2.9: Devices based on nanowire arrays. (Left) Ge/Si Nanowires are deposited onto
a substrate, contacted to Ni/Pd source (S) and drain (D) contacts and put into a Field
Effect Transistor (FET) configuration, with a metallic back gate (below the substrate) acting
on them. From top to bottom, SEM images of single NW FET, 10 µm and 250 µm wide
parallel arrayed NW FETs. (Right) Suspended SnO2 NWs. Above: optical microscope and
SEM images taken from the fabricated devices and aligned NWs in the channel, respectively.
Below: Tilted cross-sectional SEM images of the SnO2 NW channel (after [55] and [159]).

In a certain number of papers, simultaneous measurements of the electrical conductance
and of the thermopower of individual semiconductor nanowires in the field effect transistor
configuration are performed. It is the case, for instance, of Refs. [89, 146] in which the
techniques and the results obtained using Si and InAs nanowires are similar to those by
Brovman et al. [28], already discussed in the first section of this chapter and shown in Fig.
2.4. All these kinds of devices exhibit a thermopower of the order of few hundreds of µV/K
at room temperature in the regime of band edge transport. The same procedure is adopted
also by Schmidt et al. [154], but here the Seebeck measurement is performed with the ulterior
motive of determining charge carrier concentration, mobility, and relaxation time in InAs
nanowires.

As an alternative to the usually studied doped nanowires, Curtin [39] and Moon [116]
consider multigated crystalline Si and Ge/Si NWs, in which transport is due to electric-
field-induced charge carriers and occurs at the nanowires surface only. Since these carriers
exhibit greater mobility over those contributed by chemical dopants [105], field-effect doping
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candidates as a promising strategy for optimizing thermopower and power factor in smaller
diameter Si NWs, where high average carrier densities can be obtained with induced surface
charge (see Fig. 2.10(a)).

Tian et al. [172] observe that InAs nanowires at low temperatures (T < 100 K) exhibit
oscillations in the thermopower and power factor concomitant with the stepwise conductance
increases, as the gate voltage shifts the chemical potential of electrons through quasi-one-
dimensional subbands (see Fig. 2.10(b)). This is interpreted as a quantum confinement
effect, allowing to modulate the NW thermoelectric properties by controlling 1D subband
formation in the regime of diffusive transport for electrons.

In conclusion to this short list, we point out that measurements of thermopower of arrays
of stacked parallel Si nanowires can be found, for instance, in [166]: in Fig. 2.10(c) we report
their results, in which the Seebeck coefficient of a n-type silicon NW array is compared to
that of bulk silicon and bismuth telluride.

All these examples are nothing but a glimpse over the wide panorama of experimental re-
sults which support the idea that semiconductor-nanowires-based devices are promising high-
performance thermoelectrics.

(a) (b) (c)

Figure 2.10: (a) Measured thermoelectric power of electrically gated square Si NWs with a
height of 35 nm, widths of 27, 34, and 41 nm, and gate biases between 0 and 7 V (after
[39]). (b) Gate dependence of thermopower S (blue), conductance G (red), and G−1 dG/dVg

(magenta) at 40 K, showing the correspondence between thermopower oscillations and the
conductance steps as electrons populate 1D subbands in a InAs nanowire of 23 nm diameter
and 9.5 µm length (after [172]). (c) Seebeck voltage of an n-type silicon NW array (220 to
270 nm diameter, 7 µm length and 2 mm × 2 mm device surface) with respect to n-type bulk
silicon (0.5 mm length and 2 mm × 2 mm surface) and Bi2Te3 (2 mm length and 1.4 mm ×
1.4 mm surface) measured in the temperature range from 293 K to 743 K (after [166]).
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2.4.2 Theoretical overview

From the theory side, less efforts have been done so far; nevertheless, a number of works
deserve to be mentioned. In some cases, the question of determining the dopant density
maximizing the thermopower has been addressed via ab-initio calculations [38, 104, 114, 124]
based on the nanowires band structures, in regimes in which the semi-classical Boltzmann
theory can be used. In others [103], the study has been carried out in the ballistic regime,
where the presence of the disorder is completely neglected. The main goal in these examples
was to describe thermoelectric properties of nanowires at room temperature where the quan-
tum effects become negligible, and in particular to probe the role of their geometry (diameter,
aspect ratio, orientation, etc.).

Recently, Jiang et al. [84, 85] raised the interest for the thermoelectricity in the regime
of thermally activated transport, where electrons can make hops between localized states
thanks to the interaction with phonons. These works motivated us in pursuing the study of
such systems in the field effect transistor configuration (see chapters 4 and 5).

Finally, we mention a work by Bejenari [12], who makes use of a DFT calculation to
determine the full electronic structure of Si-nanowires, taking into account electron-phonon
interaction. His approach allows him to evaluate the thermoelectric properties of nanowires
in a wide range of temperatures, accounting for both elastic and inelastic scattering.

2.4.3 Our theoretical approach

In the two previous subsections we tried to draw attention on the imbalance between the
experimental and theoretical state of the art of thermoelectric conversion in semiconductor
nanowires. The approach adopted in this thesis consists in studying thermoelectric conversion
in doped semiconductor nanowires in the field effect transistor configuration, in which electron
transport takes place in the impurity band. Our theoretical study has been carried out at low
temperatures in the regime of elastic coherent transport, and at higher temperatures in case
of inelastic thermally activated transport. Our results are supported by numerical simulations
based on a 1D single-band disordered Anderson model (see Fig. 2.11(a)).

In Fig. 2.11(b) we anticipate a discussion detailed in chapter 4: different regimes of elec-
tronic transport are shown in a temperature-gate voltage diagram. Depending on the values
of T and Vg, electrons may tunnel through the nanowires elastically (regions “1”), or via ther-
mally activated transport in the Variable Range Hopping regime (regions “2”) and Nearest
Neighbor Hopping regime (regions “3”).

In chapter 3 we mainly focus on the thermopower of disordered 1D nanowires in the low
temperature regime (regions “1” of Fig. 2.11(b)), in which electronic transport through the
wires is elastic and coherent [19]. We introduce the Landauer-Büttiker formalism to calculate
the transport coefficients. Using weak-disorder expansions of the Lyapunov exponents in 1D
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systems [46], we are able to calculate analytical expressions for the typical thermoelectric
power S, for both situations in which transport takes place in the bulk or around the edges
of the nanowires impurity band. Numerical simulations carried out using a 1D Anderson
model in presence of an external gate voltage (field effect transistor configuration), based on
a recursive Green function calculation of the thermopower, confirm the validity of our results:
we observe a strong enhancement of S as the band edges are approached. Also, we study
its mesoscopic fluctuations [176], and we show that the thermopower distribution is basically
always Lorentzian, as long as the nanowire is not completely depleted by the applied gate
voltage. When this happens, at large, the thermopower distribution becomes Gaussian with
tiny fluctuations: this transition is characterized numerically.

In chapter 4, we consider a higher temperature regime, in which electronic transport is
inelastic and takes place via thermally activation among localized states by phonons (Mott
Variable Range Hopping regime, regions “2” of Fig. 2.11(b)) [20, 85]. The latter are supposed
to come from an insulating substrate, onto which the nanowire is deposited. We calculate the
charge and heat currents flowing through the system by solving the Miller-Abrahams random
resistor network in the VRH regime, and then we discuss both the electrical conductance
and the thermopower, showing that huge values of the latter (up to the order of 1mVK−1)
can be attained when the nanowire band edges are probed. Extending an approach that was
first introduced by Zvyagin [200], we provide a qualitative explanation of the thermopower
behavior around the band edge, by emphasizing a nontrivial dependence on temperature and
on gate voltage. We underline that the distinctive feature of VRH regime is the concept of
Mott hopping energy, i.e. a finite range of energy levels which matter for describing transport.

We extend this analysis to a set of parallel nanowires in chapter 5. In particular, we point
out two features which makes this system, and more generally any semiconductor nanowires-
based device operating in the activated transport regime, a promising thermoelectric con-
verter. First, we demonstrate that such system allows to scale the output power up to finite
values, in a regime where the thermoelectric effect is large. We show that it is possible to
properly tune the temperature and the gate voltage in order to maximize the power factor,
and this can be achieved without compromising too much the figure of merit. A second in-
triguing feature is the possibility of generating and controlling hot and cold spots near the
boundaries of the substrate, an effect which could be very interesting for cooling issues in
electronic circuits.

We observe that what really makes the systems considered in the two previous chapters
very promising is the role of the phonon bath, which at an abstract level is nothing but
a third (bosonic) terminal added to the standard two-terminal configuration. This leads
naturally to wonder whether a third terminal treated on a more general footing is beneficial
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for thermoelectric conversion: in chapter 6 we tackle this problem within a rather general and
technical approach [111]. We discuss local and non-local transport coefficients, the latters
being naturally requested in a multi-terminal setup, since they connect temperature or voltage
biases introduced between two terminals to heat and charge transport among the remaining
terminals. Then, we show that the third terminal could be exploited to improve thermoelectric
performances with respect to the two-terminal case, by focusing our investigations on the
efficiency at maximum power of two simple quantum systems.

(a) (b)

Figure 2.11: (a) Sketch of the 1D model used for numerical simulations: two ohmic contacts
thermalized at temperatures TL(R) and with electrochemical potentials µL(R) are connected by
a 1D disordered chain of length L where the electron states are localized in the position-energy
space. Possibly, a phonon bath at temperature Tph is coupled to the nanowire, allowing energy
exchanges between electrons and phonons. Electrons are first injected from the left electrode,
and then proceed through the NW with or without changing their energy (depending on the
transport regime) until they reach the opposite side. (b) Gate dependence of the temperature
scales separating the different regimes of electronic transport in a disordered nanowire: Elastic
regime (gray), inelastic VRH regime (blue) and simply activated NNH regime (red). More
details about these two figures are discussed in chapter 4.
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Summary of chapter 3

In this chapter, we investigate the thermopower of a single disordered nanowire
in the low temperature elastic regime. More precisely, we focus on a subregion
of temperatures T < Ts in which the thermopower can be evaluated using the
Landauer-Büttiker scattering formalism and Sommerfeld expansion. An experimen-
tal study of the gate dependence of the electrical conductance of Si-doped GaAs
nanowires in this elastic coherent regime can be found in Ref.[138].

We mainly consider nanowires of size N much larger than their localization
length ξ, characterized by exponentially small values of the electrical conductance.
If on one hand, this drastically reduces the output power associated with the
thermoelectric conversion, on the other it has the advantage that the typical
transmission at an energy E is simply given by exp[−2N/ξ]. Moreover, in the
limit of weak disorder, expansions can be made and ξ(E) is analytically known
both inside the impurity band of the nanowire and around its band edges. This
makes possible to derive analytical expressions describing the typical behavior of
the thermopower.

In section 3.1 we remind some basics of the Landauer-Büttiker formalism
which allow to calculate thermoelectric coefficients in the coherent regime. In
section 3.2, we introduce the model and outline the numerical method used in this
work, which is based on a standard recursive Green function algorithm.

Section 3.3 is devoted to the study of the thermopower as the carrier density in the
nanowire is modified with a gate voltage Vg. We show that the typical thermopower
is drastically enhanced when the nanowire is being depleted and we provide an
analytical description of this behavior in the localized limit. Also, we study its
mesoscopic fluctuations, and we show that the thermopower distribution is basically
always Lorentzian, as long as the nanowire is not completely depleted by the applied
gate voltage, and provided it is long enough with respect to the localization length.
When this happens, at large Vg, the thermopower distribution becomes Gaussian
with tiny fluctuations: this transition is characterized numerically.

In section 3.4 we extend these considerations to the figure of merit ZT , analyzing
its typical behavior, fluctuations and the implications concerning the performance
of the system.

Finally, in section 3.5 we evaluate the “crossover temperature” Ts, the upper
bound for the validity of the Sommerfeld expansion used to calculate the thermo-
electric coefficients.
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3.1 Landauer-Büttiker formalism

We consider a conductor connected via reflectionless leads to two reservoirs L (left) and R

(right) in equilibrium at temperatures TL and TR, and chemical potentials µL and µR. To
describe the thermoelectric transport across the conductor, we use the Landauer-Büttiker
formalism [43]. The heat and charge transport are supposed to be mediated only by electrons
and the phase coherence of electrons during their propagation through the conductor is sup-
posed to be preserved. In this approach, the dissipation of energy takes place exclusively in
the reservoirs while the electronic transport across the conductor remains fully elastic. The
method is valid as long as the phase-breaking length (mainly associated to electron-electron
and electron-phonon interactions) exceeds the sample size. From a theoretical point of view,
it can be applied to (effective) non-interacting models.

In this framework, the electric (Je) and heat (JQ) currents flowing through the system are
given by [30]

Je =
e

h

∫

dE T (E)[fL(E)− fR(E)] (3.1)

JQ =
1

h

∫

dE (E − µL)T (E)[fL(E)− fR(E)] (3.2)

where fα(E) = (1+exp[(E−µα)/(kBTα)])
−1 is the Fermi distribution of the lead α and T (E)

is the transmission probability for an electron to tunnel from the left to the right terminal. kB
is the Boltzmann constant, e < 0 the electron charge and h the Planck constant. The above
expressions are given for spinless electrons and shall be doubled in case of spin degeneracy.

We now assume that the differences ∆µ = µL − µR and ∆T = TL − TR to the equilibrium
values µ ≈ µL ≈ µR and T ≈ TL ≈ TR are small. Expanding the currents in Eqs. (3.1, 3.2) to
first order in ∆µ and ∆T around µ and T , one obtains [30]

(

Je

JQ

)

=

(

L0 L1

L1 L2

)(

∆µ/eT

∆T/T 2

)

, (3.3)

where the linear response coefficients Li are the Onsager coefficients introduced in section 1.2,
given by

Li =
e2

h
T

∫

dE T (E)

(

E − µ

e

)i(

− ∂f

∂E

)

. (3.4)

Recalling section 1.2.1, the electrical conductance G, the (electronic contribution to the)
thermal conductance Ke, the Seebeck coefficient (thermopower) S and the Peltier coefficient
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Π can all be expressed in terms of the Lis as

G ≡ eJe

∆µ

∣

∣

∣

∣

∆T=0

=
L0

T
, (3.5)

Ke ≡ JQ

∆T

∣

∣

∣

∣

Je=0

=
L0L2 − L2

1

T 2L0

, (3.6)

S ≡ − ∆µ

e∆T

∣

∣

∣

∣

Je=0

=
L1

TL0

, (3.7)

Π ≡ JQ

Je

∣

∣

∣

∣

∆T=0

=
L1

L0

. (3.8)

Note that, since the system is time-reversal symmetric, the Kelvin-Onsager relation [33, 128]
implies that Π = ST . By virtue of Eq. (3.4), in presence of particle-hole symmetry we have
S = Π = 0. Further, the link between the electrical and thermal conductances is quantified
by the Lorenz number L = Ke/GT .

In the zero temperature limit T → 0, the Sommerfeld expansion [6] can be used to estimate
the integrals (3.4). To the lowest order in (kBT/µ), the electrical conductance reduces to
G ≈ e2

h
T (µ) while the thermopower simplifies to

S ≈ π2

3

kB
e
kBT

d ln T
dE

∣

∣

∣

∣

µ

. (3.9)

The Lorenz number L takes in this limit a constant value,

L ≈ L0 ≡
π2

3

(

kB
e

)2

, (3.10)

as long as |S| ≪
√
L0 ≃ 156µV.K−1. This reflects the fact that the electrical and thermal

conductances are proportional and hence cannot be manipulated independently, an important
although constraining property known as the Wiedemann-Franz (WF) law. This law is known
to be valid for non-interacting systems if the low temperature Sommerfeld expansion is valid [9,
177], when Fermi liquid (FL) theory holds [6, 35] and for metals at room temperatures [6],
while it could be largely violated in interacting systems due to non FL behaviors [87, 182].

3.2 Model and method

The system under consideration is sketched in Fig. 3.1(a). It is made of a 1D disordered
nanowire coupled via perfect leads to two reservoirs L (left) and R (right) of non-interacting
electrons, in equilibrium at temperature TL = T + ∆T [TR = T ] and chemical potential
µL = µ + ∆µ [µR = µ]. The nanowire is modeled as a 1D Anderson chain of N sites, with
lattice spacing a = 1. Its Hamiltonian reads,

H = −t
N−1
∑

i=1

(

c†ici+1 + h.c.
)

+
N
∑

i=1

ǫic
†
ici , (3.11)
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Figure 3.1: (a) Sketch of the system: a 1D nanowire made of N sites is connected to two leads
at its extremities. An external gate voltage Vg is applied. (b) Band diagram. The impurity
band of the nanowire (in blue) can be shifted by the application of Vg in order to probe either
the bulk, the edges or the outside of the impurity band at Fermi energy µ. Here, the leads
are bidimensional (conduction band of the leads in red) and hence, µ ∈ [−4t, 4t].

where c†i and ci are the creation and annihilation operators of one electron on site i and t is
the hopping energy. The disorder potentials ǫi are (uncorrelated) random numbers uniformly
distributed in the interval [−W/2,W/2]. The two sites at the ends of the nanowire are
connected with hopping term t to the leads which can be 1D semi-infinite chains or 2D
semi-infinite square lattices, with zero on-site potentials and the same hopping term t. The
simpler case of the Wide Band Limit (WBL) approximation, where the energy dependence of
the self-energies of the leads is neglected, is also considered. Finally, an extra term

Hgate =
∑

i

Vgc
†
ici (3.12)

is added in the Hamiltonian (3.11) to mimic the presence of an external metallic gate. It
allows to shift the whole impurity band of the nanowire.
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3.2.1 Calculation of the transport coefficients

In the Green function formalism, the transmission T (E) of the system at an energy E is given
by the Fisher-Lee formula [43]

T (E) = Tr[ΓL(E)G(E)ΓR(E)G†(E)] (3.13)

in terms of the retarded single particle Green function G(E) = [E−H−ΣL−ΣR]
−1 and of the

retarded self-energies ΣL and ΣR of the left and right leads. The operators Γα = i(Σα − Σ†
α)

describe the coupling between the conductor and the lead α = L or R. A standard recursive
Green function algorithm allows us to compute the transmission T (E) (see section 3.6.1 for
details). The logarithmic derivative (d ln T /dE) can be calculated as well with the recursive
procedure, without need for a discrete evaluation of the derivative. It yields the thermopower
S in the Mott-Sommerfeld approximation (3.9). Let us precise, to settle the notations, that
in the following we will refer to a dimensionless thermopower

S = −t d ln T
dE

∣

∣

∣

∣

µ

(3.14)

which is related, in the Mott-Sommerfeld approximation, to the thermopower S in physical
units as

S =
π2

3

(

kB
|e|

)(

kBT

t

)

S . (3.15)

We now discuss the expressions of the self-energies ΣL(E) and ΣR(E) of the left and right
leads which are to be given as input parameters in the recursive Green function algorithm.
The nanowire of length N sites is supposed to be connected on one site at its extremities to
two identical leads, which are taken 1D, 2D or in the WBL approximation. Hence, the self-
energies Σα (as well as the operator Γα) are N×N matrices with only one non-zero component
(identical for both leads) that we denote with Σ (or Γ). When the wide-band limit is assumed
for the leads, Σ is taken equal to a small constant imaginary number independent of the
energy E.

When the leads are two 1D semi-infinite chains or two 2D semi-infinite square lattices, Σ
is given by the retarded Green function Glead of the lead under consideration evaluated at the
site X (in the lead) coupled to the nanowire, Σ = t2〈X|Glead|X〉. Knowing the expressions of
the retarded Green functions of the infinite 1D chain and the infinite 2D square lattice [50],
it is easy to deduce Glead for the semi-infinite counterparts by using the method of mirror
images. For 1D leads, one finds Σ(E) = −teik(E) where E = −2t cos k and k is the electron
wavevector [43]. For 2D leads, the expression of Σ(E) is more complicated (see section 3.6.2).

As far as the Fermi energy µ is not taken near the edges of the conduction band of the
leads, the thermopower behaviors using 1D and 2D leads coincide with those obtained using
the WBL approximation (see section 3.3.1). This shows us that the dimensionality D becomes
irrelevant in that limit, and we expect that taking 3D leads will not change the results.
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3.2.2 Scanning the impurity band of the Anderson model

The density of states per site ν(E) of the Anderson model, obtained by numerical diagonal-
ization of the Hamiltonian (3.11), is plotted in Fig. 3.2(a) in the limit N → ∞. It is non-zero
in the interval [E−

c , E
+
c ] where E±

c = ±(2t+W/2) are the edges of the impurity band. In the
bulk of the impurity band (i.e. for energies |E| . 1.5t), the density of states is given with a
good precision by the formula derived for a clean 1D chain (red dashed line in Fig. 3.2(a)),

νb(E) =
1

2πt
√

1− (E/2t)2
. (3.16)

As one approaches the edges E±
c , the disorder effect cannot be neglected anymore. The density

of states is then well described by the analytical formula obtained by Derrida and Gardner
around E±

c , in the limit of weak disorder and large N (see Ref. [46]),

νe(E) =

√

2

π

(

12

tW 2

)1/3 I1(X)

[I−1(X)]2
(3.17)

where

X = (|E| − 2t)t1/3
(

12

W 2

)2/3

(3.18)

and
In(X) =

∫ ∞

0

yn/2 e−
1
6
y3+2Xy dy . (3.19)

In this chapter, we study the behavior of the thermoelectric coefficients as one probes at
the Fermi energy µ electron transport either inside or outside the nanowire impurity band,
and more particularly in the vicinity of its band edges. Such a scan of the impurity band
can be done in two ways. One possibility is to vary the position of the Fermi energy µ in the
leads. Doing so, we modify the distance between µ and the band edges E±

c but also the one
between µ and the band edges of the leads. This can complicate the analysis of the data, the
dimensionality of the leads becoming relevant when |E±

c −µ| → 0. To avoid this complication,
we can keep µ fixed far from E±

c and vary the gate voltage Vg (see Fig. 3.1(b)).

3.2.3 Localization length of the Anderson model

In the disordered 1D model (3.11) we consider, all eigenstates are exponentially localized,
with a localization length ξ. As a consequence, the typical transmission of the nanowire
drops off exponentially with its length N . More precisely, when N ≫ ξ (localized limit), the
distribution of ln T is a Gaussian [135, 165] centered around the value

[ln T ]0(E) = − 2N

ξ(E)
, (3.20)

as long as the energy E of the incoming electron is inside the impurity band of the nanowire.
The inverse localization length 1/ξ can be analytically obtained as a series of integer powers
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Figure 3.2: (a) Density of states per site ν as a function of energy E for the 1D Anderson
model (3.11) with disorder amplitude W/t = 1. The circles correspond to numerical data
(obtained with N = 1600). The red dashed line and the blue line are the theoretical predic-
tions (3.16) and (3.17), expected in the bulk and at the edges of the nanowire conduction band
for N → ∞. (b) Localization length ξ of the 1D Anderson model (3.11) (with W/t = 1) as
a function of energy E. The circles correspond to numerical data (obtained with Eq. (3.20)).
The red dashed line and the blue line are the theoretical predictions (3.21) and (3.22) obtained
in the limit N → ∞.

of W when W → 0. To the leading order (see e.g. [94]), this gives

ξb(E) =
24

W 2

(

4t2 − E2
)

. (3.21)

The formula is known to be valid in the weak disorder limit inside the bulk of the impurity band
(hence the index b). Strictly speaking, it fails in the vicinity of the band center E = 0 where
the perturbation theory does not converge [88] but it gives nevertheless a good approximation.
As one approaches one edge of the impurity band, the coefficients characterizing the expansion
of 1/ξ in integer powers of W diverge and the series has to be reordered. As shown by Derrida
and Gardner [46], this gives (to leading order in W ) the non analytical behavior 1/ξ ∝ W 2/3

as one edge is approached instead the analytical behavior 1/ξ ∝ W 2 valid in the bulk of the
impurity band. More precisely, one find in the limit W → 0 that

ξe(E) = 2

(

12t2

W 2

)1/3 I−1(X)

I1(X)
(3.22)

as E approaches the band edges ±2t. The integrals Ii and the parameter X have been defined
in Eq. (3.19) and Eq. (3.18). As shown in Fig. 3.2(b), both formula (3.21) and (3.22) are
found to be in very good agreement with our numerical evaluation of ξ(E), in the respective
range of energy that they describe, even outside a strictly weak disorder limit (W = t in
Fig. 3.2(b)).
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(a) (b)

Figure 3.3: Logarithm of the electrical conductance as function of the gate voltage of a 0.5
mm-long sample at T=100 mK (after [138]). The conductance fluctuations amplitude in the
case of bulk transport (a) is smaller compared to the case of edge transport (b).

3.3 Thermopower

As explained in section 3.1, the thermopower at low temperatures in the regime of coherent
transport depends only on the logarithmic derivative of the electrical conductance with respect
to the energy (see Eq.(3.9)). Poirier et al. [138] studied experimentally the conductance
mesoscopic fluctuations of small one-dimensional metal-semiconductor field-effect transistors.
They observed that when the system is strongly depleted by means of a gate voltage (i.e.,
at band edge), the amplitude of such fluctuations is larger with respect to the bulk case (see
Fig. 3.3). Hence, by extending this idea to our model, larger values of the thermopower are
predicted to be achievable when transport takes place around the nanowires impurity band
edges. This statement is confirmed both by calculations and numerical simulations presented
in the following.

3.3.1 Typical thermopower

In order to investigate the behavior of the typical thermopower S0, we compute numerically
S for many realizations of the disorder potentials ǫi in Eq. (3.11), and we define the typical
value S0 as the median of the resulting distribution P (S). As it will be shown in section 3.3.2,
P (S) is typically a smooth symmetric function (Lorentzian or Gaussian), and thus its median
coincides with its most probable value. We study the behavior of S0 as one scans the energy
spectrum of the nanowire by varying the position of the Fermi energy µ in the leads or the
gate voltage Vg.

In Fig. 3.4(a), the typical thermopower S0 of a long nanowire in the localized regime
(N ≫ ξ) is plotted as a function of µ without gate voltage (Vg = 0). Since S0 → −S0 when
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µ → −µ, data are shown for positive values of µ only. In the figure, three different kinds of
leads are considered: 1D leads, 2D leads or leads in the WBL approximation. In all cases,
as expected, we find that S0 = 0 at the center of the conduction band of the leads (µ = 0).
Indeed, the random potentials being symmetrically distributed around a zero value, one has
a statistical particle-hole symmetry at the band center and the thermopower can only be a
statistical fluctuation around a zero typical value. As µ is increased, the statistical particle-
hole symmetry breaks down and S0 gets finite. Here S0 > 0 because charge transport is
dominated by holes for µ > 0.

When the wide band limit is assumed for both leads (triangles in Fig. 3.4(a)), we find
that the typical thermopower S0 increases with µ and reaches a maximum just before E+

c =

2t+W/2, the asymptotic N → ∞ value for the edge (E+
c = 2.5 t in Fig. 3.4(a) where W = t)

before decreasing. The same curve is obtained with 1D [2D] leads as long as the Fermi energy
µ remains far enough below the upper band edge of the D-dimensional leads. When µ ap-
proaches 2t [4t], the typical thermopower S0 of the nanowire is found to increase drastically,
contrary to the WBL case (of course, no data are available for |µ| ≥ 2t [4t], charge transfer
being impossible outside the conduction band of the leads). This singularity at the band edge
of the leads can be easily understood using Eqs. (3.13) and (3.14) and noticing that for 1D
[2D] leads, d ln Γ/dE → −∞ as E → 2t [4t]. This is obvious in the case of 1D leads where
Γ(E) = 2t

√

1− (E/2t)2 and it can also be shown for 2D leads. We will see in section 3.5
that this apparent divergence of the thermopower is actually only valid in an infinitesimally
small range of temperatures above 0K.

With the gate voltage Vg, we can explore the impurity band of the nanowire while keep-
ing µ fixed. The behavior of S0 as a function of Vg is shown in Fig. 3.4(b) for µ = 0 and 1D
leads. It is found to be identical to the behavior of S0 as a function of µ obtained at Vg = 0

in the WBL approximation. This remains true if 2D leads are used in Fig. 3.4(b) and we
have no doubt that it also remains true with 3D leads. Moreover, the results are unchanged
if µ is fixed to any other value, as long as it does not approach too closely one edge of the
conduction band of the leads (but it can be chosen close enough to one band edge to recover
the continuum limit of the leads).

Our main observation is that the typical thermopower S0 increases importantly when the
Fermi energy probes the region around the edges of the impurity band of the nanowire. Qual-
itatively, this is due to the fact that the typical transmission of the nanowire drops down
when the edges are approached: this huge decrease results in a enhancement of the typical
thermopower, the thermopower being somehow a measure of the energy dependence of the
transmission. A quantitative description of this behavior can also be obtained. Indeed, since
the distribution of the transmission T is log-normal in the localized regime [135, 165] and
the thermopower S is calculated for each disorder configuration with the Mott approxima-
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Figure 3.4: Typical value of the dimensionless thermopower per unit length, S0/N , as a
function of the Fermi energy µ at Vg = 0 (a) and as a function of the gate voltage Vg at µ = 0

(b). In panel (a), the data were obtained at fixed N = 500, by using either 1D leads (◦),
2D leads (�) or the wide-band limit approximation (N). With 1D [2D] leads, the typical
thermopower shows a divergent behavior at the band edge of the leads (black [red] vertical
dashed line). In panel (b), 1D leads are used. The symbols stand for different lengths of
the nanowire (N = 200 (◦), 800 (�) and 1600 (�)). The full black line, the full red line and
the dashed black line correspond respectively to the theoretical fits (3.24), (3.25) and (3.27)
expected when µ probes the bulk, the edge and the outside of the impurity band. In both
panels, W/t = 1. The arrows indicate the position of the edge of the impurity band of the
nanowire.
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tion (3.14), one expects to have

S0 = −t d[ln T ]0
dE

∣

∣

∣

∣

µ

(3.23)

where [ln T ]0 is the median of the ln T Gaussian distribution (which in this case coincides
with the most probable value). Moreover, according to Eq. (3.20), the energy dependence
of [ln T ]0 is given by the energy dependence of the localization length, i.e. by Eqs. (3.21)
and (3.22). This allows us to derive the following expressions for the typical thermopower in
the bulk and at the edges:

Sb
0 = N

(µ− Vg)W
2

96t3[1− ((µ− Vg)/2t)2]2
, (3.24)

Se
0 = 2N

(

12t2

W 2

)1/3
{

I3(X)

I−1(X)
−
[ I1(X)

I−1(X)

]2
}

, (3.25)

where now X is modified to

X = (|µ− Vg| − 2t)t1/3(12/W 2)2/3 (3.26)

in order to take into account the effect of the gate voltage Vg. When the outside of the impurity
band, rather than the inside, is probed at µ (i.e. when the wire is completely depleted), no
more states are available in the nanowire to tunnel through. Electrons coming from one lead
have to tunnel directly to the other lead through the disordered barrier of length N . We
have also calculated the typical thermopower of the nanowire in that case, assuming that the
disorder effect is negligible (see Appendix 3.6.3). We find

STB
0

N
≈

N→∞
− 1

N

2t

Γ(µ)

dΓ

dE

∣

∣

∣

∣

µ

∓ 1
√

(

µ−Vg

2t

)2

− 1

(3.27)

with a + sign when µ ≤ Vg − 2t and a − sign when µ ≥ Vg + 2t. Fig. 3.4(b) shows a
very good agreement between the numerical results (symbols) and the expected behaviors
(Eqs. (3.24), (3.25) and (3.27)). One consequence of these analytical predictions is that
the peak in the thermopower curves gets higher and narrower as the disorder amplitude is
decreased (and vice-versa).

In conclusion of this section, we remark that the thermopower enhancement which we
predict around the edges looks in qualitative agreement with the recent experimental obser-
vation reported in Ref [28], using silicon and germanium/silicon nanowires in the field effect
transistor device configuration. We stress out however that those measurements were carried
out at room temperatures, and not in the low temperature coherent regime which we con-
sider. To describe them, inelastic effects shall be included. The next chapter goes toward
this direction, being focused to the activated Variable Range Hopping regime [20]. The low
temperature coherent regime considered in this chapter has been studied in Ref. [138], where
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the conductances G of half a micron long Si-doped GaAs nanowires have been measured at
T = 100mK in the field effect transistor device configuration. Assuming Eq. (3.9) for evalu-
ating the thermopower S from lnG(Vg), the typical behavior and the fluctuations of lnG(Vg)
given in Ref. [138] are consistent with the large enhancement of S near the band edges which
we predict.

3.3.2 Thermopower distributions

In the coherent elastic regime we consider, the sample-to-sample fluctuations of the ther-
mopower around its typical value are expected to be large. The most striking illustration
occurs at the center of the impurity band of the nanowire (µ = Vg), when the typical ther-
mopower is zero due to statistical particle-hole symmetry but the mesoscopic fluctuations
allow for large thermopower anyway. Van Langen et al showed in Ref. [176] that in the
localized regime N ≫ ξ without gate (Vg = 0) and around the band center (µ ≈ 0), the
distribution of the low-temperature thermopower is a Lorentzian,

P (S) = 1

π

Λ

Λ2 + (S − S0)2
, (3.28)

with a center S0 = 0 and a width

Λ =
2πt

∆F

(3.29)

given by ∆F = 1/(NνF ), the average mean level spacing at µ. This was derived under certain
assumptions leading to S0 = 0. As we have shown, S0 = 0 is exact only at the impurity band
center (µ = 0 when Vg = 0) and remains a good approximation as far as one stays in the
bulk of the impurity band. But the distribution P (S) is no more centered around zero as one
approaches the band edge.

We propose here to investigate how the thermopower distribution P (S) is modified when
this is not only the bulk, but the edges (or even the outside) of the impurity band which are
probed at the Fermi energy µ. To fix the ideas, we set the Fermi energy to µ = 0 and the
disorder amplitude to W = t (so that the band edges are Vg + E±

c = Vg ± 2.5t). First, we
check in Fig. 3.5(a) that at Vg = 0 and in the localized regime, the thermopower distribution
is indeed a Lorentzian with a width Λ ∝ N . We note that very long chains of length N ≈ 50ξ

(ξ ≈ 100 here) are necessary to converge to the Lorentzian (3.28). Moreover, we have checked
that this is also in this limit that the delay time distribution converges towards the universal
form predicted in Ref [168].

Then we increase the gate potential up to Vg = 2t to approach the edge E−
c of the impurity

band and find that the thermopower distribution remains a Lorentzian in the localized regime
(N & 50ξ) with a width Λ ∝ N , as shown in Fig. 3.5(b). It turns out actually that the fit
of the thermopower distribution with a lorentzian (in the large N limit) is satisfactory in
a broad range of gate potentials |Vg| . 2.25t, as long as the Fermi energy µ = 0 probes
the impurity band without approaching too closely its edges Vg + E±

c . In Fig. 3.5(c), we
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Figure 3.5: Top panels: probability distributions of the rescaled thermopower (S − S0)/N at
Vg = 0 (a) and Vg = 2t (b), with W = t, µ = 0 and 1D leads. In each panel, the different
symbols correspond to various lengths of the chain (N ≈ ξ (△), N ≈ 10 ξ (◦), N ≈ 50 ξ (�)
and N ≈ 100 ξ (�), respectively N = 100, 1000, 5000 and 10000 in (a) and N = 10, 100, 500
and 1000 in (b). The distributions obtained for N ≥ 50 ξ collapse on a single curve which
is well fitted by a Lorentzian distribution function (thick blue lines). The widths Λ/N of
the Lorentzian fits are plotted as a function of Vg in panel (c), for N = 200 (�), 1000 (�),
5000 (◦) and 10000 (•), together with the density of states per site at µ, tνF , of the closed
chain (red line). The probability distributions of the rescaled thermopower (∆F/2πt)(S−S0),
obtained in the large N limit (N ≈ 100 ξ) and for various sets of parameters (W = 0.5t and
Vg = 2t (⋄), W = t and Vg = 0 (◦), W = t and Vg = 2t (�), W = 2t and Vg = 0 (×), and
W = 2t and Vg = 2.3t (H), with µ = 0 in all cases), are shown in panel (d). They all collapse
on the blue line which is the Lorentzian function y = 1/[π(1 + x2)].
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show in addition that in this regime, the widths Λ of the Lorentzian fits to the thermopower
distributions P (S) obey Λ/(2πNt) = νF , i.e. Eq. (3.29). Therefore (Fig. 3.5(d)), we can use
this parameter to rescale all the distributions obtained in a broad range of parameters, on the
same Lorentzian function y = 1/[π(1 + x2)]. A direct consequence of Eq. (3.29) is that the
mesoscopic fluctuations of the thermopower are maximal for |µ− Vg| ≈ 2t.

When the gate voltage |Vg| is increased further, the number of states available at µ in the
nanowire decreases exponentially and eventually vanishes: one approaches eventually a regime
where the nanowire becomes a long tunnel barrier and where the thermopower fluctuations are
expected to be smaller and smaller. In this limit, we find that the thermopower distribution
is no more a Lorentzian but becomes a Gaussian,

P (S) = 1√
2πλ

exp

[

−(S − S0)
2

2λ2

]

, (3.30)

provided the chain is long enough. This result is illustrated in Figs. 3.6(a) and 3.6(b) for two
values of Vg. The Gaussian thermopower distribution is centered around a typical value S0

given by Eq. (3.27) and its width λ is found with great precision to increase linearly with
√
N

and W . To be more precise, we find that the dependency of λ on the various parameters is
mainly captured by the following formula

λ ≈ 0.6
Wt

√
N

(µ− Vg)
2 − (2t+W/4)2

, (3.31)

at least for 0.5t . W . 4t, 2.35t . |µ−Vg| . 6t and N & 100 (see Fig. 3.6(c)). We stress out
that Eq. (3.31) is merely a compact way of describing our numerical data. In particular, the
apparent divergence of λ when |µ−Vg| → 2t+W/4 is meaningless and in fact it occurs outside
the range of validity of the fit. To double-check the validity of Eq. (3.31), we have rescaled
with the parameter λ given by Eq. (3.31), a set of thermopower distributions obtained in
the disordered tunnel barrier regime, for various W and Vg. All the resulting curves (plotted
in Fig. 3.6(d)) are superimposed on the unit gaussian distribution, except the one for the
smallest disorder value W = 0.5t for which the fit (3.31) to λ is satisfactory but not perfect.

To identify precisely the position of the crossover between the Lorentzian regime and the
Gaussian regime, we introduce now the parameter η,

η =

∫

dS|P (S)− PG(S)|
∫

dS|PL(S)− PG(S)|
, (3.32)

which measures, for a given thermopower distribution P (S) obtained numerically, how closed
it is from its best Gaussian fit PG(S) and from its best Lorentzian fit PL(S)1. If P (S) is a

1One could be tempted to compare an arbitrary thermopower distribution P (S) to the Lorentzian and

Gaussian distributions given in Eqs. (3.28 - 3.29) and (3.30 - 3.31) respectively. However, to define η for any

set of parameters, one should extend to the outside of the spectrum the formula (3.29) for the width Λ of the

Lorentzian, and to the inside of the spectrum the formula (3.31) for the width λ of the Gaussian. We avoid

this problem by taking instead the best Lorentzian and Gaussian fits to P (S) in the definition of η. It allows

us to distinguish whether P (S) is a Lorentzian or a Gaussian (or none of both) but of course, the precise form

of P (S) is not probed by η as defined.
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Figure 3.6: Top panels: probability distributions of the rescaled thermopower (S − S0)/
√
N

at Vg = 2.35t (a) and Vg = 2.6t (b), with W = t, µ = 0 and 1D leads. In each panel,
the distributions are plotted for various lengths of the chain (N = 10 (∗), 50 (�), 200 (•),
500 (◦) and 1000 (N)) and collapse at large N on one single curve, well fitted by a Gaussian
distribution (red line). The widths λ/

√
N of the Gaussian fits are plotted as a function of Vg

in panel (c), for various lengths (N = 50 (triangle), 200 (circle), 400 (square), 800 (diamond)
and 1600 (star)) and two disorder amplitudes (W = t (empty symbols) and W = 4t (full
symbols)). The solid and dashed lines are the fits given by Eq. (3.31), respectively for W = t

and W = 4t. Panel (d): collapse of the thermopower distributions, obtained with N = 500

and various parameters (W = 0.5t and Vg = 2.25t (�), W = 0.5t and Vg = 5t (H), W = t and
Vg = 2.5t (•), W = t and Vg = 5t (∗), and W = 4t and Vg = 4t (♦)), after a rescaling by λ as
given in Eq. (3.31). The red line is the Gaussian distribution y = (1/

√
2π) exp(−x2/2).
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Lorentzian, η = 1 while η = 0 if it is a Gaussian. Considering first the case where µ = 0 and
W = t, we show in the left panel of Fig. 3.7 that η converges at large N for any Vg (inset).
The asymptotic values of η (given with a precision of the order of 0.05 in the main panel)
undergo a transition from η ≈ 1 to η ≈ 0 when Vg is increased from 0 to 4t. This reflects
the crossover from the Lorentzian to the Gaussian thermopower distribution already observed
in the top panels of Figs. 3.5 and 3.6. We see in addition that the crossover is very sharp
around the value Vg ≈ 2.3t, indicating a crossover which remains inside the impurity band of
the infinite nanowire, since the band is not shifted enough when Vg ≈ 2.3t to make the Fermi
energy coincide with the band edge Vg + E−

c = Vg − 2.5t.
We have obtained the same results for other values of the disorder amplitude. After

checking the convergence of η at large N , we observe the same behavior of the asymptotic
values of η as a function of Vg, for any W . Only the position of the crossover is disorder-
dependent. Those results are summarized in the right panel of Fig. 3.7 where one clearly sees
the crossover (in white) between the Lorentzian regime (in blue) and the Gaussian regime
(in red). It occurs around Vg ≈ 1.92t + 0.34W , not exactly when µ = Vg + E−

c , but in a
region where the number of states available at µ in the nanowire becomes extremely small.
To be precise, we point out that the values of η in the 2D colorplot are given with a precision
of the order of 0.1. Hence, one cannot exclude that the white region corresponding to the
crossover actually reduces into a single line V c

g (W ). One could also conjecture the existence
of a third kind of thermopower distribution (neither Lorentzian, nor Gaussian) associated to
this critical value V c

g . Our present numerical results do not allow to favor one scenario (sharp
crossover) over the other (existence of a critical edge distribution).

Thermopower and Delay Times

In quantum mechanical scattering problems, an important quantity is the delay time [51, 162, 188]. It

measures the time spent by a particle inside an interaction region, and it is related to the energy derivative

of the scattering matrix S(E). For a system described by a finite number N of channels, the N delay times

are the eigenvalues τ1, ..., τN of the Wigner-Smith matrix [162]:

Q = −i~S† dS

dE
. (3.33)

The derivative d/dE is taken with respect to the energy of the incident particle (a conserved quantity).

In the regime of coherent transport considered in this chapter, the thermopower is also related to the

energy derivative of S via the transmission amplitude T . Within a statistical approach, often adopted when

dealing with disordered systems, it seems possible to relate the distributions of the time delays and of the

thermopower. This has already been done, for instance, for chaotic quantum dots [26, 27, 176]. In the case

of one-dimensional random potentials, an analytical form of the Wigner time delay distribution has been

derived by Texier [168]:

P (τ) =
ξ

v τ2
exp

{

− ξ

v τ

}

, (3.34)

where ξ is the localization length and v is the group velocity. In particular, v is equal to twice the wavevector

(v = 2k) in their calculation based on a continuum model (a waveguide), but their result (Eq. (3.34)) has

been generalized by Ossipov [129] to the discrete Anderson model, for which v ∼ sin k. The evolution of

P (τ) as function of the incident electron energy E has also been studied by Texier [168] and Ramakrishna
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Figure 3.7: Left panel: in the inset, η parameter as a function of N/ξ for various gate
voltages (Vg = 1.9 t (◦), 2.35 t (�) and 2.5 t (⋄)), at µ = 0 and W/t = 1. The horizontal lines
show the convergence of η at large N . The asymptotic values are plotted in the main panel as
a function of Vg. Right panel: η parameter in the limit of large N as a function of Vg and W ,
at µ = 0. Upon shifting the spectrum of the nanowire with Vg, the thermopower distribution
moves from a Lorentzian distribution for Vg . V c

g (η ≈ 1, blue) to a Gaussian distribution for
Vg & V c

g (η ≈ 0, red), where V c
g = 1.92t+ 0.34W (dashed line).

[144], showing deviations from Eq. (3.34) in the limit of low energy (at the band edge). All these works

were based on one-dimensional disordered systems with only one open channel.

Motivated by these results, and with the purpose of understanding the link between the delay times and

the thermopower in the case of 1D disordered nanowires, we investigated the delay time distributions P (τi)

of our Anderson model. We checked numerically that the distributions P (τ1) and P (τ2) associated to the

two open channels coincide in the strongly localized limit L ≫ ξ, both being perfectly described by Eq.

(3.34). This remains true as long as the energy is taken in the bulk of the NW impurity band. Furthermore,

we observed that the shape of P (τi) was altered at the impurity band edge, but in a conflicting way

with respect to Ramakrishna’s predictions [144]: our approach is different since we assume a field effect

transistor configuration with a gate voltage acting on the impurity energy levels inside the NW only, leaving

the electrochemical potential in the electrodes unchanged, while he considers the electron energy E to be

the same in the 1D lead and in the system. This led us to the conclusion that the occurrence of negative

delay times observed in [144] is an artifact of having explored the band edges of the leads, in the regime of

vanishing velocity. Albeit our preliminary results seemed promising in order to understand the relationship

between the delay times and the thermopower distribution (especially at the band edges), we did not succeed

in achieving a satisfactory comprehension of this issue. Hence, this part has not been finalized.
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3.4 Figure of merit

Within linear response, the efficiency of steady state heat to work conversion (see section1.2.2)
reads

η =
Ẇ

Q̇
=
Je∆µ

JQ
, (3.35)

where JQ > 0 is the heat injected, while the numerator is the output power. One could
maximize this expression with respect to ∆µ to calculate the maximum efficiency [32] ηmax,
or rather maximize the output power Ẇ = Je∆µ and look then at the efficiency at maximum

power [175] η(Ẇmax). As explained in chapter 1, both these two efficiencies can be expressed
in terms of just one dimensionless parameter, the figure of merit2 ZeT = (GS2/Ke)T , as

ηmax = ηC

√
ZeT + 1− 1√
ZeT + 1 + 1

η(Pmax) =
ηC
2

ZeT

ZeT + 2
(3.36)

ηC being the Carnot efficiency. In the low-temperature regime we investigate, the Wiedemann-
Franz law is valid and thus the figure of merit can be written as

ZeT = S2GT

Ke
=
S2

L0

, (3.37)

meaning that ZeT is simply the square of the thermopower, up to a constant (the Lorenz
number). In Fig. 3.8 we show the typical behavior of the figure of merit as a function of the
gate voltage Vg and the size of the system N . Note that it is related to the dimensionless
thermopower S studied in this work by ZeT = S2(π2/3)(kBT/t)

2. The typical value ZeT0 has
been defined by exponentiating the median of the distribution of the logarithm of ZeT . We
have chosen to do so because the distribution P (ZeT ) exhibits a singularity3 for ZeT → 0,
while P (ln(ZeT )) turns out to be a more symmetric and smooth function. Not surprisingly,
Fig. 3.8 shows that the enhancement of the typical thermopower around the edges reflects in
a larger figure of merit. Moreover, being S0 ∝ d[ln T ]0/dE ∝ N , we expect ZeT0 ∝ N2, i.e.
the longer the wire is, the better should be in terms of the figure of merit. Despite this, our
theory which is only valid in a low-temperature limit cannot predict high performances: even
supposing to be at the highest temperature (∼ Ts, see section 3.5) where Sommerfeld expan-
sions can be made for describing the thermopower with Eq.(3.9), the region of largest ZeT0 in
Fig. 3.8 corresponds to values of order ZeT0 . 0.024 at kBT/t = 5×10−5. We emphasize that
this low figure of merit characterizes the very low temperatures where Sommerfeld expansion

2In principle, the thermal conductance appearing in the definition of ZT should be the sum of an electronic

and a phononic contribution, K = Ke +Kph. Since here we deal with purely electronic transport, we shall

refer to the electronic contribution to ZT .
3This can be seen by calculating P (ZeT ) analytically from Eqs. (3.28) and (3.30): see the paragraph at

the end of the section.
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holds, but by no means this sets a physical limit to the efficiency.

On the other hand, if we were to look to the delivered (electric) output power, we would
find that a large size would make it vanish, as the electrical conductance in this regime would
be exponentially small. Indeed, looking at the power factor Q = S2G, which is a measure of
the maximum output power [175], we realize that the enhancement of S at the edge of the
impurity band would not be enough to face the exponentially small values of G. Obviously,
the optimization of the power factor Q for a single nanowire requires to take shorter sizes
(N ≈ ξ), while the optimization of the figure of merit ZeT requires to take long sizes (N ≫ ξ).
Moreover, because of the strong variation of the localization length as the energy varies inside
the impurity band, the optimization of the power factor for a given size N requires to not be
too close from the edges of the impurity band, contrary to the optimization of the efficiency.
This illustrates the fact that a compromise has always to be found between efficiency and
output power when thinking of practical thermoelectric applications.

Further comments on the thermal conductance

As mentioned in the text, to properly evaluate the efficiency of the thermoelectric conversion [32] in a

nanowire, when defining ZeT one should add to the electronic contribution to the thermal conductance Ke

the phononic one Kph, in order to obtain the full figure of merit ZT = GS2T/(Ke + Kph). Below the

temperature Ts, the electron contribution Ke to K is related to the electrical conductance G by the WF

law. This gives (π2k2BT )/(3h)[2 exp{−2N/ξ}] for the typical value of Ke. The evaluation of the phonon

contribution Kph to the thermal conductance of a nanowire is beyond the scope of the used Anderson model,

since static random site potentials are assumed. In one dimension, one can expect that Kph should be also

smaller than the thermal conductance quantum (π2k2BT )/(3h) which characterizes the ballistic phonon

regime [132, 145]. However, it remains unlikely that K could be as small as G for giving a large figure of

merit ZT in a single insulating nanowire at low temperature.

Analytical form of P(ZeT)

We sketch here a derivation of the analytical expression of the probability distribution of
the figure of merit P (ZeT ), valid in the coherent regime. We recall that the figure of merit
ZeT = (GS2/Ke)T , when the W-F law is satisfied, can be written as

ZeT =
S2

L0

,

where Ke/GT = L0 is the Lorenz number. Knowing the explicit form of the probability
distribution of the thermopower P (S) allows to infer P (ZeT ).

Since ZeT ∼ S2, with S being either positive or negative, the change of variable we would
need to calculate P (ZeT ) to do is not a bijection [17], and hence we should proceed in a
careful way, separating the two situations corresponding to S > 0 and S < 0. First, let us
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Figure 3.8: Typical value of the figure of merit ZeT = S2/L0 = π2/3(kBT/t)
2S2 as a function

of Vg and N , at EF = 0, W = t, and for a very low temperature kBT/t = 5× 10−5 (which is
nevertheless the highest temperature below which the Sommerfeld expansion is valid, for all
N ≤ 500 and Vg ≤ 2.5t, within a tolerance of ∼ 2%, see section 3.5). Being proportional to
S2 in the regime of validity of the Wiedemann-Franz law, the largest typical figures of merit
are obtained around the edge of the impurity band and for long wires.
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define

P (ZeT ) =

∫ +∞

−∞

P (S)δ(ZeT − f(S))dS (3.38)

where f(S) = S2/L0. We now exploit a property of the Dirac delta function:

δ[f(x)] =
δ(x)

|f ′(x)| ,

which allows us to write

P (ZeT ) =

∫ 0

−∞

P (S)

|2S/L0|
δ[S − (−

√

ZeTL0)]dS +

∫ +∞

0

P (S)

|2S/L0|
δ[S − (

√

ZeTL0)]dS. (3.39)

Now, by substituting the explicit expression of P (S), replacing S = ±
√
ZeTL0 (the sign

depending on that of S) we end up with the desired result. In section 3.3.2 we showed that
the probability distribution of the dimensionless thermopower S can be either Lorentzian
(Eq. (3.28)) or Gaussian (Eq. (3.30)), depending on which region of the nanowire energy
band is probed. We thus expect the two following forms for P (ZeT ):

PL(ZeT ) =
Γ̃

2π

1√
ZeT

{

1

Γ2 + (
√
ZeT + ℵ)2 +

1

Γ̃2 + (
√
ZeT − ℵ)2

}

,

PG(ZeT ) =
1

2
√
2πγ̃

1√
ZeT

{

e
−

(
√
ZeT−ℵ)2

2γ̃2 + e
−

(
√
ZeT+ℵ)2

2γ̃2

}

, (3.40)

where Γ̃ = Γ/
√
L0, γ̃ = γ/

√
L0 (Γ and γ being the same parameters appearing in Eqs. (3.28)

and (3.30)) and ℵ = S0/
√
L0.

We see from the above expressions that P (ZeT ) exhibits a singularity for ZeT → 0,
because of the (

√
ZeT )

−1 coming from the Jacobian of the change of variables S 7→ ZeT . This
divergence is “cured” if the distribution of the logarithm of ZeT , P (lnZeT ), is considered. For
this reason, we choose to define the typical value of the figure of merit ZeT0 studied in this
chapter as the median of P (lnZeT ).

3.5 Temperature range of validity of the Sommerfeld ex-

pansion

All the results discussed in this chapter have been obtained in the low temperature limit, after
expanding the thermoelectric coefficients to the lowest order in (kBT/µ). To evaluate the tem-
perature range of validity of this study, we have calculated the Lorenz number L = Ke/GT

beyond the Sommerfeld expansion, and looked at its deviations from the WF law L = L0 (see
Eq. (3.10)): We have computed numerically the integrals (3.4) enterings Eqs. (3.5) and (3.6),
deduced L(T ) for increasing values of temperature, and then recorded the temperature Ts
above which L(T ) differs from L0 by a percentage ǫ, L(Ts) = L0(1± ǫ). We did it sample by
sample and deduced the temperature Ts averaged over disorder configurations. Our results
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are summarized in Fig. 3.9.

In panel (a), we analyze how sensitive Ts is to the precision ǫ on the Lorenz number L.
We find that Ts increases linearly with

√
ǫ, Ts(ǫ) = T ∗

s

√
ǫ, at least for ǫ ≤ 2%. This is not

surprising since the Sommerfeld expansion leads to L−L0 ∝ (kBT )
2, when one does not stop

the expansion to the leading order in temperature (L = L0) but to the next order.
The main result of this section is shown in Fig. 3.9(b) where we have plotted the temper-

ature Ts as a function of the gate voltage Vg, for chains of different lengths, at fixed µ = 0

and W = t. As long as the Fermi energy probes the inside of the spectrum without ap-
proaching too much its edges (|Vg| ≤ 2t), Ts is found to decrease as Vg is increased. More
precisely, we find in the large N limit (N & 10ξ) that NkBTs ∝ ν−1

F with a proportion-
ality factor depending on ǫ (solid line in Fig. 3.9(b)). The temperature Ts is hence given
by (a fraction) of the mean level spacing at µ in this region of the spectrum (kBTs ∝ ∆F ).
When Vg is increased further, Ts reaches a minimum around |Vg| ≈ 2.1t and then increases
sharply. Outside the spectrum, this increase of Ts with Vg is well understood as follows: Since
in the tunnel barrier regime, the transmission behaves (upon neglecting the disorder effect)
as T ∝ exp(−Nζ), with ζ = cosh−1[|E − Vg|/(2t)], the temperature scale below which the
Sommerfeld expansion of integrals (3.4) holds is given by kBTs ∝ [N dζ

dE

∣

∣

µ
]−1, which yields

NkBTs ∝ t
√

[(µ− Vg)/(2t)]2 − 1. Our numerical results are in perfect agreement with this
prediction (dashed line in Fig. 3.9(b)).

In Fig. 3.9(c), we investigate the behavior of Ts when the spectrum of the nanowire is
either scanned by varying Vg at µ = 0 or by varying µ at Vg = 0. We find that Ts only
depends on the part of the impurity band which is probed at µ (i.e. the curves Ts(Vg) and
Ts(µ) are superimposed), except when µ approaches closely one edge of the conduction band
of the leads. In that case, Ts turns out to drop fast to zero as it can be seen in Fig. 3.9(c)
for the case of 1D leads (Ts → 0 when µ → 2t). This means that the divergence of the
dimensionless thermopower S observed in Fig. 3.4(a) is only valid in an infinitely small range
of temperature above 0K. It would be worth figuring out wether or not a singular behavior
of the thermopower at the band edges of the conduction band persists at larger temperature.

Let us give finally an order of magnitude in Kelvin of the temperature scale Ts. In
Fig. 3.9(b), the lowest Ts reached around Vg ≈ 2.1t is about NkBTmin

s /t ∼ 0.001 for ǫ =

0.004%. Asking for a precision of ǫ = 1% on L, we get NkBTmin
s /t ∼ 0.016. For a bismuth

nanowire of length 1µm with effective mass m∗ = 0.2me (me electron mass) and lattice
constant a = 4.7Å, the hopping term evaluates at t = ~

2/(2m∗a2) ∼ 0.84 eV and hence,
Tmin
s ∼ 72mK. The same calculation for a silicon nanowire of length 1µm with m∗ = 0.2me

and a =5.4 Å yields Tmin
s ∼ 64mK. Those temperatures being commonly accessible in the
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Figure 3.9: Temperature scale Ts above which the WF law breaks down. (a) NkBTs/t as a
function of the desired precision ǫ on L. The critical temperatures were extracted for different
values of Vg (Vg = t (◦), 1.5t (�), 2.02t (△)), with µ = 0, W/t = 1, N = 500 and 1D leads.
The solid lines are fits Ts = T ∗

s

√
ǫ. (b) NkBTs/t (extracted for ǫ = 4× 10−5) as a function of

Vg/t, for chains of different length (N = 150 (◦), 300 (△), 500 (∗), 1500 (�) and 3000 (�)),
with µ = 0, W/t = 1 and 1D leads. The solid line is 4.04 × 10−4/(νF t), the dashed line is
4.37 × 10−3

√

(Vg/2t)2 − 1 and the arrow indicates the position of the edge of the impurity
band. (c) NkBTs/t (extracted for ǫ = 4 × 10−5) as a function of µ/t at Vg = 0 (�) and as a
function Vg/t at µ = 0 (◦), with N = 150, W/t = 1 and 1D leads. Dashed lines are guides to
the eye.

laboratories, the results discussed in this chapter should be amenable to experimental checks.

3.6 Appendix

3.6.1 Recursive Green Function algorithm

The Recursive Green Function (RGF) algorithm [57, 100] is a technique which is used to
compute numerically some or all elements of the Green function of big systems. The basic
idea is to build up the full Green function slice by slice, instead of evaluating it in one step,
thus allowing to greatly reduce the dimensions of the matrices that have to be inverted.
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This algorithm is based on the Dyson equations:

G = G0 + G0V G,
G = G0 + GV G0, (3.41)

where V is any perturbation which relates the Green function4 G of a system with Hamilto-
nian H = H0 + V to the Green function G0 of the unperturbed system described by H0. For
our purposes, referring to a discretized tight-binding model, V will be the hopping matrix
between two adjacent slices, G0 the Green function of a semi-infinite region and an adjacent
isolated slice, while G will be the Green function of the coupled system. The Green function
of a semi-infinite lead can be calculated analytically [50, 57] (see also section 3.6.2); so, it
is possible to start with an isolated lead and then add slice by slice until the opposite lead
is reached. The resulting Green function contains all the information needed to calculate
many physical quantities of interest, and in our particular case, it will be used to compute
the transmission probability T through a disordered nanowire.

As explained in the text (section 3.2), T is given by the Fisher-Lee formula [43] Eq. (3.13):

T (E) = Tr[ΓL(E)G(E)ΓR(E)G†(E)], (3.42)

where Γα = i(Σα − Σ†
α) (α = L,R) is the broadening matrix quantifying the strength of the

coupling of the system to the reservoir α, expressed in terms of the corresponding self-energies
Σα. As we suppose the system to be connected to the reservoirs via semi-infinite perfect leads,
the self-energies are

Σα = τ †α g
R
α τα, (3.43)

gRα being the Green function of the isolated lead α and τα the coupling matrix between the
system and the leads [43]. Recalling that our system is a 1D lattice of size N described by
the tight-binding Hamiltonian (3.11), this coupling concerns only the first and the last sites
of the chain. Hence, the self-energies Σα will be matrices in which all but the (1, 1) element
(for α = L) or the (N,N) element (for α = R) are zero. As a consequence, in Eq. (3.13) the
only element of the Green function that matters when computing the trace is G1N (and its
conjugate transpose, G†

1N). This is the quantity that we need, and the recursive procedure to
calculate it is outlined here.

We follow the notation of Lassl et al. [100], and we call GS(n) the Green function of an
isolated slice n, and GL(n) that of the left semi-infinite region starting at slice n. Finally, we
denote G the full Green function of the complete (infinite) system.

In order to couple the Green function GS(n) of the isolated slice n to the Green function
GL(n−1) that covers all lattice sites to the left of (n−1), we use the first of the Dyson equations
Eqs. (3.41):

〈n|GL(n)|n〉 = 〈n|
(

GS(n) + GL(n−1)
)

|n〉+ 〈n|
(

GS(n) + GL(n−1)
)

V GL(n)|n〉. (3.44)

4Since we are dealing with retarded Green functions only, we omit the usual label “r” in writing G
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By exploiting the fact that GL(n−1) is decoupled from the n-th slice, we obtain

〈n|GL(n)|n〉 = 〈n|
(

GS(n)
)

|n〉+
∑

a,b

〈n|GS(n)|a〉〈a|V |b〉〈b|GL(n)|n〉. (3.45)

Since GS(n) has only nonzero matrix elements with slice n, we get the constraint a = n. By
the same token, as V couples only adjacent slices, b is restricted to the values n±1 only. This
leads to:

GL(n)
n,n = GS(n)

n,n + GS(n)
n,n Vn,n−1GL(n)

n−1,n, (3.46)

where Gn,m = 〈n|G|m〉 is the submatrix of G related to the slices n and m. The Green
function GL(n)

n−1,n appearing in Eq. (3.46) can be calculated using Dyson equation in a completely
analogous way, giving

GL(n)
n−1,n = GL(n−1)

n−1,n−1Vn−1,nGL(n)
n,n . (3.47)

This result, once substituted back in Eq. (3.46), allows to solve for GL(n)
n,n :

GL(n)
n,n =

[

(E −Hn,n)− Vn,n−1GL(n−1)
n−1,n−1Vn−1,n

]−1

, (3.48)

where we used GS(n)
n,n = (E −Hn,n)

−1. This relation allows to calculate the Green function
covering all lattice sites to the right of slice n from the Green function to the left of (n− 1).

Using the second of the Dyson equations, we can also calculate the submatrix 〈1|GL(n)|n〉
in an analogous way, and the result is:

GL(n)
1,n = GL(n−1)

1,n−1 Vn−1,nGL(n)
n,n . (3.49)

Eqs. (3.48) and (3.49) define the recursion procedure. Once the elements Hnn are given (they
are the disorder potentials ǫi of Eq. (3.11)), the initial condition is the Green function at the
first slice5:

GL(1)
1,1 =

1

E −H1,1 − σL(E)
, (3.50)

where σL(E) is the only nonzero element of the self-energy of the left lead ΣL. Then,
Eqs. (3.48) and (3.49) are iterated until the rightmost end of the system is reached. At
the N -th step, the self-energy of the right lead is also taken into account, in such a way
that the surface Green function computed at this stage becomes the complete surface Green
function GNN :

GNN =
1

E −HN,N − VN,N−1GL(N−1)
N−1,N−1VN−1,N − σR(E)

. (3.51)

Assuming Vn,n+1 ≡ t for the hopping energies (n = 1 . . . N − 1), and using Eq.3.49, we can
finally write explicitly the (1,N) element G1N that we need to compute the transmission:

G1N =
N
∏

n=1

tGL(n)
1,n (3.52)

The recursion procedure is sketched in Fig. 3.10.
5note that, being the system purely 1D, there is the additional simplification that “slices” reduce to simple

“sites”. All the submatrices GL(n)
n,m are thus just complex numbers.
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0 n-1 n N+1

V

….

Figure 3.10: Recursive Green Function (RGF) algorithm: the full Green function is con-
structed by coupling single isolated slices starting from one of the leads (grey regions).

Extension of the RGF method to calculate the thermopower

We have implemented the recursive method reviewed in this section in order to calculate the
thermopower of a 1D disordered nanowire. This allows us to compute at the same time the
transmission coefficient and the thermopower for a given NW realization, without need to
perform the derivative of the former numerically. Our calculation is exact in the sense that
at each recursive step it only requires the evaluation of the derivative of the Green function
GL(n)
n,n , which can be done analytically.

We recall that dealing with a purely 1D system allows to rewrite the transmission ampli-
tude from Eq. (3.13) in a simple way, in terms of complex numbers, rather than matrices:

T (E) = Γ2(E)G1N G†
1N , (3.53)

where Γ(E) is the only non-zero element of the broadening matrices ΓL and ΓR, and G†
1N

is nothing but the complex conjugate of G1N . Using Eq. (3.52), the logarithm of T can be
written as

ln T = 2 ln Γ + ln
N
∏

n=1

Gnn + ln
N
∏

n=1

G†
nn = 2 ln Γ +

N
∑

n=1

lnGnn +
N
∑

n=1

lnG†
nn, (3.54)

where we have all the energy dependences and the superscript “L(n)” of the Green functions
have been dropped for the sake of brevity. We can compute the energy derivative of ln T :

d ln T (E)

dE
= 2

Γ̇

Γ
+

N
∑

n=1

˙Gnn

Gnn

+
N
∑

n=1

˙Gnn
†

G†
nn

, (3.55)

where the dot ˙ denotes the derivative. In conclusion, once we have all the Gnn’s and their
energy derivatives, we can compute d ln T /dE, and hence the thermopowers. Recalling Eqs.
(3.48), (3.50) and (3.51), these are given by the following sets of equations:










G1,1 = [E −H1,1 − σL]
−1

Gn,n = [E −Hn,n − t2Gn−1,n−1]
−1

GNN = [E −HN,N − t2GN−1,N−1 − σR]
−1

→











Ġ1,1 = (−1 + σ̇L) G2
1,1

Ġn,n = (−1 + t2Ġn−1,n−1) G2
n,n

ĠNN = (−1 + t2Ġn−1,n−1 + σ̇R) G2
N,N

.
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3.6.2 Self-energy of the 2D leads

We give here the expression of the retarded self-energy of a 2D lead (made of a semi-infinite
square lattice with hopping term t) connected at one site (with coupling t) to a nanowire of
N sites length. It is a N × N matrix Σ with only one non-zero component denoted σ. To
calculate σ, we calculate first the retarded Green function of an infinite square lattice [50]
and then deduce with the method of mirror images the retarded Green function of the semi-
infinite 2D lead [115], that we evaluate at the site in the lead coupled to the nanowire to
get σ. Analytic continuations of special functions are also required, they can be found for
example in Ref. [119]. Introducing the notation z = E/(4t), we find for σ = Re(σ) + i Im(σ)

Re(σ) = tz ± 2t

π

[

E(z2)− (1− z2)K(z2)
]

(3.56)

Im(σ) =
2t

π

[

−E(1− z2) + z2K(1− z2)
]

(3.57)

with a + sign in Eq. (3.56) when −4t ≤ E ≤ 0 and a − sign when 0 ≤ E ≤ 4t. If the energy
E is outside the conduction band of the lead (|E| > 4t), we get

σ = tz

[

1− 2

π
E
(

1

z2

)]

. (3.58)

In the three above equations, K and E stand for the complete elliptic integrals of the first and
second kind respectively. They are defined as

K(z) =

∫ π/2

0

dφ [1− z sin2 φ]−1/2 (3.59)

E(z) =
∫ π/2

0

dφ [1− z sin2 φ]1/2 . (3.60)

3.6.3 Thermopower of a clean tunnel barrier

In this appendix, we derive Eq. (3.27). We consider a clean nanowire with on-site potentials
Vg, connected via its extreme sites 1 and N to two identical semi-infinite leads. In order to
investigate the tunnel barrier regime, we assume that the energy E of the incoming electrons
lies outside the spectrum [−2t, 2t] of the nanowire. Let us say that E ≥ Vg + 2t to fix the
ideas. In the basis {1, N, 2, ..., N − 2}, the retarded Green function G = [E−H−ΣL−ΣR]

−1

of the system reads

G =

(

A B

B̃ C

)−1

(3.61)

where (i) A = (E − Vg − σ)12 (12 being the 2 × 2 identity matrix and σ the non-vanishing
element of ΣL and ΣR), (ii) B [B̃] is a 2×(N−2) [(N−2)×2] matrix with all zero components
except two equal to t coupling the sites 1 and N to their neighbors 2 and N −1, and (iii) C is
a (N − 2)× (N − 2) symmetric tridiagonal matrix with all diagonal elements equal to E − Vg
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and all elements on the first diagonals below and above the main one equal to t. Using the
Fisher-Lee formula (3.13), we write the transmission function T (E) as

T (E) = Tr

[(

γ 0

0 0

)

GA

(

0 0

0 γ

)

G†
A

]

= γ2|G(1N)
A |2 (3.62)

where GA is the 2× 2 submatrix in the top left-hand corner of G, G(1N)
A its top right element

and γ = −2Im(σ). To calculate GA, we first notice that

GA = (A−BC−1B̃)−1 = (A− t2C−1
� )−1 (3.63)

where C−1
� is a 2×2 submatrix of C−1 made up of the four elements located at its four corners.

Second, we make use of Ref. [78] for computing the inverse of the symmetric tridiagonal matrix
C. We get

C−1
� =

(

α β

β α

)

(3.64)

with

α = − cosh(ζ) cosh((N − 2)ζ)

t sinh(ζ) sinh((N − 1)ζ)
(3.65)

β = − cosh(2ζ) + (−1)N−1

2t sinh(ζ) sinh((N − 1)ζ)
(3.66)

and ζ = cosh−1[(E − Vg)/(2t)]. Plugging Eqs. (3.63-3.66) into Eq. (3.62), we deduce the
exact transmission function T (E), and hence the thermopower S defined by Eq. (3.14). An
expansion at large N yields T ∝ exp(−2Nζ) (as expected for a tunnel barrier) and the
expression (3.27) for the thermopower. The same demonstration can be made for the energy
range E ≤ Vg − 2t.
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Summary of chapter 4

We study the thermopower of a disordered nanowire in the field effect transistor
device configuration, in the inelastic activated regime. We consider the case where
charge transport is thermally assisted by phonons (Mott Variable Range Hopping
(VRH) regime). For this purpose, we use the Miller-Abrahams random resistor
network model as recently adapted by Jiang et al. for thermoelectric transport.
This approach previously used to study the bulk of the nanowire impurity band is
extended for studying its edges.

First, we introduce the model and methods employed in section 4.1. A cer-
tain care is devoted to provide a qualitative explanation of the different transport
mechanisms taking place at various temperatures as a function of the applied
gate voltage Vg. The model we consider is essentially the same introduced in the
previous chapter, except that here a source of phonons which can exchange energy
with electrons is needed for the VRH regime to take place.

In section 4.2 we discuss the nanowire electrical conductance. We check that the
higher temperature allows for a largely enhanced conductance of electrons (Mott
law), despite the fact of being in the localized regime. Even if the nanowire we
consider operates in linear response with respect to the applied bias, a finite width
of energies (the Mott hopping energy ∆) turns out to be relevant for electronic
transport.

This has profound implications also on the thermopower, as it allows to exploit
asymmetries of the density of states, a fact of leading importance for thermoelectric
conversion. As a consequence, we show that huge values of the typical thermopower
(of the order of 1mVK−1) can be attained when the nanowire band edges are probed.
Extending an approach that was first introduced by Zvyagin [200], we provide a
qualitative explanation of its behavior around the band edge, by emphasizing a non-
trivial dependence on temperature and on gate voltage. All this is the content of
section 4.3.

Finally, in the appendix we gather various technical details concerning some
thermodynamic considerations, the numerical scheme adopted to solve the random
resistor network, and an extension of the Miller-Abrahams approach to deal with
states localized over different spatial extents, which is the case when band edge
transport is considered.
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4.1 Model and method

The general setup we have in mind is sketched in Fig. 4.1: A disordered semiconductor
nanowire (green) connected to two metallic contacts (yellow) and deposited on an insulating
substrate (blue). A heater (gray) and an applied bias voltage can induce a temperature and
an electrochemical potential difference between the two contacts. A back gate (dark gray),
placed below the substrate, allows to shift the impurity band of the nanowire by means of
a gate voltage. This way, the transport of charges and heat can be studied when the Fermi
potential of the setup probes either the bulk of the band or its edges. Fig. 4.1 depicts the more
commonly used field effect transistor (FET) configuration [28]. Another possibility would be
to cover only the nanowire with a top gate (see e.g. Ref. [138]). Putting a back gate is
easier, but large gate voltages (a few hundreds volts) are necessary for shifting the impurity
band, while few volts are sufficient if one uses a top gate. The nanowire itself could be (i)
lightly doped, with electrons localized around distant impurity states, or (ii) highly doped
but strongly depleted, or (iii) made of an amorphous semiconductor. A crucial feature of
such wires is that their length L should be much longer than the localization length ξ of
their electron states, such that their electrical resistance becomes exponentially large when
the temperature is lowered below a few Kelvin degrees. A crude modelling of such setup is
sketched in Fig. 4.2: A purely 1D disordered chain with L ≫ ξ, connected to two electron
reservoirs and to a phonon bath (represented by the substrate), and coupled to a gate used
to modulate its carrier density.

We assume each state i is either empty, or occupied by a single electron, but cannot
be doubly occupied owing to a strong on-site Coulomb repulsion [3]. The energy levels Ei

of the localized states are distributed within a band of width 2EB and ν(E) denotes their
density of states (DOS) per unit length at energy E. They can be shifted as a whole by an
external gate voltage Vg. The nanowire is attached at its ends to two metallic contacts held
at electrochemical potentials µL and µR and temperatures TL and TR. It is also coupled to
a phonon bath at temperature Tph which provides the energy for electrons to hop between
localized states. We focus on the situation in which the temperature T is the same in all
reservoirs (TL = TR = Tph ≡ T ) and consider linear response, assuming the difference in
electrochemical potentials between left and right leads to be small (µL = µ+ δµ & µR ≡ µ).

4.1.1 Transport mechanisms and temperature scales

Transport through the nanowire happens as follows. Since there is a continuum of available
states in the leads, we assume that charge carriers, let us say electrons, enter or leave the
nanowire by elastic tunneling processes, without absorbing or emitting phonons1. Inside the

1Phonon absorption and emission in the electrodes could be straightforwardly taken into account. However,

it should not add any new physics and we neglect it.
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Figure 4.1: Nanowire in the field effect transistor (FET) device configuration: The nanowire
(green) with two metal contacts (yellow) is deposited on an insulating substrate (blue). A
heater (gray) makes the left side of the setup hotter (red) than its right side. A back gate
(dark gray) is put below the substrate.

nanowire they have the possibility to hop either to localized states at higher energies by
absorbing phonons, or to localized states at lower energies by emitting them. Determining
precisely the favoured electronic paths is a complicated task. The proper way to tackle this
issue is to map the hopping model to an equivalent random resistor network [113] and then
to reduce it to a percolation problem [3]. Such microscopic approaches are needed for giving
precise quantitative predictions, but Mott’s original argument [120, 121] gives the main ideas:
Assuming the localization lengths and the density of states to be constant within a certain
window of energies ∆ to be explored (ξi ≈ ξ, ν(E) ≈ ν), the electron transfer from one
localized state to another separated by a distance x and an energy δE ∝ 1/(νxD) (D = 1 for
us) results from a competition between the elastic tunneling probability ∝ exp−(2x/ξ) to do
a hop of length x in space and the Boltzmann probability (∝ exp−(δE/kBT )) to do a hop
of δE in energy. Short hops are favoured by the former but are too energy-greedy for the
latter, since localized states close in space are far in energy. This competition gives rise to an
optimal electron hopping length, the Mott hopping length, which reads

LM =

√

ξ

2νkBT
(4.1)

in one dimension. LM is a decreasing function of the temperature, which allows us to define
two characteristic temperature scales: the activation temperature

kBTx =
ξ

2νL2
(4.2)

at which LM ≃ L and the Mott temperature

kBTM =
2

νξ
, (4.3)
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Figure 4.2: Variable Range Hopping (VRH) transport for a disordered nanowire in a FET
configuration: Two ohmic contacts are connected by a 1D disordered chain of length L where
the electron states are localized. The contacts are thermalized at temperatures TL(TR) with
electrochemical potentials µL(µR) respectively. The electronic states (blue dots of coordinates
(xi, Ei)) are localized in regions of size ξi ≪ L. Their centres xi are taken at random along
the chain, with energies Ei distributed inside an impurity band of width 2EB (shaded light
blue region). A top gate (in gray at the top of the figure) allows to shift the impurity band.
The gate potential Vg sets the center of the band (dashed line). In linear response, the carriers
are injected from the left (right) contacts inside the electronic states localized near the edges
of the chain, in a window of energies of order kBTL(kBTR) around µL(µR). Inside the chain,
the carrier propagation is thermally assisted by phonons (wavy arrows), which allow a carrier
to do hops of variable range between localized states at different energies. The phonon bath
at temperature Tph is represented by the substrate upon which the chain is deposited.
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at which LM ≃ ξ. At low temperatures T < Tx, LM exceeds the system size and transport
through the nanowire occurs via elastic coherent tunneling (see Ref. [19]). Above Tx, transport
becomes inelastic, and remains coherent at scales smaller than LM only. The regime of
intermediate temperature Tx < T < TM is known as the variable-range hopping (VRH)
regime. As sketched in Fig. 4.2, electronic transport in this regime is achieved via several
jumps of length ≈ LM (with ξ < LM < L). As it can be proven using a microscopic approach
based on random resistor networks and percolation theory [3, 200, 201], the VRH conductance
can be simply expressed in terms either of LM , TM or the hopping energy ∆,

G ∝ exp
{

−2LM

ξ

}

= exp

{

−
√

TM
T

}

= exp
{

− ∆

kBT

}

, (4.4)

where (it will be of prime importance later on)

∆ = kB
√

TMT (4.5)

defines the width of the energy interval around µ inside which are located all states contribut-
ing to transport. Let us underline that if Tx < T ≪ TM , ∆ becomes much larger than kBT ,
the relevant energy interval for transport in the coherent regime (T < Tx). At large tempera-
tures T > TM , LM becomes of the order of or even smaller than the localization length ξ, and
one enters the nearest-neighbour hopping (NNH) regime where transport is simply activated
between nearest neighbour localized states. Actually, in 1D, the crossover from VRH to sim-
ply activated transport is expected to take place at temperatures lower than TM . The reason
is the presence of highly resistive regions in energy-position space, where electrons cannot
find empty states at distances ∼ ∆, LM . These regions can be circumvented in 2D or 3D but
not in 1D, where they behave as "breaks" in the percolating path: electrons are topologically
constraint to cross them by thermal activation, making the temperature dependence of the
overall resistance simply activated [95, 143]. The critical temperature Ta that marks the onset
of this simply activated behaviour is given implicitly by the relation [158]

L =
ξ

2

√

TM
2Ta

exp
{

TM
2Ta

}

. (4.6)

Below Ta, the probability of having such breaks in the nanowire can be neglected.

In Fig. 4.3 the temperatures Tx, TM and Ta are given as a function of the gate voltage Vg,
taking for the disordered nanowire an Anderson model where the L random site potentials
are shifted2 by Vg, the electrochemical potential µ being fixed in the reservoirs.

Still following Mott’s approach, we consider ξi ≈ ξ and ν(E) ≈ ν (both evaluated at µ),
thus neglecting their variations within ∆. The shape of the curves is a consequence of the

2We assume the gate acting only along the nanowire, which corresponds to using a top gate. A FET

configuration with a back gate should behave similarly, the field effect in the metallic contacts being negligible.



Model and method 79

Figure 4.3: Gate dependence of the temperature scales separating the different regimes of
electronic transport in a disordered nanowire: Elastic regime (gray), inelastic VRH regime
(blue) and simply activated regime (red)). By varying the gate voltage Vg, one scans the
impurity band, starting from its center (when Vg − µ = 0) towards its edges (approximately
for |Vg − µ| = ǭ) and ending up eventually outside the band (when |Vg − µ| & ǭ). The scales
Tx, Ta and TM defined in Sec. 4.1.1 have been plotted for the Anderson model introduced in
Sec. 4.1.3, with W = t and L = 200.

explicite energy dependence of the localization length ξ and of the DOS ν, which is detailed
in Sec. 4.1.3. Approaching an impurity band edge (±EB), both ξ and ν decrease rapidly,
inducing a large increase of TM and Ta that must be eventually cut-off when TM exceeds the
bandwidth 2EB. Indeed, when T → TM = 2EB, ∆ → 2EB and the range of states available
for hopping transport reaches its limit. More explicitly, we estimate this to happen at an
energy scale |µ− Vg| ≈ ǭ (see Fig. 4.3).

When Eqs. (4.2), (4.3), and (4.6) cease to be valid, we will use a simplified model intro-
duced by Zvyagin for estimating the temperatures Tx, TM and Ta. In this model, the DOS
drops abruptly at ǭ (ν(E) ≈ θ(|E| − ǭ)). This yields that, when |µ− Vg| & ǭ, TM and Ta do
not vary anymore and keep their values at ǭ, while the activation temperature Tx gives the
energy that electrons need in order to jump inside the band: kBTx ≈ |µ − Vg| − ǭ. We will
show later that the edge behaviours numerically obtained using the Anderson model are well
described by this simplified model.
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As a summary, let us now discuss the regimes of electronic transport corresponding to
each region of the temperature diagram established in Fig. 4.3. Standard VRH regime takes
place in region (2a), at intermediate temperatures, when µ lies inside the impurity band. Ac-
cording to Mott law in 1D, the average logarithm of the resistance behaves there as (TM/T )1/2.
In Sec. 4.2, we will see how this statement has to be revisited in the vicinity of the band edges,
and how to take into account the energy dependency of ξ. At higher temperatures, transport
is simply activated (the temperature dependence of the logarithm of the resistance ∝ T−1).
This is due either to the presence of a very resistive link in the best conducting path that
dominates the resistance (region (3a)), or simply to the fact that the thermal energy kBT is
so high that transport occurs via hops between nearest neighbour states, no matter how far in
energy they are (region (4a)). On the contrary at lower temperatures, in region (1a), L ≤ LM

and transport ceases to be thermally activated to become elastic and coherent through the
whole nanowire. The thermopower in this regime has been studied in Ref. [19]. If now µ

lies outside the impurity band, electrons need to absorb energy in order to enter the band.
In region (1b), kBT is too small for that (the only way for electrons to cross the nanowire
is then to tunnel directly from one reservoir to the other, which results in a exponentially
vanishing conductance). At higher temperatures, in regions (2b), (3b) and (4b), electrons
can be thermally activated. Once they have entered the nanowire, they hop from site to site
according to the mechanism prevailing in regions (2a), (3a) and (4a) respectively.

4.1.2 Formulation in terms of a random resistor network

We follow the approach used in Refs. [84, 85] for studying thermoelectric transport in the
hopping regime. It consists in solving the Miller-Abrahams resistor network [113] which was
first introduced for describing charge transport in weakly doped crystalline semiconductors
and later on extended to non crystalline Anderson insulators. The nodes are given by the
localized states. Each pair of nodes i, j is connected by an effective resistor, which depends
on the transition rates Γij,Γji induced by local electron-phonon interactions. In addition,
one needs to connect this network to the leads, if one wants to calculate the charge and heat
currents flowing through it. Usually (and actually, we did not find a reference where this is
not the case) one assumes for calculating these transition rates that ξi = ξ(Ei) ≡ ξ (evaluated
at µ) for the localization lengths of the different states, which can be done if the variations
of the ξi are negligible within ∆. Here we need to go beyond such an approximation, since
we are interested in band edge transport, where those variations cannot be neglected. The
procedure is summarized below.

Let us consider a pair of localized states i and j of energies Ei and Ej. Assuming no
correlations between their occupation numbers, the (time-averaged) transition rate from state



Model and method 81

i to state j is given by the Fermi golden rule as [85]

Γij = γij fi (1− fj) [Nij + θ(Ei − Ej)] , (4.7)

where fi is the average occupation number of state i and Nij = [exp{|Ej − Ei|/kBT} − 1]−1

is the phonon Bose distribution at energy |Ej − Ei|. The presence of the Heaviside function
accounts for the difference between phonon absorption and emission [3]. γij is the hopping
probability i → j due to the absorption/emission of one phonon when i is occupied and j is
empty. Assuming that the energy dependence of ξ can be neglected, in the limit xij ≫ ξ one
obtains

γij ≃ γep exp(−2xij/ξ) . (4.8)

Here xij = |xi − xj| is the distance between the states, whereas γep, containing the electron-
phonon matrix element, depends on the electron-phonon coupling strength and the phonon
density of states. Since it is weakly dependent on Ei, Ej and xij compared to the exponential
factors, it is assumed to be constant. Under the widely used approximation [3, 139, 160, 200]
|Eij| ≫ kBT , Eq. (4.7) reduces to:

Γij ≃ γep e
−2xij/ξ e−(|Ei−µ|+|Ej−µ|+|Ei−Ej |)/2kBT . (4.9)

Hereafter, we will go beyond these standard approximations by considering the exact expres-
sion (4.7) for Γij, and by taking

γij = γep

(

1

ξi
− 1

ξj

)−2(
exp{−2xij/ξj}

ξ2i
+

exp{−2xij/ξi}
ξ2j

− 2 exp{−xij(1/ξi + 1/ξj)}
ξiξj

)

,

(4.10)
for γij. Eq. (4.10) takes into account the energy dependence of ξ(E) and is derived in 4.4.2.

The tunneling transition rates between each state i and the leads α (α = L or R) are
written in a similar way as

Γiα = γiα fi [1− fα(Ei)] (4.11)

where
γiα ≃ γe exp(−2xiα/ξi) . (4.12)

In the above equations fα(E) = [exp{(E−µα)/kBT}+1]−1 is lead α’s Fermi-Dirac distribution,
xiα denotes the distance of state i from lead α and γe is a rate quantifying the coupling between
the localized states and the leads (taken constant for the same reason as γep).

Then, the net electric currents flowing between each pair of localized states and between
states and leads are obtained by

Iij = e (Γij − Γji) (4.13a)

Iiα = e (Γiα − Γαi) α = L,R (4.13b)

e < 0 being the electron charge. The linear response solution of this random resistor network
problem is reviewed in Ref. [85]. Details of the calculation of the charge currents and heat



82 Activated Regime

currents are summarized in 4.4.2 for the Peltier configuration we consider where the temper-
ature is T everywhere and the reference (equilibrium) electrochemical potential is that of the
right reservoir (µ ≡ µR). In this case the electrical conductance G, Peltier coefficient Π and
thermopower S are determined within the Onsager formalism by the charge (Je

L) and heat
(JQ

L ) currents exchanged with the left reservoir:

G =
Je
L

δµ/e
, (4.14a)

Π =
JQ
L

Je
L

, (4.14b)

S =
Π

T
=

1

T

JQ
L

Je
L

. (4.14c)

In the last equation, the Kelvin-Onsager symmetry relation [32] Π = ST has been used for
deducing the thermopower.

4.1.3 Anderson model for the localized states

The set of energies Ei and localization lengths ξi are required as input parameters of the
random resistor network problem. To generate them we use the Anderson model. The dis-
ordered nanowire is modeled as a 1D lattice of length L with a lattice spacing a set equal to
one, described by a L× L tight-binding Hamiltonian:

H = −t
L−1
∑

i=1

(

c†ici+1 + h.c.
)

+
L
∑

i=1

(ǫi + Vg)c
†
ici , (4.15)

where c†i and ci are the electron creation and annihilation operators on site i and t is the hop-
ping energy. In the following all energies will be expressed in unit of t. The disorder potentials
ǫi are (uncorrelated) random numbers uniformly distributed in the interval [−W/2,W/2]. The
constant potential Vg is added to take into account the presence of an external top gate, al-
lowing to shift the whole nanowire impurity band.

By diagonalizing the Hamiltonian (4.15), we find the energies Ei of the localized states.
They are distributed with the DOS ν(E) in the interval [Vg − EB, Vg + EB], ±EB being the
band edges of the model at Vg = 0. In the limit L → ∞, EB = 2t +W/2. To generate the
localization lengths ξi, we neglect sample-to-sample fluctuations and assume that ξi is given
by the typical localization length ξ(Ei) at energy Ei, characterizing the exponential decay
of the average logarithm of the elastic conductance (lnG ∼ −2L/ξ). The DOS ν(E) and
localization length ξ(E) are shown in Fig. 4.4; their energy dependence is analytically known
in the large size and small disorder limits, both in the bulk of the band and close to the edges
(see Refs. [46, 19]). Obviously, if µ lies close to the band edges and/or if the available energy
window ∆ around µ is not small compared to t, the energy dependency of ν(E) and ξ(E)

cannot be neglected. This explains why we need to go beyond the approximation of constant
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DOS and localization length when scanning the impurity band with the gate voltage.
Solving the Anderson model gives us the full set of localized states: their energy levels Ei,

their localization lengths ξi = ξ(Ei) and their positions along the disordered chain. However,
to speed up the procedure of building a basis of localized states, we simply assign the levels Ei

to random positions xi between 0 and L along the chain (with a uniform distribution). This
approximation is conventional in numerical simulations of VRH transport (see [85, 101, 158]
among others) 3.

Hereafter, we will study disordered chains with a disorder strength W = t, which is suffi-
ciently small for using weak disorder expansions [19] and sufficiently large for ensuring L≫ ξi

at relatively small sizes. For Vg = 0 and L ≈ 1000, the spectrum edges of the disordered
nanowire are found at EB ≈ 2.35 t, which is smaller than 2.5 t, the value characterizing the
limit L → ∞. Such finite size effects are a consequence of the infinitely small tails of the
asymptotic DOS ν(E) shown in Fig. 4.4: States of energy close to 2.5 t can only exist in
infinitely long chains.

4.2 Electrical Conductance

4.2.1 Background

The electrical conductance of one-dimensional conductors in the VRH regime has been much
studied in the literature, both experimentally [63, 66, 96, 98, 185] and theoretically [95, 97,
101, 143, 149, 158]. In particular, the validity of Mott law for the typical conductance in 1D

lnG(T ) ∼ −α
√

TM
T
, (4.16)

with α ≈ 1, was a subject of controversy for a long time: Strictly speaking, Mott’s argument
leading to Eq. (4.16) does not hold in 1D. It was shown that due to the presence of "breaks",
the prefactor α is actually also a function of the temperature and system length [143, 158].
Nevertheless, the T - and L-dependency of α turns out to be so weak that at low temperatures
α is almost constant and Mott law is recovered. Taking the proper α(L, T ) into account
allows an analytical description of the crossover from Mott law to the activated behavior,
lnG(T ) ∼ T−1, above Ta (see Sec. 4.1.1) but the refinement thus introduced is too small to
be clearly evidenced by numerical simulations and even less by experimental measurements.

3By doing this we lose a feature of Anderson model, namely that states which are close in energy are

distant in space, and as a consequence our model may overestimate the hopping between certain pairs of

states. However this should not play an important role if L is sufficiently large, L ≫ ξ(µ). In this case states

which are accidentally taken close both in space and in energy should be not only rare but, more importantly,

can merely be seen – regarding percolation – as one small localized cluster, i.e. as a single new effective

localized state. The reason is that the optimal percolation path is eventually determined by the most resistive

links. Thus, we can always reformulate the problem in order to end up in a situation in which neighbouring

states are far away in energy.
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Figure 4.4: Density of states per site ν (◦) and localization length ξ (�), as a function of
energy E for the 1D Anderson model (4.15) with disorder amplitude W/t = 1. The points
correspond to numerical data (obtained in the large length limit with L = 1600). Analytical
expressions describing ν((E − Vg)/t) and ξ((E − Vg)/t) are given in Ref. [19].

Another limitation of Mott’s standard argument and of the subsequent, more elaborate
percolation-based ones is the initial assumption of constant DOS and localization length
around µ. As long as ν(E) is slowly varying in the energy window |E − µ| < ∆ (still keeping
ξ constant), Eq. (4.16) is expected to hold, but it lacks justification in the case of strongly
varying DOS. In particular, Eq. (4.16) has to be revised when transport through the system
occurs at energies around the impurity band edges. This question was tackled by Zvyagin in
Refs. [200, 201], by approximating the DOS by a step-like function. If one considers the lower
band edge, the approximated DOS reads

ν(E) ≃ ν0 θ(E − ǫc), (4.17)

where ǫc plays the role of an effective band edge. Though three-dimensional systems were
considered in Refs. [200, 201], a similar approach can be extended to our 1D model setting
ǫc = Vg − ǭ, where ǭ is the 1D effective edge introduced in Sec. 4.1.1 for Vg = 0. The idea
is that when µ lies outside the impurity band, electrons need an activation energy ǫc − µ in
order to “jump” inside it to find available states. This entails an extra term in Eq. (4.16),
which in 1D becomes

lnG(T ) ∼ − EA

kBT
− ᾱ

√

TM
T
, (4.18)

with EA ∼ ǫc − µ and ᾱ differing from α by some numerical factors [62, 201].
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4.2.2 Numerical results

We have investigated numerically how the typical conductance of a disordered nanowire de-
pends on the temperature when the applied gate voltage is varied. For the model described
in Sec. 4.1.3, we have solved the random resistor network problem and calculated the conduc-
tance G via Eq.(4.14a). This procedure has been iterated over many random configurations of
the energy levels Ei in order to extrapolate the typical logarithm of the conductance [lnG]0,
defined as the median of the resulting distribution P (lnG)4.

In Fig. 4.5, [lnG]0(T ) is plotted for two values of Vg, corresponding to the bulk and the
lower edge of the band. In both cases we show that low temperature data exhibits Mott
law T−1/2 behavior (red dashed curve), while at higher temperatures they are well fitted by
an activated T−1 law (green dashed curve). Eq. (4.18) with adjusted values for EA and ᾱ

describes the crossover between the two regimes (full blue line). More precisely, when µ lies
inside the band (Fig. 4.5(a)), the validity range of Mott law (kBT/t . 0.05) is consistent
with the required hypothesis of weakly varying DOS. Indeed, below such temperatures, the
energy window ∆ = kB

√
TMT of accessible states around µ is so small (∆ . 0.2 using for

TM the value given in Fig. 4.3) that the DOS can be considered as weakly energy dependent
(∆ ∂E ln ν(E)|µ ≈ 0.3 < 1). This justifies the validity of Eq. (4.16) in such a regime. Note
that the onset of activated behavior at kBT ≈ 0.05 t is also in rough agreement with the
predicted value of kBTa ≈ 0.1 t in Fig. 4.3. On the other hand, when µ lies in a region where
the DOS is exponentially small (Fig. 4.5(b)), there is no more reason to use Mott law to
describe our data, even if it appears to be well fitted by Eq. (4.16) at low temperatures. The
point is that other power law formula, [lnG]0 ∼ T β, could be used to fit our data in this
narrow temperature range. Thus, one cannot use the apparent suitability of Eq. (4.16) to
support the validity of Mott law in this regime. Outside the band the correct framework for
analysis is provided by Eq. (4.18). The activated contribution to the conductance is always
present, which explains why in Fig. 4.5(b) the T−1 fit starts to be accurate much below the
temperature kBTa/t ≈ 0.95. Finally, at very high temperatures (typically larger than t), the
typical conductance is found in both cases to decrease with temperature. This is due to the
fact that in the limit T → ∞, the factors fi(1−fj) and fj(1−fi) on one hand, and fi(1−fα),
fα(1−fi) on the other, converge to the same value. Hence, the opposite rates Γij, Γji and ΓiL,
ΓLi tend to level out, which results in a vanishing net current and a divergent resistance. An
expansion of the Fermi functions to the next order in inverse temperature yields Iij, Iiα ∼ T−1,
which explains the linear decay at high T of [lnG]0 versus lnT in Fig. 4.5 (not marked).

4More details concerning the distributions of the logarithm of the conductance for 1D systems in VRH

regime can be found in Refs. [147, 158]
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Figure 4.5: Typical value of the logarithm of the conductance [lnG]0 as a function of T for
µ = 0 and two values of the gate voltage: (a) Vg = 1.9 t inside the band and (b) Vg = 2.3 t

at the edge of the band. In both cases, at low temperatures, numerical data (points) are
well fitted by a T−1/2 fit (red dashed lines), evolving to a T−1 behavior as T increases (green
dashed lines). Full blue lines correspond to Eq.(4.18), which describes the crossover between
the two regimes. Parameters: L = 200, W = t and γe = γep = t.

4.3 Thermopower

4.3.1 Background

The thermopower is a measure of the average energy 〈E − µ〉 transferred by charge carriers
from the left lead to the right one. In the low temperature coherent regime [19], transport
takes place near the Fermi energy. Hence, in linear response with respect to the bias voltage
between the two leads, the thermopower depends on the electron-hole asymmetry at µ. On
the contrary, in the VRH regime, all states in the energy window |E − µ| < ∆ contribute.
Since ∆ ≫ kBT when T ≪ TM , the thermopower benefits from the contribution of states far
below and above µ, despite being in linear response. When the gate voltage is adjusted in
order to probe the impurity band edges, the electron contribution dominates over the hole
one (or vice-versa), yielding an enhanced thermopower.

To study the thermopower in the VRH regime 5, we use the approach introduced by
Zvyagin in [200, 201]. The starting point is the percolation theory of hopping transport,

5 We stress that the usual Mott formula for the thermopower, S = (π2k2BT/(3e)) ∂E lnσ|µ (σ being the

electrical conductivity), does not apply in the VRH regime, as pointed out by Mott himself in [121]. Indeed,

this formula has been derived by averaging 〈E − µ〉 within the standard Boltzmann formalism, not suitable

in the VRH regime where ∆ ≫ kBT .
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according to which transport through the system is achieved via percolation in energy-position
space. The average 〈E − µ〉 is calculated by averaging the energy over the sites composing
the percolation cluster, and the thermopower is given by

S =
〈E − µ〉
e T

=
1

e T

∫

dE (E − µ) ν(E) p(E)
∫

dE ν(E) p(E)
, (4.19)

where p(E) is the probability that a state of energy E belongs to the percolation cluster. The
latter quantity is supposed to be proportional to the average number of bonds Nb(E), given
by

Nb(E) =

∫

dx

∫

dE ′ ν(E ′) θ

(
√

TM
T

− 2x

ξ
− |E − µ|+ |E ′ − µ|+ |E − E ′|

2kBT

)

, (4.20)

under the assumptions leading to Eq. ((4.9)) (µ inside the band, low temperature and energy
independent localization length ξ(E) = ξ(µ)) [3, 201]. The Heaviside function θ accounts
for the existence of a percolating path, and restricts the energy range of integration to the
window [µ−∆, µ+∆]. After integrating over the single spatial variable x (in 1D), one gets

p(E) ∝ θ (∆− |E − µ|)×
∫ µ+∆

µ−∆

dE ′ ν(E ′)

(

1− |E − µ|+ |E ′ − µ|+ |E − E ′|
2∆

)

θ (∆− |E − E ′|) . (4.21)

Note that if µ lies outside the impurity band, electrons need to jump inside the latter by
thermal activation before accessing the percolation cluster. In that case, Eqs. (4.20) and (4.21)
have to be modified accordingly, by replacing µ by the energy ǫc of the closest band edge and
by changing the energy range of integration to [ǫc, ǫc + ∆] (lower band edge) or [ǫc − ∆, ǫc]

(upper band edge).
Eqs. (4.19) and (4.21) enable us to calculate the thermopower once the DOS ν(E) is

known. Following Zvyagin’s works [200, 201], we discuss below a few extreme cases where
the DOS takes a simple form. Contrary to those works focused on three-dimensional bulk
materials, we derive expressions for the thermopower of nanowires in the 1D case. Despite the
simplicity of our approach, we will see in the next subsection that it enables us to qualitatively
capture the typical behavior of the thermopower and the role of the gate (see Sec. 4.1).

Let us first consider the case where (i) the DOS can be approximated by its first order
expansion ν(E) ≈ ν(µ) + (E − µ) ∂E ln ν(E)|µ in the interval [µ − ∆, µ + ∆], and (ii) ν
is expected to vary slowly at the scale of ∆, i.e. ∆ ∂E ln ν(E)|µ ≪ 1. Using Eqs. (4.19)
and (4.21), one finds

S ≈ kB
e

(

kBTM
4

)

∂E ln ν(E)|µ . (4.22)

This shows that the thermopower should be temperature independent when the assumptions
above are fulfilled, which is always the case at very low temperatures (bottom part of re-
gion (2a) in Fig. 4.3). Note that the same hypothesis for the DOS lead to the standard Mott
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formula (4.16) for the conductance: Eq. (4.22) describes the thermopower when Eq. (4.16)
holds for the conductance.

Let us now consider the case where the impurity band edges are explored, say the lower
one. In analogy to the previous section, using a rough step-like model for ν(E) provides useful
insight. Using Eq. (4.17) for the DOS and Eq. (4.19), one gets for the thermopower

S =
kB
e

(

ǫc − µ

2kBT
+

∆(T )

2kBT

)

if ǫc < µ and µ− ǫc < ∆, (4.23a)

S =
kB
e

(

ǫc − µ

kBT
+

∆(T )

2kBT

)

if ǫc > µ , (4.23b)

assuming6 p(E) = 1 in the energy window |E−µ| < ∆ [0 < E−ǫc < ∆] and 0 elsewhere. Sim-
ilar formulas can be deduced by symmetry if the upper band edge is explored. The resulting
thermopower behavior as a function of temperature turns out to be rich. Indeed, depending
on the position of µ with respect to the (bottom) edge ǫc of the DOS, and depending on the
magnitude of ∆, the thermopower can be an increasing or decreasing function of T . If µ lies
outside the impurity band, the thermopower (in unit of kB/e if not otherwise specified) is
found to be a monotonically decreasing function of the temperature (see Eq. (4.23b)). On
the other hand, if µ lies inside the band, close to the edge ǫc of the DOS, the thermopower
increases with the temperature, reaches a maximum (at kBT = (ǫc−µ)2/(16kBTM)) and then
starts to decrease (see Eq. (4.23a)).

Let us finally address the large temperature limit (kBT & 2EB), corresponding to re-
gion (4b) and the upper part of region (4a) in Fig. 4.3. In that case, all impurity band states
are involved in thermoelectric transport, with p(E) ≈ 1. As a consequence, the thermopower
temperature behavior is merely S ∼ T−1. Assuming a constant DOS, one gets

S =
kB
e

(

Vg − µ

kBT

)

. (4.25)

4.3.2 Numerical results

For the model introduced in Sec. 4.1.3, we now study the thermopower by solving numerically
the random resistor network (see 4.4.2).

6 We have also calculated the thermopower beyond this approximation, by plugging Eq. (4.17) for ν(E)

into Eq. (4.21) for p(E). Instead of Eqs. (4.23a) and (4.23b), we find respectively

S =
kB
e

[

5(ǫc − µ)

8kBT
+

3∆(T )

8kBT
+O

(

ǫc − µ

kBT

)]

, (4.24a)

S =
kB
e

[

ǫc − µ

kBT
+

3∆(T )

8kBT

]

. (4.24b)

The two sets of equations are obviously very similar. At a qualitative level of analysis, it is meaningless to

favour one over the other.
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Figure 4.6: In all panels, unless specified, L = 200, µ = 0, W = t and γe = γep = t.
(a) Thermopower distributions in the VRH regime, when µ lies in the bulk (left red curve,
Vg = 0, W = 4t) or close to the edge (right blue curve, Vg = 2.2t, W = t) of the impurity
band. Data are given for L = 200 (full lines) and L = 400 (circles). The straight dashed
lines underline the exponential behavior of the tails ∼ exp{−cS} predicted in Ref. [85]. In
both cases, kBT = t. (b) Main panel: Typical thermopower as a function of T around the
(lower) band edge. From the bottom to the top, the various curves correspond to Vg/t =

1.5 (◦), 1.9 (�), 2.0 (⋄), 2.1 (△), 2.2 (▽) and 2.3 (×). Dotted lines are guides to the eye. Inset:
zoom at very large temperatures kBT & EB. The fits f(Vg)/T (dashed lines) confirm the
expected behavior S0 ∼ T−1 (Eq. (4.25)). (c) Typical thermopower as a function of Vg, for
kBT/t = 0.1 (◦), 0.2 (�), 0.5 (⋄), 1.0 (△), 2.5 (▽) and 10.0 (×). At large Vg (when µ lies outside
the band), dashed lines are linear fits with slope t/kBT (Eq. (4.23b)). Dotted lines are guides
to the eye. (d) Typical thermopower as a function of T , for electron-phonon coupling strength
γep/t = 1 (full line), 0.5 (dashed line), 0.1 (dotted line) and 0.05 (mixed line), at Vg = 1.9t

(black curves, bottom set) and Vg = 2.1t (red curves, top set).
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Fig. 4.6(a) gives the distribution P (S) of the thermopower S in the VRH regime, when
the impurity band center (red curve) and lower edge (blue curve) are probed at µ. While the
thermopower distribution is symmetric around a vanishing average value at the band center,
it is shifted away from 0 and gets skewed close to the band edges. Such features can be
easily understood: The level distribution becomes highly asymmetric with respect to µ when
one probes the lower band edge with a positive gate voltage Vg. Consequently, an electron
entering the nanowire from the left lead around µ finds more states above its energy than be-
low. It has therefore a tendency to absorb energy in order to move to regions of higher DOS,
before releasing it at the right side of the nanowire, as illustrated in Fig. 4.2. Recalling that
S = 〈E − µ〉/(eT ), one can thus explain why P (S) is shifted and skewed at finite Vg. Let us
notice that such a skewness cannot be seen in the low-temperature coherent regime [19], where
transport only involves electrons at energies very close to µ; In that case, distributions are
found to be shifted with Vg but always symmetric. Another important message of Fig. 4.6(a)
is that for both values of Vg the thermopower distribution turns to be independent of the
nanowire length L. This is consistent with the observation that the thermopower is governed
by the edges of the nanowire in the hopping regime, as recently pointed out in Ref. [85].

We then investigate the typical thermopower behavior as a function of temperature and
gate voltage, by extracting the median S0 of the distribution P (S) for different sets of param-
eters. The temperature dependence of S0 is shown in Fig. 4.6(b) for different values of the
gate voltage, which have been chosen for scanning the vicinity of the lower band edge. The
main observation is that our model predicts a huge enhancement of the thermopower around
the band edges. Values larger that 10 kB/e are obtained by properly tuning the strength of
the gate voltage in the VRH regime. Other features of those curves are worth emphasizing:

1. S0 is always positive in unit of kB/e, hence negative in VK−1 (since e < 0). This is
expected since transport is due to electrons near the lower band edge, the sign of the
thermopower reflecting the sign of the charge carriers.7

2. At low temperatures the typical thermopower can either increase or decrease with
the temperature depending on the gate voltage. Roughly speaking, it increases inside
the band and decreases outside, in agreement with the theoretical predictions (4.23a)
and (4.23b), obtained assuming a step-like model for the DOS close to the band edge
ǫc. Moreover, the position of the crossover between the two behaviors is found around
Vg−µ ≈ 2t, a value consistent with our previous estimation of an effective ǫc ≈ Vg−2.2t

for the DOS of the Anderson model (see Sec. 4.1.1).

3. At high temperature (typically larger than the bandwidth), the curves converge to a
T−1 behavior, as shown in the inset of Fig. 4.6(b). The crude estimation (4.25) turns

7The occurrence of negative S0 is nevertheless possible not far from the lower band edge, as soon as ∆

is sufficiently small and the DOS slope at µ becomes strongly negative. In our model, such a negative slope

occurs close to the band edges, as shown in Fig. 4.4.
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out to be satisfactory in this regime.

4. In the low temperature limit and in the case where µ lies inside the band, the typical
thermopower S0 is expected to saturate, according to Eq. (4.22). Such a saturation is not
observed in Fig. 4.6(b). Two reasons can be invoked. The first one is that Eq. (4.22) was
actually derived under the assumption of a constant localization length ξi ≈ ξ(µ) while
the numerical results reported here were obtained going beyond this approximation, by
taking into account the energy dependency of the different localization lengths ξi of
sites i. In 4.4.3, we show that under the assumption ξi ≈ ξ(µ), S0 indeed saturates at
low temperature. The other possibility is simply that the saturation appears at lower
temperatures, which are not reachable numerically because of round-off errors.

5. For high values of Vg, the typical thermopower seems to diverge as the temperature
is lowered. It is obvious that the thermopower eventually decreases below a certain
temperature, since all curves in Fig. 4.6(b) are known to drop down to zero in the
zero-temperature limit (linearly with T and with a positive slope) [19].

In Fig. 4.6(c), we show how the typical thermopower depends on the gate voltage, for
different values of the temperature. Approaching the edge of the impurity band, we see that
S0 increases, the effect being more pronounced at low temperatures. Outside the band, the
behavior of S0 with Vg is perfectly well fitted by the formula S0 = (kB/e)[

Vg

kBT
+ f(T )], as

illustrated by the straight lines in Fig. 4.6(c). This linear enhancement of S0 with Vg, as well
as its range of validity, is consistent with the prediction (4.23b) and our initial estimation
ǫc ≈ Vg−2.2t for the position of the lower band edge. Note however that Eq. (4.23b) does not
capture the y-intercept f(T ) ≈ 0.89 − 1.94/(kBT ) of the linear fits. On the other hand the
fact that S0 keeps increasing even outside the impurity band, when the conductance drops
exponentially, may seem in contrast with recent experimental observations [28]. We think
the explanation lies in the fact that, when the nanowire is almost completely depleted by
Vg, the probability for an electron at µ to tunnel inside the band becomes extremely small,
and so do the electrical and heat currents; consequently, they may be too hard to measure.
Nonetheless their ratio, which gives the thermopower, remains formally well defined and finite.

We conclude our analysis by discussing the order of magnitude of our numerical results. In
panels (a), (b) and (c) of Fig. 4.6, data was obtained taking γe = γep = t as input parameters
of the model. In panel (d) we investigate how the typical thermopower depends on the
choice of these parameters, finding that S0 does not vary by more than 50% when the ratio
γe/γep is increased or decreased by an order of magnitude. Remarkably, at the lowest studied
temperatures (in the VRH regime) and around the band edges, the typical thermopower is
found to reach very large values of the order of 10 (kB/e) ∼ 1mVK−1. It is worthwhile
to note that, despite the simplicity of the model, the order of magnitude of these results
is comparable to recent measurements of thermopower in semiconducting nanowires [28, 39,
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116, 146], showing strong thermoelectric conversion at the band edges.

Extending our results to quasi-1D systems

In the model considered so far, each site of the chain corresponds to an electronic state localized at a

position xi by disorder or bound to an impurity site. Though such a model is strictly 1D, it should allow us

to describe also quasi-1D wires [44, 148, 173] as long as their transverse size Ly remain negligible compared

to the Mott typical hopping length LM . Indeed, since the outcome of our percolative approach is that the

typical electrons’ hop is of the order LM , we expect that the condition Ly > LM should be needed to add

new spatial degrees of freedom which would alter significantly our predictions (by changing, for instance,

the exponents associated to the Mott law for the conductance [201]). Furthermore, the density of states of a

quasi 1D system may be different with respect to that corresponding to the 1D Anderson model considered

in our calculations; again, this should not alter qualitatively our results, which rely solely on a very general

feature of the density of states, that is, it should vanish at some energy. Details concerning how it vanishes

are of secondary importance.

In conclusion, we draw attention on the universal character of our results, meaning that studying slightly

different (and, in particular, quasi 1D) systems may lead to quantitative differences, whereas the qualitative

behaviors of the conductance and of the thermopower shall not change.

4.3.3 Limitations of the present approach

Let us now comment on certain limitations of our treatment. First, the used Anderson model
is a single band model and neglects the possibility of temperature activated transport via other
bands. This amounts to assuming that kBT < Eact, where Eact is the interband spacing. Eact

depends on the considered material, ranging from tens of Kelvin degrees for weakly doped
crystalline materials, to hundreds of Kelvin degrees in amorphous materials [160] (see Fig.
4.7(a)).

Secondly, interactions have been neglected, except for the requirement of single-occupation
of any given localized state [3]. Whereas this is appropriate in some cases, it is by no means
a universally valid assumption. Indeed, numerous delicate issues related to the role of inter-
actions in activated transport are discussed in the book by Efros and Shklovskii [160] and
references therein. In particular, when these effects are relevant, the conductance is expected
to be described by the Efros-Shklovskii (ES) law, which predicts a behavior of the form

lnG(T ) ∼ T−1/2 (4.26)

regardless of the dimensionality, rather than the T−1/(d+1)-dependence of the Mott law. How-
ever, we believe that as long as the Coulomb energy gap [160] (see Fig. 4.7(b)) is small
compared to other relevant energy scales (Mott hopping energy ∆ and disorder strength W ),
including electronic interations should not change qualitatively our results. Moreover, as a
partial support to our assumption, we report that according to experimental works, the ES
law for the conductance has been validated mostly at low temperatures, where interaction
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effects are known to be much important, while at higher temperatures the Mott law seemed
to be more correct [90, 99, 164].
Finally, we have ignored phonon-drag effects, which is however a much safer bet. It is well
known that the latter can play a prominent role in standard band transport – i.e. when elec-
tronic states are delocalized – especially at temperature large enough to prevent any Umklapp
processes (for a detailed discussion, see [6]); however, these become irrelevant when transport
is due to hopping between localized states [200, 201].

(a) (b)

Figure 4.7: (Left) Sketch of a typical band structure of a doped semiconductor. For the
purposes of this thesis, we assume that there is no overlap between the impurity band and the
closest band (the conduction one, in the figure). (Right) Example of a doped semiconductor
density of states in the presence of a Coulomb energy gap at the Fermi level µ, due to electronic
interactions (after [160]).

4.4 Appendix

4.4.1 Thermodynamics of the three-terminal setup

In linear response, we can express the (linearized) currents within the Onsager formalism
[32, 128]. In general there are three heat currents flowing between each terminals and the
system (JQ

L , JQ
R and JQ

P ) and two particle currents (JN
L and JN

R ) between the two electronic
reservoirs and the system. Due to charge and energy conservation, only three of these currents
are independent (one particle current and two heat currents). In principle we could describe
the transport problem using any three linear combinations of these independent currents.
However, the choice of the reference values for the (equilibrium) electrochemical potential µ
and temperature T leads us to associate naturally a particular set of currents to the gradients
δµ, δT and δTP .
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This is a direct consequence of writing explicitly the entropy production rate. For example,
if we choose the right terminal as reference, by setting

µR ≡ µ TR ≡ T µL = µ+ δµ TL = T + δT TP = T + δTP ,

then the entropy production rate is given by:

−Ṡ =
JQ
L

TL
+
JQ
R

TR
+
JQ
P

TP
=

=
JE
L − µLJ

N
L

TL
+
JE
R − µRJ

N
R

TR
+
ĖP

TP
=

=
JE
L − (µ+ δµ)JN

L

(T + δT )
+
JE
R − µJN

R

T
+

JE
P

(T + δTP )
≃

≃ 1

T

[

JE
L

(

1− δT

T

)

− (µ+ δµ)JN
L

(

1− δT

T

)

+ JE
R − µJN

R + JE
P

(

1− δTP
T

)]

=

= − 1

T

[

JN
L δµ+

(

JE
L − µLJ

N
L

) δT

T
+ JE

P

δTP
T

]

=

≡ −
[

JN
L

δµ

T
+ JQ

L

δT

T 2
+ JQ

P

δTP
T 2

]

(4.27)

where we used charge and energy conservation and the relation JQ
L(R) = JE

L(R) − µL(R)J
N
L(R).

We thus see that having chosen the right terminal as reference has naturally led to express
the currents JN

L , JQ
L and JQ

P . In the Onsager formalism, this can be rewritten as:







JN
L

JQ
L

JQ
P






=







L11 L12 L13

L12 L22 L23

L13 L23 L33













δµ/T

δT/T 2

δTP/T
2






. (4.28)

Any other different choice of reference would have led to a different set of currents: see, for
instance, Jiang et al. [85] in which the choice µL(R) = µ ± δµ/2, TL(R) = T ± δT/2, and
TP = T + δTP leads to:







(JN
L − JN

R )/2

(JQ
L − JQ

R )/2

JQ
P
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11 L′

12 L′
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12 L′
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L′
13 L′
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δµ/T

δT/T 2

δTP/T
2






. (4.29)

A crucial point is that transport coefficient such as electrical conductance and thermopower
are not affected by the specific choice of the reference values of µ and T . Indeed, comparing
Eq.(4.28) to (4.29), if the system and the gradients are the same, the particle current JN

L

must also be unchanged, and hence L11 = L′
11, L12 = L′

12 and L13 = L′
13. This entails that

there is no ambiguity in the definition of the conductance G = L11/T and the thermopower
S = L12/TL11, even if in general |JQ

L | 6= |JQ
R |, due to local exchange with phonons (JQ

P ).
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4.4.2 Solution of the random resistor network

In linear response we assume that on each localized state the electron occupation is charac-
terized by a local distribution [85, 160]:

fi = f 0
i + δfi, (4.30)

where f 0
i is the Fermi distribution at equilibrium (i.e., evaluated at the reference values µ and

T ), and δfi is the correction induced by the (small) applied bias δµ. Linearizing Eqs.(4.13),
and making use of Eqs. (4.7), (4.8), and (4.11), the hopping currents between each pair of
localized states, and the tunnelling currents from/to the electrodes can be written in terms
of “local potentials” Ui’s:

Iij = Gij(Ui − Uj),

IiL(R) = GiL(R)(Ui − UL(R)), (4.31)

where

Gij =
e2

kBT
γijf

0
i (1− f 0

j )(Nij + 1/2∓ 1/2),

GiL(R) =
e2

kBT
γiL(R)f

0
i (1− f 0

i ),

Ui =
kBT

e
δfi/[f

0
i (1− f 0

i )],

UL(R)(ǫi) =
kBT

e
δfL(R)/[f

0
i (1− f 0

i )]. (4.32)

In the above expressions, in case of double signs, the upper (lower) sign refers to Ej > Ei

(Ej < Ei).
At steady state, according to Kirchoff’s conservation law, the net electric current throughout
every node i must vanish:

(

∑

j 6=i

Iij

)

+ IiL + IiR = 0. (4.33)

By plugging Eqs. (4.31), we end up with a set of L equations (one for every node i) to calculate
the L local potentials Ui’s, which can be written conveniently in the matrix form:

∑

j

AijUj = zi, (4.34)

where

Aij = −Gij (for i 6= j),

Aii =
∑

k 6=i

Gik +GiL +GiR,

zi = GiL (δµL/e) (4.35)
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In writing the expression for zi, we exploited the fact that δµR = δTR = 0, having chosen to
set the right terminal as reference (see Sec. 4.1).
Once the system is solved and the Ui are known, all the Iij’s and IiL(R) can be calculated
via Eqs. (4.31). The electric and heat currents can be computed by summing the outgoing
contributions from the left (right) lead toward every states in the system:

Je
L = −

∑

i

IiL =
∑

i

IiR,

JQ
L(R) =

∑

i

(

Ei − µL(R)

e

)

IL(R)i. (4.36)

4.4.3 Calculation of the hopping probability

Miller and Abrahams[113, 160] described how to calculate the hopping probability γij between
two donors i and j in a 3D semiconductor, mediated by the absorption or emission of a
phonon. When the distance between the donors is large, they obtain for γij an expression
which depends on the (weak) overlap between the donor wavefunctions and on the mutual
electrostatic effect between them:

γij ∝
∣

∣

∣

∣

〈ψi|
e2

κ|r − ri|
|ψj〉 − 〈ψi|ψj〉〈ψi|

e2

κ|r − rj|
|ψi〉

∣

∣

∣

∣

2

. (4.37)

If the donor wavefunctions ψi and ψj are characterized by the same decay length ξ, Eq. (4.37)
can be simplified [113, 160]

γij ∝ exp(−2|ri − rj|/ξ). (4.38)

If the decay lengths of ψi and ψj are different (ξi 6= ξj), a rigourous evaluation of γij from
Eq. (4.37) may be complicated, but the key point is that it will always be proportional to the
overlap 〈ψi|ψj〉. Hence, we can write it in the form

γij ∝ |〈ψi|ψj〉|2 ∼ |Ci exp(−rij/ξi) + Cj exp(−rij/ξj)|2 , (4.39)

where rij = |ri − rj| is the distance between i and j, and the coefficients Ci and Cj depend
on ξi, ξj and rij. The explicit form of these coefficients will take into account all details con-
cerning the wavefunction overlap 〈ψi|ψj〉. In 1D the calculation becomes simpler and leads
to Eq. (4.10). Extending a theory originally developed for lightly doped cristalline semicon-
ductors (where the decay length is the donor Bohr radius) to Anderson insulators (where the
decay length becomes the localization length), Ambegaokar et al.[3] have used Eq. (4.38) for
describing the hopping probability. For similar reasons, we use Eq. (4.10) in our numerical
calculations, for both G and S, taking for ξi and ξj the localization length of two Anderson
localized states.

Finally, in order to estimate the difference between taking ξ(µ) or ξ(E) when computing
the transition rates (Eqs.(4.7) and (4.11)), we have calculated the typical logarithm of the
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Figure 4.8: Typical logarithm of electrical conductance (left) and typical thermopower (right)
of a disordered nanowire as a function of temperature, and for different values of the applied
gate voltage. Full lines refer to the approximation in which all ξi = ξ(µ), while dashed lines
refer to the improved theory in which the energy dependence of ξi = ξ(Ei) is taken into
account for evaluating the transition rates. In each set, from the top to the bottom (left
panel) or reversely (right panel), the curves correspond to Vg = 1.9t (black), Vg = 2.1t (red)
and Vg = 2.2t (blue). Other parameters: L = 200, W = t, µ = 0, γe = γep = t.

conductance and the typical thermopower as functions of the temperature in the two cases:
Fig. 4.8 shows that there is no qualitative difference between the curves computed using ξ(µ)
(full lines) and ξ(E) (dashed lines). The main effect of taking into account the localization
length energy dependence is that, according to Eq.(4.10), all transitions toward the more de-
localized states around the band center are favoured. This leads to a much better conductance
especially at low temperatures, where the difference could be of several orders of magnitude;
on the other hand, the effect on the thermopower is weaker.
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Summary of chapter 5

In this chapter we show how the fundamentals of thermoelectric transport in
the activated regime studied in the previous chapter can be exploited to realize a
performant thermoelectric device.

In section 5.1 we discuss the model, which is an extension of the one studied in the
previous chapter when not just one, but rather an array of disordered semiconductor
nanowires is considered. In this case, the transport coefficients depends on the total
charge and heat currents, which are found by summing over all the nanowires under
the hypothesis that they can be considered as independent.

In section 5.2 we show that when a sufficiently large number M of nanowires is
stacked in parallel, the total conductance scales as M times the typical conductance
of a single wire, while the total thermopower self-averages to the typical value of a
single nanowire thermopower. This makes hence possible to design a device allowing
for a good thermoelectric conversion, still keeping a finite electrical conductance.

In section 5.3 we summarize the first main result of this chapter, namely the
characterization of the power factor Q and the figure of merit ZT of our device. We
show that in a certain regimes of temperatures and applied gate voltage, a compro-
mise between the thermopower and the conductance favors a large (scalable) power
factor, while keeping a finite ZT . The difference between considering deposited or
suspended nanowires and its impact on the figure of merit is discussed. In addition,
we check the robustness of our results upon varying some microscopic parameters of
the system (the couplings to the electrodes and to the phonon bath) and the system
size.

Finally, in section 5.4 we report an intriguing feature of our setup, namely the
possibility of generating and controlling hot and cold spots near the boundaries of
the substrate, an effect which could be very interesting for cooling issues in electronic
circuits.
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Figure 5.1: Array of suspended (a) and deposited (b) parallel NWs in the FET configuration.
The NWs are drawn in green, the two metallic electrodes in yellow, the substrate in grey and
the back gate in dark grey. The blue [red] spot in (b) indicates the region of the substrate that
is cooled down [heated up] in the phonon-assisted activated regime, when a charge current is
enforced to flow from the left electrode to the right one and the gate voltage is tuned so as
to probe the bottom edge of the NWs impurity band. In both cases, black arrows denote the
sense of current flow.

5.1 Model and method

A typical realization of the system is a set of doped semiconductor NWs, arranged in parallel
and attached to two metallic electrodes. The NWs can be either suspended [22, 89, 166] or
deposited onto an electrically and thermally insulating substrate [20, 85]. A metallic gate
beneath the sample is used to vary the carrier density inside the NWs. This setup is referred
to as field effect transistor (FET) configuration and is sketched in Fig. 5.1. If the thermopower
or the thermal conductances are to be investigated, an heater (not shown in Fig. 5.1) is added
on one side of the sample to induce a small temperature gradient between the electrodes.

We focus on the phonon-assisted activated regime introduced in the previous chapter
and assume (i) that transport takes place in the NWs impurity band only and (ii) that the
substrate, or the NWs themselves if they are suspended, act as a phonon bath to which NWs
charge carriers are well coupled. This means that we consider an intermediate temperature
regime, where thermal energy kBT is high enough to allow inelastic hoppings between localized
states of different energies in the NWs, but also low enough to neglect the presence of other
bands. As detailed in the previous chapter and in Refs. [20, 84, 85], we solve numerically
the Miller-Abrahams random resistor network problem [113] to deduce S, G, and Ke. The
method also allows us to identify the regions where heat exchanges dominantly take place.
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We note before going further that parallel NW arrays can nowadays be realized in very
different manners, with numerous materials [7, 56, 141, 183, 192, 196]. Architecture and/or
material specific predictions, though very important for practical engineering purposes, are
however not our concern at present. On the contrary, our goal is to avoid specialization and
reach conclusions which are as general as possible. We shall therefore rely on a bare-bone but
widely applicable model devised to capture the essentials of the physics we are interested in.

Physically, we model each nanowire exactly as did in the previous chapter (Eq. (4.15)); in
particular, we properly take into account the energy dependence of the localization lengths
ξi of each electronic state i with eigenenergy Ei. Furthermore, we neglect inter-wire hopping
by assuming independent nanowires.

The NWs are attached to two electrodes (electronic reservoirs) L and R, and to a phonon
bath, so that globally the system is in a three-terminal configuration. Particles and heat(energy)
can be exchanged with the electrodes, but only heat(energy) with the phonon bath. At equi-
librium the whole system is thermalized at a temperature T and both electronic reservoirs are
at electrochemical potential µ (taken as zero energy reference, µ ≡ 0). By applying a voltage
and/or temperature bias between the two electrodes, one generates an electron flow through
the NWs. Hereafter we consider the linear response regime, i.e. we assume δµ, kBδT ≪ kBT ,
with δµ ≡ µL − µR and δT ≡ TL − TR.

We treat the (inelastic) activated regime where transport through the NWs takes place
via phonon-assisted hopping between localized states in the impurity band [20, 85]. Charge
carriers are assumed to tunnel elastically from reservoir α = L,R into some localized states
i whose energies Ei are located in a window of order kBTα around µα. They then proceed
via phonon-assisted hops until they reach the opposite end, finally tunnelling out into the
other contact. The carriers’ typical hop along the NWs is of the order of the Mott length
LM = (ξ(µ)/2ν(µ)T )1/2 in space and of the Mott hopping energy ∆ = kB

√
TTM in energy,

ν(µ) being the NW density of states per unit length evaluated at µ and TM = 2/ξ(µ)ν(µ)

the Mott temperature. At the lowest temperatures considered our numerical simulations,
ξ(µ) ≪ LM ≪ L and transport is of Variable-Range Hopping (VRH) type. An increasing
temperature shortens LM , leading eventually to the Nearest Neighbors Hopping (NNH) regime
where LM ≈ ξ(µ). The crossover temperature between the two regimes is approximately given
by TM .

In both cases, electrical and heat currents are calculated by solving the corresponding
random-resistor network problem [3, 85, 113]. The method is summarized in chapter 4 fol-
lowing the lines of Ref. [85]. We point out that the important input parameters the rate γe
quantifying the coupling between the localized states in the NWs and the extended states in
the reservoirs, and the rate γep measuring the coupling to the phonons present in the NWs
and/or in the substrate. Also, we recall that we go beyond the usual approximation [3, 85, 113]
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which consists in neglecting ξi’s variations from state to state (ξi ≈ ξ(µ)) because this ap-
proximation does not hold in the vicinity of the impurity band edges, where the localization
lengths vary strongly with the energy. Following Ref. [20], we account for the different lo-
calization lengths ξi 6= ξj when solving the random resistor network problem. We compute
eventually the particle and heat currents flowing toward the system. In linear response, they
are related to the small imposed bias δµ and δT through the Onsager matrix [32]. The latter
allow us to deduce G, Ke and S.

5.2 Fluctuations

The typical conductance G0 and thermopower S0 of a single disordered NW was studied in
the previous chapter (see also [20]). They are defined as the median of the distribution of
lnG and S, obtained when considering a large statistical ensemble of disorder configurations.
Indeed, it is known that both G and S exhibit large mesoscopic fluctuations, expecially at
lower temperatures [20, 85, 143, 158], the magnitude of the fluctuations being proportional
to
√

TM/T [85, 158], where TM is the Mott temperature.
In Fig. 5.2 we show that if the system is made of a sufficiently large number M > M∗

of parallel nanowires, the overall electrical conductance scales as the number of wires times
the typical value (G ≈M G0), while the thermopower averages out to the typical behavior of
that of a single wire (S ≈ S0)1. For completeness the mean values are also shown and seen
to be a less accurate estimate. As expected, convergence is faster at higher temperatures.

5.3 Power factor and figure of merit

In this section we investigate the power factor Q = S2G and the electronic figure of merit
ZeT = S2GT/Ke. We recall that the former is a measure of the maximal output power
Ẇmax = Q(δT )2/4 that can be extracted from the setup when it works as a thermal engine
[13]. The latter is an upper bound on the total figure of merit, obtained when the phononic
contribution Kph to the thermal conductance is neglected.

An immediate consequence of the previous finding is that

Q ≈M S2
0G0 and

ZeT ≈ S2
0G0T/K

e
0 ,

providing M is large enough (at least a few dozens of NWs). Therefore, Q can be enhanced
by stacking a large number M of NWs in parallel without affecting ZeT . In Fig. 5.3, we

1Identical results have been obtained for Ke ≈ M Ke
0 (not shown in Fig. 5.2).
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Figure 5.2: Convergence of G/M (left) and S (right) with the number M of parallel NWs.
Symbols correspond to Vg = 1.9t(◦), 2.1t(�) and 2.3t(⋄) at kBT = 0.1t, and V g = 1.9t at
kBT = 0.5t(△). The horizontal lines indicate the corresponding mean values (dashed lines)
and typical values (full lines) of lnG and S of a single wire (M = 1). Parameters: W = t,
γe = γep = t and L = 450.

show how the asymptotical values of Q/M and ZeT depend on the gate voltage Vg and on
the temperature T .

Data are plotted for a given set of parameters L = 450,W = t and γe = γep = t (in unit of
~). However, it turns out that Q/(γe/t) and ZeT do not vary by more than 30%, in the range
of temperatures kBT > 0.2t and gate voltage explored in Fig. 5.3, when γe and γep are varied
between 0.1t and 10t with the constraint γep ≥ γe. In sections 5.3.1 and 5.3.2 we discuss
further details concerning how the results depend upon the couplings γe and γep, and on the
length L of the NWs. We will show that they are robust in a certain regime of parameters of
interest, and we thus argue that the numerical results shown in Fig. 5.3 can be discussed at
a semi-quantitative level.

We observe in the left panel of Fig. 5.3 that the power factor is maximum for µ around
the impurity band edge (full black line) and for temperatures close to the onset of the NNH
regime (T ∼ 0.5K). This range of parameters gives the best compromise between two opposite
requirements: maximizing the thermopower on one hand (hence favoring low temperatures
and large values of Vg) and keeping a reasonable electrical conductance on the other (favoring
instead higher temperatures and Vg ≈ 0).

Recalling Eqs. (4.18) and (4.23b) from the previous chapter for (lnG)0 and S0:
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(lnG)0(T ) ∼ − EA

kBT
− ᾱ

∆(T )

T
, (5.1)

S0 =
kB
e

(

EA

kBT
+

∆(T )

2kBT

)

, (5.2)

we may observe that outside the band the only dependency on the gate voltage in these
expressions is through the first terms, since ∆(T ) does not depend on Vg in this regime. EA is
a measure of the distance between the chemical potential of the electrodes and the band edge,
and thus it depends linearly on Vg. This fact, together with the observation that lnG0 ∼ −S0,
makes it a rather simple task to maximize the power factor Q0 = G0S

2
0 with respect to the

gate voltage, at fixed temperature.
We have:

Q′
0 = S2

0G
′
0

(

G′
0

G0

+ 2
S ′
0

S0

)

∼ S2
0G

′
0S

′
0

(

−1 +
2

S0

)

, (5.3)

allowing us to predict that Q is maximal when S0 = 2 kB/e ≈ 0.2mV K−1. The iso-curve
corresponding to this value is plotted in the (Vg, kBT )-plane in Fig. 5.3(left) [black dashed
line], and does indeed lie with a good approximation inside the region of maximal Q.

A comparison between the left and right panels of Fig. 5.3 reveals that, in the range of
parameters corresponding to the best power factor (say, Vg ∼ 2.5t and kBT ∼ 0.6t), ZeT ≃ 3,
a remarkably large value. Obviously, much larger values of ZeT could be obtained at lower
temperatures or deep outside the band, but they are not of interest for practical purposes
since in those regions Q is vanishing.

Hereafter, we discuss the order of magnitude of the outcome that can be expected from the
device. We assume that the substrate (or the NWs themselves if they are suspended) supply
enough phonons to the NWs charge carriers in order to ensure that γep & γe. Besides, we keep
explicit the γe-linear dependency of Q (and of Ke

0 that will be soon needed). In practice, γe
depends on the quality of the metal/NW contact. We estimate it to be approximately within
the range 0.01 − 1 in unit of t/~ (which gives γe ≈ 0.02 − 2 × 1013 s−1 for t/kB ≈ 150K).
For the sake of brevity, we now introduce the dimensionless number γ̃e = γe~/t. We focus
on the region of Fig. 5.3(left) where the power factor is maximal and evaluate the typical
output power and figure of merit than can be hopped in this region. We first notice that the
maximum values of power factor Q/M ≈ 4k2B/h in Fig. 5.3(left), obtained with γ̃e = 1, would
yield in general Q ≈ 7γ̃e × 10−7 W.K−2 for a 1-cm wide chip with typically M ≈ 105 wires in
parallel, hence Pmax ≈ 20γ̃e µW for a small temperature bias δT ≈ 10K. In this region, large
value ZeT ≈ 3 is obtained but to estimate the total figure of merit ZT = ZeT/(1+Kph/Ke),
the impact of the phononic thermal conductance Kph must also be taken into account.

To limit the reduction of ZT by phonons, the setup configuration with suspended nanowires
is preferable (Fig. 5.1(a)). In that case, Kph ≈ MKnw

0 only, with Knw
0 being the typical

phononic thermal conductance of a single NW. It has to be compared with Ke ≈MKe
0 . Intro-

ducing rather the corresponding conductivities κ’s, we have to estimate the ratio Kph/Ke ≈



106 Arrays of Parallel Nanowires

Figure 5.3: Rescaled power factor Q/M in unit of k2B/~ ≈ 1.8× 10−12W.K−2 (left panel) and
electrical figure of merit ZeT (right panel) as a function of kBT and Vg (both in unit of t). Data
are shown in the largeM limit (M = 150) where both quantities have converged. Increasing Vg
allows to scan the impurity band from the inside (below the horizontal full lines) to the outside
(above). The black dashed line in the left panel indicates the contour along which S0 = 2kB/e,
and lies within the region of maximal power factor (see text). The red dashed line in both
panels is the Mott temperature (see Eq. (4.3) and Fig. 4.3), separating the Nearest Neighbor
Hopping from the Variable Range Hopping regimes. Parameters: W = t, γe = γep = t and
L = 450.
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κnw0 /κe0. Our numerical results show Ke
0 ≈ 1.5γ̃ekBt/~ in the range of interest where Q is

maximal and ZeT ≈ 3 (at Vg = 2.5t and kBT = 0.6t, keeping other parameters in Fig. 5.3
unchanged). Taking t/kB ≈ 150K, this yields κe0 ≈ 1γ̃e W/(K.m) for NW length and diame-
ter of 1µm and 20 nm respectively, while the thermal conductivity of silicon NWs of similar
geometry was measured around κnw0 ≈ 2W/(K.m) at T ≈ 100K [102]. We thus evaluate for
suspended nanowires ZT ≈ ZeT/(1+ 2/γ̃e) i.e ZT ≈ 0.01− 1 for ZeT ≈ 3 and γ̃e = 0.01− 1.
Obviously, maximizing γe turns out to be an important condition for achieving high Q and
ZT . However, keeping a large γep & γe is also preferable to avoid deterioration of Q and ZeT .
If the NWs themselves do not ensure a large γep, the use of a substrate providing phonons is
to be envisaged. It will nevertheless add a detrimental contribution Ksub to Kph. Writing

Z

Ze

=

[

1 +
κsubΣsub +Mκnw0 Σnw

Mκe0Σ
nw

]−1

, (5.4)

with κsub the substrate thermal conductivity, and Σsub[nw] the cross-section of the substrate
[NW], and considering for instance a NW array of 20 nm wire diameter and 40% packing
density, deposited on a 200 nm thick silicon dioxide substrate with κsub ≈ 0.7W/(K.m) at
T ≈ 100K [80], we get

ZT ≈ ZeT

1 + 20/γ̃e
. (5.5)

Note that smaller values of the corrective factor to ZeT could be obtained for other substrates
with lower Ksub (Silica aerogels, porous silica [75, 153], very thin substrate layer) but they
will not necessary guarantee the same value of γep. This illustrates that particular attention
has to be paid to phonon engineering of the NWs and the substrate in order to find adequate
balance between large γep and low Kph.

5.3.1 On the dependency on the couplings γe and γep

In this section, we investigate how the transport coefficients G, Ke and S, the power factor
Q = S2G and the electronic figure of merit ZeT = S2GT/Ke depend upon varying the cou-
plings γe and γep of the localized states with the electrodes and the phonon bath, respectively.

We introduce the notation α ≡ γep/γe. We first notice that if α is kept fixed, the electrical
conductance G and the electronic thermal conductance Ke are strictly proportional to γe,
while the thermopower S is independent of it. This behavior is a direct consequence of the
formulation of the random resistor network problem and can be seen at the stage of writing
the equations (see Ref. [20]), before solving them numerically. Therefore, for any fixed α,
Q/γe and ZeT are necessarily independent of the choice of γe. We thus find that G/γe,
Ke/γe, S, Q/γe and ZeT are functions of the single parameter α, and not of the couple
of parameters γe and γep separately. Those functions are plotted in Fig. 5.4(a)-(c) for two
different temperatures. The conductances, the power factor and the figure of merit increase
with α (as long as lack of phonons is a limiting factor to transport through the NWs), while
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the thermopower decreases. All of them tend to saturate for α & 1. This shows us, inter

alia, that Q/γe and ZeT are essentially independent of γe and γep if γep & γe and only deviate
slowly from this limit if γep < γe. Such a robustness of Q/γe and ZeT to variations of γe and
γep reinforces the impact of the results discussed in this chapter.
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Figure 5.4: (Color online) Dependency of G, Ke, S, Q and ZeT on the ratio γep/γe. (a)
Electrical (G/M , black full symbols) and thermal (Ke/M , red empty symbols) conductances,
in unit of e2/~ and kBt/~ respectively. (b) Thermopower in unit of kB/e. (c) Q/M in unit
of k2B/~ (black full symbols) and ZeT (red empty symbols). In all panels, different symbols
correspond to kBT = 0.2t (circles) and kBT = 0.5t (triangles), while lines are guides to the
eye. Data have been plotted for a given set of M = 150 parallel NWs of length L = 450a,
with γe = t/~, W = t and Vg = 2.4t. Note that when γep & γe all these coefficients are nearly
constant.

5.3.2 Size effects

We have investigated the effects on the various transport coefficients G, Ke and S, the power
factor Q, and the electronic figure of merit ZeT , of varying the size of the nanowires. The
results are shown in Figs. 5.5(a)-(d), for three values of the temperatures kBT = 0.1t, 0.5t and
1.0t, and for two configurations corresponding to bulk (Vg = t) and edge transport (Vg = 2.5t).

We observe that they are essentially always size-independent, for µ inside the impurity
band and also around its edge. The only exception the electrical conductance at low tem-
peratures and in the case of edge transport: this causes the electronic figure of merit ZeT to
decrease in this regime (◦ in Fig. 5.5(d)) roughly as 1/L. The reason is that a low T implies
a small Mott hopping energy ∆, and this prevents electrons to make large hops in energy at
the impurity band edge, thus limiting their mobility [20]. However, being interested in the
regime of temperatures where the power factor is largest (kBT ≃ 0.5t), this does not rise any
problem. Also, we note that the small fluctuations observed especially at smaller sizes are
a consequence of having taken a finite number of parallel nanowires (M=150): they would
vanish in the limit M→ ∞ due to self-averaging.
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Figure 5.5: Behavior of the transport coefficients as function of the NWs size L (in units of
the spacing a). Panels from left to right show (a) the rescaled electronic contribution to the
thermal conductance Ke, (b) the thermopower S (in units of kB/e)), (a) the rescaled power
factor Q (in unit of k2B/~) and (d) the (electronic) figure of merit ZeT . In all the four panels,
different symbols correspond to kBT = 0.1t (circles), kBT = 0.5t (squares) and kBT = t

(rhombus), while different colors refer to the case of bulk transport (Vg = t, black) and edge
transport (Vg = 2.5t, red). Dotted lines are guides to the eye.

5.4 Hot spot cooling

In conclusion to this chapter, we consider the deposited setup sketched in Fig. 5.1(b) and
assume a constant temperature T everywhere. We emphasize an intriguing feature of this
setup, that is the possibility to generate and control hot and cold spots close to the bound-
aries of the substrate by applying a voltage bias δµ/e. This effect turns out to be a direct
consequence of the mechanism of heat exchange between electrons in the NWs and phonons
in the substrate. Indeed, given a pair of localized states labelled i and j inside a NW, with
energies Ei and Ej respectively, the heat current absorbed from(released to) the phonon bath
by an electron in the transition i→ j is [20]

IQij = (Ej − Ei) I
N
ij , (5.6)

INij being the hopping particle current between i and j. The overall hopping heat current
through each localized state i is then found by summing over all but the i-th states:

IQi =
∑

j

IQij =
∑

j

(Ej − Ei)I
N
ij . (5.7)

Here, with our convention, the heat current IQi is positive when it enters the NWs at site i,
and negative otherwise. Since the energy levels Ei are randomly distributed, the IQi ’s (and
in particular their sign) fluctuate from one site to another. Therefore, for data analysis, we
choose to sum up in a single term IQ

x,y all the contributions IQi coming from states i located in
an area of size Λph × Λph around the point of coordinates (x, y). Practically, this means that
we map the 2D array of parallel NWs on a square grid and for each square of size Λ2

ph centered
around (x, y), we calculate the net heat current IQ

x,y entering the NWs. Physically, the scale



110 Arrays of Parallel Nanowires

Λph is the (inelastic) phonon mean free path, i.e. the length on which thermalization takes
place in the reservoir of phonons (here the substrate). More details about how to estimate
this length scale are gathered in a small digression below. Local fluctuations of the temper-
ature due to the exchange of heat currents described above are observable near the interface
between the substrate and the NWs only within Λph: if IQ

x,y > 0 [< 0], the region of the
substrate beneath (x, y) is cooled [heated]. Beyond Λph, the substrate definitely thermalizes
at its equilibrium temperature T .

In Figs. 5.6 (a) and (b), we show how IQ
x,y vary spatially with the positions x, y in the

2D array of parallel NWs. Note that data are plotted for an array of M = 150 NWs of
length L = 1500a, assuming a distance 15a between the NWs and Λph = 150a (see the
short digression below). This choice corresponds to an estimation of a ≈ 3.2 nm in highly
doped silicon nanowires, t ≈ 150K, and Λph = 480 nm for silicon dioxide substrate at the
temperature T = 0.25t ≈ 37.5K. Moreover, the interspacing 15a comes from the assumption
of NWs of 10nm diamaters with packing density 20%. Two cases are compared in the figure:
on the left (a), the situation in the absence of a gate voltage, when charge carriers tunnel
in/out the electrodes at µ in the center of the NWs impurity band; and on the right (b), the
opposite situation when a large gate voltage is applied in order to probe at µ the bottom of
the NWs impurity band. All other parameters are fixed.

In the former case, the heat map show some puddles of positive and negative IQ
x,y, cor-

responding respectively to cooled and heated regions in the substrate below. They are the
signature of random absorption and emission of substrate phonons by the NWs charge carri-
ers, all along their propagation through the NWs around the energy µ stuck here to the band
center. In the latter case, the regions of positive and negative IQ

x,y are respectively confined
to the entrance and exit of the NWs. This is due to the fact that charge carriers entering the
NWs at µ around the bottom edge of the impurity band only find available states to jump to
(at a distance LM in space and ∆ in energy, LM ≈ 10a and ∆ ≈ 1.1t here) above µ. Therefore,
they need to absorb phonons to reach states located at higher energies (blue region). After a
few hops, they get to the band center and can continue to propagate, sometimes by absorbing
phonons, sometimes by emitting phonons (white region). When they reach the other end,
they have to release heat to the substrate (red region) in order to come back down to the
energy µ at which they tunnel out to the right electrode. As a consequence, the regions of
the substrate located below the NWs extremities are cooled on the source side and heated on
the drain side (see Fig. 5.1(b)).

In Figs. 5.6 (c) and (d) we show the same data as in panels (a) and (b), the difference being
the temperature, which here is doubled to T = 0.5t ≈ 75K. According to the prescription
briefly discussed in the digression below, we estimate Λph to be reduced to 75a in this case.
The fact that the surface inside which the heat currents are summed up is now smaller is
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compensated by a smoothing of the IQi ’s fluctuations at larger temperature. This makes the
hot and cold spots still clearly visible and well-defined.

Estimation of the phonon mean free path

The thermalization length is given by the inelastic phonon mean free path Λph, because this is the length

defining the interaction of a phonon with the phonon reservoir. This mean free path may be different for

different wavelengths, and while it does not change much around room temperatures, it can vary significantly

at lower (still not vanishing) temperatures. It is possible to relate Λph to the dominant phonon wave length

[137] as Λph = 300λdom
ph , where the coefficient 300 is for SiO2 and may be different for other materials. This

allows the calculation of the mean free path, once λdom
ph is known. According to Refs. [91, 199], the latter

can be estimated as

λdom
ph ≃ hvs

4.25kBT
, (5.8)

where h is the Planck constant. Assuming vs = 5300m/s the sound velocity in SiO2 [199], we can easily

deduce λdom
ph ≃ 0.2nm from which Λph ≃ 60nm at room temperature T=300K. Then, according to the

temperature dependence in Eq. (5.8), we infer that λph ≈ 240nm at T=75K, a temperature which roughly

correspond to 0.5t in unit of the energy scale t appearing in the Hamiltonian, having assumed t/kB ≈ 150K.

We shall stress that this is nothing but a rough extimation: the real value of Λph may differ from our

prediction by a small numerical factor, which however is not important within our qualitative approach.

We point out that the maximum values of the heat currents IQ
x,y exchanged locally between

the NWs and the substrate are roughly of the same order of magnitude with or without the
gate (see scale bars in Fig. 5.6). The advantage of using a gate, and of probing the band
edges, is the ability to split the regions of positive and negative IQ

x,y into two well separated
spots at the NWs extremities. One can then imagine to exploit the cold spot in the substrate
to cool down a small hot chip of an electronic circuit put in close proximity (say for instance
a cylinder stuck to the side face of the substrate in Figs. 5.1(b) and (d)). On the other hand,
we stress to avoid confusion that the assumption of elastic tunneling processes between the
electrodes and the NWs is not necessary to observe the gate-induced hot/cold spots in the
right panel of Fig. 5.6. Indeed, they just result from the fact that charge carriers must pass
from an energy µ far away in the electrodes to energy levels around the center of the impurity
band inside the NWs, hopping transport being favored there. In our model, heat exchanges
take place at the NWs extremities but if phonon emission/absorption was also taken into ac-
count in (the ends of) the electrodes, hot/cold spots would only be shifted or spread towards
them.

For completeness, we illustrate in Fig. 5.7 an example of the map of the heat currents
IQ
x,y exchanged with the substrate before summing the currents within areas of size Λph ×Λph

at a relatively low temperature T = 0.05t, where large fluctuations are expected. In this
case, despite being around the band edge, the hot and cold spots are not clearly visible, as
the heat currents exhibit rather large fluctuations, assuming possibly positive and negative
values everywhere. It becomes hence evident that the formation of the hot and cold spots is
a process which takes place only upon summing.
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We conclude the discussion by giving an order of magnitude of the cooling power obtained
in Fig. 5.6. Assuming again t ≈ 150K, Λph = 480 nm and δµ = 10−3t, we find that a
value of IQ

x,y = 10−3(t2/~) in Fig. 5.6 corresponds to a cooling power density of the order
of 2.10−10 W.µm−2. We underline that this order of magnitude is obtained for the set of
parameters considered in Fig. 5.6 and right above. It should not be taken stricto sensu but
only as a benchmark value to fix ideas.
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Figure 5.6: Map of the local heat exchanges IQ
x,y between the nanowires and the phonon

bath (substrate), in unit of t2/~. Various panels correspond to different gate voltages and
temperatures: Vg = 0.0 in (a) and (c), Vg = 2.25t in (b) and (d), kBT = 0.25t in (a) and
(b), kBT = 0.5t in (c) and (d). The heat currents have been summed inside areas of size
Λph = 75a for kBT = 0.5t and Λph = 150a for kBT = 0.25t, as explained in the text. Note
that the formation of hot and cold spots at the boundaries of the nanowires is clearly visible
when Vg is tuned in order to probe their band edges [(b) and (d)], while no net effect is evident
in absence of any gate voltage [(a) and (c)].
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Figure 5.7: Heat current exchanged locally between the nanowires and the substrate, as
function of the position along the horizontal and the vertical directions, for kBT = 0.05t and
Vg = 2.25t. Note that before summing the currents within areas of size equal to the phonon
thermalization length Λph, the presence of hot and cold spots is hidden by the fluctuations.
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Summary of chapter 6

In this chapter we provide a general treatment of the linear response thermo-
electric transport for a system in a three-terminal configuration. In most of the
investigations found in literature the third terminal is usually treated as a mere
probe (i.e. no net flow of energy and charge through it is allowed) [8, 14, 150, 152]
or as a bosonic bath, only exchanging energy (and not charge) current with the
system [20, 53, 52, 84, 85]. Here we consider the case of three fermionic reservoirs,
all treated on equal footing. We discuss local and non-local transport coefficients,
the latters being naturally requested in a multi-terminal setup, since they connect
temperature or voltage biases introduced between two terminals to heat and charge
transport among the remaining terminals. Then, we show that the third terminal
could be exploited to improve thermoelectric performances with respect to the two-
terminal case, by focusing our investigations on the efficiency at maximum power, i.e.
when a heat engine operates under conditions where the output power is maximized.

In Section 6.1 we briefly review the linear response (Onsager) formalism for
a generic three-terminals setup. We discuss the maximum output power and
we trace a derivation of all the local and non-local transport coefficients. In
section 6.2 we extend the concept of Carnot bound to the maximum efficiency
to the three-terminals setup, and we derive analytical formulas of the efficiency
at maximum power in various cases, depending on the flow of the heat currents.
These expressions are written in terms of generalized dimensionless figures of merit.
This framework will be then applied in Section 6.3 to specific examples in order to
illustrate the salient physical picture. In our numerical simulations, we consider a
single quantum dot and two dots in series coupled to the three terminals.
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6.1 Linear response for 3-terminal systems

We consider a prototypical three-terminal system as depicted in Fig. 6.1: it is characterized
by three energy and three particle currents (JU

i=1,2,3 and JN
i=1,2,3, respectively) flowing from

the corresponding reservoirs, which have to fulfill the constraints:
3
∑

i=1

JU
i = 0 (Energy conservation) ,

3
∑

i=1

JN
i = 0 (Particle conservation) , (6.1)

(positive values being associated with flows from the reservoir to the system). In what follows
we will assume the reservoir 3 as a reference and the system to be operating in the linear
response regime, i.e. set (T3, µ3) ≡ (T, µ) and write (Tj, µj) = (T + ∆Tj, µ + ∆µj) with
|∆µj|/kBT ≪ 1 and |∆Tj|/T ≪ 1 for j = 1, 2, and kB is the Boltzmann constant. Under
these assumptions the relation between currents and biases can then be expressed through
the Onsager matrix L of elements Lij via the identity:
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, (6.2)

where Xµ
1,2 = ∆µ1,2/T and XT

1,2 = ∆T1,2/T
2 are the generalized forces, and where JQ

1,2 =

JU
1,2 − µ1,2J

N
1,2 are the heat currents of the system– the corresponding currents to reservoir 3

being determined from JN
1,2 and JQ

1,2 via the conservation laws of Eq. (6.1). In our analysis
we take L to be symmetric (i.e. Lij = Lji ∀j 6= i) by enforcing time reversal symmetry in
the problem. We also remind that, due to the positivity of the entropy production rate, such
matrix has to be semi-positive definite and that it can be used to describe a two-terminal
model connecting (say) reservoir 1 to reservoir 3 by setting Lj3 = Lj4 = L3j = L4j = 0 for all
j.

6.1.1 Transport coefficients

For a two-terminal model the elements of the Onsager matrix L can be related to four quanti-
ties which gauge the transport properties of the system under certain constraints. Specifically
these are the electrical conductance G and the Peltier coefficient Π (evaluated under the
assumption that both reservoirs have the same temperature), and the thermal conductance
K and the thermopower (or Seebeck coefficient) S (evaluated when no net charge current
is flowing through the terminal). As we shall see in the following, when generalized to the
multi-terminal model, these quantities naturally yield to the introduction of non-local coeffi-
cients describing how a bias set between two given reservoirs influences the transport among
the remaining ones [111].
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Figure 6.1: Three-terminal thermal machine. A scattering region is connected to 3 different
fermionic reservoirs, each of these is able to exchange heat and particles with the system.
Reservoir 3 is taken as the reference for measuring temperature and energy: T3 ≡ T ; µ3 = µ.
The reservoirs 1 and 2 have small variations in temperature and chemical potential: (Ti, µi) =

(T +∆Ti, µ+∆µi), i ∈ (1, 2). With S we denote a generic coherent scattering region.

Thermopower

For a two-terminal configuration the thermopower relates the voltage ∆V that develops be-
tween the reservoirs to their temperature difference ∆T under the assumption that no net
charge current is flowing in the system, i.e. S = −

(

∆V
∆T

)

JN=0
. A generalization of this quan-

tity to the multi-terminal scenario can be obtained by introducing the matrix of elements

Sij = −
( ∆µi

e∆Tj

)

JN

k
= 0 ∀k,

∆Tk = 0 ∀k 6= j

, (6.3)

with local (i = j) and non-local (i 6= j) coefficients, e being the electron charge. In this
definition, which does not require the control of the heat currents, we have imposed that the
particle currents in all the leads are zero (the voltages are measured at open circuits) and

that all but one temperature differences are zero (of course this last condition is not required
in a two-terminal model). It is worth observing that Eq. (6.3) differs from other definitions
proposed in the literature. For example in Ref. [106] a generalization of the two-terminal
thermopower to a three-terminal system, was proposed by setting to zero one voltage instead
of the corresponding particle current. While operationally well defined, this choice does not
allow one to easily recover the thermopower of the two-terminal case (in our approach instead
this is rather natural, see below). Finally, in the probe approach presented in Refs. [8, 23, 24,
77, 83, 150] it was possible to study a multi-terminal device by using an effective two-terminal
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system only, because the heat and particle currents of the probe terminals are set to vanish by
definition. Therefore, within this approach, there are no chances of having non-local transport
coefficients.

In the three-terminal scenario we can use Eq. (6.2) to rewrite the elements of the ma-
trix (6.3). In particular, introducing the quantities

L
(2)
ij;kl = LikLlj − LilLkj, (6.4)

we get (see 6.4.1 for details)

S11 =
1

eT

L
(2)
13;32

L
(2)
13;31

, S22 =
1

eT

L
(2)
14;31

L
(2)
13;31

, (6.5)

S12 =
1

eT

L
(2)
13;34

L
(2)
13;31

, S21 =
1

eT

L
(2)
13;21

L
(2)
13;31

, (6.6)

which yields, correctly, S11 =
1
eT

L12

L11
as the only non-zero element, by taking the two-terminal

limits detailed at the end of the previous section.

Electrical conductance

In a two-terminal configuration the electric conductance describes how the electric current
depends upon the bias voltage between the two terminals under isothermal conditions, i.e.
G =

(

eJN

∆V

)

∆T=0
. The generalization to many-terminal systems is provided by the following

matrix:

Gij =
(e2JN

i

∆µj

)

∆Tk = 0 ∀k,
∆µk = 0 ∀k 6= j

. (6.7)

Using the three-terminal Onsager matrix ((6.2)) we find
(

G11 G12

G21 G22

)

=
e2

T

(

L11 L13

L13 L33

)

, (6.8)

which, in the two-terminal limit where reservoir 2 is disconnected from the rest, gives G11 =
e2

T
L11 as the only non-zero element.

Thermal conductance

The thermal conductance for a two-terminal is the coefficient which describes how the heat
current depends upon the temperature imbalance ∆T under the assumption that no net charge
current is flying through the system, i.e. K =

(

JQ

∆T

)

JN=0
. In the multi-terminal scenario this

generalizes to

Kij =
( JQ

i

∆Tj

)

JN

k
= 0 ∀k,

∆Tk = 0 ∀k 6= j

, (6.9)
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where one imposes the same constraints as those used for the thermopower matrix ((6.3)),
i.e. no currents and ∆Tk = 0 for all terminals but the j-th. For a three-terminal case, using
Eq. (6.4), this gives

K11 =
1

T 2

L13L
(2)
12;32 − L12L

(2)
13;32 − L11L

(2)
23;23

L
(2)
13;31

, (6.10)

K22 =
1

T 2

L14L
(2)
13;43 − L13L

(2)
14;43 − L11L

(2)
34;34

L
(2)
13;31

, (6.11)

and

K12 = K21 =
1

T 2

L24L
(2)
13;31 + L14L

(2)
13;23 + L34L

(2)
13;12

L
(2)
13;31

. (6.12)

Once more, in the two-terminal limit where the reservoir 2 is disconnected from the rest, the

only non-zero element is K11 =
1
T 2

L
(2)
12;12

L11
.

Peltier coefficient

In a two-terminal configuration, the Peltier coefficient relates the heat current to the charge
current under isothermal condition, i.e. Π =

(

JQ

eJN

)

∆T=0
. For multi-terminal systems this

generalizes to the matrix

Πij =
( JQ

i

eJN
j

)

∆Tk = 0 ∀k,
∆µk = 0 ∀k 6= j

, (6.13)

which can be shown to be related to the thermopower matrix (6.3) through the Onsager
reciprocity equations, i.e. Πij(B) = TSji(−B) (B being the magnetic field on the system),[32,
45] from which, using Eqs. (6.5) and (6.6), one can easily derive for the three-terminal case
the dependence upon the Onsager matrix L.

6.2 Efficiency for 3-terminal systems

In order to characterize the properties of a multi-terminal system as a heat engine we shall
now analyze its efficiency. The steady state heat to work conversion efficiency η is defined
as the power Ẇ generated by the machine (which equals to the sum of all the heat currents
exchanged between the system and the reservoirs), divided by the sum of the heat currents
absorbed by the system, i.e.

η =
Ẇ

∑

i+
JQ
i

=

∑3
i=1 J

Q
i

∑

i+
JQ
i

=
−∑2

i=1 ∆µiJ
N
i

∑

i+
JQ
i

, (6.14)

where the symbol
∑

i+
in the denominator indicates that the sum is restricted to positive

heat currents only, and where in the last expression we used Eq. (6.1) to express JQ
3 in terms
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of the other two independent currents1.
The definition (6.14) applies only to the case in which Ẇ is positive. Since the signs of the

heat currents JQ
i are not known a priori (they actually depend on the details of the system),

the expression of the efficiency depends on which heat currents are positive. For the three-
terminal system depicted in Fig. 6.1 we set for simplicity T3 < T2 < T1 and focus on those
situations where JQ

3 is negative (positive values of JQ
3 being associated with regimes where

the machine effectively works as a refrigerator which extract heat from the coldest reservoir
of the system). Under these conditions the efficiency is equal to

η12 =
Ẇ

JQ
1 + JQ

2

, (6.15)

when both JQ
1 and JQ

2 are positive, or

ηi =
Ẇ

JQ
i

, (6.16)

when for i = 1 or 2 only JQ
i is positive.

6.2.1 Carnot efficiency

The Carnot efficiency represents an upper bound for the efficiency and is obtained for an
infinite-time (Carnot) cycle. For a two-terminal thermal machine the Carnot efficiency is ob-
tained by simply imposing the condition of zero entropy production, namely Ṡ =

∑

i J
Q
i /Ti =

0. If the two reservoirs are kept at temperatures T1 and T3 (with T3 < T1), from the definition
of the efficiency, Eq. (6.14), one gets the two-terminal Carnot efficiency ηIIC = 1−T3/T1. The
Carnot efficiency for a three-terminal thermal machine [111] is obtained analogously by impos-
ing the condition of zero entropy production, when a reservoir at an intermediate temperature
T2 is added. If JQ

1 only is positive as in Eq. (6.16), one obtains

ηC,1 = 1− T3
T1

+
JQ
2

JQ
1

(1− ζ32) = ηIIC +
JQ
2

JQ
1

(1− ζ32), (6.17)

where ζij ≡ Ti/Tj. Note that Eq. (6.17) is the sum of the two-terminal Carnot efficiency ηIIC
and a term whose sign is determined by (1−ζ32). Since JQ

1 > 0, JQ
2 < 0 and ζ32 < 1, it follows

that ηC,1 is always reduced with respect to its two-terminals counterpart ηIIC . Analogously if
only JQ

2 is positive, one obtains

ηC,2 = ηIIC − T3
T1

[

JQ
1

JQ
2

(1− ζ13)− (1− ζ12)

]

, (6.18)

1Note that Eq. (6.14) can be easily generalized to M terminals, after appropriate change of the numerator.

By setting for instance (TM , µM ) = (T, µ), ∆Ti = Ti − T , and ∆µi = µi − µ (i = 1, ...,M − 1), the output

power reads Ẇ =
∑M

i=1 J
Q
i = −∑M−1

i=1 ∆µiJ
N
i .
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which again can be shown to be reduced with respect to ηIIC , since JQ
1 < 0, JQ

2 > 0, ζ12 > 1,
and ζ13 > 1. We notice that this is a hybrid configuration (not a heat engine, neither a
refrigerator): the hottest reservoir absorbs heat, while the intermediate-temperature reservoir
releases heat. However, the heat to work conversion efficiency is legitimately defined since
generation of power (Ẇ > 0) can occur in this situation. Finally, if both JQ

1 and JQ
2 are

positive as in Eq. (6.15) one obtains

ηC,12 = 1− T3
T1






1 +

ζ12 − 1

1 +
JQ
1

JQ
2






= ηIIC − T3

T1

ζ12 − 1

1 +
JQ
1

JQ
2

. (6.19)

Since T3 < T2 < T1, the term that multiplies T3/T1 is positive so that ηC,12 is reduced with
respect to the two-terminal case.

It is worth noticing that, in contrast to the two-terminal case, the Carnot efficiency cannot
be written in terms of the temperatures only, but it depends on the details of the system.
Moreover, note that the Carnot efficiency is unchanged with respect of the two-terminals case
if T2 = T3 in Eq. (6.17) or if T2 = T1 in Eq. 6.19. Indeed, in this situation the quantities ζij
are equal to one, making the extra terms in Eqs. (6.17) or (6.19) vanish.

Notice that within linear response and via Eq. (6.2)) we can express the Carnot efficiencies
(6.17)-(6.19) in terms of the generalized forces Xµ

1,2.

Finally, we observe that the above results for the Carnot efficiency could be generalized to
many-terminal systems. In particular, we conjecture that, given a system that works between
T1 and T3 (with T3 < T1) and adding an arbitrary number of terminals at intermediate
temperatures will in general lead to Carnot bounds smaller than ηIIC . On the other hand,
adding terminals at higher (or colder) temperatures than T1 and T3 will make ηC increase.

6.2.2 Efficiency at Maximum Power

The efficiency at maximum power is the value of the efficiency evaluated at the values of
chemical potentials that maximize the output power Ẇ of the engine. In the two-terminal
case the efficiency at maximum power can be expressed as [175]

ηII(Ẇmax) =
ηIIC
2

ZT

ZT + 2
, (6.20)

where ZT = GS2

K
T is a dimensionless figure of merit which depends upon the transfer coef-

ficients of the system. The positivity of the entropy production imposes that such quantity
should be non-negative (i.e. ZT ≥ 0), therefore ηII(Ẇmax) is bounded to reach its maximum
value ηIIC /2 only in the asymptotic limit of ZT → ∞ (Curzon-Ahlborn limit [34, 41, 126, 193]
within linear response [175]).
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For the three-terminal configuration the output power is a function of the four generalized
forces (Xµ

1 , X
T
1 , X

µ
2 , X

T
2 ) introduced in Eq. (6.2), i.e.

Ẇ = −T (JN
1 X

µ
1 + JN

2 X
µ
2 ) . (6.21)

In the linear regime this is a quadratic function which can be maximized with respect to Xµ
1

and Xµ
2 while keeping XT

1 and XT
2 constant (the existence of a maximum being guaranteed

by the the positivity of the entropy production). The resulting expression is

Ẇmax =
T 4

4
(XT

1 , X
T
2 ) M

(

XT
1

XT
2

)

, (6.22)

where M =

[

c a

a b

]

is a positive semi-definite matrix, see section 6.4.2, whose elements

depends on the Onsager coefficients via the identities

a = G12S12S21 +G12S11S22 +G22S21S22

+G11S11S12 ,

b = G11S
2
12 + 2G12S12S22 +G22S

2
22 ,

c = G11S
2
11 + 2G12S21S11 +G22S

2
21 . (6.23)

Indicating with α > β ≥ 0 the eigenvalues of M we can then further simplify Eq. (6.22) by
writing it as

Ẇmax = (α cos2 θ + β sin2 θ)X2T 4/4 , (6.24)

where X =
√

(XT
1 )

2 + (XT
2 )

2 is the geometric average of system temperatures, while the angle
θ identify the rotation in the XT

1 , XT
2 plane which defines the eigenvectors of M. We call the

parameter

Q = α cos2 θ + β sin2 θ (6.25)

three-terminal power factor. It relates the maximum power to the temperature difference: by
construction it fulfills the inequality β ≤ Q ≤ α, the maximum being achieved for θ = 0 (i.e.
by ensuring that (XT

1 , X
T
2 ) coincides with the eigenvector of M associated with its largest

eigenvalue α). Note that in the two-terminal limit we have β → 0, α → G11S
2
11, cos

2 θ → 1,
so that the usual two-terminal power factor G11S

2
11 is recovered.

Exploiting Eq. (6.24) we can now write the efficiency at maximum power for the three
cases detailed in Eqs. (6.15) and (6.16). Specifically we have

η1(Ẇmax) =
1

2T

∆T1Z
c
11T +∆T2(δ

−1Zb
11T + 2Za

11T )

δ−1(2ỹ + Za
11T ) + Zc

11T + 2
, (6.26)
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η2(Ẇmax) =
1

2T

∆T2Z
b
22T +∆T1(δZ

c
22T + 2Za

22T )

δ(2y + Za
22T ) + Zb

22T + 2
, (6.27)

and

η12(Ẇmax) =
1

2T

∆T1Z
c
12T +∆T2(2Z

a
12T + δ−1Zb

12T )

δ−1(2(1 + y−1) + Za
12T + Zb

12T ) + 2(1 + ỹ−1) + Za
12T + Zc

12T
, (6.28)

where we have defined the parameters δ = XT
1 /X

T
2 = ∆T1/∆T2, y = K12/K22 and ỹ =

K12/K11. Also, we have introduced the following generalized ZT coefficients:

Za
ijT =

aT

Kij

, Zb
ijT =

bT

Kij

, Zc
ijT =

cT

Kij

. (6.29)

The efficiencies (6.26), (6.27) and (6.28) can also be expressed in terms of the correspond-
ing Carnot efficiencies given in Eqs. (6.17), (6.18) and (6.19), obtaining the following equa-
tions [111] which mimic Eq. 6.20 of the two-terminal case:

η1(Ẇmax) =
ηC,1

2

Zb
11T + 2δZa

11T + δ2Zc
11T

2ỹ/y + 4δỹ + 2δ2 + Zb
11T + 2δZa

11T + δ2Zc
11T

=
ηC,1

2

Z11T

C1 + Z11T
, (6.30)

η2(Ẇmax) =
ηC,2

2

Zb
22T + 2δZa

22T + δ2Zc
22T

2δ2y/ỹ + 4δy + 2 + Zb
22T + 2δZa

22T + δ2Zc
22T

=
ηC,2

2

Z22T

C2 + Z22T
, (6.31)

η12(Ẇmax) =
ηC,12

2

Zb
12T + 2δZa

12T + δ2Zc
12T + o(∆Ti)

2y−1 + 4δ + 2δ2ỹ−1 + Zb
12T + 2δZa

12T + δ2Zc
12T + o(∆Ti)

≃ ηC,12

2

Z12T

C12 + Z12T
, (6.32)

where we have introduced the constants

C1 = 2ỹ/y + 4δỹ + 2δ2, (6.33)

C2 = 2δ2y/ỹ + 4δy + 2, (6.34)

C12 = ỹ−1 + δ2y−1 + 2δ, (6.35)

and the combinations of figures of merit

ZijT = (Zb
ij + 2δZa

ij + δ2Zc
ij)T . (6.36)

Notice also that in writing Eq. (6.32) we retained only the leading order neglecting contribu-
tions of order ∆Ti or higher.

The above expressions can be used to provide a generalization of the Curzon-Ahlborn
limit efficiency for a multi-terminal quantum thermal device. Indeed using the Cholesky
decompositions on the Onsager matrix, we can prove that the constants C1, C2 defined in
Eqs. (6.33), (6.34) are positive, see section 6.4.2 for details. This fact, together with the
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positivity of the quantities ZiiT that we have checked numerically, implies that the efficiencies
ηi(Ẇmax) are always upper bounded by half of the associated Carnot efficiencies, i.e.

ηi(Ẇmax) ≤ ηC,i/2 , (6.37)

the inequality being saturated when the generalized ZT coefficients (6.29) diverge. An anal-
ogous conclusion can be reached also for (6.32), yielding

η12(Ẇmax) ≤ ηC,12/2 . (6.38)

In this case C12 is no longer guaranteed to be positive due to the presence of K12. Still, the
inequality (6.38) can be derived by observing that the quantities C12 and Z12T entering in
the rhs of Eq. (6.32) have always the same sign.

6.3 Examples

In this Section we shall apply the theoretical framework developed so far to two specific non-
interacting systems connected to three terminals [111]. Namely, we will discuss the case of a
single dot and the case of two coupled dots. Our aim is to show that one can easily find situ-
ations where the efficiency and output power are enhanced with respect to the two-terminal
case. Furthermore, through the example of the single dot, we find the conditions that guar-
antee the non-local thermopowers to vanish.

Preliminary comment about the notation: in the previous chapter we explicitly dis-
tinguished the electronic contribution to the figure of merit ZeT from the full ZT , which
includes in principles also phononic contributions. Despite the examples considered in this
section deal with purely electronic transport, as the formulas for the efficiencies at maximum
power derived in this chapter look rather cumbersome, we decided to omit the subscript “e”
referring to the various electronic figures of merit ZT , in order to keep the notation as simple
as possible. This choice is adopted in section 6.3 only, and hence it will not generate any
ambiguity.

The coherent flow of particles and heat through a non-interacting conductor can be de-
scribed by means of the Landauer-Büttiker formalism. Under the assumption that all dis-
sipative and phase-breaking processes take place in the reservoirs, the electric and thermal
currents are expressed in terms of the scattering properties of the system [31, 43, 81]. For
instance, in a generic multi-terminal configuration the currents flowing into the system from
the i-th reservoir are:

JN
i =

1

h

∑

j 6=i

∫ ∞

−∞

dE Tij(E) [fi(E)− fj(E)], (6.39)

JQ
i =

1

h

∑

j 6=i

∫ ∞

−∞

dE (E − µi) Tij(E) [fi(E)− fj(E)], (6.40)



126 Three-terminal Quantum Machines

where the sum over j is intended over all but the i-th reservoir, h is the Planck’s constant,
Tij(E) is the transmission probability for a particle with energy E to transit from the reservoir
i to reservoir j, and where finally fi(E) = {exp[(E−µi)/kBTi]+1}−1 is the Fermi distribution
of the particles injected from reservoir i (notice also that we are considering currents of spinless
particles). In what follows we will use the above expressions in the linear response regime
where |∆µ|/kBT ≪ 1 and |∆T |/T ≪ 1, and compute the associated Onsager coefficients (6.2),
see section 6.4.3.

6.3.1 Single dot

In this section we study numerically a simple model consisting of a quantum dot with a
single energy level Ed, coupled to three fermionic reservoirs, labeled 1, 2, and 3, see Fig. 6.2.
For simplicity, the coupling strength to electrodes 1 and 3 are taken equal to γ, while the
coupling strength to electrode 2 is denoted by γ2. In particular we want to investigate how
the efficiencies, output powers and transport coefficients evolve when the system is driven
from a two-terminal to a three-terminal configuration, that is by varying the ratio γ2/γ. The
two-terminal configuration corresponds to γ2 = 0 and the third terminal is gradually switched
on by increasing γ2/γ. As detailed in section 6.4.3, the transmission amplitudes between each
pair of terminals can be used to evaluate the Onsager coefficients Lij – the resulting expression
being provided by Eqs. (6.67). Once the matrix Lij is known, all the currents flowing through
the system, efficiencies, output powers and transport coefficients can be calculated following
the framework developed in the previous sections.

Efficiencies and maximum power

In Fig. 6.3 we show how the Carnot efficiency ηC depends on the temperature differences
∆T1 and ∆T2, when the chemical potentials are chosen to guarantee maximum output power,
i.e., fixing the generalized forces Xµ

1,2 in order to maximize Ẇ . As we can see, ηC increases
linearly along any “radial” direction defined by a relation ∆T2 = k∆T1, where k is a constant.
In particular, the dashed lines corresponding to k = 0.5, k = 2, and k = −1 separate the
different regimes discussed in section 6.2.1: for −1 < k < 0.5 the system absorbs heat only
from reservoir 1 (if ∆T1 > 0) or from 2 and 3 (if ∆T1 < 0); for 0.5 < k < 2.0 the system
absorbs heat from reservoirs from 1 and 2 (if ∆T1 > 0) or from 3 only (if ∆T1 < 0); finally, for
k > 2 and k < −1 the system absorbs heat only from reservoir 2 (if ∆T2 > 0) or from 1 and
3 (if ∆T2 < 0). In the case when only one heat flux is absorbed the Carnot efficiency is given
by Eq. (6.17) or Eq. (6.18), while it is given by Eq. (6.19) if two heat fluxes are absorbed.

In Figs. 6.4 and 6.5, we show how the efficiency Eq. (6.14), the output power Eq. (6.21),
the efficiency at maximum output power Eqs. (6.26)-(6.28) and the maximum output power
Eq. (6.22), vary when the system is driven from a two-terminal to a three-terminal config-
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Figure 6.2: Sketch of the single dot model used in the numerical simulations: a quantum
dot with a single energy level Ed is connected to three fermionic reservoirs 1, 2, and 3. The
chemical potential and temperature of the reservoir 3 are assumed as the reference values µ
and T . The constants γ and γ2 represent the coupling between the system and the various
reservoirs (see section 6.4.4 for details). A zero value of γ2 corresponds to disconnecting the
reservoir 2 from the system: in this regime the model describes a two-terminal device where
reservoirs 1 and 3 are connected through the single dot.

uration, i.e. by varying the ratio γ2/γ. We set opposite signs for ∆µ1 and ∆µ2, so that
the system absorbs heat only from the hottest reservoir 1, and ∆T2 = 0, in such a way
that the Carnot efficiency ηC coincides with that of a two-terminal configuration, namely
ηC = 1−T/T1. Interestingly, we proved that increasing the coupling γ2 to the reservoir 2 may
lead to an improvement of the performances of the system. In particular, as shown in Fig. 6.6,
the efficiency and the output power can be enhanced at the same time at small couplings γ2,
exhibiting a maximum around γ2 ∼ 0.3γ and γ2 ∼ 0.6γ, respectively.

In Fig. 6.5 we show results for the same quantities but at the maximum output power,
η(Ẇmax) and Ẇmax. In this case, while Ẇmax still increases with γ2, the corresponding effi-
ciency decreases approximately linearly.

In Figs. 6.6 and 6.7 we show the same quantities as in Figs. 6.4 and 6.5, but as a function
of the coupling γ for two values of γ2 (γ2 = 0 and γ2 = 0.5γ). From Fig. 6.6 we can
see that at small γ the coupling to a third terminal can enhance both the efficiency (for
γ . 0.8kBT ) and the power (for γ . kBT ). In Fig. 6.7 we note that, both for the two-
and the three-terminal system, the efficiency at maximum power tends to η/ηC = 0.5 in the
limit γ → 0, while the output power vanishes. For two terminals the result is well known,
since a delta-shaped transmission function leads to the divergence of the figure of merit
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Figure 6.3: Carnot efficiency ηC (density plot) of the three-terminals system depicted in
Fig. 6.2, as a function of the gradients of temperature in reservoirs 1 and 2 (the chemical
potentials µ1 and µ2 being chosen to guarantee maximum output power Ẇ ). The coupling
with the reservoirs have been set to have a symmetric configuration with respect to 1 and 2

(i.e. γ2 = γ). Note that ηC increases linearly along any radial direction defined by a relation
∆T2 = k∆T1, where k is a constant. In particular, the dashed lines corresponding to k = 0.5,
k = 2 and k = −1 separate different regimes discussed in section 6.2.1. The numbers in each
region identify the reservoirs from which the heat is absorbed. Parameter values: γ = 0.2 kBT ,
Ed − µ = 2.0 kBT .

ZT [79, 108, 123]. Correspondingly, the efficiency at maximum power saturates the Curzon-
Ahlborn bound η/ηC = 0.5. The same two-terminal energy-filtering argument explains the
three-terminal result. Indeed, we found numerically that for γ → 0 the chemical potentials
optimizing the output power are such that µ2 = µ3. Since also the temperatures are chosen
so that T2 = T3, we can conclude that terminals 2 and 3 can be seen as a single terminal.

Thermopowers

In this section we show analytically that the non-local thermopowers are always zero in this
model, while the local ones are equal. We consider a general situation, with three different
coupling parameters: γ1 = γ, γ2 = c γ and γ3 = d γ, with c 6= d. Under these assumptions,
the transmissions are given at the end of section 6.4.3. Substituting these expressions in
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Figure 6.4: Left panel: Efficiency η, normalized over the associated Carnot limit computed as
in Sec. 6.2.1, as a function of the coupling to the reservoir 2. Note that as γ2/γ is switched on,
the efficiency increases until it reaches a maximum around γ2 ∼ 0.3γ, and then it decreases.
Right panel: Output power Ẇ extracted from the system, as a function of the coupling to
the reservoir 2. Parameters: γ = 0.1 kBT , Ed −µ = 2.0 kBT , ∆µ1 = −∆µ2 = −5× 10−4 kBT ,
∆T1 = 10−3 T , and ∆T2 = 0.
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Figure 6.5: Left panel: Efficiency at maximum power η(Ẇmax), normalized over the Carnot
limit, as a function of the coupling to the reservoir 2. Right panel: Maximum output power
Ẇmax extracted from the system, as a function of the coupling to the reservoir 2. Parameters:
γ = 0.1 kBT , Ed − µ = 2.0 kBT , ∆T1 = 10−3 T , and ∆T2 = 0.

Eqs. (6.5) and (6.6), we find:

S11 = S22 =
1

eT

L1

L0

,

S21 = S12 = 0 . (6.41)
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Figure 6.6: Left panel: Efficiency η, normalized over the Carnot limit, as a function of the
coupling energy γ. Right panel: Output power Ẇ extracted from the system, as a function
of the coupling energy γ. In both cases, the full red curves correspond to a three-terminals
configuration with γ2 = 0.5γ, while the dashed blue curve refer to the two-terminals case
(γ2 = 0). Parameters: Ed − µ = 2.0 kBT , ∆µ1 = −∆µ2 = −10−4 kBT , ∆T1 = 10−3 T , and
∆T2 = 0.

This result is a direct consequence of the factorization of the energy dependence of the
transmission probabilities, which are all proportional to the same function T , as shown in
Eq. (6.66). Such factorization allows us to rewrite the Onsager’s coefficients as in Eq. (6.67)
and derive Eq. (6.41). The fact that the non-local thermopowers, for example S12, are zero
can be understood as follows. Consider first the case in which T1 = T2 = T3 and terminal 2
behaves as a voltage probe. If so, from the condition JN

2 = L31X
µ
1 + L33X

µ
2 = 0 we derive

∆µ2 = −(L31/L33)∆µ1. Due to the factorization of the energy dependence in the transmis-
sions, we obtain ∆µ2 = (γ1/(γ1 + γ3))∆µ1. Hence, ∆µ1 does not depend on the coupling γ2.
If in particular we consider γ2 = γ, because of the symmetry of the system under exchange of
the terminals 1 and 3 we have µ1 = µ3. We can therefore conclude that, independently of the
coupling γ2, the probe voltage condition for terminal 2 implies ∆µ1 = 0. It can be shown that
such result remains valid even though ∆T1 = 0 but ∆T2 6= 0, as requested in the calculation
of the thermopower S12. As a result, S12 = 0. The same argument can be repeated for the
current JN

1 with the terminal 1 acting as a voltage probe, leading to S21 = 0.
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Figure 6.7: Left panel: Efficiency at maximum power η(Ẇmax), normalized over the Carnot
limit, as a function of the coupling energy γ. Right panel: Maximum output power Ẇmax

extracted from the system, as a function of the coupling energy γ. In both cases, the full red
curves correspond to a three-terminals configuration with γ2 = 0.5γ, while the dashed blue
curves refer to the two-terminals case (γ2 = 0). Parameters: Ed−µ = 2.0 kBT , ∆T1 = 10−3 T ,
and ∆T2 = 0.

6.3.2 Double Dot

Let us now consider a system made of two quantum dots in series, each with a single energy
level, coupled to three fermionic reservoirs. This system is described by the Hamiltonian:

H =

[

EL −t
−t ER

]

. (6.42)

We call t the hopping energy between the dots, and we assume that dot L is coupled to the
left lead (1), dot R is coupled to the right lead (3) and that both are coupled to a third lead
(2) (see Fig. 6.8). The self-energies describing these couplings are:

Σ1 =

[

σ1 0

0 0

]

, Σ2 =

[

σ2 0

0 σ2

]

, Σ3 =

[

0 0

0 σ3

]

. (6.43)

In the wide-band approximation, we assume that these quantities are energy-independent
and they can be written as purely imaginary numbers σi = −i γi/2. The self-energies thus
become:

Σ1 =

[

−iγ1
2

0

0 0

]

, Σ2 =

[

−iγ2
2

0

0 −iγ2
2

]

, Σ3 =

[

0 0

0 −iγ3
2

]

. (6.44)

The retarded Green function of the system is then:
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Figure 6.8: Sketch of the double dot model used in the numerical simulations: two quantum
dots with a single energy level are connected in series to three fermionic reservoirs 1, 2 and 3.
The chemical potential and temperature of reservoir 3 are assumed as the reference values µ
and T . A two-terminal configuration is obtained in the case in which the coupling to reservoir
2 (equal for both the dots) vanishes (γ2 = 0).

G = [EI−H− Σ]−1 =

[

E − EL − σ1 − σ2 t

t E − ER − σ3 − σ2

]−1

=

=
1

det[G]

[

E − ER + iγ3+γ2
2

−t
−t E − EL + iγ1+γ2

2

]

, (6.45)

with

det[G] =
(

E − EL + i
γ1 + γ2

2

)(

E − ER + i
γ3 + γ2

2

)

− t2. (6.46)

The matrix of transmission probability Tij between each pair of reservoirs is given by the
Fisher-Lee formula

Tij = Tr
[

Γi G Γj G†
]

, (6.47)

where we have introduced the broadening matrices Γi = i(Σi − Σ†
i ):

Γ1 =

[

γ1 0

0 0

]

, Γ2 =

[

γ2 0

0 γ2

]

, Γ3 =

[

0 0

0 γ3

]

. (6.48)

For the system under consideration, we obtain

T13 =
γ1γ3

| det[G]|2 t
2, (6.49)
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T12 =
γ1γ2

| det[G]|2

[

(E − ER)
2 +

(

γ3 + γ2
2

)2

+ t2

]

, (6.50)

T32 =
γ3γ2

| det[G]|2

[

(E − EL)
2 +

(

γ1 + γ2
2

)2

+ t2

]

. (6.51)

At this point, it is clear that the energy dependence of the transmission matrix cannot be
factorized as for the single dot case. This model is hence the simplest in which we can observe
finite non-local thermopowers and an increase of both the power and the efficiency of the cor-
responding thermal machine. We find that the behavior of such quantities as functions of the
various parameters is qualitatively very similar to the case of the single dot, thus confirming
that a third terminal could improve the performance of a quantum machine.

Since in this system all the transport coefficients are different from zero, it is instructive
to study the behavior of the generalized figures of merit defined in Eq. (6.29). In Fig. 6.9 we
show, in the configuration with only one positive heat flux (JQ

1 > 0), Za
11T (dotted line), Zb

11T

(dashed line) and Zc
11T (full line). We investigate their behavior as a function of the coupling

γ2 and of the total coupling γ. Note that in the two-terminal limit (γ2 → 0) Zc
11T reduces

to the standard thermoelectric figure of merit ZT , while Za
11T and Zb

11T tend to zero. When
we turn on the interaction with the reservoir 2 (left panel), we notice that the figure of merit
Zc

11T decreases, while the figures of merit Zb
11T and Za

11T increase their absolute values. From
the behavior as a function of the total coupling γ we can see that in the limit of δ-shaped
transmission function (γ → 0), the figures of merit diverge, leading to the Carnot efficiency,
while in the limit of broad transmission window (γ → ∞), all the figures of merit go to zero
and we recover the case of zero efficiency.

Thermopowers

As mentioned before, the fact that the energy-dependence of the transmission matrix for the
double dot cannot be factorized is sufficient to guarantee finite non-local thermopowers, as
shown in the left panel of Fig. 6.10. As a function of γ2, S12 starts from zero, while S21

starts from a finite value. This different behavior for the two non-local thermopowers is due
to the different role played by γ2 in the two cases. As far as S12 is concerned, when we set
a temperature difference ∆T2 in lead 2, a chemical potential difference ∆µ1 develops in lead
1 to annihilate the current that flows out of the lead 2. When the coupling γ2 goes to zero,
that current goes to zero and so does the chemical potential difference ∆µ1. This argument
does not hold for S21, because the temperature difference ∆T1 is set in lead 1, and γ2 does
not control the current anymore. Therefore when the coupling γ2 approaches zero the current
still have a finite value, and so the chemical potential difference ∆µ2 needed to annihilate
it. Furthermore, the local thermopowers are no more equal, as shown in the right panel of
Fig. 6.10.
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Figure 6.9: Various figures of merit Za
11T (dotted line), Zb

11T (dashed line) and Zc
11T (full

line) as a function of the coupling to the bottom reservoir γ2 (left panel), and as a function
of the total coupling γ (right panel). Parameter values: EL − µ = −2 kBT , ER − µ = −20

kBT , γ = 0.1 kBT (left panel) and γ2 = 0.5 kBT (right panel).

6.4 Appendix

6.4.1 Calculation of the transport coefficients and thermopowers

To compute the multi-terminal thermopowers defined in Eqs. (6.5) and (6.6), we have to
express one of the temperatures as a function of a thermal current. For example let us start
from the inversion between XT

1 and JQ
1 . In the Onsager’s formalism this can be expressed as:
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where A is a permutation matrix that switches XT
1 and JQ

1 , X and J are column vectors with
components (Xµ

1 , X
T
1 , X

µ
2 , X

T
2 ) and (JN

1 , J
Q
1 , J

N
2 , J

Q
2 ), respectively, and I is the 4× 4 identity

matrix. Then we obtain:
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Figure 6.10: (Left panel) Non local thermopowers as a function of the coupling γ2 to lead 2.
The full red line corresponds to S12 = −∆µ1/∆T2, while the dashed (blue) line corresponds
to S21 = −∆µ2/∆T1. (Right panel) Local thermopowers as a function of the coupling γ2 to
lead 2. The full (red) line corresponds to S11 = −∆µ1/∆T1, while the dashed (blue) line
corresponds to S22 = −∆µ2/∆T2. Parameter values as in Fig. 6.9.

where X
∗ and J

∗ are the vectors X and J after the action of A−1, that is, with XT
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For this choice of the parameters we have inverted, two different thermopowers can be defined,
the non local S12:

S12 = − ∆µ1

e∆T2
= − 1

eT

Xµ
1

XT
2

=
1

eT

L
(2)
13;34

L
(2)
13;31

, (6.55)

and the local S22:

S22 = − ∆µ2

e∆T2
= − 1

eT

Xµ
2

XT
2

=
1

eT

L
(2)
14;31

L
(2)
13;31

. (6.56)

The two-terminal limit in which reservoirs 2 and 3 only are connected is obtained after setting
in the Onsager matrix Lij = 0 if i = 1, 2 or j = 1, 2. In this limit, the previous expressions
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reduce to:

S12 → 0,

S22 →
1

eT

L34

L33

.
(6.57)

The non-local term goes to zero, while the local one goes to the correct value of the 2-
terminal system. The two other terms of these generalized thermopowers are obtained with
the inversion of XT

2 and JQ
2 . Then we can define S21 as the non local quantity, and S11 as the

local one:
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L
(2)
13;31
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(6.58)

In a similar way all the other transport coefficients can be defined, by inverting a generalized
force with a current.

6.4.2 Cholesky Decomposition of the three-terminal Onsager matrix

In linear algebra, the Cholesky decomposition [59] is a tool which allows to write a Hermitian,
positive-definite (or semipositive-definite) matrix A as a product of a lower triangular matrix
D and its conjugate transpose D†:

A = DD†, (6.59)

(in particular, if A is real, D† is simply the transpose of D). It turns out that the sign of some
quantities defined throughout this work as combinations of products of Onsager coefficients
Lij can be easily studied by using the Cholesky decomposition on the Onsager matrix L. As
an example, by writing

D =











ρ11 0 0 0

ρ12 ρ22 0 0

ρ13 ρ23 ρ33 0

ρ14 ρ24 ρ34 ρ44











, (6.60)

it can be shown that the coefficient b and c defined in Eq. (6.23) are equal to

b =
ρ214(ρ

2
23 + ρ233) + (ρ23ρ24 + ρ33ρ34)

2

T 3(ρ223 + ρ233)
,

c =
ρ222ρ

2
23 + ρ212(ρ

2
23 + ρ233)

T 3(ρ223 + ρ233)
, (6.61)

and therefore are non-negative. The coefficient

a =
ρ12ρ14(ρ

2
23 + ρ233) + ρ22ρ23(ρ23ρ24 + ρ33ρ34)

T 3(ρ223 + ρ233)
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instead has undefined sign. Still one can prove that it is such that the determinant of the
matrix M which appears in Eq. (6.22) is non-negative. Indeed we have

det(M) =
(−ρ14ρ22ρ23 + ρ12ρ23ρ24 + ρ12ρ33ρ34)

2

T 6(ρ223 + ρ233)
, (6.62)

which, together with the positivity of b and c entails that M is semi-positive definite.

The same procedure can be used to study the sign of the constants C1, C2 and C12 defined
in Eqs. (6.33), (6.34), and (6.35), respectively. As it is shown here below, C1 and C2 are
always non-negative, while C12 has undefined sign:

C1 =
2[(δρ22ρ33 + ρ24ρ33 − ρ23ρ34)

2 + (ρ223 + ρ233)ρ
2
44]

ρ222ρ
2
33

,

C2 =
2[(δρ22ρ33 + ρ24ρ33 − ρ23ρ34)

2 + (ρ223 + ρ233)ρ
2
44]

(ρ24ρ33 − ρ23ρ34)2 + (ρ223 + ρ233)ρ
2
44

,

C12 =
(ρ22ρ33 + δρ24ρ33 − δρ23ρ34)

2 + δ2(ρ223 + ρ233)ρ
2
44

ρ22ρ33(ρ24ρ33 − ρ23ρ34)
.

(6.63)

6.4.3 Scattering approach in linear response: the Onsager coeffi-

cients

For a three-terminals configuration, as in the previous sections, we choose the right reservoir
3 as the reference (µ3 = µ = 0, T3 = T ), and characterize the problem in terms of the
particle/heat currents flowing in linear response between the system and leads 1 (held at
µ1 = µ + ∆µ1 and T1 = T + ∆T1) and 2 (held at µ2 = µ + ∆µ2 and T2 = T + ∆T2).
The Onsager’s coefficients are obtained from the linear expansion of the currents JN

i and JQ
i

(i = 1, 2) given by Eqs. (6.39) and (6.40). They can be written in terms of the transmission
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probabilities Tij, i, j ∈ {1, 2, 3} as:
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dE (−∂Ef) (E − µ)2(T12 + T23), (6.64)

where T is the temperature, f denotes the Fermi-Dirac distribution at µ, and ∂E is the partial
derivative with respect to the energy.

6.4.4 Transmission function of a single-level dot

For a scattering region consisting of a quantum dot with a single energy level, connected to
three terminals, we can express the transmission function as [31]

Tij =
γiγj

(E − Ed)2 +
(

Γ
2

)2 , (i 6= j), (6.65)

where γi is the contribution to the broadening due to the coupling to lead i, which is energy-
independent in the wide-band limit approximation. Furthermore, at the denominator, Γ =

γ1 + γ2 + γ3 is the total broadening due to the coupling to all leads. If we denote γ1 = γ,
γ2 = cγ, and γ3 = dγ the couplings to the three leads, we obtain for the transmissions the
values

T12 =
cγ2

(E − Ed)2 +
(1+c+d)2

4
γ2

≡ cT ,

T13 =
d γ2
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4
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≡ d T ,
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cd γ2
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4
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≡ cd T .

(6.66)
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The Onsager coefficients then read as follows:

L11 = L0 (c+ d),

L12 = L1 (c+ d),

L13 = −c L0,

L14 = −c L1,

L22 = L2 (c+ d),

L23 = −c L1,

L24 = −c L2,

L33 = c L0 (1 + d),

L34 = c L1 (1 + d),

L44 = c L2 (1 + d), (6.67)

with Ln = T
h

∫

dE (−∂Ef) (E − µ)nT .
The numerical data shown in section 6.3.1 are obtained for d = 1, i.e. for γ1 = γ3 = γ.

The two-terminal configuration corresponds to c = 0 (γ2 = 0), while the coupling to terminal
2 is switched on progressively by increasing c.





Chapter 7

Epilogue

This thesis was aimed to understand thermoelectric conversion in disordered semiconductor
nanowires in the field effect transistor configuration. Our study has been carried out at low
temperatures in the regime of elastic coherent transport, and at higher temperature for in-
elastic thermally activated transport.

In the last years low dimensional thermoelectrics have attracted increasing attention, in-
spired by the constant quest for reliable and environmentally friendly sources of energy on the
one hand, and by the progresses made in micro- and nano-scale fabrication and manipulation
on the other. In particular, a number of experiments carried out in the last decade has put
forward nanowires-based systems as promising thermoelectric devices, in prospect both of
energy harvesting and Peltier cooling with applications in micro-electronics.

Motivated by a substantial lack of theoretical works complementary to this intense experi-
mental activity, we have studied electronic transport in disordered nanowires at a fundamental
level, which we believe to be of paramount importance in conceiving performant thermoelec-
tric devices.

The analysis carried out in chapter 3 lies on an analytical approach in describing electronic
transport at low temperatures: this allowed us to develop a profound comprehension of the
mechanism leading to an enhanced thermopower at the NWs impurity band edges. Essen-
tially, the main feature is the strong energy dependence of the localization length (and hence
of the density of states also, since they are interdependent) around the band edge. How-
ever, in the regime of elastic transport this has the unwanted consequence of exponentially
suppressing the conductance, thus forbidding large output powers. Moreover, the validity of
the Wiedemann-Franz sets a bound by itself on the thermoelectric power, hence preventing a
large figure of merit.
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Both these limitations may be overcome by increasing the temperature. In chapter 4, we
showed how in the regime of thermally activated transport the NWs thermopower could be
drastically enhanced in the field effect transistor configuration, up to values of the order of
∼ 1mV K−1.

When this happens the electrical conductance is reduced, but not as much as in the elas-
tic regime; stacking many nanowires in parallel, as explained in chapter 5, provides a way to
scale the conductance, allowing to deliver a finite output power under condition of improved
thermoelectric conversion. As an intriguing related effect, we discussed the possibility of gen-
erating and controlling hot and cold spots at the boundaries of an insulating substrate, a
topic which could be a major concern in the framework of chip cooling in micro- and nano-
electronics.

It is worthwhile to stress that what really makes the systems considered in chapter 5 very
promising is the role of the phonon bath, which at an abstract level is nothing but a third
(bosonic) terminal added to the standard two-terminal configuration. This leads naturally to
wonder whether a third terminal treated on a more general footing is beneficial for thermo-
electric conversion. In chapter 6 we tackled this problem within a rather technical approach,
and we concluded that in principle a third fermionic terminal can allow for better efficiencies
and output power even in linear response.

As this is a very active field of research, there is a number of open questions that could
be addressed, ranging from the fundamental to the more practical kind. Some of them could
be, for instance:

• A more rigourous treatment of the electron-phonon interaction would allow to better
understand if the electrostatic disorder seen by the electrons affects phonons, and by the
same token if the microscopic details of phonons do play a role on electrons. Besides, it
would lead to a more reliable estimation of all the transport coefficients, and hence of the
figure of merit ZT . This task could be done by detailing electron-phonon Hamiltonian
He−ph at a microscopic level, or also by treating it as a time-dependent noise, by adding
an electrostatic corrective energy Eph

i (t). We stress the fact that so far much work
has been done to study purely phonon transport, but really few in the direction of
understanding its interplay with electrons.

• In addition to the previous point, we could envisage to combine our theoretical approach
with a DFT calculation of the various microscopic parameters appearing in the transport
equations (γe and γep overall), in order to make our results quantitatively more robust.
Also, this would cast some light on the difference between the phonon populations
inside the nanowires and in the substrate, possibly altering at a quantitative level the
mechanism of thermal activation.
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• Estimating the role of electronic interactions, neglected in this work, would be important
since in 1D they can have dramatic effect (Luttinger liquid). In the low temperature
regime, this could be done by using suitable (exact) DMRG-based numerical techniques
[18, 155], At higher temperature in the activated regime, we could extend the approach
by Shklovskii and Efros [160]: as a first step, we may repeat the same analysis carried
out in chapter 4, using a different density of states which accounts for the Coulomb
gap. Then, another possibility would be to redo all the calculations within a mean-field
Hartree approach [4].

• As stressed in chapters 4 and 5, a remarkable feature of the activated regime is that a
finite window of energies (Mott hopping energy ∆) around the Fermi level is relevant
for electronic transport. An intriguing possibility would be to introduce an asymmetry
between the couplings of the nanowires to the left/right electronic reservoirs, modelled
as a potential barrier, in order to favor transport in a specific direction. Such a system,
put in contact with a “hot” substrate, would exploit the temperature difference as a
driving force to pump an electric current. Transport would be possible provided that ∆
is larger than the barrier. This might be an efficient way to convert the heat evacuated
from a hot spot into electric power.

• Going beyond the linear response approximation. Setting finite voltage and tempera-
ture differences would matter greatly in the quest for systems capable to deliver large
output power [187]. On a practical level, this would require to go beyond the standard
Onsager framework [151], and to use at least an Hartree-like approach to determine self-
consistently how the electrostatic potential profile within a nanowire is locally modified
by the (large) charge injected from the electrodes [136]. This point, in the regime of
elastic transport at low temperatures, has been the subject of a recent work done in the
group, which however has not yet been finalized. An extension to higher temperatures
in the activated transport regime is naturally envisaged: in this last case, we would
need to solve a non-linear version of the Random Resistor Network. Despite seeming in
principle a computationally tough task, this can be done thanks to a method described
by Rodin [147].

• Exploring various possibilities offered by the presence of a third terminal may lead to
a better understanding of the bounds on the efficiency of these devices. In line with
Refs. [8, 14, 23, 24], it could be instructive to consider the effects of a magnetic field
on the performance of the system studied in this work. Furthermore, the possibility
of separating and controlling the reversible and irreversible components of the currents
may lead to novel and surprising effects.
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