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P0 = RfluxP0 ⇡ 0.20P0 (only at Nyquist sampling) (III.10)

Thus, the maximum flux of photon per pixel is: F �

max/pix = RfluxF
�

im. The coe�cient Rflux is the
ratio of the flux on the central pixel pixel versus the total flux of the centroid. The value of 0.20 is
valid for a monochromatic source. In the polychromatic case, as the Nyquist sampling is for � = �min,
for larger wavelengths the centroid will be oversampled, i.e. spread on more pixels. As a consequence,
the polychromatic Rflux coe�cient will be slightly lower.
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I have introduced ⇢pix, as the mean quantum e�ciency of the detector’s pixels between �min and �max.
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⇤ Number of frames:

The cumulated number of photo-electrons collected per star is:
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At last, the total time is easily calculated from the values of T
i

(source limited), T
m

in and Nframes.
The ⌘ factor tells which speed regimes applies (source of detector limited).

4.2.2 Metrology photometric relations

⇤ Number of photo-electrons

For the metrology, the maximum photon location noise on each pixel is �p

r

= 2.1 ⇥ 10�5 (50% . . . .RSS
of 3 ⇥ 10�5 = 0.17 ⇥ 5 ⇥ 10�6). The factor 0.17 from numerical simulations, this is an empirical
coe�cient between the centroid location error and the pixel location error, caused by spatial averaging
over several pixels, see section 5.2. We note the minimum number of photo-electrons for each pixel
Np

e� , it verifies: �p

r

=
�

pixelq
N

p

e

�
. Here �pixel is expressed in units of pixels. Assuming no cross talk

between pixels, �pixel cannot be greater than 1/
p

12 (we consider a uniform . . . . .PRF as the worst case).
This yields Np

e� = 1.9 ⇥ 108.

⇤ Integrated metrology fiber output

Unlike the pseudo stars, the metrology system is almost entirely made of integrated components. The
light travels in free space for the last step only, from the fiber tips to the detector. To calculate the
transmission from the coherent monochromatic source to the fiber tips, we do not use any radiometric
calculation, we simply compute the product of the transmission of each one of the metrology com-
ponent, from the source to the fiber tips. The transmission are generally specified by the hardware
manufacturer, if this is not the case we use typical values. The power in the fiber right after the source
is either given by the manufacturer, or we estimate at 30% of the power in free space if we have to
inject the beam into a SMF with a lens (typical value). The power output at each fiber tip is noted
Ptip.
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aperture of the fiber.

To calculate the coe�cient ⇢mirror, we have to integrate the intensity over the pupil:
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P0, which is the total power of the beam, appears in this expression. Thus we have:

⇢mirror,Gaussian =
Ptransmitted
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where L0 is the distance between the sources and the mirror.

⇤ MMF case: photon flux on the image plane

The radiance (W.m-2.sr-1) inside the MMF is conserved, it is the same as the black body source that
was injected.

Lfibre = T

Z
�

max

�

min

B(�, Ts)d� ⇡ T (�max � �min) ⇥ B(�e↵ , Ts) (III.7)

The radiance of each pinhole is also the same as the fiber radiance because the holes are close to the
fiber extremity, compared to the fiber diameter: the fiber tip is seen as an infinite plane. We assume
that the pinholes diameters are large enough so we can neglect di↵raction (we will see later in the
design that it is the case). The irradiance (W.m�2) of one pinhole on the mirror depends on its solid

angle, seen from the mirror, is: Emirror = Lfibre
⇡d

2

4L
0

. The power per pinhole collected by the mirror,
which is also the power in one pseudo star image is:
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4
(III.8)

This last result can also be obtained by directly using the definition of the optical etendue:
Pim = LfibreG. The conversion to a photon flux in the CCD plane is done via the following relation:

F �

im = Pim
�e↵

hc
(III.9)

⇤ Maximum photon flux per pixel

The intensity at the center of an airy disk peaks at I0 = P
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L

2

, with P0 the total power transmitted
through the pupil, D the diameter of the pupil, L the distance pupil to image plane. We chose D to
be at Nyquist sampling: D = �L

2e . The flux on the central pixel is upper-bounded by:
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This last result can also be obtained by directly using the definition of the optical etendue:
Pim = LfibreG. The conversion to a photon flux in the CCD plane is done via the following relation:
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⇤ Maximum photon flux per pixel

The intensity at the center of an airy disk peaks at I0 = P
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, with P0 the total power transmitted
through the pupil, D the diameter of the pupil, L the distance pupil to image plane. We chose D to
be at Nyquist sampling: D = �L

2e . The flux on the central pixel is upper-bounded by:
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P0 = RfluxP0 ⇡ 0.20P0 (only at Nyquist sampling) (III.10)

Thus, the maximum flux of photon per pixel is: F �

max/pix = RfluxF
�

im. The coe�cient Rflux is the
ratio of the flux on the central pixel pixel versus the total flux of the centroid. The value of 0.20 is
valid for a monochromatic source. In the polychromatic case, as the Nyquist sampling is for � = �min,
for larger wavelengths the centroid will be oversampled, i.e. spread on more pixels. As a consequence,
the polychromatic Rflux coe�cient will be slightly lower.

⇤ Source limited integration time:
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I have introduced ⇢pix, as the mean quantum e�ciency of the detector’s pixels between �min and �max.

Finally, the expression of T �
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⇤ Number of frames:

The cumulated number of photo-electrons collected per star is:

N⇤
e� = T

i

NframesF
�

im ⇥ ⇢pix =
wNframes

Rflux
) Nframes =

RfluxN
⇤
e�

w
(III.12)

At last, the total time is easily calculated from the values of T
i

(source limited), T
m

in and Nframes.
The ⌘ factor tells which speed regimes applies (source of detector limited).

4.2.2 Metrology photometric relations

⇤ Number of photo-electrons

For the metrology, the maximum photon location noise on each pixel is �p

r

= 2.1 ⇥ 10�5 (50% . . . .RSS
of 3 ⇥ 10�5 = 0.17 ⇥ 5 ⇥ 10�6). The factor 0.17 from numerical simulations, this is an empirical
coe�cient between the centroid location error and the pixel location error, caused by spatial averaging
over several pixels, see section 5.2. We note the minimum number of photo-electrons for each pixel
Np

e� , it verifies: �p

r

=
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e

�
. Here �pixel is expressed in units of pixels. Assuming no cross talk

between pixels, �pixel cannot be greater than 1/
p

12 (we consider a uniform . . . . .PRF as the worst case).
This yields Np

e� = 1.9 ⇥ 108.

⇤ Integrated metrology fiber output

Unlike the pseudo stars, the metrology system is almost entirely made of integrated components. The
light travels in free space for the last step only, from the fiber tips to the detector. To calculate the
transmission from the coherent monochromatic source to the fiber tips, we do not use any radiometric
calculation, we simply compute the product of the transmission of each one of the metrology com-
ponent, from the source to the fiber tips. The transmission are generally specified by the hardware
manufacturer, if this is not the case we use typical values. The power in the fiber right after the source
is either given by the manufacturer, or we estimate at 30% of the power in free space if we have to
inject the beam into a SMF with a lens (typical value). The power output at each fiber tip is noted
Ptip.
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⇤ Maximum photon flux per pixel

The Gaussian profile emitted by one fiber, at r=0 (axis aligned with the propagation direction and

centered on the fiber) is given by: I(r = 0, z) =
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I0 where w0 is the beam waist at the origin,

w(z) is the beam waist at the longitudinal position of coordinate z and I0 is the intensity at the beam
origin. In the far field approximation, we have w(z) = ✓z where ✓ is the numerical aperture of the
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The power incident, flux of on one pixel at the center of the beam is:

Ppix ⇡ 2Ptipe
2

⇡✓2L2
(III.14)

We can safely assume a uniform illumination of the pixel (we will see in the design that the fiber beam
is much larger than even the chip itself). The corresponding photo electron flux is:
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(III.15)

They are two fibers creating an interference pattern proportional to:

2I 00 (1 + V cos(�)) (III.16)

where V is the visibility and I 00 = T
i

⇥ F e�
pix is the number of electrons per frame generated by one

fibre (at the focal plane). The number of photo-electrons collected per frame by a pixel located in a
bright fringe is:

F e�
max/pix ⇡ 2(1 + V ) F e�

pix (III.17)

⇤ Source limited integration time:
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w
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(III.18)

⇤ Number of frames:

Only the “AC” component of the signal can be used to determine pixel o↵sets, the “DC” component
only add noise. For the number of frames we only take into account the “useful” photo-electrons:

Nframes =
Np

e�

wV
(III.19)

5 Design

In this part I will review the technical solutions we have chosen. Some remarks that have already been
made about the methods used to derive the specifications are also relevant to the design phase. While
for some specifications we were able to derive analytical relations and identify precise constraints on the
design (see previous section), for others we laked knowledge that could only be obtained with advanced
numerical simulations or experiments with real data. Because of this, some specifications are closer
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made about the methods used to derive the specifications are also relevant to the design phase. While
for some specifications we were able to derive analytical relations and identify precise constraints on the
design (see previous section), for others we laked knowledge that could only be obtained with advanced
numerical simulations or experiments with real data. Because of this, some specifications are closer

power per pixel

e- flux per pixel

maximum e- flux per pixel

power per star

photon flux per star

maximum e- flux per pixel
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I0 ⇥ e2 = P0 ⇥ ⇡(�L)2

4�2L24e2
⇥ e2 =

⇡

16
P0 = RfluxP0 ⇡ 0.20P0 (only at Nyquist sampling) (III.10)

Thus, the maximum flux of photon per pixel is: F �

max/pix = RfluxF
�

im. The coe�cient Rflux is the
ratio of the flux on the central pixel pixel versus the total flux of the centroid. The value of 0.20 is
valid for a monochromatic source. In the polychromatic case, as the Nyquist sampling is for � = �min,
for larger wavelengths the centroid will be oversampled, i.e. spread on more pixels. As a consequence,
the polychromatic Rflux coe�cient will be slightly lower.

⇤ Source limited integration time:

T �

i

= w

F

e�
max/pix

with F e�
max/pix = ⇢pixF

�

max/pix = Rflux⇢pixF
�

im.

I have introduced ⇢pix, as the mean quantum e�ciency of the detector’s pixels between �min and �max.

Finally, the expression of T �

i

is:

T �

i

=
w

⇢pixF
�

imRflux
(III.11)

⇤ Number of frames:

The cumulated number of photo-electrons collected per star is:

N⇤
e� = T

i

NframesF
�

im ⇥ ⇢pix =
wNframes

Rflux
) Nframes =

RfluxN
⇤
e�

w
(III.12)

At last, the total time is easily calculated from the values of T
i

(source limited), T
m

in and Nframes.
The ⌘ factor tells which speed regimes applies (source of detector limited).

4.2.2 Metrology photometric relations

⇤ Number of photo-electrons

For the metrology, the maximum photon location noise on each pixel is �p

r

= 2.1 ⇥ 10�5 (50% . . . .RSS
of 3 ⇥ 10�5 = 0.17 ⇥ 5 ⇥ 10�6). The factor 0.17 from numerical simulations, this is an empirical
coe�cient between the centroid location error and the pixel location error, caused by spatial averaging
over several pixels, see section 5.2. We note the minimum number of photo-electrons for each pixel
Np

e� , it verifies: �p

r

=
�

pixelq
N

p

e

�
. Here �pixel is expressed in units of pixels. Assuming no cross talk

between pixels, �pixel cannot be greater than 1/
p

12 (we consider a uniform . . . . .PRF as the worst case).
This yields Np

e� = 1.9 ⇥ 108.

⇤ Integrated metrology fiber output

Unlike the pseudo stars, the metrology system is almost entirely made of integrated components. The
light travels in free space for the last step only, from the fiber tips to the detector. To calculate the
transmission from the coherent monochromatic source to the fiber tips, we do not use any radiometric
calculation, we simply compute the product of the transmission of each one of the metrology com-
ponent, from the source to the fiber tips. The transmission are generally specified by the hardware
manufacturer, if this is not the case we use typical values. The power in the fiber right after the source
is either given by the manufacturer, or we estimate at 30% of the power in free space if we have to
inject the beam into a SMF with a lens (typical value). The power output at each fiber tip is noted
Ptip.

power at fiber tip

fiber radiance

mirror irradiance
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⌘ > 1 the total time is not shorter because in this case we must attenuate the flux of the source to
avoid having more than w electrons per pixel per frame.

In practice we first calculate T �

i

, the source/photon limited integration time. Then we have ⌘ = T

min

T

�

i

and we can deduce the final T
i

.

4.2.1 Pseudo star photometric relations

⇤ Number of photo-electrons

For the centroids, the photon location noise is �⇤
r

= 3.5 ⇥ 10�6 (50% . . . .RSS of 5 ⇥ 10�6). We note
the minimum number of photo-electrons for each pseudo star N⇤

e� , it verifies: �⇤
r

= �

PSFp
N

⇤
e

�
. Here

�PSF is expressed in units of pixels. If we approximate the Airy profile with a Gaussian of standard
deviation � = 0.42�L/D2, we obtain: �PSF = 0.84 pixel (because of the Nyquist sampling condition)
which yields N⇤

e� = 5.7 ⇥ 1010.

We now consider two cases: the pseudo star objects are either SMF tips or a pinhole mask back-lighted
by a very large core MMF fiber.

⇤ SMF case: photon flux on the image plane

The power coupled from a black body source to a SMF is approximated by:

Pfibre = T�2
e↵ ⇥

Z
�

max

�

min

B(�, Ts)d� ⇡ T�2
e↵ ⇥ (�max � �min) ⇥ B(�e↵ , Ts) (III.3)

In this relation T is an optical coe�cient transmission, Ts is the black body temperature, B is the
plank law and �e↵ is defined as: �

max

+�

min

2 .

The power arriving on the detector in one spot is the output of one SMF, multiplied by the mirror
coupling coe�cient, i.e. the fraction of the light collected by the mirror, in the Gaussian beam case:
Pim = Pfibre ⇥ ⇢mirror,Gaussian. The conversion to a photon flux in the focal plane is done via the

following relation: F �

im = Pim
�

e↵

hc

.

⇤ SMF case: Mirror coupling coe�cient (Gaussian beam)

The pseudo stellar sources are fiber tips and emit Gaussian beams that reflect on the mirror and are
sent on the image plane. The mirror collects only a small fraction of the light because the NA of
the fibre is larger than the apparent angle of the pupil (seen from the object point). As a result only
the central part of the beam is collected. The losses due to the mirror surface reflectivity which are
typically a few percent are neglected.

According to the Gaussian beam model, the intensity of the light at the point (r, z) is

I(r, z) = I0

✓
w0

w(z)

◆2

exp

✓
�2r2

w2(z)

◆
(III.4)

r is the distance to optical axis and z is the distance between the source and the projection on the
optical axis.

In the expression above, we have w(z) = w0

r
1 +

⇣
z

z

R

⌘2
. As we are in the far field regime, we can

simplify this expression: w(z) = w0 ⇥ z

z

R

⇡ �

⇡w

0

z = ✓z. We have introduced theta, the numerical

2This value of 0.42 is obtained by least square fit of a Gaussian on the central lob of the Airy disk.
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quantum e�ciency for � < �min is less than 10% of the peak e�ciency. We keep the option to add
a filter to the white source later if aliasing proves to be an issue. This also means that the detector
coating for the NEAT demo and NEAT mission should have a spectral profile with a steep cut-o↵.

In the NEAT-demo optical configuration the size of the di↵raction spot is related to the pupil size
which is the mirror diameter, and the distance between the mirror and the detector rather than the
focal length (see appendix G for a quick justification). Thus the Nyquist sampling condition is:

2e  L�min

D
(III.1)

4.2 Photometric relations

The goal of the next two sections is to determine the pseudo star and metrology integration times
needed to reach the targeted accuracy and what are the conditions for which each light source (metrol-
ogy and pseudo stars) have su�cient fluxes to e�ciently fill the pixels quantum wells. Keep in mind
that we are looking for orders of magnitudes here, not ppms. We will use a lot of approximations to
get simpler expressions.

We will first determine the number of photo-electrons Ne� that we need in each case (metrology/pseudo
stars) and when we will trace our way from the sources to the detector, following the light path step
by step. The numerical applications with the parameters used in the design are shown in spreadsheets
(see section 6.1), here we only derive the analytical expressions. The number of photo-electrons needed
is also an order of magnitude estimation, based on first principles, which assumes that the location
noise �

r

caused by photon noise contributes 50% in the Root Sum Square (. . . .RSS) of the total location
noise, the rest being caused by systematics.

⇤ Integration time

The final estimated integration time is a function of the number of photo-electrons needed, the detector
characteristics (size of quantum well and frame rate) and the optimality factor ⌘ of each source. The
source optimality factor is a measure of how well the sources are adapted to a given setup, i.e. the
design parameters of the testbed and choice of detector. ⌘ < 1 indicates that the experiment would
be quicker with a higher photon flux, ⌘ > 1 indicates that the detector is limiting the speed at
which we can absorb photons and ⌘ = 1 signifies that the flux is perfectly matched with the detector
characteristics. By definition, ⌘ = 1 is when the pixels that receive the most flux are filled at 2/3
of the detector quantum well size at the maximum frame rate. This proportion is a safety factor to
avoid being too close to saturation and risking non-linear response. We note w this e↵ective electron
capacity, equal to 2/3 of the detector full quantum well.

The time needed to reach the targeted accuracy is:

T
tot

= NframesTi

, with T
i

=

⇢
Tmin if ⌘ > 1
T

min

⌘

if ⌘ < 1
(III.2)

where Nframes is the total number of frames and T
i

the integration time between two frames. The value
of Nframes is linked to the number of photo-electrons needed per pixel or per centroid for respectively
the metrology and the pseudo stars. We have also introduced the variable Tmin: it is the minimum
read time for one frame (inverse of the maximum frame rate of the detector), it is fixed by the model
of the detector and the design of the readout electronics. We consider that if the light source is the
limiting factor, the integration time T

i

is expanded by a factor 1/⌘ (slower frame rate) so that the 2/3
filling factor still stands. In practice the detector might only allow a discrete set of frame rates to be
used. In this case the next best frame rate can be used (i.e. slightly too quick): the pixels are filled a
little bit less than w and the total number of frames needed is a bit larger, but the number of photons
collected per unit time is unchanged (because it is limited by the source) and T

tot

stays the same. If
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quantum e�ciency for � < �min is less than 10% of the peak e�ciency. We keep the option to add
a filter to the white source later if aliasing proves to be an issue. This also means that the detector
coating for the NEAT demo and NEAT mission should have a spectral profile with a steep cut-o↵.

In the NEAT-demo optical configuration the size of the di↵raction spot is related to the pupil size
which is the mirror diameter, and the distance between the mirror and the detector rather than the
focal length (see appendix G for a quick justification). Thus the Nyquist sampling condition is:

2e  L�min

D
(III.1)

4.2 Photometric relations

The goal of the next two sections is to determine the pseudo star and metrology integration times
needed to reach the targeted accuracy and what are the conditions for which each light source (metrol-
ogy and pseudo stars) have su�cient fluxes to e�ciently fill the pixels quantum wells. Keep in mind
that we are looking for orders of magnitudes here, not ppms. We will use a lot of approximations to
get simpler expressions.

We will first determine the number of photo-electrons Ne� that we need in each case (metrology/pseudo
stars) and when we will trace our way from the sources to the detector, following the light path step
by step. The numerical applications with the parameters used in the design are shown in spreadsheets
(see section 6.1), here we only derive the analytical expressions. The number of photo-electrons needed
is also an order of magnitude estimation, based on first principles, which assumes that the location
noise �

r

caused by photon noise contributes 50% in the Root Sum Square (. . . .RSS) of the total location
noise, the rest being caused by systematics.

⇤ Integration time

The final estimated integration time is a function of the number of photo-electrons needed, the detector
characteristics (size of quantum well and frame rate) and the optimality factor ⌘ of each source. The
source optimality factor is a measure of how well the sources are adapted to a given setup, i.e. the
design parameters of the testbed and choice of detector. ⌘ < 1 indicates that the experiment would
be quicker with a higher photon flux, ⌘ > 1 indicates that the detector is limiting the speed at
which we can absorb photons and ⌘ = 1 signifies that the flux is perfectly matched with the detector
characteristics. By definition, ⌘ = 1 is when the pixels that receive the most flux are filled at 2/3
of the detector quantum well size at the maximum frame rate. This proportion is a safety factor to
avoid being too close to saturation and risking non-linear response. We note w this e↵ective electron
capacity, equal to 2/3 of the detector full quantum well.

The time needed to reach the targeted accuracy is:

T
tot

= NframesTi

, with T
i

=

⇢
Tmin if ⌘ > 1
T

min

⌘

if ⌘ < 1
(III.2)

where Nframes is the total number of frames and T
i

the integration time between two frames. The value
of Nframes is linked to the number of photo-electrons needed per pixel or per centroid for respectively
the metrology and the pseudo stars. We have also introduced the variable Tmin: it is the minimum
read time for one frame (inverse of the maximum frame rate of the detector), it is fixed by the model
of the detector and the design of the readout electronics. We consider that if the light source is the
limiting factor, the integration time T

i

is expanded by a factor 1/⌘ (slower frame rate) so that the 2/3
filling factor still stands. In practice the detector might only allow a discrete set of frame rates to be
used. In this case the next best frame rate can be used (i.e. slightly too quick): the pixels are filled a
little bit less than w and the total number of frames needed is a bit larger, but the number of photons
collected per unit time is unchanged (because it is limited by the source) and T

tot

stays the same. If

Valid for both 
metrology 
and stars:

source limited integration time

source optimality factor

total integration time
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I0 ⇥ e2 = P0 ⇥ ⇡(�L)2

4�2L24e2
⇥ e2 =

⇡

16
P0 = RfluxP0 ⇡ 0.20P0 (only at Nyquist sampling) (III.10)

Thus, the maximum flux of photon per pixel is: F �

max/pix = RfluxF
�

im. The coe�cient Rflux is the
ratio of the flux on the central pixel pixel versus the total flux of the centroid. The value of 0.20 is
valid for a monochromatic source. In the polychromatic case, as the Nyquist sampling is for � = �min,
for larger wavelengths the centroid will be oversampled, i.e. spread on more pixels. As a consequence,
the polychromatic Rflux coe�cient will be slightly lower.

⇤ Source limited integration time:

T �

i

= w

F

e�
max/pix

with F e�
max/pix = ⇢pixF

�

max/pix = Rflux⇢pixF
�

im.

I have introduced ⇢pix, as the mean quantum e�ciency of the detector’s pixels between �min and �max.

Finally, the expression of T �

i

is:

T �

i

=
w

⇢pixF
�

imRflux
(III.11)

⇤ Number of frames:

The cumulated number of photo-electrons collected per star is:

N⇤
e� = T

i

NframesF
�

im ⇥ ⇢pix =
wNframes

Rflux
) Nframes =

RfluxN
⇤
e�

w
(III.12)

At last, the total time is easily calculated from the values of T
i

(source limited), T
m

in and Nframes.
The ⌘ factor tells which speed regimes applies (source of detector limited).

4.2.2 Metrology photometric relations

⇤ Number of photo-electrons

For the metrology, the maximum photon location noise on each pixel is �p

r

= 2.1 ⇥ 10�5 (50% . . . .RSS
of 3 ⇥ 10�5 = 0.17 ⇥ 5 ⇥ 10�6). The factor 0.17 from numerical simulations, this is an empirical
coe�cient between the centroid location error and the pixel location error, caused by spatial averaging
over several pixels, see section 5.2. We note the minimum number of photo-electrons for each pixel
Np

e� , it verifies: �p

r

=
�

pixelq
N

p

e

�
. Here �pixel is expressed in units of pixels. Assuming no cross talk

between pixels, �pixel cannot be greater than 1/
p

12 (we consider a uniform . . . . .PRF as the worst case).
This yields Np

e� = 1.9 ⇥ 108.

⇤ Integrated metrology fiber output

Unlike the pseudo stars, the metrology system is almost entirely made of integrated components. The
light travels in free space for the last step only, from the fiber tips to the detector. To calculate the
transmission from the coherent monochromatic source to the fiber tips, we do not use any radiometric
calculation, we simply compute the product of the transmission of each one of the metrology com-
ponent, from the source to the fiber tips. The transmission are generally specified by the hardware
manufacturer, if this is not the case we use typical values. The power in the fiber right after the source
is either given by the manufacturer, or we estimate at 30% of the power in free space if we have to
inject the beam into a SMF with a lens (typical value). The power output at each fiber tip is noted
Ptip.
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⇤ Maximum photon flux per pixel

The Gaussian profile emitted by one fiber, at r=0 (axis aligned with the propagation direction and

centered on the fiber) is given by: I(r = 0, z) =
⇣

w

0

w(z)

⌘2
I0 where w0 is the beam waist at the origin,

w(z) is the beam waist at the longitudinal position of coordinate z and I0 is the intensity at the beam
origin. In the far field approximation, we have w(z) = ✓z where ✓ is the numerical aperture of the

fibre. As we also have I0 =
2P

tip

⇡w

2

0

, we can rewrite I as:

I(r = 0, z) =
2Ptip

⇡w2
0

⇥ w2
0

✓2z2
=

2Ptip

⇡✓2z2
(III.13)

The power incident, flux of on one pixel at the center of the beam is:

Ppix ⇡ 2Ptipe
2

⇡✓2L2
(III.14)

We can safely assume a uniform illumination of the pixel (we will see in the design that the fiber beam
is much larger than even the chip itself). The corresponding photo electron flux is:

F e�
pix =

⇢pixPpix�met

hc
⇡ 2Ptipe

2�⇢pix

⇡✓2L2hc
(III.15)

They are two fibers creating an interference pattern proportional to:

2I 00 (1 + V cos(�)) (III.16)

where V is the visibility and I 00 = T
i

⇥ F e�
pix is the number of electrons per frame generated by one

fibre (at the focal plane). The number of photo-electrons collected per frame by a pixel located in a
bright fringe is:

F e�
max/pix ⇡ 2(1 + V ) F e�

pix (III.17)

⇤ Source limited integration time:

T �

i

=
w

F e�
max/pix

(III.18)

⇤ Number of frames:

Only the “AC” component of the signal can be used to determine pixel o↵sets, the “DC” component
only add noise. For the number of frames we only take into account the “useful” photo-electrons:

Nframes =
Np

e�

wV
(III.19)

5 Design

In this part I will review the technical solutions we have chosen. Some remarks that have already been
made about the methods used to derive the specifications are also relevant to the design phase. While
for some specifications we were able to derive analytical relations and identify precise constraints on the
design (see previous section), for others we laked knowledge that could only be obtained with advanced
numerical simulations or experiments with real data. Because of this, some specifications are closer

integration time between two frames

number of frames needed


