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Abstract

Thermo-acoustic instabilities are of primary concern in combustion chambers
for a wide range of industrial applications, from domestic boiler to gas turbines
or rocket engines. They are the consequence of a resonant coupling between
the flame dynamics and the acoustic modes of the combustor, and can result
in strong vibrations, early aging of combustor components and structural dam-
age. The physical mechanisms involved are complex and difficult to model,
thus thermo-acoustic oscillations are not easily predictable at the design stage
of a combustor. In many combustors, passive dampers are implemented to
increase the acoustic energy dissipation of the system and to hinder detrimen-
tal flame-acoustics interactions. In the present work, passive damping systems
based on perforated screens backed by a resonant cavity and traversed by a
bias flow are investigated. The main objectives are: (i) to improve and simplify
the design of these dampers by maximizing their acoustic absorption proper-
ties in the linear regime, (ii) to analyze the effect of the sound wave amplitude
on the acoustic response of these systems and (iii) to develop models capable
of capturing absorption at high oscillation amplitudes. First, two interesting
asymptotic regimes are identified where the plate operates at low and high
Strouhal numbers respectively. In these regimes the design of a damper maxi-
mizing absorption is greatly simplified, since the choice of the optimal bias flow
velocity and back cavity size can be decoupled. It is shown that at low Strouhal
numbers the damper behaves as a quarter-wave resonator, and features a wide
absorption bandwidth. At high Strouhal numbers, the system operates as a
Helmholtz resonator, featuring shorter optimal back cavity sizes but narrower
absorption bandwidths. These predictions are compared to measurements in
a dedicated experimental setup for the different operating regimes identified.
The dependence of the acoustic properties of a perforated plate on the forc-
ing amplitude is then examined by means of direct numerical simulations. It is
shown that transition from linear to nonlinear regimes occurs when the acoustic
velocity amplitude in the orifice is comparable to the mean bias flow velocity.
At high amplitudes, periodic flow reversal is observed within the perforation,
vortex rings are alternatively shed upstream and downstream of the hole and
convected away at a velocity which is increasing with the forcing amplitude.
These mechanisms greatly influence the acoustic absorption of the perforate
in the nonlinear regime. Two novel models capturing this nonlinear response
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are then inferred based on an analysis of the vortex trajectory (VC model),
and on a quasi-steady description of the flow (IDF model). Their predictions
are finally compared to measurements conducted in an impedance tube, and to
results from numerical simulations. The results obtained in this work can be
used to ease the design of robust dampers capable of operating in harsh envi-
ronments with very high sound levels, such as those found during self-sustained
thermo-acoustic instabilities.



Résumé

Les instabilités thermo-acoustiques causent des problèmes récurrents dans les
chambres de combustion pour une large gamme d’applications industrielles, al-
lant des chaudières domestiques aux turbines à gaz, en passant par les moteurs
fusées. Ces phénomènes résultent d’un couplage résonant entre la dynamique
de la combustion et les modes acoustiques du foyer, et peuvent donner lieu à de
fortes vibrations, un vieillissement prématuré des composants de la chambre,
voire des dommages structurels. Les mécanismes physiques mis en jeu sont
complexes et difficiles à modéliser, ainsi les oscillations thermo-acoustiques ne
sont pas facilement prévisibles au stade de la conception d’une chambre de
combustion. Dans de nombreux foyers, des systèmes d’amortissement pas-
sifs sont installés pour augmenter la dissipation d’énergie acoustique et em-
pêcher le développement de ces instabilités. Dans ce travail, des systèmes
d’amortissement basés sur des plaques perforées couplées à une cavité résonante
et traversées par un écoulement moyen sont analysés. Les principaux objectifs
sont : (i) d’améliorer et de simplifier la conception de systèmes d’amortissement
robustes en maximisant leurs propriétés d’absorption acoustique en régime
linéaire, (ii) d’analyser l’effet de l’amplitude des ondes sonores incidentes sur la
réponse acoustique des plaques perforées et (iii) de développer des modèles ca-
pables de reproduire cette réponse aux hautes amplitudes. Tout d’abord, deux
régimes asymptotiques intéressants sont identifiés où le système fonctionne à
faibles et forts nombres de Strouhal respectivement. Dans ces régimes la con-
ception d’un système d’amortissement maximisant l’absorption acoustique est
grandement simplifiée, puisque les calculs de la vitesse optimale de l’écoulement
et de la taille de la cavité sont découplés. Il est démontré qu’à faible nombre de
Strouhal le système se comporte comme un résonateur quart d’onde, et dispose
d’une bande d’absorption très large. À fort nombre de Strouhal, le système
fonctionne comme un résonateur de Helmholtz, comportant une cavité de taille
plus réduite, mais une bande d’absorption beaucoup plus étroite que dans le
régime précédant. Ces prévisions sont confirmées par des mesures réalisées dans
les différents régimes identifiés sur un dispositif expérimental dédié. L’évolution
des propriétés acoustiques d’une plaque perforée lorsque l’amplitude de forçage
augmente est ensuite examinée par le biais de simulations directes. Il est mon-
tré que la transition du régime linéaire au régime non linéaire se produit lorsque
l’amplitude de la vitesse acoustique dans l’orifice est comparable à la vitesse de
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l’écoulement moyen dans les trous. Pour des amplitudes élevées, une inversion
périodique de l’écoulement est observée dans l’orifice. Des anneaux tourbillon-
naires sont alternativement éjectés en amont et en aval de l’orifice à une vitesse
de convection qui augmente avec l’amplitude de la perturbation acoustique.
Ces mécanismes influencent profondément l’absorption acoustique des plaques
perforées dans le régime non linéaire. Deux nouveaux modèles décrivant la
réponse non linéaire de ces systèmes sont ensuite développés en exploitant la
trajectoire des vortex (modèle VC), et une approche quasi-stationnaire (modèle
IDF). Les prévisions de ces modèles sont confrontées à des mesures effectuées
dans le tube à impédance et aux résultats de simulations directes. Les résultats
obtenus au cours de ces travaux peuvent être utilisés pour guider la conception
de systèmes d’absorption robustes, capables de fonctionner dans des environ-
nements difficiles avec des niveaux sonores élevés, comme ceux rencontrés lors
d’instabilités thermo-acoustiques.
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Chapter 1

General introduction

According to the International Energy Agency (www.iea.org), in 2010 more
than 80 % of the global primary energy consumption was supplied by com-
bustion [IEA (2012)], including both fuels from non-renewable sources, such
as oil, natural gas and coal, and biomass fuels from renewable sources. The
high energy density of hydrocarbon fuels, as well as their ease of storage and
transportation, combined with a well-established distribution infrastructure,
determined their dominant position on the energy markets. Today combustion
technology is spread in several domains, encompassing energy production (gas
turbines, coal- or oil-based thermal power plants), transportation (automotive,
naval, aeronautical and aerospace propulsion), materials processing (glass and
metal furnaces) and boilers (for industrial and domestic applications). Typical
orders of magnitude of thermal power generated range from a few kW for a
domestic boiler, up to hundreds of MW for a single stationary gas turbine for
electricity production, and even a few GW for space rocket propulsion. Some
applications are illustrated in Fig. 1.1.

In the case of gas turbines, their evolution has been driven in the past decades
by a continuous effort to improve fuel efficiency, and more and more stringent
regulations for greenhouse gases, such as CO2, and pollutant emissions, in par-
ticular nitrogen oxides NOx, carbon monoxide CO and unburned hydrocarbons
UHC. In this perspective, lean premixed combustion technology has been de-
veloped in the past two decades. The fuel is premixed with air upstream of
the combustor to obtain a more homogeneous mixture fraction field and thus
a more uniform temperature distribution. Excess air reduces the flame tem-
perature allowing the decrease of NOx emissions without the increase of CO
production that would be due to incomplete combustion. The use of lean pre-
mixed combustion technology allowed a spectacular increase of energy density
in the combustor, accompanied by a reduction of NOx emissions in gas turbines,
as illustrated by Correa (1998) and Döbbeling et al. (2005) (see Fig. 1.2). How-
ever, it should be kept in mind that a compromise needs to be sought to achieve
high efficiency while reducing both NOx and CO emissions [Lefebvre and Ballal
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(a) Ariane 5 space rocket. (b) Linde’s burner for glass furnaces.

(c) General Electric’s 7FA gas turbine. (d) Rolls Royce’s Trent 700 turbojet.

Figure 1.1: Examples of application of combustion technology.
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Figure 1.2: Premix burner development in Alstom’s gas turbines. Figure reproduced
from Döbbeling et al. (2005).

(2010)].

The main drawback of lean premixed combustion technologies is related to the
reduced robustness of the flame with respect to flow perturbations. Flame
stabilization is a challenging task, and combustion dynamics phenomena often
occur in gas turbine combustors, such as flame extinction, lean blow-off, flash-
back and thermo-acoustic instabilities [Lieuwen and Yang (2005)]. Augmenting
the stability margins of gas turbine combustors with respect to self-sustained
thermo-acoustic oscillations is one of the main challenging issues for gas turbine
manufacturers [Lieuwen and McManus (2003); Mongia et al. (2003); Döbbeling
et al. (2005)]. These undesirable phenomena are described in the following sec-
tion.

1.1 Thermo-acoustic instabilities

Thermo-acoustic instabilities are characterized by a detrimental coupling be-
tween combustion dynamics and the acoustic modes of the combustion chamber.
This phenomenon is known since the early investigation of sound produced by
flames by Rayleigh (1896). Some of the first combustion instabilities at indus-
trial scale were observed in liquid propellant rocket engines and led to severe
failures [Crocco and Cheng (1956); Culick (2006)]. The review articles from
Keller (1995), Candel (2002), Dowling and Morgans (2005) and Huang and
Yang (2009), as well as the collection of articles edited by Lieuwen and Yang
(2005) and the monographs from Crocco and Cheng (1956), Yang and Anderson
(1995), Culick (2006) and Poinsot and Veynante (2012) provide an extensive
overview of the topic.

Many scenarios can be envisaged to describe the coupling between flames and
acoustic waves propagating in a given system. For example, acoustic pressure
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Figure 1.3: Schematic view of unstable premix combustion. Figure reproduced from
Richards et al. (2003).

Figure 1.4: Comparison between a multi-burner assembly damaged by a combustion
instability (left) and a new multi-burner assembly (right). Figure reproduced from
Huang and Yang (2009).

oscillations p′, by interacting with the boundaries of the combustion chamber,
and in particular with the injection units, can induce hydrodynamic perturba-
tions of velocity u′ and equivalence ratio φ′, leading to combustion unsteadiness
[Ducruix et al. (2003)]. Interactions of the sound waves with solid elements
such as the vanes used to produce the swirled flow may also lead to additional
perturbations [Candel et al. (2014)]. A schematic view of unstable premixed
combustion is shown in Fig. 1.3 when instabilities are triggered by perturba-
tions of the mixture composition. The perturbed flame generally produces heat
release rate fluctuations q̇′, which act as a source term in the wave equation,
constituting the feedback mechanism of unsteady combustion on the acous-
tic field. In gas turbines, when these heat release rate fluctuations synchro-
nize with the acoustic perturbations, serious problems can be observed such as
flame extinction, intensification of the heat fluxes to the combustor walls, and
even structural vibrations due to the high sound pressure levels reached at the
combustor walls. An example showing a damaged combustor is presented in
Fig. 1.4.

A necessary condition for thermo-acoustic instabilities to occur is that the un-
steady heat release rate q̇′ and the pressure fluctuations in the flame region are
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in phase [Rayleigh (1896)]. This result can be written in the following simplified
form [Putnam (1971)]:

1

Tp

∫

Vf

∫ Tp

0
p′q̇′dV dt > 0, (1.1)

where p′ denotes pressure fluctuations, q̇′ are volumetric heat release rate per-
turbations. These fluctuations are integrated over the flame volume Vf and
over the oscillation period Tp = 1/f . Equation (1.1) is known as the Rayleigh
criterion and the left hand side term is designated in this manuscript as the
Rayleigh source term. In this form, the instability criterion does not take into
account physical phenomena such as volume energy losses, and also energy dis-
sipation at the system boundaries. The latter contributions cannot generally
be neglected (see for example Tran et al. (2009a)) and may be inferred from
an acoustic energy budget over the combustion chamber.

Writing a rigorous acoustic energy budget in a multi-species reacting com-
pressible flow is a difficult problem [Cantrell and Hart (1964); Myers (1986);
Myers (1991)]. In many combustion systems, the Mach number of the flow is
sufficiently small to neglect effects related to the mean flow except near the
chamber nozzle exit where the flow is accelerated in pressurized gas turbine
combustors [Nicoud and Wieczorek (2009); Motheau et al. (2014)]. An ap-
proximated expression for acoustic energy disturbances that only retain the
leading combustion noise source [Strahle (1978)] can however more easily be
established when the fluid is supposed to be at rest in the entire combustion
chamber [Crighton et al. (1992)]:

∂E

∂t
+∇ · (p′u′) =

γ − 1

γp̄
p′q̇′ (1.2)

where E = p′2/(2ρ0c
2
0) + ρ0u

′2/2 is the acoustic energy density, u′ and p′ de-
note acoustic pressure and velocity disturbances, ρ0, c0 and γ = cp/cv are the
mean density, sound speed and the heat capacity ratio. Integrated over the
combustion chamber volume V bounded by a surface S, this yields:

d

dt

〈∫

V
E dV

〉
=

〈∫

V

γ − 1

γp̄
p′q̇′ dV

〉
−
〈∫

S
p′u′ · n dS

〉
(1.3)

where 〈·〉 denotes the time-average over an oscillation period and n is the
external unit normal vector to the surface S.
During a thermo-acoustic instability, the Rayleigh source term takes positive
values and the net difference between the two right hand side contributions in
Eq. (1.3) is also positive. The amplitude of the perturbations and the acoustic
energy in the system increase until a limit cycle is reached [Noiray et al. (2008)].
At this point the average acoustic energy 〈E〉 remains constant, and the two
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terms in the right-hand side of Eq. (1.3) are in balance. An instability can
therefore grow when:

〈∫

V

γ − 1

γp̄
p′q̇′ dV

〉
≥
〈∫

S
p′u′ · n dS

〉
(1.4)

This generalization of the Rayleigh criterion does not take into account dis-
sipation phenomena taking place within the control volume. It is however
admitted that it retains the main contributions to acoustic energy fluctuations
in combustors and may be used to devise solutions to hinder self-sustained
thermo-acoustic instabilities.
Expression Eq. (1.4) shows that an instability develops if the flame source term,
i.e. the left-hand side term in Eq. (1.4), takes positive values larger than the
acoustic losses at the boundaries of the combustion chamber, i.e. the right-hand
side term in Eq. (1.4). As a consequence, unstable combustion regimes can be
stabilized with two different strategies.

This first one consists in modifying the flame response to flow perturbations, by
changing some operating parameters or the burner design [Krebs et al. (2002)].
In staged combustors, where the fuel is injected in different stages, Barbosa
et al. (2009) for gaseous fuels and Providakis et al. (2012) for liquid fuels
showed that the acoustic response of the flame can be modified by the staging
factor. Bulat et al. (2011) also reported that the use of a pilot injection
in a gas turbine for different engine loads can change the flame stabilization
and thus its acoustic response. Noiray et al. (2009) show that modifying the
dynamics of different injectors in a multiple-flame burner may be used to obtain
a neutral system free of low frequency thermo-acoustic instabilities. There are
many other examples where the response of the flame to flow perturbations
is altered to reduce the Rayleigh source term in Eq. (1.4) and improve the
stability margins of the combustor [Langhorne et al. (1990); Schluter (2004);
Durox et al. (2013)].

The second possibility is to increase acoustic dissipation at the boundaries, for
example by increasing acoustic losses [Tran (2009)] or modifying the impedance
[Bothien et al. (2008)] at the inlet or outlet of the combustor, or by adding
dampers to the combustor walls [Bothien et al. (2013)]. The work conducted in
the present Ph.D. aims at improving this alternative strategy by passive means.
This problem is discussed in the next section.

1.2 Passive acoustic damping strategies

The complexity of the combustion chamber of a gas turbine implies that the
burner environment is very different from the simplified setups that can be
studied at laboratory scale, and thus a thermo-acoustic analysis performed
on a test rig cannot be easily transferred to engine scale. In practice this
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mismatch between test rigs and industrial gas turbines limits the applicability of
combustion instability analyses conducted on generic systems, and alternative
methods based on active or passive control are used to hinder the resonant
coupling between acoustics and flame dynamics. Active methods are based on
a feedback loop between a sensor and an actuator to break the resonant coupling
between the acoustic modes of the combustion chamber and the response of the
flame [Candel (1992); McManus et al. (1993)]. Recent examples of application
of active control methods in generic configurations can be found in the works of
Bothien et al. (2008) and Zhao and Morgans (2009). However these methods
are difficult to implement at industrial scale, due to their high costs but also
to robustness issues: in case of system failure the burner may quickly become
unstable. Except rare exceptions [Hermann et al. (1998)], passive control
methods are in general more reliable and more frequently used in gas turbines.
They are briefly described below.

Under certain conditions, a flow can produce or absorb sound [Rienstra and
Hirschberg (2003)]. Generally in external flows (free field condition), the sound
level of the acoustic waves generated is too small to significantly perturb the
main flow field. However in internal flows acoustic reflection can be greatly
amplified by resonance phenomena or by the presence of flow constrictions
that enhance compressibility effects. Most passive dampers are based on these
principles, and mainly consist in the optimal placement of damping systems.

A general overview of passive control methods has been conducted by Richards
et al. (2003). In rocket engines acoustic dampers have been successfully im-
plemented to stabilize combustion and counter thermo-acoustic instabilities at
frequencies in the kilohertz range. The dampers typically encountered in gas
turbines are different from the ones found in rocket engines, because of the rel-
atively low frequencies that must be damped (typically a few hundreds hertz).
These low frequency instabilities require the use of larger damping volumes,
which limit their placement in the combustion chamber.

Three main families of damping devices are used in stationary gas turbines:
quarter-wave resonators [Richards and Robey (2008)], Helmholtz resonators
[Bellucci et al. (2004); Dupere and Dowling (2005); Bothien et al. (2013)] and
perforated screens [Melling (1973)]. Figure 1.5 shows a schematic view of an
Helmholtz resonator and a quarter-wave tube. Their resonance frequencies are
given by:

f0 =
c0
2π

[
S

V (l + δ)

]
for an Helmholtz resonator, (1.5)

f0 =
c0

4(L+ δ)
for a quarter-wave tube, (1.6)

where the notations used are defined in Fig. 1.5, and δ is an end correction
length [Rienstra and Hirschberg (2003)]. Quarter-wave resonators have been



8 1.2 - Passive acoustic damping strategies

(a) Helmholtz resonator. (b) Quarter-wave tube.

Figure 1.5: Schematic view of an Helmholtz resonator (a) and a quarter-wave res-
onator (b).

used by Richards and Robey (2008) to avoid coupling between different injectors
in an annular combustor due to transverse modes. These systems are often
used to damp high frequency sound waves [Oschwald et al. (2008)] Helmholtz
resonators are generally preferred to damp low frequency sound waves (see for
example Zinn (1970) and Hersh et al. (2003)).

These dampers are typically designed to damp a single given frequency. When
several acoustic modes are unstable, several dampers are needed. Each one
is then designed to absorb acoustic energy at a specific frequency [Zhao and
Morgans (2009)]. Their narrow frequency bandwidth is considered as a ma-
jor drawback, especially in the changing environment present in a combustion
chamber. Moreover, it is not uncommon that the instability frequency varies
during operation. We have already mentioned that, in staged combustors, the
acoustic response of the flame can be modified by the staging factor or a pi-
lot injection at different load conditions [Barbosa et al. (2009); Bulat et al.
(2011); Providakis et al. (2012)]. Bothien et al. (2013) indicated that, in gas
turbines, engine-to-engine variations of pulsation frequency are expected due
to, for example, different ambient conditions or the use of different fuels. In
Boudy et al. (2011) a different phenomenon was observed. The frequency of
the thermo-acoustic instability changed due to triggering of the first acoustic
mode by a second one at a different frequency. In their review of passive acous-
tic dampers for gas turbine engines, Richards et al. (2003) argued that it is
difficult to design acoustic resonators for a specific natural frequency, because
their gas can include combustion products and purge cooling air, making the
determination of the speed of sound uncertain. The effect of hot-gas ingestion
has been recently analyzed by Ćosić et al. (2012).

An interesting concept to widen the absorption bandwidth of Helmholtz res-
onators is to couple multiple resonating volumes within a single resonator, each
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Figure 1.6: Multi-volume damper based on coupled Helmholtz resonating cavities
[Bothien et al. (2013)]. Courtesy of Dr. M. Bothien.

cavity being tuned at a different frequency [Griffin et al. (2000)]. This idea
was applied by Bothien et al. (2013) to develop a new multi-volume damper
capable of extending the absorption bandwidth of the equivalent single-volume
Helmholtz resonator. It was then validated on a full-scale test engine. A pho-
tography of the multi-volume damper is shown in Fig. 1.6.

These works show the importance of a robust design for acoustic dampers, that
must be able to absorb acoustic energy in different operating conditions and at
different frequencies. Helmholtz and quarter-wave resonators can only be used
to address a limited range of frequencies, and only a combination of several
resonators is able to deal with different unstable modes.

Perforated screens represent an interesting alternative to the use of Helmholtz
and quarter-wave resonators in gas turbines. They are widely used in aero-
engine liners [Hughes and Dowling (1990)] and in car mufflers [Munjal (1987)]
(see Fig. 1.7). Moreover, they are already used in combustion chambers to
protect the combustor walls with film cooling, and to dilute hot combustion
products before they enter the turbine. Their damping properties are examined
in details in the next section as they represent the main focus of the present
work.

1.3 Acoustic response of perforated plates

An important research activity has been devoted to the experimental charac-
terization, modeling and simulation of the absorption properties of perforated
screens. Early investigations of this problem were revised by Ingard and Ising
(1967), Melling (1973) and Bechert (1980). The textbooks from Munjal (1987)
and Howe (1998) provide a general framework for theoretical treatment of the
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(a) Combustor liner. (b) Car muffler.

Figure 1.7: Photographies of a combustor liner for a gas turbine (a) and a car muffler
(b).

aero-acoustic interactions taking place within these systems illustrated by many
practical applications.

In a recent study by Tran et al. (2009a), perforated screens designed using
available linear models (Howe (1979) and Hughes and Dowling (1990)) and
placed at the rear side of a premixing system were used to hinder longitudinal
thermo-acoustic instabilities in a turbulent swirled burner. The damper was
shown to operate well for small pressure disturbances in the frequency range
250 to 400 Hz and the results were consistent with the model predictions. It
eventually fails when the instability oscillation level raises inside the chamber
[Tran et al. (2009b)]. One of the objectives of the present work is to understand
the reasons of this failure and identify the key features to improve the design
of perforated screens for robust low frequency acoustic damping.

A number of parameters influences the absorption properties of perforates. The
main ones are geometrical elements, and in particular the porosity, as shown by
Wendoloski (1998) and Dupère and Dowling (2001), the plate thickness [Jing
and Sun (2000); Peat et al. (2006)], the orifice geometry [Grace et al. (1998)],
or the interspace between holes [Lee et al. (2007); Tayong et al. (2011)]. The
presence of bias and grazing flows can enhance as well as lower acoustic ab-
sorption, as demonstrated by Narayana Rao and Munjal (1986); Howe (1998);
Kirby and Cummings (1998); Eldredge and Dowling (2003); Dassé et al. (2008);
Tonon et al. (2013). The amplitude of the incident acoustic wave can also trig-
ger acoustic nonlinearity at the orifice, thus changing the way acoustic energy
is dissipated, as analyzed for example by Ingard and Ising (1967); Cummings
and Eversman (1983); Cummings (1986); Salikuddin et al. (1994); Dragan
and Lebedeva (1998); Jing and Sun (2002); Bellucci et al. (2004). The design
of a perforated plate used as a damper relies thus on a complex optimization
procedure, involving a large number of parameters that need to be examined.
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Fundamental mechanisms of sound absorption by perforated screens are re-
visited in the following section. The objective is to give an overview of the
current understanding of this problem and give the main modeling elements
that will be used later in this work to infer the damping properties of perfo-
rated plates traversed by a bias flow and subjected to normal incident acoustic
waves. The analysis is voluntarily restricted to perforated screens of low poros-
ity in absence of grazing flow. The bias flow velocity within the perforations is
considered small and Mach number effects are ignored [Durrieu et al. (2001)]
as well as effects of inclination of the perforations [Eldredge et al. (2007)], but
the respective roles of the bias flow velocity and the presence of a resonant
back cavity behind the perforate are examined. Only sound waves normal to
the plate are considered. There is no difficulty to extend the following analysis
to small incidence angles, but for larger incidence angles effects related to the
resulting grazing flow need to be taken into account (see for example Tonon
et al. (2013)). The influence of the finite thickness of the plate is also examined
by taking into account the additional dissipation induced by the unsteady flow
within the apertures, as shown by Melling (1973); Salikuddin et al. (1994); Jing
and Sun (2000). However these additional losses due to the effects of viscous
dissipation at the orifice walls are not considered in this work. These losses
are related to the oscillating slug of fluid in the orifice, and increase when the
frequency of the acoustic perturbation increases [Melling (1973)]. The main fo-
cus of the present work being the analysis of dampers addressing low frequency
oscillations, viscous losses at the orifice walls are negligible compared to other
acoustic phenomena, such as dissipation caused by flow separation and vortex
generation at the orifice outlet and acoustic resonance of the cavity. This sim-
plification also releases the need of solving the thin acoustic boundary layer
in the orifice, which is very computationally demanding since it would require
very fine meshes in the near-wall region.

1.3.1 Sound absorption mechanism

Sound absorption properties of perforated screens with and without bias flow
significantly differ. In absence of bias flow, a perforated plate features weak
absorption properties under small acoustic disturbances [Rayleigh (1896)], but
absorption is notably augmented when the oscillation level is increased [Ingard
and Ising (1967)]. For small disturbances, the flow remains essentially potential
in the vicinity of the perforation and the conversion of acoustic energy is rather
limited [Howe (1998)]. This type of behavior ceases at higher levels when flow
separation takes place at the perforation edges for a certain threshold amplitude
level. Acoustic energy is then converted into vortical energy and is dissipated
without significant acoustic regeneration [Cummings (1984)]. This results in a
net absorption of sound. The conclusion is that an orifice without a mean bias
flow cannot efficiently absorb sound except at very high levels.
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This issue can be circumvented using a steady bias flow through the perforations
to ensure flow separation. As shown by Morfey (1971), acoustic energy can be
dissipated in a vortical flow. When a bias flow passes through an orifice of
a perforated plate, it separates as a jet, constituting a continuous source of
vorticity produced within the jet shear layers. When sound waves interact with
the jet, a fraction of the acoustic energy of the incident sound wave is thus
converted into vortical energy, which is eventually dissipated by viscous losses
[Bechert (1980)]. In this case, and for small acoustic perturbation amplitudes,
sound absorption is a linear mechanism [Howe (1979)]. A common feature in
the sound absorption mechanism of acoustic waves impinging on perforated
plates with and without bias flow is that the influence of viscosity is generally
insignificant, except near the edges, where flow separation takes place.

One elegant way to highlight sound absorption in an acoustically perturbed
vortical flow is to derive an acoustic analogy in terms of the stagnation enthalpy
from the conservation equations. In the case of a homentropic high Reynolds
and low Mach number flow, where viscous dissipation is neglected and entropy
is assumed to remain constant, one may write [Howe (1998)]:

1

c20

∂2B

∂t2
−∇2B = ∇ · (ω × u) (1.7)

where B = p/ρ0 + u2/2 is the stagnation enthalpy, u is the flow velocity and
ω denotes the vorticity field. In this expression, nonlinear propagation effects
and scattering of sound by vorticity are neglected. It is also assumed that the
speed of sound c0 and the density ρ0 are constant values. Using a Helmholtz
decomposition of the velocity field u, one may also write:

u = ∇ϕ+∇×Ψ (1.8)

where ϕ denotes the velocity potential and Ψ the stream function. In this
description, the acoustic velocity field u′ corresponds to the gradient of the
unsteady component ϕ′ of the scalar potential u′ = ∇ϕ′.

In the irrotational region of the flow (ω = 0), the stagnation enthalpy B ap-
pears thus as the natural acoustic variable. This indicates that the Coriolis
force f c = ρ0(ω × u) acts as an external force on the acoustic flow field u′

[Rienstra and Hirschberg (2003)]. Neglecting wave propagation effects in the
source region and mean flow convection in the wave region, the time-averaged
power P transferred from the vorticity field to the acoustic field is given by the
work performed by the Coriolis force on the acoustic field integrated over the
flow region and over an oscillation period:

〈P〉 =
〈∫

V
f c · u′dV

〉
(1.9)
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Figure 1.8: Single orifice of diameter 2a traversed by a mean bias flow (from left to
right), submitted to normal incident sound waves. The quantity q̃ is the fluctuating
volume flowrate through the hole. A vortex ring is convected downstream with a velocity
uc.

This expression shows that when the acoustic velocity differs from zero in the
vorticity source region, energy transfer from the vortical to the acoustical flow
takes place. This mechanism is at the origin of sound dissipation taking place
in a perforation crossed by a bias flow that is submitted to acoustic forcing. By
further simplifying the problem, it is possible to fully determine the acoustic
properties of a perforation as shown below.

1.3.2 Rayleigh conductivity

Consider the sketch in Fig. 1.8 featuring a single perforation at x = 0 in a
thin plate traversed by a steady bias flow. The central issue is to determine
the Rayleigh conductivity linking the fluctuating volume flowrate within the
perforations and the unsteady pressure difference applied to the plate [Rayleigh
(1896); Howe (1998)]. Assuming harmonic disturbances, the acoustic pressure
p′ and velocity u′ far from the perforation write:

p′ = ℜ{p̃ exp(−iωt)} (1.10)

u′ = ℜ{ṽ exp(−iωt)} (1.11)

(1.12)

where ω = 2πf is the angular frequency, and ℜ{·} denotes the real component
of a complex quantity. Using these notations, the Rayleigh conductivity of the
aperture is given by:

KR =
iωρ0q̃

p̃2 − p̃1
=

q̃

ϕ̃2 − ϕ̃1
(1.13)

where q̃ denotes the volume flowrate fluctuation through the aperture and ∆p̃ =
p̃2 − p̃1 is the fluctuating pressure difference applied to the plate that may also
be replaced by the velocity potential difference iωρ0∆ϕ̃ = ∆p̃ of the uniformly
perturbed flow away from the perforation.
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As indicated previously, the Reynolds number within the perforation is assumed
to be large enough Re ≫ 1 to neglect viscous effects except near the perforation
edges where flow separation takes place. The Rayleigh conductivity of a circular
aperture of radius a in which a steady jet emerges irrotationally and is separated
from the ambient fluid by an infinitely thin vortex sheet has been determined by
Howe (1979). In Fig. 1.8, vortices created at the aperture edges are swept away
by the bias flow with a velocity uc along a straight vortex tube of radius a. In
this case, Howe showed that for linear perturbations, the dominant contribution
to the right hand side term in Eq. (1.7) is related to the perturbed vorticity
field ω′ = ω̃ exp(−iωt) transported by the mean flow ū:

∇2B̃ = −∇ · (ω̃ × ū) (1.14)

where ω̃ = ω̃eθ is the perturbed vorticity in the azimuthal direction eθ and
ū = ucex is the velocity of this vortical disturbance in the axial direction ex. If
Ω denotes the amplitude of the circulation of the shed vorticity per unit axial
length of the jet, the fluctuating vorticity field may be modeled as:

ω̃ = ΩH(x)δ(r − a) exp (ikcx) (1.15)

where kc = ω/uc is the wavenumber of this aerodynamic perturbation, H is
the Heaviside function and δ is the Dirac function.

For a uniform harmonic stagnation enthalpy perturbation B̃ = iω∆ϕ̃, the per-
turbation amplitude is given by [Howe (1979)]:

Ω = ∆̃ϕ

(
a

∫ ∞

0

xH(1)
1 (x) cos(x)

x2 + (kca)2

)−1

(1.16)

where H(1)
1 (x) = J1(x) + iY1(x) denotes the Hankel function of the first kind,

J1(x) and Y1(x) being the Bessel functions of the first and second kinds re-
spectively. This expression can then be used to determine the volume flowrate
fluctuation q̃ through the aperture. The relatively long and technical deriva-
tion is not reproduced here since it is fully described by Howe (1979). It finally
yields an expression for the Rayleigh conductivity of the aperture:

KR = 2a (γ − iδ) (1.17)

where the γ and δ are positive functions of the Strouhal number St = ka =
ωa/uc only, calculated with the convection velocity uc of the vortex sheet:

γ − iδ = 1 +
(π/2)I1(St) exp(−St)− iK1(St) sinh(St)

St [(π/2)I1(St) exp(−St) + iK1(St) cosh(St)]
(1.18)

where I1 and K1 are the modified Bessel functions of the first and second kinds.
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The convection velocity uc of vortical disturbances has to be specified to deter-
mine KR with Eq. (1.17). It is generally admitted that this velocity scales with
the mean bias flow velocity: uc = Cū0, where C is a constant. One difficulty is
to identify the correct scaling factor C. For quasi-steady operating conditions,
Howe (1979) proposed to use a vorticity convection velocity uc equal to half the
jet velocity uj in the vena contracta section uc = (1/2)uj , but uj is not easy
to determine. Hughes and Dowling (1990) found experimentally that uc = ū0,
where ū0 is the bias flow velocity, yields a good collapse on their experimental
data. This assumption was then adopted in the more recent theoretical analysis
of Luong et al. (2005). The correct value of the scaling factor depends on the
geometry of the orifice and the structure of the flow in this region. For the sake
of simplicity, the same assumption as in [Hughes and Dowling (1990); Luong
et al. (2005)] is made in the present study and the convection velocity uc is
assumed to be equal to the bias flow velocity ū0: uc = ū0. A detailed analysis
of the convection velocity of vortices shed at the orifice edges is conducted in
chapter 5.

Different models were derived based on the original expression Eq. (1.17), in-
cluding effects of ducting [Wendoloski (1998)], hole shape [Dowling and Hughes
(1992)] or plate thickness [Jing and Sun (2000); Luong et al. (2005); Jing and
Sun (1999)]. Equation (1.18) is valid for infinitely thin plates. Jing and Sun
(2000) proposed a model taking into account the additional dissipation due to
the finite thickness h of the plate. In this case, the function γ − iδ should be
replaced by γ′ − iδ′, where:

1

γ′ − iδ′
=

1

γ − iδ
+

2h

πa
(1.19)

It is now interesting to examine the limits taken by the Rayleigh conductivity
of the aperture KR at small and large Strouhal numbers. For an infinitely thin
plate, Eq. (1.17) reduces to:

KR ≃ 2a

(
1

3
St2 − i

π

4
St

)
, St ≪ 1 (1.20)

KR ≃ 2a

(
1− i

St

)
, St ≫ 1 (1.21)

These relations will be used later in the manuscript. Figure 1.9 compares
the γ and δ functions from Eq. (1.18) with the asymptotical expressions in
Eqs. (1.20) and (1.21). The agreement between the general expression and the
low Strouhal approximation is good as long as St ≤ 0.5 for both the real γ and
imaginary δ components of the Rayleigh conductivity KR. The high Strouhal
approximation collapses on the general expression when St ≥ 4.



16 1.3 - Acoustic response of perforated plates

γ

δ

St

0
0

1

1 2 3 4 5

0.2

0.4

0.6

0.8

Figure 1.9: Comparison between the functions γ and δ from Eq. (1.18) (solid lines)
and their asymptotical approximations at small Strouhal number Eq. (1.20) (dashed
lines) and large Strouhal number Eq. (1.21) (dashed dotted lines).

1.3.3 Absorption without resonant back cavity

It is now possible to link the Rayleigh conductivity KR to the absorption coeffi-
cient α of a perforated plate of porosity σ = πa2/d2 ≪ 1. Consider a collection
of circular holes of radius a regularly spaced over a plate with a square pattern
of elementary size d, as shown in Fig. 1.10. Interactions between holes can be
neglected for plates featuring a small porosity when

√
σ ≤ 0.2 [Melling (1973)].

The flow in the vicinity of the perforations is unsteady, but low frequency fluc-
tuations remain incompressible because they are compact with respect to the
acoustic wavelengths considered λ/a ≫ 1. Compressibility effects thus only
modify the pressure field away from the perforations z/a ≫ 1 where plane
waves propagate.
Continuity of the fluctuating volume flowrate q̃ in the vicinity of the perforation
implies:

q̃ = ũ1d
2 = ũ0πa

2 = ũ2d
2, (1.22)

where ũ1 and ũ2 indicate the acoustic velocities upstream and downstream the
perforated plate. The Rayleigh conductivity Eq. (1.13) is now used to express
the momentum balance of sound waves across the plate:

iρ0ωũ1 = iρ0ωũ2 =
KR

d2
[p̃2 − p̃1] (1.23)

Let R and T denote the respective complex amplitudes of the reflected and
transmitted plane waves away from the aperture (Fig. 1.10), for an incident
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Figure 1.10: Perforated plate traversed by a bias flow and submitted to normal inci-
dent pressure waves. Circular holes of diameter 2a are regularly spaced with a square
pattern of size d. The complex amplitudes of the reflected and transmitted waves are
denoted R and T , respectively. The dash-dotted lines indicate symmetry axes.

wave of amplitude equal to unity:

p̃2(x) = R exp(ikx) + exp(−ikx) for x ≥ 0 (1.24)

p̃1(x) = T exp(−ikx) for x ≤ 0 (1.25)

where k = ω/c0 is the acoustic wavenumber. This wavefield must comply with
Eqs. (1.22) and (1.23) at the plate location x = 0 yielding a general expression
for the reflection and transmission coefficients:

R =
ikd2

2KR

(
ikd2

2KR
− 1

)−1

(1.26)

T = −
(
ikd2

2KR
− 1

)−1

(1.27)

From the definition of the absorption coefficient α = 1−|R|2−|T |2, one finally
obtains [Howe (1998)]:

α = − 4kd2ℑ{KR}
|ikd2 − 2KR|2

(1.28)

where ℑ{KR} denotes the imaginary component of the Rayleigh conductivity.
If the motion in the aperture remained ideal, the conductivity KR = 2a would
be a real number and there would be no absorption of acoustic energy through
the perforation [Rayleigh (1896); Hirschberg (2001)].
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Figure 1.11: Evolution of the absorption coefficient α of a thin perforated plate as a
function of the Strouhal number St and the ratio Mc/σ.

For an infinitely thin plate, replacing the expression for the Rayleigh conduc-
tivity, given by Eq. (1.17), in Eqs. (1.26) to (1.28) leads to:

R = i
π

4
St

Mc

σ

[
i
π

4
St

Mc

σ
− (γ − iδ)

]−1

(1.29)

T = (γ − iδ)

[
γ − iδ − i

π

4
St

Mc

σ

]−1

(1.30)

α =
π

2
St

Mc

σ
δ

∣∣∣∣δ + iγ +
π

4
St

Mc

σ

∣∣∣∣
−2

(1.31)

where Mc = uc/c0 denotes the Mach number based on the convection velocity of
vortices shed at the perforation edges and St = ωa/uc is the Strouhal number.
The evolution of the absorption coefficient α given by Eq. (1.31) is plotted in
Fig. 1.11. As shown by Howe (1998), the maximum attainable value for the
absorption coefficient of a perforated plate is αmax = 0.5. This maximum is
reached at small Strouhal numbers St ≪ 1 when Mc = σ. In this regime, the
optimal bias flow velocity uc that maximizes absorption α = 0.5 is thus solely
determined by the perforated plate porosity σ. It has been further observed
that this maximum does not depend on the shape of the aperture [Dowling
and Hughes (1992)], which can be circular or rectangular, but it is strongly
influenced by the shape of the edges [Peters et al. (1993)]. This suggests that
the absorption mechanism is intimately linked to the unsteady flow dynamics
near the orifice. Damping properties can be further improved by adding a
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Figure 1.12: Perforated plate traversed by a bias flow and submitted to normal inci-
dent pressure waves. Circular holes of diameter 2a are regularly spaced with a square
pattern of size d. The plate is coupled to a resonant back cavity, of size L. The com-
plex amplitude of the reflected wave is denoted R. The coefficients A and B denote
the pressure wave amplitudes in the back cavity.

resonant back cavity behind the perforated screen [Hughes and Dowling (1990);
Dowling and Hughes (1992)], as considered below.

1.3.4 Absorption with a resonant back cavity

Consider now the presence of a back cavity located at x = −L behind the per-
forations, as shown in Fig. 1.12. The derivation described below closely follows
the analysis of Hughes and Dowling (1990), but the dimensionless numbers
introduced in Eqs. (1.29) to (1.31) are used to analyze the results.

The sound field within the cavity lying between −L ≤ x ≤ 0 must now satisfy:

p̃1(x) = A exp(ikx) +B exp(−ikx) (1.32)

ρ0c0ũ1(x) = A exp(ikx)−B exp(−ikx), (1.33)

where A and B are the complex planar sound wave amplitudes in the back
cavity. Outside the cavity for x ≥ 0, one is left with:

p̃2(x) = R exp(ikx) + exp(−ikx) (1.34)

ρ0c0ũ2(x) = R exp(ikx)− exp(−ikx) (1.35)

Using Eqs. (1.22) and (1.23) together with the fact that the velocity vanishes
at the back cavity rigid wall ũ1(−L) = 0, one obtains an expression for the
specific impedance ζ = p̃2/ρ0c0ũ2 at the plate location x = 0+:

ζ = i

[
kd2

KR
− 1

tan(He)

]
(1.36)
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In this expression, He = kL is the cavity Helmholtz number. The reflection
coefficient is then given by:

R =
ζ + 1

ζ − 1
(1.37)

The absorption coefficient can also be determined using the relation α =
1− |R|2.

It is now interesting to rewrite the specific impedance and the reflection coeffi-
cient as functions of the dimensionless numbers St, Mc/σ, h/a and He. Starting
from Eq. (1.36), and using Eqs. (1.17) and (1.19) for the Rayleigh conductiv-
ity KR of a perforated plate of finite thickness h, one obtains the following
expression for the specific impedance:

ζ = i

[
π

2
St

Mc

σ

(
1

γ − iδ
+

2h

πa

)
− 1

tan(He)

]
(1.38)

where Mc = uc/c0 is the Mach number based on the convection velocity of
the vortex sheet, σ = πa2/d2 is the plate porosity, St = ωa/uc is the Strouhal
number and h is the plate thickness. Replacing Eq. (1.38) in Eq. (1.37), one
obtains a general expression for the reflection coefficient:

R =

i

[
π

2
St

Mc

σ

(
1

γ − iδ
+

2h

πa

)
− 1

tan(He)

]
+ 1

i

[
π

2
St

Mc

σ

(
1

γ − iδ
+

2h

πa

)
− 1

tan(He)

]
− 1

(1.39)

Figures 1.13(a) to 1.13(d) show the evolution of the absorption coefficient α =
1− |R|2, where R is given by Eq. (1.39), for an infinitely thin perforated plate
backed by a cavity, as a function of the Strouhal and the Helmholtz numbers.
In each figure the absorption coefficient is computed for a set of values of the
ratio Mc/σ ranging from 0.1 to 2. Acoustic absorption is a function of both the
Strouhal number St and the Helmholtz number of the back cavity He. It is also
possible to reach total absorption α = 1 for certain values of the ratio Mc/σ.
However, in the general case, all these parameters are strongly interrelated, and
it is difficult to deduce design rules to maximize absorption. This problem will
be examined in the next chapters.

It is now worth examining our current understanding of the influence of the
perturbation amplitude when a perforation is subjected to incident sound waves
of moderate to high amplitudes by reviewing nonlinear models.

1.4 Effects of amplitude on sound absorption

Due to the wide variety of applications, extensive research has been devoted to
the experimental characterization, modeling and simulation of the absorption
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(a) Mc/σ = 0.1.
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(b) Mc/σ = 0.5.

 

 

H
e

St

00
0

1

1

2

2

3

4 6 8 10

0.2

0.4

0.6

0.8

(c) Mc/σ = 1.
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Figure 1.13: Evolution of the absorption coefficient α = 1 − |R|2 (Eq. (1.39)) of a
perforated plate backed by a cavity as a function of the Strouhal number St and the
Helmholtz number He for h/a = 0 (infinitely thin plate), and for different values of
the ratio Mc/σ.
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properties of perforated screens at high sound levels. Recently, Rupp et al.
(2010) carried out an experimental study on the effect of excitation amplitude
on acoustic absorption of a single orifice traversed by a mean bias flow. The
transition between the linear and nonlinear regimes is studied using Particle
Image Velocimetry (PIV). It is shown that absorption first increases when the
sound level is augmented before being attenuated at higher levels. This type
of response was already noted in the experiments gathered by Ingard and Ising
(1967).

Numerical studies have recently been conducted to investigate the absorption
properties of perforated plates traversed by a bias flow. Leung et al. (2007)
studied the effects of frequency and orifice opening size on absorption by direct
simulations of the Navier-Stokes equations in two dimensions. They found that
absorption is improved at low forcing frequencies and for small orifices. The
acoustically excited flow through a circular orifice backed by a cavity was exam-
ined with three-dimensional direct simulations by Zhang and Bodony (2012).
In their work, the perforation was subjected to high amplitude sound waves at
frequencies between 1.5 and 3 kHz. They analyzed the dynamics of the bound-
ary layers within the orifice and found that the incident sound waves could
affect their thickness, and thus modify in turn the discharge coefficient of the
perforation. Another approach was followed by Mendez and Eldredge (2009)
with the help of Large-Eddy Simulation to study the response of perforates to
small acoustic disturbances. This numerical strategy captures the largest scales
of the flow and the sound waves propagating in the numerical domain. It is
shown to be suitable to reproduce the Rayleigh conductivity of a perforation
by comparison with the predictions of the analytical model from Howe (1979).
The same numerical solver is used in chapter 5 to analyze the response of an
orifice to flow perturbations of increasing amplitudes.

Different analytical expressions were proposed to determine the impedance of
perforated plates operating in linear and nonlinear regimes [Ingard and Ising
(1967); Cummings and Eversman (1983); Cummings (1986); Bellucci et al.
(2004)]. These models are presented and discussed below.

1.4.1 Ingard and Ising’s model

Ingard and Ising (1967) carried out measurements of the unsteady flow in an
orifice plate subjected to high amplitude sound pressure waves and backed by a
cavity. The unsteady acoustic velocity in the orifice u′0 was recorded by means
of a hot-wire probe, and the driving sound pressure p′1 was measured with a
microphone in the cavity.
The amplitude of the acoustic velocity fluctuation in the perforation was com-
pared to the amplitude of the driving sound pressure in the cavity. Their mea-
surements are reported in Fig. 1.14. These authors identified two operating
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Figure 1.14: Amplitude of the measured acoustic velocity in the orifice as a function
of the unsteady pressure amplitude in the cavity, at a frequency f = 150 Hz. Data are
reproduced from Ingard and Ising (1967).

regimes of the orifice plate. For small acoustic amplitudes, the acoustic veloc-
ity in the orifice was found to be proportional to the unsteady sound pressure:
ũ0 ∝ p̃1. For higher acoustic amplitudes, the square of the acoustic velocity is
proportional to the driving pressure ũ20 ∝ p̃1. In their experiments, the tran-
sition from the linear to the nonlinear regime occurred at an acoustic velocity
of approximately ut ≃ 10 ms−1. Using their experimental data, they obtained
the following approximation, valid in the nonlinear regime:

p̃1 ≃ ρ0ũ
2
0, ũ0 ≥ ut (1.40)

This result can be interpreted on the basis of Bernoulli’s equation, assuming
that the pressure in the orifice is a certain fraction q of the pressure in the
cavity. By applying Bernoulli’s theorem to a streamline connecting a point in
the cavity to another point situated in the orifice, one can write:

(1− q)p̃1 =
1

2
ρ0ũ

2
0(1− σ2), (1.41)

where σ = A0/A is the plate porosity, A0 being the orifice surface area and
A the section area of the back cavity. They assumed q ≃ 1/2, i.e. the sound
pressure in the orifice is approximately the average of the sound pressures on the
two sides of the perforation. Based on this consideration, the orifice resistance
corresponding to the real part of the orifice impedance Z is then given by:

ℜ(Z) = p̃1
ũ0

= ρ0ũ0(1− σ2) (1.42)
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This expression is in agreement with their experimental finding Eq. (1.40),
neglecting the (1 − σ2) term since in their case σ ≪ 1. It is interesting to
note here that predictions from their model Eq. (1.42) were only accidentally
accurate, because of two errors which offset. In their work, Ingard and Ising
did not consider the vena contracta of the orifice. Bernoulli’s theorem applied
to a streamline connecting the cavity to another point in the vena contracta
section writes:

p̃1 ≃
1

2
ρ0ũ

2
j =

1

2C2
c

ρ0ũ
2
0, (1.43)

where uj is the velocity at the vena contracta section, and Cc = Aj/A0 is the
contraction ratio. A typical value for the contraction ratio of an orifice being
Cc ≃ 0.7, Eq. (1.43) can be approximated by Eq. (1.40). We will show in para-
graph 1.4.2 how Cummings and Eversman (1983) developed this approach in a
more rigorous fashion.

When a mean bias flow passes through a perforation backed by a resonant
cavity, Eq. (1.42) can be used to determine the specific impedance ζ:

ζ = − Z

ρ0cσ
= − ũ0

c

1− σ2

σ
− iχ = − ũ0

ū0

Mc

σ
(1− σ2)− iχ, (1.44)

where χ is the sum of the orifice reactance and the impedance of the back
cavity, Mc = ū0/c is the Mach number in the aperture, and the minus sign has
been introduced to be consistent with the definition of the reflection coefficient
R used in the present work.

At resonance, the reactance χ = 0 vanishes [Ingard and Ising (1967)], and
one can use Eq. (1.44) to calculate the predicted reflection coefficient of the
perforated plate. For low porosity plates σ ≪ 1, one obtains:

R =
ζ + 1

ζ − 1
=

ũ0
ū0

Mc

σ
− 1

ũ0
ū0

Mc

σ
+ 1

, (1.45)

Figure 1.15 shows the nonlinear reflection coefficient of a perforated plate tra-
versed by a mean bias flow and coupled to a resonant cavity, as a function of the
ratio between the acoustic velocity ũ0 and the mean bias flow velocity ū0 within
the aperture, as predicted by Eq. (1.45). The back cavity is operating near the
resonance frequency, since its reactance is supposed to be zero. It is interesting
to note that the ratio Mc/σ determines the amplitude of the incident sound
wave, represented by the ratio ũ0/ū0, at which maximum absorption |R| = 0
takes place:

(
ũ0
ū0

)

|R|=0

=
σ

Mc
, (1.46)
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Figure 1.15: Reflection coefficient of an orifice backed by a resonant cavity as a
function of the unsteady velocity ratio in the orifice ũ0/ū0, for different values of
Mc/σ (Eq. (1.45)).

The following observations can be made:
• In the nonlinear regime, the lower the ratio Mc/σ, the higher the ampli-

tude of the acoustic velocity at which maximum absorption occurs.
• For Mc/σ = 1/2, maximum absorption in the nonlinear regime occurs at
ũ0/ū0 = 2.

• For Mc/σ = 2/π, maximum absorption in the nonlinear regime occurs at
ũ0/ū0 = π/2 ≃ 1.57.

• Since Eq. (1.45) is only valid in the nonlinear regime, the reflection co-
efficient plotted in Fig. 1.15 is only correctly predicted for high values of
the ratio ũ0/ū0. In other words, the amplitude ũ0 of the acoustic velocity
field near the aperture must be at least comparable to the mean bias flow
velocity ū0.

Interestingly, chapter 4 will demonstrate that in the linear regime, the ratios
Mc/σ = 1/2 and Mc/σ = 2/π are the respective optimal ratios for maximum
absorption at low and high Strouhal numbers.

1.4.2 Cummings and Eversman’s model

Cummings and Eversman (1983) analyzed acoustic transmission at high am-
plitudes through duct terminations. They examined the acoustic properties of
a converging nozzle placed at the end of a circular duct, traversed by a mean
bias flow and subjected to high amplitude sound waves. This problem is anal-
ogous to the study of a single orifice placed in a duct, and can be examined
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Figure 1.16: Single orifice backed by a cavity, traversed by a mean bias flow and
subjected to normal incident sound waves. The different zones considered for the
application of Bernoulli’s theorem are highlighted in the diagram. The vena contracta
section is denoted by j.

with the same approach. In this section the theory developed by Cummings
and Eversman (1983) for a duct nozzle is revisited and applied to the case of
a perforated plate traversed by a bias flow in a duct. Figure 1.16 shows the
geometry considered in the present work.

Under the assumptions of irrotational, incompressible and inviscid flow, and
if the wavelength λ is much larger than the dimensions of the orifice λ/2a ≫
1, it is possible to apply a quasi-steady approach to determine the acoustic
impedance of the perforate using the analysis developed by Morse and Ingard
(1986) for an aperture or by Cummings and Eversman (1983) for nozzles.

For a streamline starting upstream of the orifice (denoted 1 in Fig. 1.16) and
ending at the vena contracta section (denoted j in Fig. 1.16), the flow is irrota-
tional and can be treated as incompressible. The unsteady Bernoulli’s theorem
holds:

∂

∂t
(ϕj − ϕ1) +

1

2

(
u2j − u21

)
=
p1 − pj
ρ0

, (1.47)

where ϕ is the velocity potential. Equation. (1.47) is used to link the unsteady
pressure difference p2 − p1 applied to the plate to the velocity in the orifice u0.
First, the unsteady term can be associated with the inertial motion of a slug
of fluid of length l, which is the sum of the mass end correction and the plate
thickness ∂(ϕj−ϕ1)/∂t ≃ l∂u0/∂t. The value of the end correction l depends in
general on the geometry of the perforated plate [Ingard (1953)]. For a circular
hole in an infinite duct, one has l = 8a/(3π). Then, the continuity of volume
flowrate yields Ajuj = A0u0 = A1u1, where Ax indicates the cross section of
the irrotational flow at locations x = 0, 1 or j. It is now useful to introduce
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the contraction coefficient Cc, defined as the ratio between the vena contracta
cross section and the orifice section Cc = Aj/A0. Thus the velocities u1 and
uj can be expressed respectively by u1 = σu0 and uj = u0/Cc, σ indicating
the plate porosity. Finally the pressure in the jet pj is assumed to be equal to
the external pressure p2. With these assumptions, Eq. (1.47) can be written as
[Cummings and Eversman (1983)]:

l
∂u0
∂t

+
1− σ2C2

c

2C2
c

u20 =
p1 − p2
ρ0

(1.48)

In this approach, the unsteady driving pressure applied to the plate is the sum
of two terms:

• The first term in the left hand side of Eq. (1.48) represents the frequency-
dependent part of the total pressure drop. It is linked to the oscillating
mass of a slug of fluid of length l, and can be associated to the reactance
of the orifice.

• The second term in the left hand side of Eq. (1.48) is associated to aero-
dynamic losses, which are included in the contraction coefficient Cc. The
total aerodynamic losses associated to the pressure drop through a per-
foration are usually represented by the discharge coefficient CD (see for
example Batchelor (1967)). This discharge coefficient can be expressed as
the product of losses due to vena contracta effects Cc, and viscous losses
Cv: CD = CcCv. Viscous losses are generally small compared to vena
contracta effects, and thus we will assume here that CD ≃ Cc.

The contributions of the mean bias flow and the unsteady acoustic perturbation
are highlighted by decomposing pressure and velocity as p(t) = p̄+p′(t), u0(t) =
ū0 + u′0(t). Replacing these expressions in Eq. (1.48) and discarding the time-
independent terms, Cummings and Eversman (1983) obtained the following
expression:

l
∂u′0
∂t

+
1− σ2C2

c

2C2
c

u′20 +
1− σ2C2

c

C2
c

ū0u
′
0 =

p′1 − p′2
ρ0

, (1.49)

which is valid when no reverse flow appears in the aperture, i.e. |u′0| ≤ ū0. By
introducing the radiation impedance of the nozzle, they obtained an expression
for the total specific impedance of the perforation placed at a duct termination,
when it is submitted to an harmonic acoustic perturbation u′0 = ũ0 exp(−iωt):

ζ =
1

σ

[
Mc

1− σ2C2
c

C2
c

+
1− σ2C2

c

2C2
c

ũ0
c

+ ik(δ1 + δ2) +
(ka)2

4

]
, (1.50)

where k = ω/c is the acoustic wave number, δ1 and δ2 are the inner and outer
end correction lengths of the nozzle, respectively.
These authors also noted that, for the case of zero mean flow at high amplitudes,
the nonlinear resistance term dominates the nozzle impedance, and Eq. (1.50)
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reduces to:

p̃1 − p̃2 = ρ0ũ
2
0

1− σ2C2
c

2C2
c

, (1.51)

This expression is similar to Ingard and Ising’s empirical expression (1.41).

1.4.3 Bellucci et al.’s model

Bellucci et al. (2004) developed a semi-empirical model describing the impedance
of a perforated plate operating in both linear and nonlinear regimes. The
complex impedance of the perforate is again described as the sum of a real
component, the resistance, and an imaginary component, the reactance. The
reactance is related to the additional mass fluctuating in the region near the
orifice, and it is taken into account by means of a semi-empirical expression
for the mass end correction. The orifice resistance is calculated following the
quasi-steady approach presented in section 1.4.2. The total pressure loss for a
steady flow can be written:

∆p =
1

2
ρ0η|u0|u0, (1.52)

where η is the pressure loss coefficient, which is a function of the orifice porosity
and Reynolds number [Batchelor (1967)]. Note that here the absolute value of
the velocity is introduced to take into account flow reversal in the orifice at
high perturbation levels [Cummings (1986)]. By decomposing the pressure and
velocity as the sum of a mean value and a fluctuation in Eq. (1.52), and keeping
only the terms related to the unsteady perturbation, one obtains:

∆p′ =
1

2
ρ0η

[
|ū0 + u′0|(ū0 + u′0)− ū20

]
(1.53)

The time derivative of Eq. (1.53) can be written as:

d∆p′

dt
= ρ0η|ū0 + u′0|

du′0
dt

(1.54)

Since Eq. (1.54) is nonlinear, Bellucci et al. (2004) applied a Fourier series ex-
pansion to obtain the unsteady pressure drop generated by a sinusoidal acoustic
velocity perturbation u′0 = ũ0 sin(ωt). By keeping only the response at the forc-
ing frequency, they obtained:

d∆p′

dt
= ωρ0η g

(
ū0
ũ′0

)
|ũ0|2 cos(ωt), (1.55)

where the function g is defined as:

g(x) =





2

π

[
x arcsin(x) +

(1− x2)1/2

3
(2 + x2)

]
if x ≤ 1

x if x > 1
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Finally, the Fourier component of the unsteady pressure drop at the forcing
angular frequency ω is given by:

∆̃p = ρ0η g

(
ū0
ũ0

)
|ũ0|ũ0 (1.56)

Equation (1.56) features a nonlinear behavior for the unsteady pressure loss
across the orifice for acoustic velocity amplitudes ũ0 higher than the mean bias
flow velocity ū0. The pressure drop coefficient η can then be modeled as a
function of the operating regime of the perforated plate. In the linear regime,
when ũ0 ≤ ū0, the pressure loss coefficient ηlin is modeled with the vortex-sheet
theory from Howe (1979):

η = ηlin =
π

2

δSt

γ2 + δ2
, (1.57)

where the functions γ and δ are defined by Eq. (1.18).

In the absence of bias flow ū0 = 0, the pressure drop across the perforation
ηnobias is modeled by means of a discharge coefficient CD with a quasi-steady
hypothesis. This condition can be expressed in terms of an acoustic Strouhal
number Stac = ωa/ũ0. For Stac ≪ 1 the quasi-steady assumption is valid, and
the pressure loss coefficient is given by:

η = ηnobias =
1

C2
D

(1.58)

Bellucci et al. (2004) mentioned that CD = 0.82 gave the best agreement
between experiments and model predictions. At higher Strouhal numbers, when
the flow cannot be considered quasi-steady, they used the Strouhal number Stac
model from Disselhorst and Wijngaarden (1980):

η = ηnobias = 0.5
3π

4
St1/3ac (1.59)

Finally, in the intermediate regime, the pressure loss coefficient is treated by a
weighted average:

η =
ηnobias(1− g) + ηlin(g − 4/(3π))

1− 4/(3π)
(1.60)

A comparison with their measurements shows that this model gives a good
agreement with experimental data in the linear (ũ0 ≤ ū0) as well as in the zero
bias flow regimes (ū0 = 0). However in the intermediate regime the accuracy
of the model worsens. This type of approach is revisited in chapter 5 to make
the link with Howe’s model in the linear regime for vanishingly small acoustic
disturbances and analyze effects of the perturbation amplitude on the transition
to nonlinearity.
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1.5 Summary and outline

The overview proposed in this chapter shows that the boundaries of a combus-
tor play an important role for the stability of the flame in a gas turbine engine.
Passive dampers based on quarter-wave or Helmholtz resonators and perforated
plates are widely used in combustion chambers to increase the acoustic dissi-
pation of the system and absorb the acoustic waves generated by heat release
rate oscillations in the flame.

Although Helmholtz resonators are more commonly found in industrial appli-
cations due to their relatively simple design and integration in an engine, their
limited absorption bandwidth is a major drawback when the frequency of the
unstable modes varies. Dampers based on perforated screens represent an at-
tractive alternative to the use of quarter-wave or Helmholtz resonators in gas
turbines. The present thesis is based on the previous work of Tran (2009) at
EM2C, who characterized the upstream acoustic boundary condition and its
effect on high-amplitude combustion instabilities in a staged swirled combus-
tor. He developed an impedance control system based on perforated plates to
control these instabilities.

The objective of the present thesis is twofold:
• to improve and simplify the design of robust dampers based on perforated

plates in order to maximize their acoustic absorption properties;
• to analyze the effect of the sound wave amplitude on the acoustic response

and develop models predicting absorption at high forcing amplitudes.
The organization and the contents of this thesis are described in the following
sections.

1.5.1 Theoretical, experimental and numerical characteriza-

tion of the acoustic response of perforates

A considerable amount of work has already been conducted on measuring, simu-
lating and modeling the acoustic response of perforated plates. Different mod-
eling techniques describing the acoustic impedance of a perforated screen in
linear and nonlinear regimes have been presented in chapter 1. The vortex-
sheet model developed by Howe (1979) has been widely used to characterize
the Rayleigh conductivity of an orifice traversed by a mean bias flow and sub-
jected to low-amplitude sound waves. The resulting equations were revisited in
section 1.3. General expressions for the impedance of a perforated plate with
and without a back cavity were derived as functions of four dimensionless num-
bers: the Mach number over porosity ratio Mc/σ, the Strouhal number St, the
thickness ratio h/a and the Helmholtz number of the back cavity He. The influ-
ence of these quantities on the absorption coefficient was also analyzed. It was
pointed out that in general it is difficult to optimize their damping properties
due to the large number of parameters that must be considered.
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When the amplitude of the incident sound wave is increased, transition from
the linear to the nonlinear regime occurs. A review of the existing models
describing the nonlinear response of perforates was carried out in section 1.4.
Three models describing amplitude effects on the orifice impedance developed
by Ingard and Ising (1967), Cummings and Eversman (1983) and Bellucci et al.
(2004) were analyzed in detail. They are all based on a quasi-steady description
of the flow response. These models are difficult to use for impedance prediction
over a wide range of amplitudes because the transition from linear to nonlinear
regime is only approximated. They also rely on the knowledge of several lumped
parameters that need to be specified.

Chapter 2 introduces the experimental setup used in this work to characterize
the reflection coefficient of perforates. The acoustic properties of a set of per-
forated plates are measured in the impedance tube called ITHACA. The test
rig, the perforates and the diagnostics are presented. The three microphone
method used to measure the impedance is validated on the ideal configuration
of a closed-end tube. The effect of air injection through the perforations is also
studied. The measurements made with this test rig are presented in the next
chapters.

The numerical solver AVBP developed by Cerfacs used to calculate the un-
steady flow though an orifice subjected to incident sound waves of increasing
amplitudes is presented in chapter 3. Three-dimensional direct simulations are
carried out on a single geometrical configuration, for two different forcing fre-
quencies and Sound Pressure Levels (SPL) ranging from 90 dB up to 160 dB.
The numerical configuration simulated is presented, together with the descrip-
tion of the modeled boundary conditions. Acoustic forcing is simulated by
superposing an incident pressure wave to the mean flow at the outlet of the
numerical domain. Two types of inlet conditions can be used to simulate ei-
ther an infinite length tube or a back cavity situation. Spatial convergence is
discussed by comparing the mean flows obtained on three grids with increasing
resolution. The simulation made are used in chapter 5 to analyze effects of the
amplitude level.

1.5.2 Optimization of acoustic absorption in the linear regime

The acoustic behavior of perforated plates depends in general on:
• geometrical parameters, such as hole shape, size, inter-hole spacing, plate

thickness, back cavity size, plate porosity, perforation angle;
• flow parameters, such as bias flow velocity, grazing flow velocity, Mach

number, Reynolds number;
• acoustic parameters, such as the forcing frequency, the incident angle and

the amplitude of sound waves.

As already mentioned, because of the large number of parameters to examine,
the optimization of a damper based on perforated plates is not a simple task.
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Chapter 4 aims at closing this gap, by identifying two interesting operating
regimes where it is possible to independently choose the optimal bias flow ve-
locity in the perforations and the back cavity depth that maximize acoustic
absorption.

First, conditions maximizing absorption in the linear regime are derived. Two
asymptotic regimes, where the damper operates at low and high Strouhal num-
bers respectively, are then analyzed, and simplified expressions for the acous-
tic properties of perforated screens are inferred. In particular, the absorption
bandwidths corresponding to dampers operating in these two regimes are de-
rived to assess the robustness of their designs. Predictions from these models
are then compared to measurements made in the impedance tube presented
in chapter 2. Finally, the response of perforated plates operating in off-design
conditions, when the bias flow velocity shifts away from its optimal value, is
discussed for the low and high Strouhal regimes. The impact of this devia-
tion on the reflection and absorption coefficients is modeled and compared to
experimental results.

1.5.3 Effect of amplitude on the acoustic response of perforates

Amplitude effects on the acoustic response of a perforated plate are investigated
in chapter 5. Direct numerical simulations with the solver presented in chapter 3
are first carried out to analyze the physical mechanisms taking place in the
vicinity of the orifice when sound waves of increasing amplitudes impinge onto
the perforation. These simulations are first used to confirm hypotheses made on
the flow dynamics to determine the acoustic properties of perforates in the linear
regime. It is then shown that the transition from linear to nonlinear regimes
occurs when the acoustic velocity amplitude in the orifice is comparable to the
mean bias flow velocity, and periodic flow reversal takes place. The evolution
of the vortex rings swept at the perforation is analyzed and their trajectory
and convection velocity are extracted from the calculations.

An analysis of these simulations is then conducted to devise two novel non-
linear models. A Vortex Convection (VC) model is developed by exploiting
the analysis of the trajectory of vortices swept from the perforation at low
and high perturbation amplitudes. It is shown that it is possible to model to
some extent the major nonlinear effects by introducing the mean convection
velocity extracted from the calculations in the linear expression of the acous-
tic impedance. The second model is deduced from a quasi-steady analysis of
the flow in the vicinity of the perforation. This approach is an extension of
the works of Cummings and Eversman (1983), Morse and Ingard (1986) and
Bellucci et al. (2004). By comparing the linearized Bernoulli’s equation with
Howe’s linear model, two original expressions for the contraction coefficient and
the end correction length are derived as functions of the Strouhal number and
compared to results from the literature. Additionally, a Fourier series expansion
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of the unsteady pressure drop through the orifice allows the determination of
its Rayleigh conductivity as a function of the acoustic velocity amplitude. This
is used to derive an Impedance Describing Function (IDF) of the perforated
plate.

Predictions of the two nonlinear models VC and IDF are then compared to
measurements and simulations. The reflection, transmission and absorption
coefficients determined from the models are compared to numerical results and
to experimental data for different plate geometries, forcing frequencies and SPL.
Both models are demonstrated to capture well the linear and high-amplitude
operating regimes. The IDF shows superior performance in the transition re-
gion.

Finally, the acoustic power dissipated at the orifice is also inferred from the VC
and IDF models, and it is compared to the dissipated power extracted from
the numerical simulations. Once again, the IDF model is shown to correctly
capture the nonlinear behavior of the acoustic dissipation, while the VC model
is only capable of reproducing the behavior at low amplitudes.





Chapter 2

Description of the experimental

configuration

The present chapter introduces the experimental setup used in this work to
characterize the reflection coefficient of dampers based on perforates. The
acoustic properties of a set of perforated plates are measured in an impedance
tube. The test rig, the geometries of the perforates and the diagnostic technique
are presented. The three microphone method used to measure the impedance
is validated on the ideal configuration of a closed-end tube. The effect of air
injection through the perforations is also studied.

2.1 The impedance tube ITHACA

All the acoustic measurements were realized in the vertical impedance tube
ITHACA (Impedance Test bench for High ACoustic Amplitudes), developed at
EM2C during the Ph.D. thesis of Tran (2009). This test bench, sketched in
Fig. 2.1 and shown in Fig. 2.2, was designed to allow measurements of the
acoustic properties of devices introduced at the boundaries of a combustor,
such as a perforated plate with a back cavity.

The main element of the test bench is a 50 mm inner diameter tube which
is connected at the bottom to a 320 mm diameter high efficiency loudspeaker
using a conical adaptation piece. This loudspeaker is driven by an amplifier
fed by a signal synthesizer that enables to reach sound pressure levels (SPL)
up to 150 dB for harmonic waves generated in a frequency range 100 Hz to
2 kHz. The SPL of a sound wave is expressed in this work in decibels (dB) and
is defined as:

SPL = 20 log
p′rms

pref
(2.1)

where pref = 2 · 10−5 Pa is a reference pressure, and p′rms is the root-mean-
square value of the sound pressure signal. For a monochromatic harmonic wave
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Figure 2.1: ITHACA impedance tube apparatus schematic, with microphones loca-
tions [Tran (2009)]. The flow is injected in the back cavity and leaves the system far
away from the microphones and the loudspeaker.

Figure 2.2: Photography of the experimental setup. The air inlets are connected to
a Bronkhorst massflow controller and a Balstom filter.
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of amplitude p′amp, p
′
rms = p′amp/

√
2. The sound level in the system is controlled

at the rear side of the back cavity with the microphone MSPL flush mounted to
the top rigid wall.

A particular care has been adopted to redesign the air injection system, located
in the back cavity. The main objective was to minimize the fraction of acoustic
energy which is dissipated in the air injection tubings. The original air inlet
featured eight inlet tubings of 8 mm inner diameter distributed over two rows,
as shown in Fig. 2.3(a). The new air injection system, presented in Fig. 2.3(b),
is composed by four radial air injection tubes of 6 mm inner diameter, located
on a single row. The new inlet is flexible and can be easily modified to inject
air from one up to eight tubes by simply obstructing the unsought pipes with
flush-mounted rods. Reducing the number of inlet pipes decreases the injection
open area and the acoustic flux dissipated, but at the same time increases
the injection bulk velocity and thus the turbulence level in the cavity. It was
experimentally checked over the whole investigated range of air flow rates that
minimum impact on acoustics was reached with four diametrically opposed
injection pipes. The modified injection system has the additional advantage of
being much more compact, decreasing the minimum possible cavity size from
L = 100 mm down to L = 24.5 mm.

The air injection system is connected to the main impedance tube to supply
a regulated air flowrate fixed by a Bronkhorst massflow controller. Two con-
trollers have been used in this work to minimize measurement errors: the first
features a maximum mass flowrate of ṁmax = 10 Nm3 h−1, and is used for
plates P3 and P4, while the second with ṁmax = 1 Nm3 h−1 is used for the
other plates. Air flows within the tube and passes through a perforated plate
which can be inserted between two air-tight tubes equipped with a pair of di-
ametrically opposed plugs. Air is then evacuated from the impedance tube a
long distance away from the perforated plate location by a set of radial holes
just upstream the loudspeaker.

The distance between the perforated plate and the loudspeaker membrane is
about one meter long. It has been checked that it is long enough to ensure plane
wave propagation in the frequency range considered and to have a uniform flow
in the test bench. The cavity depth between the perforated plate and the back
plane where the microphone MSPL is installed can be varied from L = 24.5 to
500 mm by adding tubing of different sizes to the system.

Three B&K type 4938 microphones with type 2670 preamplifiers are flush
mounted at locations M1 to M3. These microphones were calibrated upon
specific requirements. Their sensitivity differs by less than 0.2 mV/Pa in gain
and their phase response by less than one degree in the 50− 2000 Hz frequency
range. Microphone M1 is located at a distance L1 away from the perforated
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(a) Original air inlet. (b) Modified air inlet.

Figure 2.3: Photography of the air injection system. Comparison between the original
air inlet (a), characterized by eight inlet tubings of 8 mm diameter distributed over two
rows, and the new air inlet (b), characterized by four inlet tubings of 6 mm diameter,
diametrically opposed on a single row.
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plate and is separated by a distance L2−L1 from microphone M2. Microphone
M3 is diametrically facing microphone M2. These three microphones were used
to determine the reflection coefficient R of the perforated plates investigated
in this work, as a function of several parameters, such as the plate geometry,
the forcing frequency f , the SPL and the back cavity length L, following the
procedure described in section 2.2.

2.2 Measuring the acoustic properties

2.2.1 The three microphone method

Assuming plane wave propagation, the impedance ζ at the perforated plate
location x = 0 can be measured for different forcing frequencies imposed by
the loudspeaker using the three microphone measurement technique described
by Chung and Blaser (1980a). In the configuration presented in Fig. 2.1, the
specific acoustic impedance ζ = p̃/ρ0c0ũ at the location x = 0 can be obtained
from the pressure signals measured by microphones M1 and M2:

ζ(ω) = i
H12(ω) sin (ωL1/c) − sin (ωL2/c)

cos (ωL2/c) −H12(ω) cos (ωL1/c)
(2.2)

In this expression H12 = S12/S11 corresponds to the transfer function between
microphones M1 and M2, where S12 designates the cross power spectral density
of pressure signals recorded by microphones M1 and M2 examined at the forc-
ing angular frequency ω and S11 is the power spectral density of the signal at
the same frequency recorded by microphone M1. The interspace between mi-
crophones M1 and M2 defines the maximum frequency at which the impedance
at the plate location x = 0 can be measured. This separation should be chosen
such that L2 − L1 ≤ c/2fmax, where fmax is the highest frequency of interest,
fixed here at fmax = 2 kHz. The second spacing constrain is related to the min-
imum wavelength to be considered. This fixes the position of the first pressure
node within the setup from the plate location x = 0, and sets a maximum for
L1. In order to meet these requirements, the distance L1 was fixed to 160 mm,
and the separation between M1 and M2 was set to L2 − L1 = 105 mm for
measurements in the frequency range 100 ≤ f ≤ 1000 Hz. These distances
were reduced to L1 = 105 mm and L2 − L1 = 55 mm in the frequency range
1000 < f ≤ 2000 Hz. Furthermore, the microphone M1 should be placed far
enough from the loudspeaker at a location where the wavefield has a plane wave
structure [Durrieu et al. (2001)].

Accurate determination of the transfer function H12 requires a suitable calibra-
tion in both gain and phase of the sensors and data acquisition system. While
calibration in gain is quite straightforward, phase distorsions are less easy to
reduce. The difficulty can be overcome with a microphone switching technique,
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as shown by Chung and Blaser (1980b). A transfer function Ho
12 is first com-

puted for an experiment conducted with all microphones set at their original
location. The same experiment is then repeated in a switched configuration
where the microphone M2 is placed at x = L1 and M1 is placed at x = L2 (all
other parameters remaining fixed). A second transfer function Hs

12 is computed
in the switched configuration. The transfer function H12 appearing in Eq. (2.2)
is then determined as the geometric mean of these transfer functions:

H12 = (Hs
12H

o
12)

1/2 (2.3)

The signal to noise ratio can be further improved using an additional micro-
phone M3 located at x = L2 in front of microphone M2, in the original con-
figuration. A coherence factor C is determined between the three microphone
signals M1 to M3 at the forcing frequency in the original (n = o) and switched
(n = s) configurations:

Cn =
Cn
23

Cn
12C

n
31

(2.4)

where Cxy is the spectral coherence between the signals x and y, defined as:

Cxy =
|Sxy|2
SxxSyy

(2.5)

In Eq. (2.5), Sxy indicates the cross power spectral density between the signals
x and y and Sxx, Syy denote the corresponding power spectral densities of the
signals x and y. Chung and Blaser (1980b) suggested to replace the transfer
function H12 in Eq. (2.2) by the following expression:

H12 = [CoHo
12C

sHs
12]

1/2 (2.6)

Equation (2.6) is useful for a precise determination of the resistive and reac-
tive components of an impedance in noisy environments, like those found in a
turbulent combustor under unstable regimes [Tran et al. (2009a); Tran et al.
(2009b); Lamraoui et al. (2011)]. This method enables also to eliminate hydro-
dynamic pressure fluctuations due to the mean flow which are not synchronized
with the acoustic forcing.

Data were sampled in the experiments conducted during this work at fs =
16384 Hz during 4 seconds and digitized with a 12 bit analog to digital con-
verter PCI-MIO-16XE-50 National Instrument card. The signals are divided
into 31 segments characterized by a 50 % overlap. Cross and power spectral
densities were computed using the Welch periodogram method with Hanning
type windows to ensure statistical convergence of the coherent acoustic signals
in the noisy environment produced by hydrodynamic pressure fluctuations of
the flow. The reflection coefficient is deduced from Eq. (2.2) using the identity:

R =
ζ + 1

ζ − 1
= |R| exp(iϕ) (2.7)
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Figure 2.4: Reflection coefficient modulus |R| (top graph) and phase ϕ (bottom
graph), as a function of frequency, for the closed end configuration with sealed air
injections. Measurements (•) are compared to the theoretical predictions (solid line).

2.2.2 Methodology validation

The three microphone measurement technique presented in section 2.2.1 was
tested in a few generic configurations, with a closed end duct and in the absence
of perforated plate. Theoretical predictions based on one-dimensional wave
propagation show that a unity reflection coefficient modulus |R| = 1 is expected,
with a zero phase shift ϕ = 0 [Pierce (1981); Morse and Ingard (1986)].

In the first experiment, the four air injection holes were sealed, in order to
provide proper acoustic boundary conditions near the rigid wall. Microphone
M1 was located at x = 315 mm from the wall, and microphones M2 and M3

were placed at x = 415 mm from the wall. Results are gathered in Fig. 2.4
for both modulus |R| and phase ϕ of the reflection coefficient. The agreement
between measurements and predictions is good over the whole frequency range
investigated 100 ≤ f ≤ 1000 Hz. The modulus of the reflection coefficient is
always higher than |R| > 0.97, and the phase deviation from its theoretical
value of 0 is always lower than |ϕ| < π/32.

The influence of the injection holes in the back cavity was examined in a sec-
ond series of experiments, with and without flow through the setup. In this
case slightly higher acoustic losses are expected, since a fraction of the incident
acoustic flux may be transmitted and dissipated in the injection pipes. Acoustic
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Figure 2.5: Reflection coefficient modulus |R| (top graph) and phase ϕ (bottom
graph), as a function of frequency, for the closed end configuration with open air
injections. Measurements without mean flow (black circles), for a mass flowrate of
ṁ = 2.80 nm3 h−1 (white squares) and with a mass flowrate of ṁ = 8.95 Nm3 h−1

(gray triangles) are compared to the theoretical predictions (solid line).

dissipation may also take place within the boundary layers. The reflection coef-
ficient was measured in the frequency range 100 ≤ f ≤ 1000 Hz, and is shown in
Fig. 2.5. Measurements were realized for three different flow conditions. In the
first configuration, the sealing of the injection air tubes was removed and the
reflection coefficient was measured without air injection through the system.
In the second and third configurations air was injected in the system, with a
mass flowrate of ṁ = 2.80 Nm3 h−1 and ṁ = 8.95 Nm3 h−1 respectively. The
test configuration corresponds to the highest bias flow velocity investigated in
the present work. Figure 2.5 shows that there is no difference in modulus and
phase of the reflection coefficient for these flow conditions. This suggests that
the influence of the air cross-flow jet on the acoustic measurements carried out
in this work is weak enough to neglect this phenomenon. It is also interesting
to note that the reflection coefficient modulus is always higher than |R| > 0.93,
and the phase difference between the measured value and the theoretical value
of 0 is lower than |ϕ| < π/16.

In conclusion the air injection setup developed and used in this work has been
acoustically characterized and has a minor impact on the acoustic response of
the resonant cavity. The perturbation is independent of the air flowrate through



Chapter 2 - Description of the experimental configuration 43

2a

2a

d

L

I

R

ū0

Figure 2.6: Schematic view of a perforated plate. The circular holes are distributed
over a square mesh. The plate is backed by a cavity of size L, each hole being traversed
by a mean bias flow velocity ū0. This device is subjected to normal incident acoustic
waves.

the injection pipes, and is mainly due to the acoustic losses through the total
open area of the injection system. These losses have been significantly reduced
with the new air inlet by means of a 70% reduction of the total open area.
The perforated plate geometries investigated in this work are presented in the
next section.

2.3 The perforated plates investigated

A set of perforated plates was designed based on a regular distribution of cir-
cular holes over a square mesh as shown in Fig. 2.6. A particular care has
been adopted while perforating the plates with sharp edged holes [Peters et al.
(1993)]. All the plates investigated feature a thickness h = 1 mm.

The experimental study carried out in this work covers a wide range of op-
erating conditions, corresponding to forcing frequencies ranging from 100 ≤
f ≤ 1000 Hz, bias flow velocities 2.18 ≤ ū0 ≤ 15.3 ms−1, back cavity lengths
24.5 ≤ L ≤ 300 mm, and sound pressure levels 90 ≤ SPL ≤ 150 dB. To explore
these conditions, a series of seven plates designated as Pd, where the subscript
indicates the aperture interspace d in mm, were designed. Their geometrical
parameters are gathered in Tab. 2.1.

The hole radius was fixed to a = 0.3 mm for plate P2.5 and to a = 0.5 mm
for plates P3 to P8, and the aperture interspace was varied from d = 2.5 to
8 mm. These plates are characterized by a porosity given by σ = 4Na2/D2,
where N is the number of holes and D = 50 mm denotes the plate diameter.
Considering the perforations as a network of N elementary square patterns, the
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Table 2.1: Perforated plate geometrical parameters. a: aperture radius, d: aperture
interspace, N : number of holes, σ: porosity, h: plate thickness

Plate a [mm] d [mm] N σ [%] h/a

P2.5 0.3 2.5 325 4.68 3.33

P3 0.5 3 221 8.84 2

P4 0.5 4 121 4.84 2

P5 0.5 5 69 2.76 2

P6 0.5 6 49 1.96 2

P7 0.5 7 37 1.48 2

P8 0.5 8 25 1.00 2

porosity can also be expressed as σ = πa2/d2. It is interesting to note that all
these plates feature low porosities, ranging from 1.0% ≤ σ ≤ 8.8%.

In order to characterize the aerodynamic and acoustic properties of these per-
forated plates, it is interesting to estimate the range of values covered by three
dimensionless numbers:

• the Reynolds number Re = (ū0 2a)/ν, based on the hole diameter 2a, the
mean bias flow velocity ū0 and the kinematic viscosity ν;

• the bias flow Mach number M = ū0/c0, where c0 is the sound speed;
• the Strouhal number St = (ωa)/ū0, where ω = 2πf is the angular fre-

quency.
In the configurations explored in the present work, the Reynolds number varied
from 138 to 975. It is high enough to ensure flow separation at the hole edges, so
that the flow at the outlet of the perforation forms a jet. The Reynolds number
is also small enough for the flow to be considered laminar. The Mach number
in the perforations ranged from 6.4 · 10−3 to 4.5 · 10−2. Since the Mach number
remains very low M ≪ 1, its effects on the sound wave propagation velocity are
neglected in this study [Durrieu et al. (2001); Rienstra and Hirschberg (2003)].
Finally the Strouhal number varied in the range 0.02 ≤ St ≤ 2.88. It will be
shown in the following chapters that the Strouhal number can be used to define
different interesting absorption regimes of the perforated plate.
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(a) Plate P8. (b) Plate P7. (c) Plate P6.

(d) Plate P5. (e) Plate P4. (f) Plate P3.

(g) Plate P2.5.

Figure 2.7: The 7 perforated plates Pd used in this work. They are characterized by
an interhole space d ranging from 2.5 to 8 mm, and a thickness h = 1 mm. Plates P3

to P8 feature holes of diameter 2a = 1 mm, while the perforations of plate P2.5 have a
smaller diameter 2a = 0.6 mm.





Chapter 3

Numerical simulation strategy

for the prediction of acoustic

absorption through a

perforation

The present chapter introduces the numerical techniques and solver that have
been used in this work to simulate the aeroacoustic response of a perforated
plate traversed by a mean bias flow and subjected to incident sound waves.
Section 3.1 gives an overview of the governing equations. In section 3.2 the
numerical configuration is presented. Then section 3.3 briefly introduces the
AVBP solver used in this study. Finally an analysis of the mean flow fields
obtained in the simulations is carried out in section 3.4.

3.1 Overview of the governing equations

The evolution of the flow field describing the unsteady air flow in the vicinity of
an orifice subjected to acoustic waves is governed by the unsteady compressible
Navier-Stokes equations. In this configuration, the following general hypotheses
can be done:

• air can be treated as an ideal gas;
• air is a Newtonian fluid;
• volume forces can be neglected here;
• the mean flow can be considered as isothermal.
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Under these assumptions, the governing equations can be expressed as follows
in local form (see for example Candel (2001)):

∂ρ

∂t
+∇ · ρu = 0 (3.1)

∂ρu

∂t
+∇ · ρuu = −∇p+ µ∇2

u+
µ

3
∇(∇ · u)

(3.2)

∂

∂t
ρ

(
e+

1

2
u2
)
+∇ · ρ

(
e+

1

2
u2
)
u = −∇ · pu+∇ · (τ · u)−∇ · q

(3.3)

Equations (3.1), (3.2) and (3.3) represent the conservation of mass, momentum
and energy respectively, which are numerically integrated by the solver1. In
these equations ρ is the density of the fluid, µ is the dynamic viscosity, p is the
pressure, u is the velocity vector, characterized by its components u, v and w
along the x, y and z directions of space respectively, e is the internal energy, q
is the heat flux, and τ is the viscous tensor. Since the fluid is an ideal gas, its
pressure, density and temperature are related by the equation of state:

p = ρrT (3.4)

where r is the gas constant of the fluid. If M is the molar mass of the fluid,
the gas constant is given by r = R/M , where R = 8.31446 Jmol−1 K−1 is the
universal gas constant.

In the framework of Large-Eddy Simulations (LES), these equations are filtered
in order to solve only the largest scales of the physical flow field. The dynamics
of the scales which are smaller than the mesh size are modeled and represented
by subgrid terms. An interesting survey of numerical techniques applied to jet
noise prediction with LES can be found in Bodony and Lele (2008).
Direct numerical simulations (DNS) have been used in the literature to study
the detailed flow through liner resonators subjected to incident acoustic waves.
The behavior of an acoustically excited liner in the absence of bias flow was
investigated by Tam and Kurbatskii (2000) using DNS. They noted that at low
forcing amplitudes, acoustic dissipation was low and came mainly from viscous
losses in the acoustic boundary layers in the openings. At larger excitation
amplitudes, the dissipation was much higher and related to the vortex shedding
at the mouth of the resonator. Tam et al. (2010) then extended their analysis
to a three-dimensional array of slit resonators, and were able to predict the
acoustic impedance in good agreement with experimental data. More recently,
Zhang and Bodony (2012) carried out resolved simulations of the acoustically

1The AVBP solver can actually solve a much more complex system of equations, including
reactive cases, real gas effects and two-phase flows. However with the assumptions made in
this chapter the solved equations are equivalent to Eqs. (3.1)-(3.3).
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excited flow through an orifice backed by a hexagonal cavity, and analyzed the
effect of the acoustic modulation on the orifice boundary layer and the discharge
coefficient.

In the present work, low-order direct numerical simulations (DNS) of the in-
teractions between the acoustic waves and the jet generated by the mean bias
flow passing through a circular orifice are conducted. The main focus being the
analysis of the vortex shedding at the orifice outlet at medium to high forcing
amplitudes and low frequencies, the acoustic dissipation due to viscous losses in
the orifice are negligible and the acoustic boundary layers are not fully resolved.
At an excitation frequency of 400 Hz, the order of magnitude of the acoustic
boundary layer thickness is δV =

√
2ν/ω ≃ 0.11 mm, approximately one tenth

of the orifice diameter. With the very fine mesh used, at least three nodes are
located in the acoustic boundary layer.

3.2 Numerical configuration

The configuration simulated in this work aims at modeling the unsteady flow
through a perforated plate with a regular distribution of holes. Since the num-
ber of apertures can be important (see Tab. 2.1), simulating the whole plate
would imply coarse resolutions near the holes. Thus only a single hole is con-
sidered here, and periodic conditions are imposed at the lateral boundaries of
the numerical domain to take into account the presence of an array of apertures
distributed over a square mesh.

This approach is similar to the one adopted by Dassé et al. (2008), who
simulated the acoustic response of a perforated plate subjected to low am-
plitude sound waves with LES. Large-Eddy Simulations were also carried out
by Scarpato et al. (2011) to analyze the effect of sound level on the response of
the perforate. Several numerical techniques, ranging from 1D network solvers,
to Large-Eddy Simulations and Finite Element Models of the wave equations in
the frequency domain, were also compared by Simonetti et al. (2011) to assess
their applicability in the different design phases of a combustor.

The symmetry of the problem is fixed by lateral periodic conditions and asym-
metrical interactions between the orifices are not considered here. Asymmetry
would for example be triggered by an oblique sound wave impacting the per-
foration, or by an instability in the flow within the perforation. Both cases
are out of the scope of this work, and were never observed in the experiments
conducted here.

3.2.1 Numerical domain

Figure 3.1 shows a schematic view of the numerical domain. The domain has
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Figure 3.1: Schematic view of the computational domain. A mean flow passes through
the orifice from left to right in this figure. Acoustic modulation is imposed on the right
boundary condition.

a square section with edges of length d = 6 mm, and corresponds to the tested
plate P6 described in chapter 2. This distance also represents the separation
between two apertures. In the center of the domain, a solid wall of thickness
h = 1 mm features a circular orifice of diameter 2a = 1 mm. The porosity
of the plate is then given by σ = πa2/d2 = 2.18%, as indicated in chapter 2.
Note that this porosity is slightly different from the actual plate porosity σ =
4Na2/D2 = 1.96% (Tab. 2.1), because the tested plate has N holes distributed
over a disk with diameter D, as shown in Fig. 2.7.

The inlet and outlet boundaries are located at a large distance L/a ≥ 120
from the aperture. The ratio L/d = 10 is also large enough so that plane
acoustic waves can be considered at these boundaries [Peters et al. (1993)].
Non-reflecting acoustic conditions are imposed at the outlet boundary [Poinsot
and Lele (1992)]. The inlet boundary can be modeled either with non-reflecting
or fully reflecting conditions, corresponding respectively to the case of a per-
forated plate placed in an infinite duct (no resonant cavity) or to the case of
a perforate coupled with a resonant back cavity (rigid wall at the inlet). The
orifice walls comprised between z = 0 and z = h are treated with a no-slip
condition for the velocity.

3.2.2 Grids

The numerical domain was discretized with a tetrahedral grid. Three com-
putational meshes were used in the simulations: a coarse, a fine and a very
fine mesh. The main characteristics of these grids are summarized in Tab. 3.1.
The very fine mesh is dedicated to the simulation of plate P6 coupled with a
resonant cavity of size L = 150 mm.
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Table 3.1: Main characteristics of the computational meshes. Nt: number of tetra-
hedra, Np: number of grid points, L: length of the upstream cavity, L′: length of the
downstream domain (see Fig. 3.1), y+: dimensionless distance of the first grid point
to the orifice wall.

Mesh type Nt Np L [m] L′ [m] y+

Coarse 0.64× 106 1.16× 105 0.060 0.060 2.22

Fine 1.34× 106 2.39× 105 0.060 0.060 1.75

Very fine 2.15× 106 3.82× 105 0.150 0.060 1.45

(a) Clip view. (b) Axial cut.

Figure 3.2: Coarse mesh: clip view (a) and axial cut (b) near the orifice of the
simulated numerical domain.

(a) Clip view. (b) Axial cut.

Figure 3.3: Fine mesh: clip view (a) and axial cut (b) near the orifice of the simulated
numerical domain.
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Figures 3.2 to 3.4 show different enlarged views of the meshes near the orifice.
To ensure a good numerical resolution of the unsteady flow in the region near
the perforation, the orifice channel of diameter 2a has been discretized with
at least 20 points in the radial direction for the coarse mesh, and at least 30
points for the very fine mesh. This discretization ensures a good resolution of
the boundary layers in the orifice, as shown by the low y+ values in Tab. 3.1.
The meshes are also refined near the orifice axis, both upstream and down-
stream of the perforation. This refinement is necessary to solve with sufficient
accuracy the jet formed downstream the orifice, as well as the unsteady vortex
rings generated by acoustic waves impinging on the perforation. At high sound
pressure levels, these rings are swept both upstream and downstream of the
orifice, as it will be shown later.

3.2.3 Operating conditions

In all the simulations conducted in this work, a mean bias flow passes through
the aperture from left to right, as shown in Fig. 3.1. The configuration an-
alyzed in this work is motivated by the use of perforated plates backed by a
resonant cavity to damp low frequency combustion instabilities at the inlet of
an injection system, as studied by Tran et al. (2009a). This type of low fre-
quency thermo-acoustic interaction typically features self-sustained oscillations
of a few hundred Hertz. In the envisaged application, incident acoustic waves
are normal to the plate and the temperature of the gas remains constant.

The ideal case considered here to mimic the real configuration is an isothermal
flow of nitrogen characterized by a density ρ0 = 1.18 kgm−3 with a tempera-
ture T0 = 300 K. Nitrogen is injected at the inlet with a small uniform velocity
ū = 0.074 m s−1. This flow velocity corresponds to a bulk velocity in the aper-
ture ū0 = ū/σ = 3.4 m s−1. At this operating point, the Mach number in the
orifice is M0 = ū0/c ≃ 0.01 and the Reynolds number is Re0 = ū02a/ν ≃ 220.

The mean pressure imposed at the outlet is pa = 101300 Pa. The acoustic
forcing is obtained by imposing a harmonic oscillation to the characteristic
acoustic wave entering the domain denoted I in Fig. 3.1, with a constant fre-
quency f = 400 or 800 Hz. These forcing conditions correspond to two Strouhal
numbers, St = ωa/ū0 = 0.37 at 400 Hz and St = 0.74 at 800 Hz respectively.
The two forcing frequencies chosen in this study correspond to two different
absorption regimes (see chapter 4):

• f = 400 Hz: this regime is close to optimal acoustic absorption at small
perturbation levels for plate P6 backed by a resonant cavity of size L =
150 mm.

• f = 800 Hz: in this regime acoustic absorption is far from optimal at
small perturbation levels for plate P6 backed by a resonant cavity of size
L = 150 mm.
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The amplitude of the incoming pressure wave is then varied from 0.89 to
2828 Pa. This corresponds to SPL ranging from 90 dB up to 160 dB. Eight
different simulations were conducted to investigate both the linear (low forcing
amplitude) and nonlinear (high forcing amplitude) regimes. These calculations
were run over 40 modulation periods and only the last 20 periods were post-
processed to examine the acoustic properties, in order to ensure convergence of
the simulations.

The hypothesis of plane wave propagation away from the orifice has been veri-
fied in the computations. The maximum phase difference between two pressure
signals taken at different points in the same cross-section at z/a = 100 away
from the orifice is less than 1 degree, and the maximum amplitude difference
reaches 0.3%. At the forcing frequencies f = 400 and 800 Hz considered here,
the ratio between the orifice diameter 2a and the acoustic wavelength λ is small
enough 2a/λ = 1.2 × 10−3 at 400 Hz and 2.4 × 10−3 at 800 Hz, so that the
orifice can be considered compact.

In all the simulations conducted, no higher modes were observed, except the
harmonics of the modulation frequency when the SPL is increased. Far from
the orifice, the amplitude of the second harmonic of the modulation frequency
observed in the pressure spectrum remains lower by at least one order of mag-
nitude than the amplitude of the fundamental peak, as shown in the example
in Fig. 3.5.

3.3 The AVBP solver

Simulations in this study were conducted with the AVBP solver, developed at
Cerfacs (www.cerfacs.fr/4-26334-The-AVBP-code.php). It solves the com-
pressible Navier-Stokes equations on unstructured meshes using explicit meth-
ods. The discretization implemented in the solver is of cell-vertex type, where
all the variables are stored at mesh nodes and the set of equations is integrated
within each cell. A recent overview of the models included in the AVBP solver
and a detailed description of the solver can be found in Senoner (2010).

All the simulations in this work are carried out with the finite-volume Lax-
Wendroff scheme (see Lax and Wendroff (1964) and Schönfeld and Rudgyard
(1999)). It is a one-step numerical scheme, second order accurate in space and
time.

3.3.1 Potential effect of the subgrid scales on acoustic coeffi-

cients

In Large-Eddy Simulations, a spatial filtering operator is applied to the Navier-
Stokes equations to separate the large scales (larger than the filter size) and
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(a) Clip view. (b) Axial cut.

Figure 3.4: Very fine mesh: clip view (a) and axial cut (b) near the orifice of the
simulated numerical domain.
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Figure 3.5: Examples of pressure spectra taken downstream of the perforation at
z/a = 100 at the forcing frequencies f = 400 Hz (a) and f = 800 Hz (b).
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the small scales (smaller than the filter size) of the flow. The large scales are
resolved, but a model is needed for the small scales. The SGS model is based
on the introduction of a turbulent viscosity νturb, assuming that the effect of
the SGS stresses on the resolved field is purely dissipative.

In the present work, the Reynolds number based on the orifice diameter and
the mean bias flow velocity within the perforation is very small (Re ≃ 220). In
this case, the flow is laminar and thus the effect of the subgrid model on the
flow and on the acoustic properties of the orifice is negligible. This hypothesis
has been verified by analyzing preliminary Large-Eddy Simulations carried out
on the coarse grid presented in section 3.2.2. This grid represents the worse
case scenario to assess the effect of the subgrid model, since the minimum cell
size is larger compared to the fine and very fine meshes. The orifice is simulated
without resonant back cavity at a forcing frequency f = 400 Hz. Ten simu-
lations were conducted, corresponding to ten values of the SPL ranging from
90 to 160 dB. They cover all the operating regimes of interest analyzed in this
work, from linear (small perturbation levels) to nonlinear (high perturbation
levels). The SGS model chosen for the simulation is the WALE model from
Nicoud and Ducros (1999).

In the axial cut extracted from LES in Fig. 3.6, the evolution of the ratio
νturb/νlam is shown over the first half of the forcing cycle, where the orifice is
subjected to an incident sound wave at f = 400 Hz and SPL = 160 dB. The
first instants corresponding to the generation and the advection of a vortex ring
due to the incident acoustic wave impinging on the orifice are shown. When
the vortex ring is generated (t/Tp ≤ 0.10, where Tp = 1/f is the modulation
period), the effect of the SGS model is negligible, as demonstrated by the
low values of the ratio νturb/νlam close to the vortices. The SGS model then
increases the turbulent dissipation of the vortex ring only for t/Tp ≥ 0.15, when
the vortices are convected downstream of the orifice during the first half of the
forcing cycle. However this increased dissipation occurring relatively far from
the perforation has a negligible effect on the acoustic properties of the orifice.

To prove this point, the reflection and transmission coefficients obtained with
and without subgrid-scale (SGS) model, i.e. in LES or DNS frameworks re-
spectively, are compared. In Fig. 3.7, the modulus and phase of the reflection
and transmission coefficients of the simulated orifice are plotted as functions of
the incident SPL on the perforation. These results are compared to simulations
carried out without any SGS model (DNS framework) at SPL = 100 dB (linear
regime) and 160 dB (nonlinear regime). Excellent agreement is observed for
both reflection and transmission coefficients, in modulus and phase, showing
the limited influence of SGS contributions on the results.
In the following chapters, all the calculations were obtained without SGS model,
i.e. in a DNS framework.
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(a) t/Tp = 0.10. (b) t/Tp = 0.15. (c) t/Tp = 0.20.

Figure 3.6: Axial cut of the ratio νturb/νlam, for several forcing instants. The forcing
acoustic wave has a frequency f = 400 Hz and a SPL = 160 dB.
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Figure 3.7: Evolution of modulus (a) and phase (b) of the reflection R and transmis-
sion T coefficients of an orifice without resonant cavity as a function of the incident
SPL, at the forcing frequency f = 400 Hz. Comparison between results obtained with
the WALE subgrid model and without subgrid (SGS) model.
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3.3.2 Acoustic inlet and outlet boundary conditions

The treatment of acoustic waves near the domain boundaries is an important
aspect for aeroacoustic simulations. The key problem is to link information
computed from the numerical domain to the conditions imposed at the bound-
aries. This aspect has been thoroughly analyzed in the recent years, and good
overviews can be found for example in Colonius and Lele (2004), Ducruix and
Candel (2004) or Bodony and Lele (2008).

In subsonic flows, an additional challenge is present because inlet and outlet
conditions must also allow acoustic waves to travel in the opposite direction
of the flow. Several types of boundary conditions (BC) have been developed
to minimize spurious reflections at the domain boundaries. Radiation BC as-
sume that the boundaries are located far from the sources of disturbances and
use asymptotic solutions to describe the propagation of outgoing waves [Tam
and Webb (1993)]. Alternatively, a perfectly matched layer can be used to
damp waves in the vicinity of the domain boundaries [Hu (1996)]. However,
this technique requires some fine tuning of the buffer layer thickness and the
absorption profile to optimize the performance of the perfectly matched layer.
Another approach is based on nonreflecting BC. This technique exploits the
characteristic wave decompositions of hyperbolic systems of equations. In this
method, all the waves propagating towards a boundary leave the domain freely
at this boundary, while incoming waves are set to zero. The characteristic
BC are exact in one-dimensional Eulerian flows, where they are trajectories
in the x − t plane, but can also be used in an approximate way for two and
three-dimensional flows [Thompson (1987); Thompson (1990); Poinsot and Lele
(1992)]. Hixon et al. (1995) show an interesting analysis of the performance of
several boundary conditions techniques for computational aeroacoustics.

In the present work, inlet and outlet boundary conditions are treated with the
Navier-Stokes Characteristic Boundary Conditions (NSCBC) method proposed
by Poinsot and Lele (1992). According to this method, all equations are writ-
ten in terms of characteristic variables and are projected in a reference frame
linked to the domain boundary of interest (with a normal unit vector n and
two tangential unit vectors). In general there is no simple method to find an
exact expression of the incoming wave amplitude variation at the boundaries in
the viscous multi-dimensional case. However, the approach followed in NSCBC
is to infer these values by examining a Local One-Dimensional Inviscid (LODI)
problem, i.e. by neglecting transverse and viscous terms in the system of char-
acteristic equations.
In the one-dimensional case, it is possible to locally identify and decouple the
acoustic characteristic waves propagating in the downstream and upstream di-
rections with velocities of λ2 = u+ c0 and λ1 = u − c0: A2 = p′ + ρ0c0u

′ and
A1 = p′ − ρ0c0u

′. Following the analysis of Thompson (1987) and Poinsot and
Lele (1992), the amplitude variation of the characteristic waves crossing the
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boundary can be written as:

L1 = λ1

(
∂p′

∂x
− ρ0c0

∂u′

∂x

)
(3.5)

L2 = λ2

(
∂p′

∂x
+ ρ0c0

∂u′

∂x

)
(3.6)

In the following, the terms inlet and outlet refer to the aerodynamic flow (and
not to the acoustic propagation). We also recall that incoming and outgoing
refer respectively to waves penetrating into and leaving the computational do-
main. Forcing the outlet boundary condition (which is the approach taken
in the present work) means imposing the amplitude variation of the incoming
characteristic wave L1 propagating into the numerical domain. Let p̄0 be the
mean pressure imposed at the outlet, p′f = Af sin(ωt) the incident forcing pres-
sure fluctuation, and ps the pressure at the current state. The LODI relations
written for a non-reflecting forced outlet of the numerical domain lead to the
following expression of the incoming characteristic wave L1:

L1 = −2
∂p′f
∂t

− 2K(ps − p̄0 − p′f ) (3.7)

The first term in the right-hand-side of Eq. (3.7) represents the forced part
of the incoming acoustic wave. The second term is the condition to ensure
convergence to the target pulsed pressure p̄0 + p′f , using the relaxation factor
K. This factor should be carefully chosen so that the outlet boundary remains
nonreflecting, meaning that L2 waves freely leave the domain. Selle et al.
(2004) showed that the reflection coefficient of this forced relaxed outlet takes
the form:

Rout =
1

2iω/K − 1
(3.8)

Equation (3.8) shows that, for a fixed value of K, it is possible to determine
the cut-off frequency of the boundary condition:

fc =
K

4π
(3.9)

This implies that all the frequencies lower than the cut-off frequency (f < fc)
will be strongly reflected, while the frequencies higher than the cut-off frequency
(f > fc) will freely leave the numerical domain. For our simulations, K = 100,
and it was checked that nonreflecting conditions applied for all the forcing
frequencies and amplitudes simulated (Rout ≤ 0.03).
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3.4 Analysis of the mean flow

First a comparison of the mean flow fields obtained for the three computational
meshes described in paragraph 3.2.2 is carried out. Results for the mean axial
velocity are shown in Fig. 3.8. The mean uniform flow upstream of the plate is
accelerated at the orifice inlet. At the orifice outlet flow separation takes place
and a jet is formed downstream. In these simulations, no acoustic forcing was
applied at the domain outlet. The simulations were run for a sufficient long
time to ensure that a steady flow is established downstream the perforation.

While hardly any difference can be spotted between the computations with the
fine and very fine meshes, the larger width of the jet far from the orifice suggests
that the simulation with the coarse mesh is more dissipative. Figure 3.9 shows
the mean normal vorticity field, ω̄, in the axial z-cut through the numerical
domain. The jet vorticity is quickly dissipated in the coarse mesh simulations.

It is now interesting to analyze the mean axial velocity profiles in the orifice.
Figure 3.10 shows a comparison of the velocity profiles at the orifice inlet (x =
0 mm), in the center of the channel (x = 0.5 mm) and at the orifice outlet
(x = 1 mm). A typical double hat profile can be observed at the orifice inlet,
due to the acceleration of the fluid near the perforation walls. The centerline
velocity then increases within the channel while the velocity gradient at the
walls decreases. At the orifice outlet, a quasi-paraboloidal shape is reached,
except in the vicinity of the centerline where the velocity profile is flat. From
the axial velocity profiles it is possible to estimate the contraction ratio (which
is approximately the discharge coefficient) of the orifice:

Cc =
Aj

A0
=
ū0
ūj

(3.10)

Applying Eq. (3.10) with ū0 = 3.40 m s−1 and ūj = 5.6 m s−1, one obtains
Cc ≃ 0.61, which is close to the theoretical value for a thin orifice with sharp
edges Cc = π/(π + 2).
In Fig. 3.11 the mean vorticity profiles in the orifice are plotted for the three
simulated meshes. All the mean velocity and vorticity profiles in this region
show a very good agreement between the simulations, regardless of the refine-
ment of the mesh.

Figures 3.12 and 3.13 show the mean transverse profiles of axial velocity and
vorticity respectively, in the jet generated downstream the perforation outlet,
at different distances from the perforation. Once again, a good agreement
is observed between the velocity profiles obtained with the fine and very fine
meshes, showing that spatial convergence is reached with these discretization
grids, except at very large distances x/a ≥ 80 from the orifice. The coarse
mesh being more dissipative, the centerline jet velocity decreases faster and,
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(a) Coarse mesh. (b) Fine mesh. (c) Very fine mesh.

Figure 3.8: Mean axial velocity field (units in [ms−1]). Axial cut.

(a) Coarse mesh. (b) Fine mesh. (c) Very fine mesh.

Figure 3.9: Mean vorticity field (units in [s−1]). Axial cut.
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Figure 3.10: Mean axial velocity profiles in the perforation, at different locations in
the orifice (x/a = 0, 1 and 2). Comparison between results obtained with the very fine
mesh (solid line), the fine mesh (dashed line) and the coarse mesh (dash-dotted line).
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Figure 3.11: Mean vorticity profiles in the perforation, at different locations in the
orifice (x/a = 0, 1 and 2). Comparison between results obtained with the very fine
mesh (solid line), the fine mesh (dashed line) and the coarse mesh (dash-dotted line).
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approximately 20 diameters downstream the perforation (x/a = 40), the jet
width increases. It is also interesting to note that vorticity is quickly dissipated
downstream in the jet wake. At x/a = 40, the peak vorticity (in absolute value)
is approximately one order of magnitude lower than at x/a = 10, and almost
two orders of magnitude lower than its peak value at the orifice outlet. This
observation still holds for the fluctuating vorticity generated by the acoustic
waves impinging on the perforation. This suggests that most of the acoustic
energy dissipation takes place in a region close to the orifice.

This analysis of the mean flow fields enabled to:
• highlight the main features of this confined jet flow without the effects of

acoustic forcing;
• ensure that temporal convergence is reached before the orifice is subjected

to incident acoustic waves;
• analyze the effect of the mesh refinement on the aerodynamic field.

Results of unsteady simulations, where the perforation is subjected to acoustic
waves of increasing amplitude are presented in chapter 5. Several techniques
will be applied to extract acoustic coefficients from the simulations, capture the
trajectories of the unsteady vortex rings that are swept away from the orifice
edges, synchronized with the sound waves, and compare these numerical results
to theoretical predictions and measurements.
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Chapter 4

Maximizing absorption in the

linear regime at low and high

Strouhal numbers

It was shown in chapter 1 that the design of a perforated plate used to damp
incident acoustic waves relies on an optimization procedure, with a relatively
large number of geometrical and flow parameters that need to be considered.

There is no simple design rule to fix the optimal bias flow velocity in the perfo-
rations maximizing absorption associated to a specific size of the back-cavity.
For a given geometry of the perforated plate, these two design parameters are
interrelated and the optimal bias flow velocity depends generally on the fre-
quency and size of the back cavity. This problem is tackled in the present work
by identifying two asymptotic regimes operating at low and high Strouhal num-
bers, where it is possible to decouple the choice of the optimal bias flow velocity
in the orifices and the back cavity depth to cancel the reflection coefficient at
certain frequencies.

This possibility has been identified for dampers operating at low Strouhal num-
bers [Scarpato et al. (2012)]. A generalization of this method to other regimes
where these choices can be decoupled was then presented in a second publica-
tion [Scarpato et al. (2013a)]. In these regimes, the bias flow velocity is shown
to be related only to the plate porosity, and is independent of frequency. This
yields thus flexible solutions to design acoustic dampers where the size of the
back cavity controlling the absorption frequency can be chosen separately from
the bias flow velocity. An analysis of the absorption bandwidth was then pro-
posed [Scarpato et al. (2013b)], leading to different conclusions regarding their
robust behavior when the bias flow velocity deviates from its optimal value or
when the frequency to damp varies.
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The chapter is organized as follows. In section 4.1, expressions for the reflection
coefficient of perforated plates backed by cavities are used to identify the op-
erating conditions that maximize absorption for certain frequencies. Simplified
expressions for the reflection coefficient and the optimal geometrical param-
eters and corresponding flow operating conditions are derived in the limit of
high and low Strouhal numbers, in sections 4.2 and 4.3 respectively. The ab-
sorption bandwidth in these different regimes is analyzed in order to assess the
robustness of the plate designs. Measurements of the absorption coefficient for
perforated plates backed by a resonant cavity are also carried out in the two
asymptotic regimes under optimal conditions. Expressions are derived to take
into account variations of the bias flow velocity during off-design operations,
and are presented in section 4.5. Measurements are then shown at off-design
conditions when the bias flow velocity is shifted with respect to its optimal
value to examine the robustness of their behavior. Predictions in the two opti-
mal regimes identified at low and high Strouhal numbers are finally compared
to measurements to validate the proposed analysis.

4.1 Maximization of absorption

In chapter 1, two analytical expressions were derived for the specific impedance
ζ (Eq. (1.38)) and the reflection coefficient R (Eq. (1.39)) of a perforated plate
backed by a cavity. The notations used in this chapter were introduced in
Fig. 1.12, which is reproduced here for convenience in Fig. 4.1.

For small acoustic disturbances, the reflection and absorption coefficients of a
perforated plate backed by a cavity and traversed by a bias flow were shown to
be a function of four dimensionless numbers:

• the Strouhal number St = ωa/uc, based on the orifice radius a and the
vortex convection velocity uc;

• the Helmholtz number He = kL, where k = ω/c0 is the wavenumber and
L the size of the back cavity;

• the ratio Mc/σ, where Mc = uc/c0 is the Mach number based on the
vortex convection velocity and σ is the plate porosity;

• the thickness-to-radius ratio h/a.

The objective is here to find conditions that maximize absorption. Maximizing
absorption is equivalent to set the reflection coefficient to zero R = 0. Equa-
tion (1.37) shows that this is realized for the roots of ζ + 1 = 0, when:

ℜ(ζ) + 1 = 0 (4.1)

ℑ(ζ) = 0 (4.2)
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x−L 0
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ū0

A

B 1

R

1 2

Figure 4.1: Perforated plate traversed by a bias flow and submitted to normal incident
pressure waves. Circular holes of diameter 2a are regularly spaced with a square pattern
of size d. The plate is coupled to a resonant back cavity, of size L. The complex
amplitude of the reflected wave is denoted R. The coefficients A and B denote the
pressure wave amplitudes in the back cavity.
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Figure 4.2: Evolution of the optimal ratio Mc/σ as a function of the Strouhal number
St given by Eq. (4.3). The ratio Mc/σ is independent of the plate thickness.
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Figure 4.3: Evolution of the optimal Helmholtz number He as a function of the
Strouhal number St, given by Eq. (4.4) for different values of the thickness ratio h/a =
0, 1, 5 and 10.

where ℜ(ζ) and ℑ(ζ) indicate the real and imaginary components of the specific
impedance ζ. Replacing the expression for ζ given by Eq. (1.38) in Eqs. (4.1)
and (4.2), one obtains the following set of conditions that must be satisfied:

Mc

σ
=

2

πSt

γ2 + δ2

δ
(4.3)

1

tan(He)
=
γ

δ
+

2h

πa

γ2 + δ2

δ
(4.4)

Equation (4.3) fixes the optimal bias flow Mach number to porosity ratio Mc/σ
yielding a cancellation of the reflection coefficient. This ratio is a function of
the Strouhal number St only and increases monotonically with St, as shown
in Fig. 4.2. This figure also shows that values of the ratio Mc/σ are bounded
by 1/2 ≤ Mc/σ ≤ 2/π for all Strouhal numbers. We will demonstrate in
the following sections that these boundaries reached at low and high Strouhal
numbers constitute particularly interesting operating regimes to design acoustic
dampers.

The optimal Helmholtz number He of the cavity is fixed by Eq. (4.4). For a
plate of finite thickness h, this parameter depends on both the Strouhal num-
ber and the thickness to orifice radius ratio h/a. Note that for an infinitely
thin plate, this expression reduces to tan(He) = δ/γ, which is a function of the
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Figure 4.4: Evolution of the optimal Helmholtz number He as a function of the
parameter St [1 + 2h/(πa)], given by Eq. (4.4) for different values of the thickness
ratio h/a = 0, 1, 5 and 10.

Strouhal number only. Figure 4.3 shows that the Helmholtz number decreases
monotonically when the Strouhal number increases: He → π/2 for St ≪ 1, and
He → 0 when St ≫ 1. Increasing the plate thickness does not modify these lim-
its, but intermediate values are shifted towards lower Strouhal numbers. This
observation can be interpreted as follows. The perforated plate backed by a
cavity can be assimilated to a spring-mass system. The spring corresponds to
the volume of air comprised in the back cavity, whereas the oscillating volume
in the orifice constitutes the mass of the spring-mass system. Increasing the
plate thickness increases the oscillating volume in the orifice, leading to a higher
inertia of the system, thus all the curves in Fig. 4.3 are shifted towards lower
Strouhal numbers. It is also interesting to note that, when plotting the data
as a function of the dimensionless product St [1 + 2h/(πa)] in Fig. 4.4, which
takes into account the plate thickness, all curves roughly collapse on a single
line. The optimal back cavity size or peak absorption frequency in damping sys-
tems featuring perforates of different thicknesses can then be easily determined.

The choice of the optimal bias flow velocity and back cavity depth are generally
interrelated [Hughes and Dowling (1990); Dowling and Hughes (1992)]. One
possibility to ease the design of dampers is to identify regimes where these
choices can be decoupled. This problem is examined in the following sections
for perforates operating at low and high Strouhal numbers.
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4.2 Analysis at high Strouhal number

4.2.1 Optimal conditions maximizing absorption

The γ and δ functions appearing in the set of conditions Eqs. (4.3) and (4.4)
that maximize the absorption coefficient are known functions of the Strouhal
number (see Eq. (1.18)). Using the asymptotic form Eq. (1.21) to estimate the
γ and δ functions at high Strouhal numbers St ≫ 1 in Eqs. (4.3) and (4.4), one
obtains the following approximations to maximize the absorption coefficient:

Mc

σ
=

2

π
(4.5)

1

tan(He)
= St

(
1 +

2h

πa

)
(4.6)

This set of conditions can be used to design compact acoustic absorbers to damp
a particular frequency. Equation (4.5) shows that, at large Strouhal numbers,
the bias flow velocity is uniquely fixed by the plate porosity, and is given by
ū0 = uc = (2/π)σc0. The underlying hypothesis on the convection velocity
of vortices is uc = ū0, as discussed in chapter 1. Combining this expression
with the knowledge of the frequency to damp, Eq. (4.6) defines the optimal
Helmholtz number, and consequently determines also the optimal cavity depth
L. Note that when St ≫ 1, Eq. (4.6) implies that tan(He) → 0. The smallest
Helmholtz number satisfying this condition is He = kL ≃ 0. This model shows
that operating at high Strouhal numbers yields compact damper designs with
short cavity depths.

It is now useful to introduce the resonance parameter Q, defined by Hughes and
Dowling (1990) as the ratio between the angular frequency ω and the resonance
frequency of a Helmholtz resonator ωHe = c0(2a/Ld

2)1/2 formed by the back
cavity volume Ld2 and the aperture characterized by a Rayleigh conductivity
2a. It is interesting to rewrite this resonance parameter as a function of the
dimensionless numbers appearing in Eqs. (4.5) and (4.6):

Q =

(
ω

ωHe

)2

=
π

2
St

Mc

σ
He (4.7)

Hughes and Dowling (1990) argued that, for infinitely thin plates, improved
absorption properties are expected near Helmholtz resonance, and proposed
to work at Q = 1. Substituting Eq. (4.5) in Eq. (4.7) leads to Q = StHe.
Operating with a Helmholtz resonator He ≪ 1 at Q = 1 necessarily implies
that the Strouhal number in the perforations takes large values St ≫ 1.

Figure 4.5 plots the modulus of the reflection coefficient |R| as a function of
the Helmholtz number He, given by Eq. (1.39), at St = 5 for an infinitely thin
plate (h/a = 0) and for different values of the ratio Mc/σ. It is shown here that
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Figure 4.5: Modulus |R| of the reflection coefficient as a function of the back cav-
ity Helmholtz number He, for a fixed Strouhal number St = 5 in the perforations
(Eq. (1.39)). Influence of the ratio Mc/σ for an infinitely thin plate, h/a = 0.
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Figure 4.6: Modulus |R| of the reflection coefficient as a function of the back cav-
ity Helmholtz number He, for a fixed Strouhal number St = 5 in the perforations
(Eq. (1.39)). Influence of the resonance parameter Q for an infinitely thin plate,
h/a = 0.
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Figure 4.7: Modulus |R| of the reflection coefficient as a function of the back cavity
Helmholtz number He, for a fixed Strouhal number St = 5 in the perforations. Influence
of the plate thickness h when Mc/σ = 2/π.

cancellation of the reflection coefficient is reached only for Mc/σ = 2/π. When
this condition is not met, absorption properties are degraded. The smallest
value of the reflection coefficient increases, and the point of maximum absorp-
tion slightly shifts towards higher Helmholtz numbers when Mc/σ decreases.
Conversely, the peak absorption shifts towards lower values of the Helmholtz
number when Mc/σ increases. One may also note that maximum absorption
always occurs when the resonance condition Q = 1 is met. This is clearly shown
in Fig. 4.6, where the evolution of the modulus of the reflection coefficient is
plotted as a function of the Helmholtz number, at St = 5 for an infinitely thin
plate (h/a = 0) and for different values of the resonance parameter Q. In
Figs. 4.5 and 4.6, the Strouhal number is fixed to St = 5. For Mc/σ = 2/π
the resonance parameter Q = StHe is thus a linear function of the Helmholtz
number only. In this case the Helmholtz number corresponding to the peak
absorption is equal to He = Q/St = 1/5.

Operating at Q = 1 is not the best solution to maximize damping when the
plate thickness cannot be neglected. Figure 4.7 shows the evolution of the
modulus of the reflection coefficient |R| as a function of the Helmholtz number
He when St = 5 and Mc/σ = 2/π, for different values of the plate thickness.
When these parameters are fixed, increasing the plate thickness h degrades
the absorption bandwidth of the perforate, and shifts the peak absorption to-
wards lower Helmholtz numbers. It is possible to show this effect analytically.



Chapter 4 - Maximizing absorption in the linear regime at low and

high Strouhal numbers
75

Replacing the identity Q = StHe in Eq. (4.6) leads to:

1

tan(He)
=

Q

He

(
1 +

2h

πa

)
(4.8)

At high Strouhal numbers, maximum absorption is reached for He ≪ 1, imply-
ing that tan(He) ≃ He. Thus in the vicinity of optimal absorption, Eq. (4.8)
shows that the best absorption properties at high Strouhal numbers are ob-
tained when:

Q

(
1 +

2h

πa

)
= 1 (4.9)

This condition sets the resonance of plates featuring a finite thickness and
operating at high Strouhal numbers. Thickening the plate increases the effective
length of the orifice, which is the sum of the plate thickness h and the end
correction length associated to the oscillating mass of fluid in the vicinity of
the perforation [Ingard (1953)]. For a Helmholtz resonator with a plate of finite
thickness, the condition Q = 1 is replaced by Eq. (4.9). Increasing the orifice
length h leads thus to a reduction of Q, and subsequently to a reduction of the
resonance frequency.

4.2.2 Absorption bandwidth at high Strouhal number

It is now worth analyzing the absorption bandwidth around the peak absorp-
tion frequency in the high Strouhal regime. This is realized by expanding the
expression of the reflection coefficient R in Eq. (1.39) using the approximation
Eq. (1.21) valid at high Strouhal numbers and the condition Eq. (4.5) setting
the bias flow velocity in the perforations. This procedure yields the following
approximation for the reflection coefficient:

R =

i

[
St

(
1 +

2h

πa

)
− 1

tan(He)

]

i

[
St

(
1 +

2h

πa

)
− 1

tan(He)

]
− 2

(4.10)

The range of Helmholtz numbers ∆He satisfying |R| ≤ β, where β ∈ [0, 1] is an
arbitrary threshold level, can be determined from Eq. (4.10). Introducing the
dimensionless thickness parameter ηh = 1 + 2h/(πa) yields:

∆He = arctan

[
1− β2

ηhSt(1− β2)− 2β

]
− arctan

[
1− β2

ηhSt(1− β2) + 2β

]
(4.11)

Using the approximation tan(He) ≃ He, valid near optimal absorption, one
finally obtains the following expression:

∆He =
4β(1− β2)

η2hSt
2(1− β2)2 − 4β2

(4.12)
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Figure 4.8: Evolution of the range of Helmholtz numbers ∆He satisfying |R| ≤ β as
a function of the Strouhal number St, for two values of the threshold level β and for
an infinitely thin plate h/a = 0. β = 0.2: general model Eq. (4.11) (solid line) and
first order approximation Eq. (4.12) (◦). β = 0.5: general model Eq. (4.11) (dashed
line) and first order approximation Eq. (4.12) (�).

Equation (4.12) demonstrates that the absorption bandwidth ∆He where |R| ≤
β is inversely proportional to the square of the Strouhal number. For a fixed
back cavity length L, ∆He is proportional to the frequency bandwidth ∆f
where |R| ≤ β: ∆He ∼ ∆f . In the high Strouhal regime the absorption band-
width rapidly narrows when St increases. This is shown in Fig. 4.8 for two
values of the threshold level β = 0.2 and 0.5. For the sake of clarity, the ab-
sorption bandwidth ∆He is plotted as a function of the Strouhal number only
for an infinitely thin plate. A similar analysis can be carried out for thick plates.
Equation (4.12) indicates that increasing the ratio h/a (which is equivalent to
increasing the thickness parameter ηh) leads to a reduction of the absorption
bandwidth ∆He. The comparison between the general model Eq. (4.11) and
the first order approximation Eq. (4.12) shows a good agreement for St ≥ 3.

It has been shown that operating with a Helmholtz resonator leads to a re-
duction of the size of the back cavity. The optimal bias flow velocity is in
this case fixed by Mc/σ = 2/π, but the damper must work at high Strouhal
numbers with a narrow absorption bandwidth around peak absorption. In the
next section a similar analysis is conducted when the Strouhal number takes
small values. This defines the second absorption regime where the choice of
the optimal back cavity length and bias flow velocity can again be decoupled
[Scarpato et al. (2012)], but it will be shown that this leads to slightly different
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flow and geometrical operating conditions.

4.3 Analysis at low Strouhal number

4.3.1 Optimal conditions maximizing absorption

In modern aeronautical engine or gas turbine combustors, the oscillation fre-
quency associated to undesired combustion instabilities ranges from a few tens
to a few thousands Hertz, and the diverse orifices present in the combustion
chamber have generally a small diameter. The Strouhal number evaluated with
the hole diameter and the bias flow velocity reached in these orifices takes then
small values. Rupp et al. (2011) mentioned that perforated plates used in
gas turbine combustion chambers operate in the range St ≤ 0.25. A second
important aspect is that the frequency of unstable modes may vary with the
operating regime and during unstable conditions, as discussed in chapter 1.
Efficient dampers must then feature robust absorption properties over a large
range of frequencies to circumvent these problems. The low Strouhal asymp-
totic regime identified in this section will be shown to fulfill conditions for
robust damping at low frequencies.

Starting from Eqs. (4.3) and (4.4), two simplified conditions are derived in
the limit of low Strouhal numbers to set the reflection coefficient to zero by
replacing the asymptotic form Eq. (1.20) for the functions γ and δ in these
expressions. At low Strouhal numbers, the condition R = 0 is satisfied when:

Mc

σ
=

1

2
(4.13)

1

tan(He)
= St

(
4

3π
+

h

2a

)
(4.14)

The optimal bias flow velocity ū0 is in this regime again fixed by the plate
porosity only, ū0 = uc = (1/2)σc0, but it takes a lower value than in the high
Strouhal regime where ū0 = (2/π)σc0. Equation (4.14) can then be used to fix
the frequency to damp by adjusting the back cavity size L. It is worth noting
that when St ≪ 1, tan(He) → ∞ to satisfy Eq. (4.14), and thus He ≃ π/2,
corresponding to a wavelength λ = 4L. At low Strouhal numbers, optimal
absorption is reached when the cavity operates as a quarter-wave resonator.

The modulus of the reflection coefficient |R| is plotted in Fig. 4.9 as a function of
the Helmholtz number He, when St = 0.1, for different values of the ratio Mc/σ.
It is shown that maximum absorption is reached for Mc/σ = 1/2. Moving away
from this optimal ratio does not change significantly the Helmholtz number
corresponding to the peak absorption condition, but the smallest value taken
by the reflection coefficient increases. Absorption properties are thus degraded.
The influence of plate thickness is shown in Fig. 4.10. In the low Strouhal
number regime, the plate thickness barely modifies the acoustic response of the
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Figure 4.9: Modulus |R| of the reflection coefficient as a function of the back cavity
Helmholtz number He when St = 0.1 in the perforations, Eq. (1.39). Influence of the
ratio Mc/σ for h/a = 0.
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Figure 4.10: Modulus |R| of the reflection coefficient as a function of the back cavity
Helmholtz number He when St = 0.1 in the perforations, Eq. (1.39). Influence of the
plate thickness h for Mc/σ = 0.5. h/a = 0 (solid line), h/a = 1 (dashed line), h/a = 5
(dash-dotted line).
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damper, leading to a slight shift of maximal absorption towards lower Helmholtz
numbers when it increases. This behavior is in agreement with the observations
made by Jing and Sun (2000). They found that at high bias flow velocities,
hence when the Strouhal number is reduced, the acoustic response of a thick
perforate is unchanged compared to the response of a thin plate featuring the
same orifice geometry.

4.3.2 Absorption bandwidth at low Strouhal number

Figure 4.9 suggests that in the low Strouhal regime the absorption bandwidth
around the peak absorption frequency is large compared to the one found in
the high Strouhal regime. It is possible to demonstrate this result analytically.
Starting from Eq. (1.39), taking the limit St ≪ 1 and the condition Mc/σ = 1/2
defined by Eq. (4.13), one obtains a low Strouhal first order approximation of
the reflection coefficient:

R =

i

[
St

(
4

3π
+

h

2a

)
− 1

tan(He)

]

i

[
St

(
4

3π
+

h

2a

)
− 1

tan(He)

]
− 2

(4.15)

This expression is very similar to Eq. (4.10) obtained for high Strouhal num-
bers, except that the coefficient multiplying the Strouhal numbers is modified.
A rough approximation of the absorption bandwidth ∆He, again defined as the
range of Helmholtz numbers verifying |R| ≤ β, β ≤ 1 being an arbitrary thresh-
old, was derived by Scarpato et al. (2012). This expression was then slightly
improved by Scarpato et al. (2013a) and is reproduced here. Starting from
Eq. (4.15) and defining now the thickness parameter as ηl = 4/(3π) + h/(2a),
one obtains the following first order approximation for the absorption band-
width:

∆He = arctan

[
1− β2

ηlSt(1− β2)− 2β

]
− arctan

[
1− β2

ηlSt(1− β2) + 2β

]
(4.16)

It is worth noting that Eq. (4.16) is formally identical to Eq. (4.11), only the
definitions of the thickness parameters ηl and ηh are different. Taking the limit
of low Strouhal numbers, Eq. (4.16) becomes:

∆He = π − 2 arctan

[
1− β2

2β

]
(4.17)

Equation (4.17) shows that the absorption bandwidth at low Strouhal number
only depends on the threshold level β. A comparison between the absorption
bandwidth in the low and high Strouhal regimes is presented in Fig. 4.11. It is
interesting to note that the range of Helmholtz numbers over which optimized
absorption properties are found is always larger for the low Strouhal regime
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Figure 4.11: Evolution of the range of Helmholtz numbers ∆He where |R| ≤ β as a
function of the threshold level β, in the low Strouhal regime defined by Eq. (4.17) (solid
line), and in the high Strouhal regime defined by Eq. (4.12) (dashed and dash-dotted
lines), for an infinitely thin plate h/a = 0.

than for the high Strouhal one.

In conclusion to this section, the low Strouhal regime features a large absorption
bandwidth, which makes it suitable for the design of robust dampers. The
optimal bias flow velocity is in this case again only fixed by the plate porosity.
However, the back cavity operates as a quarter-wave resonator, thus its depth
is larger than for a damper operating at high Strouhal numbers.

4.4 Comparison with measurements

Predictions from the general model presented in chapter 1 and from the asymp-
totic regimes identified in this chapter are compared to measurements realized
in the ITHACA test bench, described in chapter 2. The theoretical models
used for comparison are summarized in Tab. 4.1.

The reflection coefficient of the six plates P3 to P8 presented in chapter 2 was
measured for small to moderate pressure disturbances and for frequencies below
1 kHz. Results are presented here for a sound level fixed to 100 dB which was
controlled at the rear side of the back cavity by the microphone MSPL. This
level is small enough to consider that the six tested dampers operate in the
linear regime. This was verified by conducting measurements at lower sound
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Table 4.1: Theoretical models for the reflection coefficient of a perforated plate backed
by a cavity and traversed by a mean bias flow. Model 1 and 2 are the general model
introduced in chapter 1, for an infinitely thin plate and a plate of thickenss h respec-
tively. Model 3 and 4 are respectively the high Strouhal and the low Strouhal models
presented in this chapter.

Model Expression Remarks

1 R =

i

[
π

2
St

Mc

σ

1

γ − iδ
− 1

tan(He)

]
+ 1

i

[
π

2
St

Mc

σ

1

γ − iδ
− 1

tan(He)

]
− 1

General
model

Eq. (1.39)
with h = 0

2 R =

i

[
π

2
St
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σ

(
1
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+

2h

πa

)
− 1

tan(He)
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+ 1

i
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π
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σ

(
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γ − iδ
+

2h

πa

)
− 1

tan(He)

]
− 1
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model

Eq. (1.39)
when h 6= 0

3 R =

i

[
St

(
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2h

πa

)
− 1

tan(He)

]

i

[
St

(
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2h

πa

)
− 1

tan(He)

]
− 2
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Strouhal
model

Eq. (4.10)

4 R =

i

[
St

(
4

3π
+

h

2a

)
− 1

tan(He)

]

i

[
St

(
4

3π
+

h

2a

)
− 1

tan(He)

]
− 2

Low
Strouhal
model

Eq. (4.15)

levels and results were found identical. More data were however obtained at
100 dB.

4.4.1 Influence of porosity

In the asymptotic regimes developed in sections 4.2 and 4.3, the porosity de-
termines the optimal bias flow velocity ū0 within the perforations given by
Eqs. (4.5) and (4.13). At low Strouhal number, increasing the plate poros-
ity corresponds to higher operating bias flow velocities ū0 = (1/2)σc0 and to
lower values of Strouhal numbers St = 2ωa/(σc0) for a fixed frequency and
hole radius. The influence of the plate porosity on the reflection coefficient
modulus and phase was characterized versus frequency, for a fixed cavity depth
L = 150 mm and the corresponding optimal bias flow velocity ū0 given by
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Table 4.2: Perforated plate parameters for the six configurations explored here. a:
aperture radius, σ: porosity, h: plate thickness, L: back cavity depth, σ: porosity, ū0:
bias flow velocity in the orifices, St = ωa/ū0: Strouhal number.

Plate a [mm] σ [%] h/a ū0 [m s−1] L [mm] Range of St

P3 0.5 8.84 2 15.3 150 0.021 - 0.205

P4 0.5 4.84 2 8.40 150 0.037 - 0.374

P5 0.5 2.76 2 4.79 150 0.066 - 0.656

P6 0.5 1.96 2 3.40 150 0.092 - 0.924

P7 0.5 1.48 2 2.57 150 0.122 - 1.222

P8 0.5 1.00 2 1.74 150 0.181 - 1.806

Eq. (4.13) for each plate at a low constant SPL of 100 dB. Measurements for
increasing plate porosities are gathered in Figs. 4.12 to 4.14 for plates P8 to P3.
They are compared to predictions obtained with different approximations. The
dashed line (model 1 in Tab. 4.1) corresponds to the reflection coefficient calcu-
lated with the general expression Eq. (1.39), when the optimal bias flow velocity
used to evaluate the Rayleigh conductivity is fixed by Eq. (4.13) and the plate
thickness is neglected h/a = 0. The solid lines (model 2 in Tab. 4.1) include
additional effects of the plate thickness in the calculation of the Rayleigh con-
ductivity (Eq. (1.39) with h/a = 2). Table 4.2 summarizes the main operating
conditions of the six configurations explored here.

Evolutions of the modulus |R| and phase ϕ of the reflection coefficient for the
perforated plates P8 and P7 are presented in Figs. 4.12(a) and 4.12(b). In
the top graphs of Fig. 4.12 the modulus of the reflection coefficient is plotted
versus frequency. It first decreases quasi-linearly with the frequency, reaches a
minimum and then increases at higher frequencies. The measured modulus |R|
reaches a minimum |R| = 0.05 around f = 350 Hz for plate P8 and |R| = 0.18
around f = 400 Hz for plate P7. In both cases, predictions of the reflection
coefficient with models 1 and 2 are in fairly good agreement with experimental
data. Measurements lie within these two limits obtained by neglecting (model
1) or considering the plate thickness (model 2). For plate P7, data for the mod-
ulus of the reflection coefficient match well model 1 for frequencies lower than
the peak absorption frequency and then coincide with model 2 at higher fre-
quencies. The opposite is observed for the phase evolution, where experimental
data match model 2 at low frequencies and model 1 at higher frequencies.

The same type of analysis is conducted for plates P5 and P6. Figure 4.13 shows
the evolution of the modulus and phase of the reflection coefficient R as a
function of frequency. Both plates are characterized by a similar evolution of
the modulus |R|, that first decreases quasi-linearly with frequency, reaches a
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(b) Plate P7.

Figure 4.12: Evolution of the modulus |R| (top) and the phase ϕ (bottom) of the
reflection coefficient of plate P8 at ū0 = 1.74 m s−1 (a), and plate P7 at ū0 = 2.57 m s−1

(b). The plates are operated at their optimum bias flow velocity for a fixed cavity depth
of L = 150 mm and a constant SPL of 100 dB. Predictions with model 1 (dashed line)
and model 2 (solid line) in Tab. 4.1, are compared to measurements (black circles).
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(a) Plate P6.
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(b) Plate P5.

Figure 4.13: Evolution of the modulus |R| (top) and the phase ϕ (bottom) of the
reflection coefficient of plate P6 at ū0 = 3.40 m s−1 (a), and plate P5 at ū0 = 4.79 m s−1

(b). The plates are operated at their optimum bias flow velocity for a fixed cavity depth
of L = 150 mm and a constant SPL of 100 dB. Predictions with model 1 (dashed line)
and model 2 (solid line) in Tab. 4.1, are compared to measurements (black circles).
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(a) Plate P4.
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Figure 4.14: Evolution of the modulus |R| (top) and the phase ϕ (bottom) of the
reflection coefficient of plate P4 at ū0 = 8.40 m s−1 (a), and plate P3 at ū0 = 15.3 m s−1

(b). The plates are operated at their optimum bias flow velocity for a fixed cavity depth
of L = 150 mm and a constant SPL of 100 dB. Predictions with model 1 (dashed line)
and model 2 (solid line) in Tab. 4.1, are compared to measurements (black circles).

minimum value of 0.2 at a frequency of 420 Hz for plate P6 and 450 Hz for plate
P5 and then increases with frequency. As observed for plates P7 and P8, the
peak absorption frequency lies between model 1 and model 2 predictions. If we
focus on the modulus of the reflection coefficient, model 2 taking into account
the plate thickness shows the best agreement with experimental data at higher
frequencies. At lower frequencies, model 1 is closer to measurements. Results
are reversed in terms of the phase of the reflection coefficient.

Plates P3 and P4 feature higher porosities and the predictions given by model
1 and 2 nearly collapse for these plates. They are operated at higher bias flow
velocities, which are fixed by the plate porosity Eq. (4.13). It was shown by
Jing and Sun (2000) that the effect of the plate thickness reduces for high bias
flow velocities. Figure 4.14(a) shows an excellent agreement between measure-
ments and both models for plate P4, in terms of both modulus and phase of
the reflection coefficient. This plate features a nearly zero reflection coefficient
at f = 500 Hz, and a large absorption bandwidth around this frequency. The
situation is different for the response of plate P3 presented in Fig. 4.14(b) where
predictions do not improve. While the peak absorption frequency is well pre-
dicted by the different models, the minimum value measured for the modulus
of the reflection coefficient |R| ≃ 0.25 is higher than expected. The general
trend is also well predicted but the experimental data remain always larger for
the modulus. This plate features the largest porosity explored in this study
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Table 4.3: Absorption bandwidth ∆f [Hz] where |R| ≤ 0.5. Comparison between
model 1 (general model), model 2 (general model including the effect of plate thickness)
and experimental data extracted from Figs. 4.12 to 4.14.

Plate Model 1 Model 2 Exp.

P3 610 587 486

P4 594 545 566

P5 562 472 409

P6 528 408 362

P7 493 349 341

P8 418 266 326

σ = 8.84 % and the highest tested bias flow velocity ū0 = 15.3 m s−1. In this
case, it is suspected that the absorption properties of the damping system are
perturbed by two phenomena which were not included in the models. The first
is associated to possible interactions between the holes. It is known that inter-
action effects between orifices need to be considered for plates featuring a ratio
ξ = a(Sza/π)

−1/2 higher than 0.2 [Melling (1973)]. In this expression Sza is the
influence zone area of each hole which is equal to Sza = d2 in our case due to
the symmetry of the perforations. This quantity can be estimated for plate P4

and P3. One finds ξ = 0.2 and ξ = 0.3 respectively. Multiple holes interactions
can then be neglected for plate P4 but probably not for plate P3 where optimal
absorption may be altered by this phenomenon. A second source of pertur-
bations may be linked to the high velocities reached in the air injection holes
feeding the back cavity. These injection units generate high speed transverse
jets that may interact with the acoustic waves in the back cavity. This can be
characterized by the background noise level measured by the microphone MSPL

in absence of acoustic forcing which reaches 80 dB for measurements with plate
P4 and 90 dB for plate P3. The signal to noise ratio between the coherent
acoustic signal and the background noise associated to turbulence in the back
cavity is then significantly reduced for the measurements conducted with plate
P3.

It is now worth examining the frequency bandwidth around the peak absorption
frequency, where the reflection coefficient remains below a certain threshold
level. Results are summarized in Tab. 4.3 for the different plates characterized,
this bandwidth being defined as the range of frequencies where |R| ≤ 0.5.
The table shows that the absorption bandwidth narrows when plates do not
operate in the low Strouhal regime. For plates P3 and P4, operating in the low
Strouhal regime, a large reduction of |R| over a large frequency span can be
achieved. The best performances are obtained with plate P4 where |R| ≤ 0.5
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(a) Plate P4, f = 250 Hz.
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(b) Plate P4, f = 800 Hz.

Figure 4.15: Modulus |R| of the reflection coefficient of plate P4 operated with the
bias flow velocity ū0 = 8.40 m s−1 as a function of cavity depth L for two different
forcing frequencies: (a) f = 250 Hz, (b) f = 800 Hz. Predictions with model 1 (dashed
line) and model 2 (solid line) in Tab. 4.1 are compared to measurements (black circles).

over a 550 Hz frequency span and |R| ≤ 0.2 around a 220 Hz bandwidth. These
validations demonstrate that the low Strouhal regime explored in section 4.3
enables to cancel the reflection coefficient at specific low frequencies together
with a large absorption bandwidth around this optimal frequency. This regime
is then interesting to design low frequency robust dampers for thermo-acoustic
modes where the instability frequency may vary significantly. Since the bias
flow velocity is only fixed by the plate porosity, a control of the reflection
coefficient is then possible by uniquely varying the size of the back cavity [Tran
et al. (2009a); Tran et al. (2009b)]. This property is examined in the next
section for plate P4.

4.4.2 Effect of the cavity depth

Predictions obtained with the general model for infinitely thin plates (model 1
in Tab. 4.1) and the general model including the effect of thickness (model 2 in
Tab. 4.1) are now compared with measurements for fixed frequencies when the
back cavity size is varied. Figures 4.15(a) and 4.15(b) show the modulus and
phase of the reflection coefficient as a function of the cavity depth L for plate
P4 at two different frequencies f = 250 Hz and f = 800 Hz. In Fig. 4.15(a),
the modulus of the reflection coefficient decreases with the cavity size to reach
a minimum |R| ≃ 0.06. Then it increases for larger cavity depths. Optimal
absorption is reached for a size L′ ≃ 0.35 m that corresponds to the first
resonant mode of the cavity fL′/c0 ≃ 1/4, in agreement with the predictions
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of Eq. (4.14). When St = ωa/ū0 = 0.087, one finds He = 1.53 and L′ = 0.34 m
with model 1, which are close to the measured values. For a higher forcing
frequency f = 800 Hz, data plotted in Fig. 4.15(b) feature now two minima
around |R| ≃ 0.05 reached when L′ ≃ 0.09 m and L′′ ≃ 0.30 m. These minima
correspond to the first and second resonant modes of the cavity fL′/c0 ≃ 1/4
and fL′′/c0 ≃ 3/4 respectively. These values are again in agreement with
Eq. (4.14). When St = ωa/ū0 = 0.28, Eq. (4.14) yields He′ = 1.45, L′ = 0.10 m
and He′′ = He′ + π = 4.59, L′′ = 0.32 m.
It is also important to note that at low frequencies (f = 250 Hz, Fig. 4.15(a))
the modulus of the reflection coefficient reaches small values over a relatively
large range of cavity depths. At higher frequencies (f = 800 Hz, Fig. 4.15(b))
the cavity depth must be carefully chosen, because the range of depths leading
to valuable absorption is narrower.

These measurements were found in good agreement with predictions and have
confirmed the key role of the bias flow through the apertures, which is fixed
for a given porosity by Eq. (4.13) at low Strouhal number. The tested design
P4, operating in the low Strouhal regime, shows that it is possible to cancel the
reflection coefficient when the back cavity resonates around the 1/4 and 3/4
wave modes. These non-reflecting conditions are robust over certain frequency
and cavity size ranges when submitted to low amplitude pressure perturba-
tions. In the next section, comparisons between measurements realized with
the ITHACA test bench or with data extracted from the literature, and predic-
tions of the models developed in the present work for plates operating at low
and high Strouhal numbers are further presented.

4.4.3 Validation of the low and high Strouhal number models

Experimental data for five different perforated plate configurations are exam-
ined here. These plates operate in the low and high Strouhal regimes, and were
selected in order to validate the models described in this chapter (respectively
model 3 in Tab. 4.1 for the high Strouhal regime, and model 4 in Tab. 4.1
for the low Strouhal regime). By varying the forcing frequency, the response
of these dampers is explored over a large range of Strouhal numbers covering
the low and high Strouhal limits. Table 4.4 synthesizes the main parameters
characterizing these operating regimes. All the results were obtained in the
ITHACA test bench, presented in chapter 2, except for configuration 3, where
experimental data were extracted from Hughes and Dowling (1990).

In the first configuration the perforated plate P8 is used with a back cavity
L=24.5 mm and is subjected to forcing frequencies lower than 1200 Hz. This
damper operates at small to moderate Strouhal numbers (0.14 ≤ St ≤ 1.73,
Tab. 4.4). Measurements of the absorption coefficient α = 1− |R|2 are plotted
as a function of frequency in Fig 4.16, when the bias flow velocity is fixed to
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Table 4.4: Operating parameters for the five configurations examined in the present
section. a: orifice radius, σ: plate porosity, L: back cavity depth, h: plate thickness,
Mc: Mach number in the orifices, St = 2πfa/ū0: Strouhal number. *Data extracted
from Hughes and Dowling (1990).

Config. Plate a [mm] σ [%] L [mm] h [mm] Mc/σ Range of St

1 P8 0.5 1.00 24.5 1 0.64 0.14 − 1.73

2 P8 0.5 1.00 150 1 0.64 1.44 − 2.88

3* HD 1.5 2.45 10 ≃ 0 0.57 0.97 − 5.82

4 P2.5 0.3 4.68 150 1 0.50 0.02 − 0.23

5 P2.5 0.3 4.68 300 1 0.50 0.02 − 0.23

ū0 = 2.18 ms−1 corresponding to the optimal value given by Mc/σ = 2/π in
the limit of high Strouhal numbers. These data are compared to predictions
obtained with the high Strouhal model Eq. (4.10) (model 3 in Tab. 4.1), and
with the general model of Eq. (1.39) (model 2 in Tab. 4.1). The thickness ratio
for plate P8 is h/a = 2. The general trend is well predicted and the agreement
between both models and measurements is fairly good, except at very low
frequencies, below 200 Hz. The peak absorption is predicted at 810 Hz, whereas
experimental data show maximum absorption at a slightly higher frequency of
870 Hz. This condition coincides with the Helmholtz resonance of the cavity,
satisfying Eq. (4.9). It is also worth noting that maximum absorption α = 1 or
equivalently |R| = 0 is achievable in practice.
The response of plate P8 traversed by the same bias flow velocity ū0 = 2.18 ms−1

is now examined in the frequency range 1000 to 2000 Hz when the back cavity
length is increased to L = 150 mm. This corresponds to configuration 2 in
Tab. 4.4 operating at higher Strouhal numbers 1.44 ≤ St ≤ 2.88 than config-
uration 1. Results for the absorption coefficient are plotted in Fig. 4.17 as a
function of frequency. The peak absorption is now found at 1225 Hz in the
experiments, corresponding to the Helmholtz number Hemax ≃ 3.37. This peak
corresponds to the second resonant mode of the back cavity featuring a half-
wavelength structure, and is in agreement with predictions of Eq. (4.6), yielding
a value Hemax ≃ 3.38. One may also note that the absorption bandwidth de-
fined by the range of frequencies ∆f around the peak absorption frequency
where α ≥ 0.8 is narrower in configuration 2 (∆f ≃ 50 Hz in Fig. 4.17) than in
configuration 1 (∆f ≃ 330 Hz in Fig. 4.16). This observation is consistent with
Eq. (4.12). The range of Strouhal numbers covered in configuration 2 being
higher than in configuration 1, the absorption bandwidth necessarily narrows
as shown by Eq. (4.12).

The third configuration examined is the one studied by Hughes and Dowling
(1990). In the top graph of Fig. 6 in their paper, the absorption coefficient
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Figure 4.16: Case 1. Evolution of the absorption coefficient α = 1 − |R|2 as a
function of frequency f (configuration 1 in Tab. 4.4). Measurements (•) are compared
to predictions obtained for h/a = 2, L = 24.5 mm and Mc/σ = 2/π. Dashed line:
general model (model 2 in Tab. 4.1). Solid line: high Strouhal approximation (model
3 in Tab. 4.1).
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Figure 4.17: Case 2. Evolution of the absorption coefficient α = 1 − |R|2 as a
function of frequency f (configuration 2 in Tab. 4.4). Measurements (•) are compared
to predictions obtained for h/a = 2, L = 150 mm and Mc/σ = 2/π. Dashed line:
general model (model 2 in Tab. 4.1). Solid line: high Strouhal approximation (model
2 in Tab. 4.1).
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Figure 4.18: Case 3. Evolution of the absorption coefficient α = 1 − |R|2 as a
function of frequency f (configuration 3 in Tab. 4.4). Data extracted from Hughes and
Dowling (1990) (�) are compared to the high Strouhal model (model 3 in Tab. 4.1)
with h/a = 0 (solid line), and to the general model for infinitely thin plates (model 1
in Tab. 4.1, dashed line).

α = 1 − |R|2 is plotted as a function of the resonance parameter Q, for a
constant back cavity depth L and Mach number Mc in the orifice. Note that
in this configuration the range of Strouhal numbers investigated is quite large
and they take high values (0.97 ≤ St ≤ 5.82, Tab. 4.4). Experimental data
were extracted from Hughes and Dowling (1990) and are plotted in Fig. 4.18.
These data are compared to predictions obtained with the high Strouhal ap-
proximation (model 3 in Tab. 4.1), and with the general model (model 1 in
Tab. 4.1). Hughes and Dowling did not take into account the effect of plate
thickness in their study, therefore these theoretical relations are computed by
assuming h/a = 0. The agreement between both models and measurements is
fairly good, although the peak absorption obtained with the high Strouhal ap-
proximation is predicted at slightly lower frequencies compared to the general
model and experimental data.

In the fourth configuration explored (see Tab. 4.4), plate P8 is replaced by plate
P2.5 traversed by a bias flow velocity ū0 = 8.03 ms−1. The size of the back
cavity is here fixed to L = 150 mm and the response is examined between 100
and 1000 Hz. This configuration operates now in the low Strouhal regime where
0.02 ≤ St ≤ 0.23. The thickness ratio is here equal to h/a = 3.33. Measure-
ments are presented in Fig. 4.19 for the absorption coefficient as a function of
frequency. They are compared to predictions obtained with the low Strouhal
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Figure 4.19: Case 4. Evolution of the absorption coefficient α = 1 − |R|2 as a
function of frequency f (configuration 4 in Tab. 4.4). Measurements (•) are compared
to predictions obtained for h/a = 3.33, L = 150 mm and Mc/σ = 1/2. Dashed line:
general model (model 2 in Tab. 4.1). Solid line: low Strouhal approximation (model 4
in Tab. 4.1).

model (model 4 in Tab. 4.1) and the general model (model 2 in Tab. 4.1). The
agreement between predictions with both models and measurements is very
good. The peak absorption frequency is predicted at 500 Hz and corresponds
to a quarter-wave resonance. Note that in this configuration, the absorption
coefficient α takes values larger than 0.8 over a 500 Hz frequency span, whereas
in configurations 1 and 2 operating at higher Strouhal numbers this absorption
bandwidth reduces to 330 Hz around the first peak frequency (Fig. 4.16) and
to 50 Hz around the second peak frequency (Fig. 4.17) respectively.

The response of the same plate traversed by the same bias flow is now exam-
ined over the same frequency range but for a larger cavity depth L = 300 mm.
This defines configuration 5 in Tab. 4.4, operating in the same Strouhal range
0.02 ≤ St ≤ 0.23 as configuration 4. Measurements of the absorption coeffi-
cient are shown in Fig. 4.20 as a function of frequency. Again, good agreement
is observed between models and measurements. Doubling the back cavity size
results in halving the first resonance frequency, corresponding to the first peak
absorption α = 1 found at 250 Hz. Two absorption peaks appear in this fre-
quency range, corresponding to the quarter-wave and three-quarter-wave reso-
nant modes at f = 250 Hz and f = 800 Hz respectively.

In conclusion to this section, perforated plates coupled to back cavities designed
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Figure 4.20: Case 5. Evolution of the absorption coefficient α = 1 − |R|2 as a
function of frequency f (configuration 5 in Tab. 4.4). Measurements (•) are compared
to predictions obtained for h/a = 3.33, L = 300 mm and Mc/σ = 1/2. Dashed line:
general model (model 2 in Tab. 4.1). Solid line: low Strouhal approximation (model 4
in Tab. 4.1).

to operate in the two limit regimes investigated in this study show satisfactory
absorption properties. The possibility to achieve total absorption α = 1 near
resonances of the back cavity is demonstrated in agreement with the simplified
expressions derived in the present chapter. Plates designed to work in the low
Strouhal regime are, however, more robust to a change in the damping fre-
quency, since they show larger absorption bandwidths than plates operating at
high Strouhal numbers. It is now interesting to analyze the acoustic proper-
ties of these dampers under off-design conditions, when the velocity within the
orifices differs from the optimal one.

4.5 Analysis at off-design flow conditions

The flow velocity within the orifices of perforates placed in a combustor may
vary significantly during the operation of a gas turbine, as shown for example by
Lörstad et al. (2009). In their work it was reported that the bias flow velocity
in the perforations depends on the engine load and the burner pressure drop.
The bias flow velocity is fixed by the pressure drop between the casing and the
chamber that increases with the air flowrate breathed by the engine. When
the engine speed is modified, the bias flow velocity within the perforations
is in turn altered. In section 4.1 we showed how to determine the optimal
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bias flow velocity which maximizes the absorption coefficient. It is now worth
analyzing how the damping properties are modified when the velocity within
the orifices varies. The analysis is first conducted for dampers operating in the
high Strouhal regime. The second regime at low Strouhal numbers is examined
next.

4.5.1 Off-design operation at high Strouhal number

At the perforate design point, where R = 0, the two conditions Eqs. (4.5) and
(4.6) hold, and the optimal bias flow velocity is given by ū0,opt = (2/π)σc0 for
a damper operating at high Strouhal numbers. Let now the velocity within
the orifices change, all other parameters remaining constant. At this off-design
condition, the actual bias flow velocity is then given by:

ū0,off = ū0,opt +∆u, (4.18)

where ū0,opt is the optimal bias flow velocity and ∆u is an additional compo-
nent, not necessarily small compared to the optimal velocity in the perforations
ū0,opt. The other dimensionless parameters of interest can be written as follows:

Mc,off =
ū0,off
c0

=
ū0,opt +∆u

c0
= Mc,opt +

∆u

c0
(4.19)

Stoff =
ωa

ū0,off
(4.20)

Heoff = kL = Heopt (4.21)

The Helmholtz number remains unchanged since only modifications of the flow
within the orifices are considered. It is worth noting that, even if the Mach
number and the Strouhal number change, their product at off-design operation
remains equal to the product at optimal setting:

StoffMc,off =
ωa

ū0,off

ū0,off
c0

=
ωa

c0
= StoptMc,opt (4.22)

It was shown in section 4.2 that taking the high Strouhal limit for the Rayleigh
conductivity given by Eq. (1.21), and replacing it in Eq. (1.39), one obtains the
following expression for the reflection coefficient of the damper:

R =

(
1− π
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σ

)
+ i

[
π

2
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σ
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)
− 1
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] (4.23)

Equations (4.21) and (4.22) imply that the imaginary components of the nu-
merator and denominator in Eq. (4.23) are not modified when the bias flow
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velocity varies. One can thus write at off-design operation:

Roff =
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1− π
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Since at the optimal design point the reflection coefficient is equal to zero, the
imaginary component of the numerator cancels out:

π

2
Stopt

Mc,opt

σ

(
1 +

2h

πa

)
− 1

tan(Heopt)
= 0 (4.25)

When the bias flow velocity within the orifices varies, the reflection coefficient
at maximum absorption can finally be written as:

Roff =

π

2

Mc,off

σ
− 1

π

2

Mc,off

σ
+ 1

(4.26)

Replacing Eq. (4.19) in Eq. (4.26), and considering that at high Strouhal num-
bers Mc,opt = 2σ/π, yields:

Roff =
1

1 + 2
ū0,opt
∆u

(4.27)

This relation links the reflection coefficient Roff , corresponding to the absorp-
tion coefficient αoff = 1 − |Roff |2, to the velocity variation in the orifice ∆u
during off-design operation. This expression is valid as long as the Strouhal
number remains high when the bias flow velocity is modified.

Figure 4.21 shows the evolution of the absorption coefficient as a function of
frequency for different bias flow velocities. Data where gathered for perfo-
rated plate P8 operated in configuration 1 (Tab. 4.4) at moderate values of
the Strouhal number. Configuration 1 is reached in Fig. 4.21(c) when the bias
flow velocity is equal to its optimal value ū0,opt = 2.18 ms−1 and ∆u = 0. In
Figs. 4.21(a) and 4.21(b) the velocity within the orifices is decreased by 50 %
and 25 % respectively, while in Figs. 4.21(d), 4.21(e) and 4.21(f) the velocity
is increased by 25 %, 50 % and 100 % with respect to its optimal value ū0,opt.
Predictions from Eq. (1.39) are superimposed, using ū0,off = ū0,opt +∆u. The
main difference between predictions from Eq. (1.39) and measurements is that
the model does not retrieve the variation of the peak absorption frequency when
the bias flow velocity changes.
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The measurements shown in Fig. 4.21 are represented in Fig. 4.22 in a com-
pact form. The absorption coefficient is plotted as a function of frequency and
relative bias flow velocity difference. The peak absorption frequency slightly
increases when the bias flow in the orifices increases. Good absorption proper-
ties are still achieved over all the off-design conditions explored, however both
the peak absorption and the absorption bandwidth are reduced for ∆u/ū0,opt ≥
0.50.

It is possible to extract from these measurements values of the maximum ab-
sorption coefficient αoff and the corresponding peak absorption frequency foff .
Figure 4.23(a) shows a comparison between predictions from Eq. (4.27) and
measurements of the maximum absorption coefficient αoff as a function of the
relative bias flow velocity difference ∆u/ū0,opt with respect to the optimal value
ū0,opt. The fairly good agreement between predictions and measurements val-
idates the model enabling to retrieve modifications of maximum absorption
even for large differences of the bias flow velocity with respect to its optimal
value. For relative differences up to 100 % of the optimal bias flow velocity,
the maximum absorption coefficient αoff is still larger than 0.9. The model
slightly underestimates maximum absorption in off-design operation, particu-
larly when the velocity within the orifices decreases. In Fig. 4.23(b) the peak
absorption frequency foff plotted as a function of the relative bias flow velocity
difference ∆u/ū0,opt increases by about 100 Hz when the velocity within the
orifice increases from its optimal value to twice this value. This behavior is
not predicted by the off-design analysis developed in this study, but can be
interpreted as follows. The model developed is only valid for high Strouhal
numbers, while measurements were conducted here at moderate values of the
Strouhal numbers, around configuration 1 where 0.14 ≤ St ≤ 1.73 (Tab. 4.4).
It was not possible to operate the setup ITHACA at larger Strouhal values
with this configuration. This explains the differences observed between pre-
dictions of the peak absorption frequency and measurements in Fig. 4.23(b).
This phenomenon is reinforced when the bias flow velocity increases because
the Strouhal number is further reduced.

Off-design operation with plate P8 is now examined at higher frequencies corre-
sponding to a higher range of Strouhal numbers covered around configuration
2 (Tab. 4.4). The absorption coefficient is plotted as a function of frequency
in Fig. 4.24, for different bias flow velocities. Figure 4.24(c) shows results
for the optimal bias flow velocity ū0,opt = 2.18 ms−1 when ∆u = 0 defin-
ing configuration 2 in Tab. 4.4. The range of Strouhal numbers covered in
these experiments is slightly larger than for the previous exploration with plate
P8 around configuration 1. Modification of the bias flow velocity is limited
here to ∆u/ū0,opt = ± 50%. Predictions for off-design conditions presented in
Fig. 4.24(a), 4.24(b), 4.24(d) and 4.24(e), when the bias flow velocity is lower
or larger than the optimal value, match well measurements.
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Figure 4.22: Evolution of the absorption coefficient α = 1 − |R|2 as a function of
frequency f and relative bias flow velocity difference ∆u/ū0,opt around configuration 1
in Tab. 4.4. Configuration 1 is reached for ∆u = 0.
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Figure 4.23: Evolution of the maximum absorption coefficient αoff = 1 − |Roff |2
(a) and of the peak absorption frequency foff (b) as a function of the relative velocity
difference ∆u/ū0,opt with respect to the optimal bias flow velocity. Configuration 1 in
Tab. 4.4 is reached when ∆u = 0. Measurements (•) are compared to predictions from
Eq. (4.27) valid in the high Strouhal limit (solid line).
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These results are summarized in Fig. 4.25. The absorption coefficient is plotted
as a function of frequency and relative bias flow velocity difference. In this case
the peak absorption frequency remains constant while the bias flow velocity in
the orifices increases. Good absorption properties are still achieved over the
whole bias flow velocity range explored.

Figures 4.26(a) and 4.26(b) show respectively the evolution of the maximum ab-
sorption coefficient and the peak absorption frequency as a function of ∆u/ū0,opt.
The maximal value of the absorption coefficient remains larger than αoff ≥ 0.95
when ∆u/ū0,opt ≤ ±50%. A good agreement between measurements and the
model Eq. (4.27) is achieved, especially for bias flow velocities higher than the
optimal one. The peak absorption frequency is again slightly shifted with re-
spect to predictions, but the difference is less than 20 Hz for a measured peak
frequency of 1240 Hz. The predicted peak frequency at off-design conditions
also slightly increases with ∆u by less than 20 Hz over the range of ∆u explored.

4.5.2 Off-design operation at low Strouhal number

A similar analysis is now carried out for dampers operating in the low Strouhal
regime. The reflection coefficient given by Eq. (1.39) can in this case be
rewritten using the low Strouhal approximation of the Rayleigh conductivity
Eq. (1.20). One finds here:

R =

(
1− 2

Mc

σ

)
+ i

[
π

2
St

Mc

σ

(
16

3π2
+

2h

πa

)
− 1

tan(He)

]

−
(
1 + 2

Mc

σ

)
+ i

[
π

2
St

Mc

σ

(
16

3π2
+

2h

πa

)
− 1

tan(He)

] (4.28)

This expression is similar to Eq. (4.23). We thus follow here the same procedure
developed in section 4.5.1. Noting that, once again, the imaginary components
of the numerator and denominator in Eq. (4.28) are independent of the bias
flow velocity, one finally obtains:

Roff =
2
Mc,off

σ
− 1

2
Mc,off

σ
+ 1

=
1

1 + 2
ū0,opt
∆u

(4.29)

Equation (4.29), obtained with the low Strouhal approximation, is formally the
same as Eq. (4.27) obtained in the high Strouhal limit. The only difference lies
in the value of the optimal velocity, which is now given by ū0,opt = (1/2)σc0 at
low Strouhal numbers.

Predictions from Eq. (4.29) are examined for plate P2.5 operating at off-design
conditions around configurations 4 and 5 given by Tab. 4.4. Results are gath-
ered in Figs. 4.27 to 4.32 where the range of bias flow velocities explored was



100 4.5 - Analysis at off-design flow conditions

 

 

f [Hz]

∆
u
/ū
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Figure 4.25: Evolution of the absorption coefficient α = 1 − |R|2 as a function of
frequency f and relative bias flow velocity difference ∆u/ū0,opt around configuration 2
in Tab. 4.4. Configuration 2 is reached for ∆u = 0.
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Figure 4.26: Evolution of the maximum absorption coefficient αoff = 1 − |Roff |2
(a) and of the peak absorption frequency foff (b) as a function of the relative velocity
difference ∆u/ū0,opt with respect to the optimal bias flow velocity. Configuration 2 in
Tab. 4.4 is reached when ∆u = 0. Measurements (•) are compared to predictions from
Eq. (4.27) valid in the high Strouhal limit (solid line).
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varied from ∆u/ū0,opt = −0.5 to ∆u/ū0,opt = 1 around the optimal value
ū0,opt = (1/2)σc0 = 8.03 ms−1, all other parameters remaining unchanged.

Measurements match always well predictions from Eq. (4.29), even when the
perforated plate is operated with a bias flow velocity far from its optimal value,
except that in all the configurations explored, the maximum absorption coef-
ficient was always slightly underestimated by the model. Measurements also
show that the peak value of the absorption coefficient takes values higher than
0.9 for bias flow velocities varying from -50% to +100% from its optimum,
with negligible variation of the peak absorption frequency. It is interesting to
examine the variation of the absorption bandwidth around the peak absorption
frequency when the bias flow velocity in the orifices varies. Figures 4.28 and
4.31 show the evolution of the absorption coefficient as a function of both the
frequency and the relative bias flow velocity difference ∆u/ū0,opt. From these
contour plots it is possible to observe that the absorption bandwidth increases
for increasing bias flow velocities, in the range −0.50 ≤ ∆u/ū0,opt ≤ 0. The
peak absorption also increases, in agreement with predictions from Eq. (4.29)
and measurements (Figs. 4.29(a), 4.32(a) and 4.32(a)). It then reaches its max-
imal value for velocities close to the optimal bias flow velocity, corresponding
to ∆u/ū0,opt = 0, and remains constant for 0 ≤ ∆u/ū0,opt ≤ 0.50. At higher
velocities, the absorption bandwidth slightly decreases.

These observations and predictions confirm that operating at low Strouhal num-
bers with a quarter-wave resonator as a back cavity not only enables to obtain
a wide absorption bandwidth around the peak frequency, but also offers robust
absorption properties when the bias flow velocity varies around its optimum
value. These devices constitute thus attractive and flexible solutions to design
robust dampers for combustion instabilities even though their use in combustion
chambers was yet limited to generic combustor test rigs [Tran et al. (2009a);
Tran et al. (2009b)].
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Figure 4.27: Absorption coefficient α = 1 − |R|2 as a function of frequency f , for different bias flow velocities (configuration 4 in
Tab. 4.4). Measurements (•) are compared to predictions from Eq. (1.39) (solid line). (a) ∆u/ū0,opt = −0.50. (b) ∆u/ū0,opt = −0.25.
(c) ∆u/ū0,opt = 0. (d) ∆u/ū0,opt = 0.25. (e) ∆u/ū0,opt = 0.50.
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Figure 4.28: Evolution of the absorption coefficient α = 1 − |R|2 as a function of
frequency f and relative bias flow velocity difference ∆u/ū0,opt around configuration 4
in Tab. 4.4. Configuration 4 is reached for ∆u = 0.
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Figure 4.29: Evolution of the maximum absorption coefficient αoff = 1 − |Roff |2
(a) and of the peak absorption frequency foff (b) as a function of the relative velocity
difference ∆u/ū0,opt with respect to the optimal bias flow velocity. Configuration 4 in
Tab. 4.4 is reached when ∆u = 0. Measurements (•) are compared to predictions from
Eq. (4.29) valid in the low Strouhal limit (solid line).
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Figure 4.30: Absorption coefficient α = 1 − |R|2 as a function of frequency f , for different bias flow velocities (configuration 5 in
Tab. 4.4). Measurements (•) are compared to predictions from Eq. (1.39) (solid line). (a) ∆u/ū0,opt = −0.50. (b) ∆u/ū0,opt = −0.25.
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Figure 4.31: Evolution of the absorption coefficient α = 1 − |R|2 as a function of
frequency f and relative bias flow velocity difference ∆u/ū0,opt around configuration 5
in Tab. 4.4. Configuration 5 is reached for ∆u = 0.

∆u/ū0,opt

α
o
ff

0 0.5−0.5

0.85

0.80

1

1

0.90

0.95

(a) First resonant mode.
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Figure 4.32: Evolution of the maximum absorption coefficient αoff = 1 − |Roff |2 as
a function of the relative velocity difference ∆u/ū0,opt with respect to the optimal bias
flow velocity. Configuration 5 in Tab. 4.4 is reached when ∆u = 0. Measurements (•)
are compared to predictions from Eq. (4.29) valid in the low Strouhal limit (solid line).
(a) First resonant mode. (b) Second resonant mode.
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4.6 Conclusion

Two different asymptotic absorption regimes for perforates backed by a cavity
were analyzed as a function of the Strouhal number reached by the bias flow
in the orifices when the damper is submitted to acoustic disturbances. In both
low and high Strouhal limits, it was demonstrated that the optimal bias flow
velocity leading to a cancellation of the reflection coefficient is solely fixed by
the plate porosity. Analytical expressions were derived in these cases for the
optimal bias flow velocity. It is possible in these regimes to separately adjust the
back cavity depth to minimize the reflection coefficient at a certain frequency
without changing the bias flow velocity. The expressions derived in this analysis
take also into account the finite thickness of the plate.

Optimal absorption is reached for a Helmholtz resonance of the back cavity at
high Strouhal numbers. It is possible with such device featuring a very short
back cavity to cancel the reflection coefficient at a specific frequency, but the
absorption bandwidth around the peak absorption frequency is narrow, and its
width reduces drastically as the Strouhal number increases.

In applications where a large absorption frequency bandwidth is desirable, it
can be interesting to work in the low Strouhal regime. This regime features
a wider absorption bandwidth, making it an attractive choice for the design
of robust dampers. In this case, optimal absorption is reached when the back
cavity operates as a quarter-wave resonator, and the damper requires a larger
size compared to a Helmholtz resonator.

The acoustic response of these dampers was also investigated at off-design con-
ditions, when the bias flow velocity deviates from its optimum value for which
it was designed. The maximal value of the absorption coefficient was shown
to remain higher than 0.9, for bias flow velocity variations of up to 100 %
of the nominal value. When the velocity within the orifices increases, it was
observed that the peak absorption frequency slightly increases. Comparisons
between predictions and measurements at both low and high Strouhal regimes
validate the expressions proposed in this chapter, which offer a simple theo-
retical framework to ease the design of robust and flexible dampers for small
pressure perturbation levels.

It is now worth analyzing the absorption properties when the sound level in-
creases. These conditions can be found for instance during thermo-acoustic
oscillations in gas turbines.



Chapter 5

Amplitude effects on the

acoustic properties of perforates

When the amplitude of acoustic velocity fluctuations in the perforation be-
comes comparable to the mean bias flow velocity, or exceeds it, u′0 ≥ ū0, the
response of the perforated plate deviates from its linear response. In this case
the amplitude of the acoustic perturbations must be taken into account when
attempting to model the acoustic behavior of the orifice. The plate operates in
the nonlinear regime.

In the previous chapters, the response of perforated plates traversed by a bias
flow and subjected to incident acoustic waves of low to moderate acoustic am-
plitudes has been analyzed. The objective of the present chapter is to analyze
the transition between linear and nonlinear regimes in the sound absorption
process and to improve theoretical models in the nonlinear regime for the de-
sign of robust damping systems at high sound pressure levels.

This difficult problem is first addressed with direct simulations, that are used
to analyze the flow field through the aperture as a function of the perturbation
level in section 5.1. It is shown that the velocity fluctuation level u′0 within the
perforation plays a key role in the dissipation process linked to flow dynamics
and acoustics. A transition occurs when u′0 exceeds the mean bias flow velocity
within the orifice u′0 > ū0 and periodical reverse flow is observed. Based on
observations made on the numerical results, two analytical models taking into
account nonlinear effects are developed and analyzed in section 5.2. The re-
flection, transmission and absorption coefficients of the configuration examined
in the simulations are inferred and compared to theoretical predictions and to
experimental results in section 5.3.
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Figure 5.1: Schematic view of the computational domain. A mean flow passes through
the orifice from left to right in this figure. Acoustic modulation is imposed on the right
boundary condition.

5.1 Analysis of numerical simulations

The present section aims at describing the change in the response of a perforated
plate from linear to nonlinear regime, when it is subjected to incident acoustic
waves of increasing amplitudes at a given forcing frequency. Three-dimensional
direct simulations are used to explore the unsteady flow through an orifice at
isothermal ambient conditions, allowing a detailed analysis of the flow dynamics
near the orifice, which is difficult to obtain with simplified models.

The simulations carried out have been introduced in chapter 3, and only a
brief description of the calculated configuration is presented here. A single
circular aperture of diameter 2a = 1 mm in a square-section of size d = 6 mm
and thickness h = 1 mm is considered. The numerical domain is sketched
in Fig. 5.1. This solid wall geometry corresponds to plate P6, introduced in
chapter 2. A steady flow passes through the orifice with a mean bias velocity
ū0 = 3.40 m s−1 at ambient temperature and pressure.

A uniform flow is injected through the inlet boundary condition. The impedance
of this boundary condition can be modified. It is set to a non-reflecting condi-
tion to simulate the response of an orifice to sound waves in an infinite length
duct. It can also be set to a velocity node to simulate the presence of a back cav-
ity with a solid rigid wall. This velocity node simulating the presence of a rigid
wall closing the back cavity modifies the sound field upstream the perforation,
and results in a modification of the specific impedance of the perforated plate,
and thus in a variation of the reflection, transmission and absorption coeffi-
cients, as shown in chapter 1. However, this boundary condition being located
very far from the orifice at a distance L/a = 300 upstream of the perforation,
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Figure 5.2: Absorption coefficient of perforated plate P6 backed by a cavity of size
L = 150 mm, as predicted by the linear theory at the conditions calculated in the
numerical simulations. The Strouhal numbers corresponding to the forcing frequencies
chosen for the numerical simulations are highlighted by vertical lines.

its effect on the unsteady flow field through the aperture is negligible. In the
following sections, we will differentiate the simulations by indicating “with back
cavity” and “without back cavity” when calculating the acoustic coefficients.

The incident pressure wave at the outlet of the numerical domain is imposed
with harmonic modulations of increasing amplitudes. Eight modulation lev-
els have been simulated, ranging from SPL = 90 to 160 dB, corresponding to
acoustic pressure amplitudes varying from 0.89 to 2828 Pa. Two forcing fre-
quencies f = 400 Hz and f = 800 Hz have been chosen to simulate the response
of plate P6 backed by a cavity of size L = 150 mm. Figure 5.2 indicates that at
f = 400 Hz, corresponding to St = ωa/ū0 = 0.37, the system operates close to
optimal absorption in the linear regime. At f = 800 Hz, St = ωa/ū0 = 0.74, the
absorption coefficient is reduced to approximately α ≃ 0.5. The lateral bound-
aries of the numerical domain are modeled as periodic conditions to simulate
an array of perforations on a plate.

Figures 5.3 to 5.6 show the temporal evolution of the axial velocity field in
the vicinity of the perforation during a forcing cycle, for different excitation
conditions. Note that in these figures, only a fraction of the numerical domain
is represented upstream and downstream of the orifice over a distance x/a = 30.
The numerical domain extends up to L′/a = 120 downstream the aperture, and
up to L/a = 300 in the upstream direction. In these images, the mean flow
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is oriented from the bottom to the top. Flow separation takes place at the
edges of the aperture, and a jet is formed in the downstream direction. A
three-dimensional isocontour of the Q-criterion [Jeong and Hussain (1995)] is
also superposed to the velocity field to highlight a vortex ring swept away from
the orifice when the acoustic perturbation impinges on the plate.

5.1.1 Flow description in the linear regime

Before examining any high amplitude modulation case, it is necessary (and
interesting) to verify the code ability to properly simulate low amplitude situ-
ations. In Fig. 5.3 a moderate perturbation level is applied at the outlet of the
domain, corresponding to an incident sound level SPL = 110 dB at this loca-
tion, at a fixed frequency of f = 400 Hz. The acoustic perturbation incident on
the jet generates a convective modulation of the velocity field in the direction
of the flow synchronized by the forcing frequency. These fluctuations are only
visible on the jet flowing through the aperture downstream of the perforation.
The flow field upstream of the plate is not affected by these perturbations dur-
ing the modulation cycle and remains constant. The flow remains axisymmetric
during the forcing cycle.

The velocity wave is swept away by the mean flow downstream of the plate
and is then dissipated by turbulence at large distance from the orifice. We
will show later that, by following the instantaneous position of the maximal
vorticity magnitude xvort(t) in the vortex ring at the different phases during a
forcing cycle, these vorticity disturbances triggered by the acoustic waves are
convected at an average velocity ūc approaching that of the mean flow ū0:

ūc =

(
∆xvort
∆t

)
≃ ū0 (5.1)

This behavior is in agreement with the scenario proposed to model the response
of an orifice in the linear regime [Howe (1979); Howe (1998)], which was used
throughout this work to derive different analytical models (see chapter 4).

Figure 5.4 shows the velocity field when the perforation is subjected to an
acoustic wave of the same amplitude SPL = 110 dB, but at a higher frequency
f = 800 Hz. The situation is similar to the one observed at f = 400 Hz, and the
sound wave impinging on the plate generates a vortex ring, which is convected
downstream of the aperture at a constant velocity ūc ≃ ū0. Note that the
distance traveled by the vortex ring during the forcing cycle at f = 800 Hz is
approximately half the distance traveled at f = 400 Hz, but since the acoustic
period is also halved, the convection velocity uc is the same. The higher forcing
frequency implies that the train of vortex rings generated during successive
acoustic cycles is more compact, and the coherent structures are dissipated
closer to the perforation compared to the previous case at f = 400 Hz shown
in Fig. 5.3.
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Figure 5.3: Axial slice extracted from simulations, presenting the unsteady flow in the vicinity of the perforation, traversed by a mean
bias flow ū0 = 3.40 m s−1 (directed from the bottom to the top) and subjected to acoustic waves at the forcing frequency f = 400 Hz and at
a moderate SPL = 110 dB. The slice is colored by axial velocity u in ms−1. The vortex ring swept away from the orifice by the acoustic
perturbation is represented by gray three-dimensional isocontours, corresponding to a value of the Q-criterion equal to 5 · 106. Figures (a)
to (f) show the temporal evolution of the flow field over a period Tp = 1/f = 2.5 · 10−3 s.
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Figure 5.4: Axial slice extracted from simulations, presenting the unsteady flow in the vicinity of the perforation, traversed by a mean
bias flow ū0 = 3.40 m s−1 (directed from the bottom to the top) and subjected to acoustic waves at the forcing frequency f = 800 Hz and at
a moderate SPL = 110 dB. The slice is colored by axial velocity u in ms−1. The vortex ring swept away from the orifice by the acoustic
perturbation is represented by gray three-dimensional isocontours, corresponding to a value of the Q-criterion equal to 5 · 106. Figures (a)
to (f) show the temporal evolution of the flow field over a period Tp = 1/f = 1.25 · 10−3 s.
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5.1.2 Flow description in the nonlinear regime

At a higher forcing amplitude, the structure of the unsteady flow through the
perforation changes drastically. Figure 5.5 shows the axial velocity field for an
incident SPL of 140 dB and a forcing frequency f = 400 Hz. The velocity field
now features large fluctuations on both sides of the perforation with a change
of sign during the modulation cycle. The flow within the perforation generates
vortex rings, characterized by a higher vorticity, which are alternatively con-
vected downstream and upstream of the plate. These large coherent structures
go deeper within the flow, at a larger distance from the perforation, before be-
ing dissipated by turbulence and viscous processes. The unsteady flow remains
axisymmetric only in the vicinity of the orifice. A similar scenario is repeated
in Fig. 5.6, showing the axial velocity field calculated at SPL = 140 dB and
f = 800 Hz. It will be shown that the convection speed of the vortices before
reverse flow occurs now scales with the fluctuating velocity in the orifice. These
changes in the flow deeply impact the acoustic properties of the aperture.
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(a) t/Tp = 0 (b) t/Tp = 0.2 (c) t/Tp = 0.4 (d) t/Tp = 0.6 (e) t/Tp = 0.8 (f) t/Tp = 1

Figure 5.5: Axial slice extracted from simulations, presenting the unsteady flow in the vicinity of the perforation, traversed by a mean
bias flow ū0 = 3.40 m s−1 (directed from the bottom to the top) and subjected to acoustic waves at the forcing frequency f = 400 Hz and
at a high SPL = 140 dB. The slice is colored by axial velocity u in ms−1. The vortex ring swept away from the orifice by the acoustic
perturbation is represented by gray three-dimensional isocontours, corresponding to a value of the Q-criterion equal to 1 · 108. Figures (a)
to (f) show the temporal evolution of the flow field over a period Tp = 1/f = 2.5 · 10−3 s.
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(a) t/Tp = 0 (b) t/Tp = 0.2 (c) t/Tp = 0.4 (d) t/Tp = 0.6 (e) t/Tp = 0.8 (f) t/Tp = 1

Figure 5.6: Axial slice extracted from simulations, presenting the unsteady flow in the vicinity of the perforation, traversed by a mean
bias flow ū0 = 3.40 m s−1 (directed from the bottom to the top) and subjected to acoustic waves at the forcing frequency f = 800 Hz and
at a high SPL = 140 dB. The slice is colored by axial velocity u in ms−1. The vortex ring swept away from the orifice by the acoustic
perturbation is represented by gray three-dimensional isocontours, corresponding to a value of the Q-criterion equal to 1 · 108. Figures (a)
to (f) show the temporal evolution of the flow field over a period Tp = 1/f = 1.25 · 10−3 s.
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5.1.3 Acoustic velocity in the orifice

It is now possible to compute the unsteady volume flowrate in the perforation
during the forcing cycle, and therefore calculate the acoustic velocity u′0 av-
eraged over the cross section of the orifice. This quantity is a key parameter
to analyze the nonlinear response of the perforated plate at high perturbation
levels. The temporal evolution of the acoustic velocity ratio in the orifice u′0/ū0
deduced from the simulations is plotted in Figs. 5.7 and 5.8 during two oscil-
lation periods, for the forcing frequencies f = 400 Hz and f = 800 Hz and for
increasing values of the SPL.

Over the two oscillation periods, the velocity signal remains periodic, showing
that the simulations are successfully converged. It is interesting to observe
that the velocity signal in the orifice is sinusoidal at low to moderate oscillation
amplitudes. This signal is then slightly distorted when reverse flow appears
due to nonlinear effects, at higher forcing amplitudes. The distortion is more
pronounced at f = 800 Hz (Fig. 5.8), however the signal still keeps a shape
close to a sinusoid, suggesting that the amplitudes of higher order harmonics
are much lower than the amplitude at the forcing frequency.

The lines u′0/ū0 = ±1 are also shown in these figures. For sound pressure levels
SPL ≤ 120 dB, the velocity signal does not cross the u′0/ū0 = −1 line, and no
reverse flow occurs. This is not the case for higher sound levels. When the SPL
is higher than 120 dB, the amplitude of the velocity fluctuation u′0 becomes
higher than the mean bias flow velocity ū0. When the temporal signal crosses
the u′0/ū0 = −1 line, reverse flow is observed during part of the excitation cycle.
Vortex rings are then released alternatively from both sides of the aperture, as
shown in Figs. 5.5 and 5.6, changing the way acoustic waves are dissipated.

The temporal signal u′0 is used to extract the amplitude of the Fourier compo-
nent ũ0 at the forcing frequency. Results are plotted in Fig. 5.9 as a function
of the SPL of the incident pressure wave for the two forcing frequencies investi-
gated. This figure confirms that the transition from linear to nonlinear regime
occurs at a SPL close to 120 dB, where ũ0/ū0 = 1. Note that the threshold
level seems independent of the frequency for the two cases simulated.

5.1.4 Unsteady vorticity fields

The simulations carried out in this work are post-processed to analyze the vor-
tex rings trajectory and the velocity at which they are convected away from
the perforation when the sound waves impinge on the perforation. This anal-
ysis allows to examine Howe’s vortex-sheet model, which assumes that, at low
acoustic amplitudes, a thin cylindrical vortex sheet is swept away from the ori-
fice at a constant velocity uc when sound waves impinge on an orifice traversed
by a mean bias flow velocity ū0 [Howe (1979); Howe (1998)].
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Figure 5.7: Temporal evolution of the acoustic velocity ratio in the orifice u′0/ū0
during two forcing periods Tp = 1/f = 2.5 · 10−3 s, at f = 400 Hz. Results are shown
for SPL of 110 dB (black triangles), 120 dB (dark gray triangles), 130 dB (medium
gray circles) and 140 dB (light gray squares). The black dashed lines u′0/ū0 = ±1 are
also drawn.
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Figure 5.8: Temporal evolution of the acoustic velocity ratio in the orifice u′0/ū0
during two forcing periods Tp = 1/f = 1.25 ·10−3 s, at f = 800 Hz. Results are shown
for SPL of 110 dB (black triangles), 120 dB (dark gray triangles), 130 dB (medium
gray circles) and 140 dB (light gray squares). The black dashed lines u′0/ū0 = ±1 are
also drawn.
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Figure 5.9: Evolution of the amplitude of the acoustic velocity in the orifice ũ0/ū0 as
a function of the SPL of the incident pressure wave, at f = 400 Hz and f = 800 Hz.
The horizontal solid line drawn in the figure corresponds to ũ0/ū0 = 1.

Jeong and Hussain (1995) showed that the λ2-criterion best represents the
topology and geometry of vortex cores in a wide variety of flows. This identi-
fication criterion is based on a splitting of the velocity gradient tensor ∇u in
its symmetric S and antisymmetric Ω components. The eigenvalues of the real
symmetric tensor S2 +Ω

2, λ1 ≥ λ2 ≥ λ3, are then calculated. The region of
the flow satisfying the criterion λ2 ≤ 0 identifies the vortex core.

Using the λ2-criterion, it is possible to extract the vortex trajectory and the
convection velocity from the simulations, following this procedure:

• Instantaneous fields are extracted over the first part of the acoustic period,
where the vortex ring is swept downstream of the perforation.

• Only the unsteady components of the flow field are kept: u′ = u − ū,
ω′ = ω − ω̄.

• The unsteady component of the velocity gradient tensor ∇u′ is used to
calculate the λ2-criterion.

• Isocontours of λ2 = 0 identifying a vortex are plotted and superposed to
the unsteady vorticity field ω′.

• The center of the vortex is determined as the point of maximum vorticity
within the contour λ2 = 0 delimiting the vortex.

• This procedure is repeated for each time step of the time interval inves-
tigated.

Figures 5.10 to 5.13 show the evolution of the fluctuating vorticity field ω′
z in
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the longitudinal plane xy over the first half of the forcing cycle, for the two
forcing frequencies f = 400 Hz and f = 800 Hz, and for the two SPL of 110
and 140 dB investigated in the linear and nonlinear regimes. Only the region
downstream of the perforated plate is shown in these figures. Isocontours of
λ2 = 0 are superposed to the images. These figures emphasize the necessity
of always superposing the vorticity field to the λ2 = 0 isocontour, to eliminate
useless vorticity zones and to properly identify the vortex ring produced by
the acoustic waves. It is also vital to use the fluctuating fields to avoid the
background noise caused by the vorticity field associated to the jet shear layer,
which is not linked to the acoustic excitation but to the mean flow.

The response of the perforated plate in the linear regime is presented in Fig. 5.10
for f = 400 Hz and in Fig. 5.11 for f = 800 Hz. The evolution of the unsteady
vortex ring is examined over the half period when u′0 ≥ 0. A vortex ring is
created at the orifice outlet due to the oscillating flow in the perforation, and
it is swept downstream of the perforation with a convection velocity that is
determined below. At f = 800 Hz, the characteristic size of the vortices is
smaller than at f = 400 Hz, since the wavelength of the train of vortex rings is
also smaller. The flow is symmetric, and very few spurious vortical structures
are detected, besides the coherent vortex rings.

At a higher sound level SPL = 140 dB, results in Fig. 5.12 for f = 400 Hz and in
Fig. 5.13 for f = 800 Hz show the evolution of the unsteady vortex ring, again
over the half period when u′0 ≥ 0. Note that the isocontours corresponding to
λ2 = 0 are not shown here because they do not ease the understanding of the
vortex evolution. The flow is more turbulent for these large oscillations, and
secondary vorticity zones which are not synchronized with the acoustic forcing
appear, generating spurious vortices which are detected by the λ2-criterion. The
symmetry of the flow is only preserved in the region close to the perforation. A
vortex ring is still created at the orifice outlet, but a comparison of Figs. 5.12
and 5.13 with Figs. 5.10 and 5.11 indicates that the velocity at which the vortex
rings are convected downstream is higher in the nonlinear regime. At higher
amplitude, the λ2-criterion alone is not sufficient to univocally determine the
position of the vortices, and thus it must be coupled to the analysis of the
unsteady vorticity component ω′

z.

5.1.5 Analysis of the vortex trajectory

The algorithm presented in the previous paragraph is then applied to the vortic-
ity fields calculated for each forcing amplitude. The instantaneous position of
the vortex ring (xvort, yvort) in the xy plane can thus be determined. By track-
ing the evolution of this position over the half period when u′0 ≥ 0, the vortex
ring trajectory is obtained and shown in Fig. 5.14 for an excitation frequency of
400 Hz, and in Fig. 5.15 for an excitation at 800 Hz. One may first observe that
the trajectory slightly widens when the forcing amplitude increases. However
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Figure 5.10: Axial slices extracted from simulations, presenting the unsteady vorticity
field downstream of the perforation, traversed by a mean bias flow ū0 = 3.40 m s−1

(directed from the bottom to the top) and subjected to acoustic waves at the forcing
frequency f = 400 Hz and at a moderate SPL = 110 dB. The slice is colored by the
vorticity component ω′

z in s−1. The vortex ring swept away from the orifice by the
acoustic perturbation is represented by white isocontours of λ2 = 0. Figures (a) to (f)
show the temporal evolution of the flow field over the half period when u′0 ≥ 0.
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Figure 5.11: Axial slices extracted from simulations, representing the unsteady vortic-
ity field downstream of the perforation, traversed by a mean bias flow ū0 = 3.40 m s−1

(directed from the bottom to the top) and subjected to acoustic waves at the forcing
frequency f = 400 Hz and at a moderate SPL = 110 dB. The slice is colored by the
vorticity component ω′

z in s−1. The vortex ring swept away from the orifice by the
acoustic perturbation is represented by white isocontours of λ2 = 0. Figures (a) to (f)
show the temporal evolution of the flow field over the half period when u′0 ≥ 0.
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Figure 5.12: Axial slices extracted from simulations, presenting the unsteady vorticity
field downstream of the perforation, traversed by a mean bias flow ū0 = 3.40 m s−1

(directed from the bottom to the top) and subjected to acoustic waves at the forcing
frequency f = 400 Hz and at a high SPL = 140 dB. The slice is colored by the vorticity
component ω′

z in s−1. Figures (a) to (f) show the temporal evolution of the flow field
over the half period when u′0 ≥ 0.
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Figure 5.13: Axial slices extracted from simulations, presenting the unsteady vorticity
field downstream of the perforation, traversed by a mean bias flow ū0 = 3.40 m s−1

(directed from the bottom to the top) and subjected to acoustic waves at the forcing
frequency f = 800 Hz and at a high SPL = 140 dB. The slice is colored by the vorticity
component ω′

z in s−1. Figures (a) to (f) show the temporal evolution of the flow field
over the half period when u′0 ≥ 0.
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it remains essentially a straight line, forming a vortex tube of diameter 2a, thus
confirming Howe’s hypothesis for his linear model at small amplitudes [Howe
(1979)]. This observation remains also true for large forcing amplitudes.

The vortex rings are generated at the outlet of the perforation, before being
convected downstream at an average velocity ūc, which increases when the
amplitude of the acoustic oscillation increases. It is worth noting that the
time scales are different in Figs. 5.14 and 5.15, since the oscillation periods are
different. At higher amplitudes, the vortex position can only be reconstructed
up to less than half period, since the symmetry of the flow is broken afterwards
and the coherent structures are scattered and dissipated by the strong forcing.
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Figure 5.14: Reconstruction of vortex trajectories at f = 400 Hz and for increasing sound levels. The vortex ring is tracked over half a
period, when u′0 ≥ 0. The mean flow direction is from bottom to top.
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Figure 5.15: Reconstruction of vortex trajectories at f = 800 Hz and for increasing sound levels. The vortex ring is tracked over half a
period, when u′0 ≥ 0. The mean flow direction is from bottom to top.
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5.1.6 Analysis of the convection velocity

The average convection velocity of the vortex ring along its trajectory can
be deduced from the simulations. This velocity is plotted in Fig. 5.16 for
f = 400 Hz and in Fig. 5.17 for f = 800 Hz as a function of the acoustic
level ũ0/ū0 reached in the perforation. First, the convection velocity does not
appear to depend on the acoustic forcing frequency, since very little differences
can be observed between results at f = 400 Hz and at f = 800 Hz. There is a
slight difference for the point corresponding to the highest acoustic amplitude
SPL = 160 dB (ũ0/ū0 ≃ 23) at f = 400 Hz, which is due to the fact that the
vortex ring is dissipated more rapidly at this frequency and amplitude. This
structure cannot be tracked during a sufficiently long time to obtain a correct
determination of the convection velocity.

In the linear regime, when ũ0/ū0 ≤ 1, the average convection velocity ūc is
approximately constant and it satisfies the identity ūc = ū0. This observation
confirms again Howe’s vortex-sheet linear theory [Howe (1979)], and is coherent
with the empirical value found by Hughes and Dowling (1990) in their experi-
ments or in the present study [Scarpato et al. (2012); Scarpato et al. (2013b)].
In the nonlinear regime this behavior ceases and ūc increases as the excitation
amplitude increases.

The evolution of the velocity ratio (ū0+ ũ0)/ū0 is also plotted in Figs. 5.16 and
5.17. A comparison between data extracted from direct numerical simulations
for the convection velocity ūc and the ratio (ū0 + ũ0)/ū0 shows that the slope
of ūc/ū0 is actually lower. Therefore we propose the following approximation
for the convection velocity:

ūc =

(
∆xvort
∆t

)
≃ ū0 + Cũ0 for

t

Tp
≤ 0.5 (5.2)

where C is a real positive constant. In our case, the best agreement between
the model presented in Eq. (5.2) and data extracted from the simulations is
obtained for C = 1/3.

This model is used in section 5.2.1 to explore nonlinear effects of the perturba-
tion level on the acoustic response of the perforated plate.

5.1.7 Analysis of the reflection coefficient

The acoustic properties of the perforation, such as the specific impedance, the
reflection and the absorption coefficients, can be deduced from the direct nu-
merical simulations presented by post-processing numerical data far from the
perforation. It is interesting to compare the values of the reflection coefficient
computed from the numerical simulations with the predictions of the linear
model Eq. (1.39) when the modulation level is increased.
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Figure 5.16: Evolution of characteristic velocities as functions of the acoustic velocity
ratio in the orifice ũ0/ū0, at f = 400 Hz. The average convection velocity ūc deduced
from simulations (•) for each forcing amplitude is compared to the velocity ratio in the
orifice (ū0 + ũ0)/ū0 (dashed line and black squares), and to the model (ū0 +Cũ0)/ū0,
with C = 1/3 (solid line). Also the line u0/ū0 = 1 is shown (thin solid line).
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Figure 5.17: Evolution of characteristic velocities as functions of the acoustic velocity
ratio in the orifice ũ0/ū0, at f = 800 Hz. The average convection velocity ūc deduced
from simulations (•) for each forcing amplitude is compared to the velocity ratio in the
orifice (ū0 + ũ0)/ū0 (dashed line and black squares), and to the model (ū0 +Cũ0)/ū0,
with C = 1/3 (solid line). Also the line u0/ū0 = 1 is shown (thin solid line).
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The reflection coefficient R is determined in the simulations by computing the
specific impedance of the orifice, which is defined as follows (see also Fig. 1.8):

ζ =
p̃2

ρ0c0ũ2
, (5.3)

where the pressure fluctuation p̃2 and the corresponding axial velocity distur-
bance ũ2 are taken here at a distance l/a = 100 downstream of the orifice, in a
region where the flow is uniform away from the jet. The pressure and velocity
signals are first averaged over the cross section area of the numerical domain.
In nonlinear regimes, p̃ and ũ represent the harmonic components of pressure
and velocity fluctuations, taken at the forcing frequency f .

The reflection coefficient R is then obtained with the expression (1.37), which
is reproduced here:

R =
ζ + 1

ζ − 1

Figures 5.18 and 5.19 show the modulus of the reflection coefficient extracted
from the simulations, which is compared to the predictions from Eq. (1.39),
at f = 400 Hz and f = 800 Hz respectively. As expected, the agreement is
good at low to moderate excitation levels when ũ0/ū0 ≤ 1, thus validating the
methodology. The reflection coefficient is constant, showing excellent absorp-
tion properties at f = 400 Hz (|R| ≃ 0) and a higher value |R| ≃ 0.65 at
f = 800 Hz.

In the nonlinear regime, the velocity fluctuation is higher than the mean bias
flow velocity in the orifice ũ0/ū0 > 1, and the modulus |R| depends now on the
acoustic perturbation amplitude. At f = 400 Hz, the reflected wave amplitude
increases and the absorption coefficient α = 1−|R|2 decreases. At f = 800 Hz,
the modulus of the reflection coefficient first decreases, reaching a minimum
when ũ0/ū0 ≃ 5 (corresponding to an incident SPL = 140 dB), before increasing
again.

From this first comparison it is clear that the linear model from Howe (1979)
captures the correct behavior for small acoustic disturbances, as long as ũ0/ū0 ≤
1. There are some small differences which are mainly due to practical difficulties
of obtaining temporal signals over a sufficiently long time interval in the simula-
tions conducted at low forcing frequencies. Figures 5.18 and 5.19 also show that
Howe’s model does not reproduce the acoustic response of a perforated plate
subjected to high forcing amplitudes and operating in the nonlinear regime.
Two nonlinear models are investigated in the following section to describe the
response of the perforate at high amplitudes.
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Figure 5.18: Modulus of the reflection coefficient |R| as a function of the velocity
amplitude ratio in the orifice ũ0/ū0, at the forcing frequency f = 400 Hz. Results from
simulations (•) are compared to the linear model given by Eq. (1.39).
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Figure 5.19: Modulus of the reflection coefficient |R| as a function of the velocity
amplitude ratio in the orifice ũ0/ū0, at the forcing frequency f = 800 Hz. Results from
simulations (•) are compared to the linear model given by Eq. (1.39).
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5.2 Modeling the effect of amplitude on the impedance
of a perforate

Two models are analyzed in the present section, taking into account effects
of nonlinearity at high acoustic amplitudes. The first model uses the vortex
convection velocity extracted from the simulations, combined with the vortex-
sheet model from Howe (1979). The second one is based on the unsteady
Bernoulli’s equation. Using a principal component analysis, a new expression
for the specific impedance of the perforated plate is proposed.

5.2.1 The vortex convection model VC

The simulations presented in section 5.1 have revealed the unsteady behavior of
the vortex ring that is detached from the orifice when the sound wave impinges
on the perforation. Its convection velocity uc remains constant in the linear
regime, when ũ0 ≤ ū0, and satisfies the identity uc = ū0. In the nonlinear
regime, the calculations show that the convection velocity is given by uc =
ū0 + Cũ0 (Eq. (5.2)), with C = 1/3 giving the best agreement with numerical
data. This last expression gives also good results when ũ0/ū0 ≤ 1 and is used
in the following to represent the vortex convection velocity for all perturbation
levels.

The basic idea of the model presented in this section, called VC for Vortex
Convection, is to use the actual convection velocity uc, determined in Eq. (5.2),
in the original expressions of Howe for the Strouhal number appearing in the
Rayleigh conductivity. In this model we neglect all interactions taking place
when reverse flow appears in the orifice, and we assume that the effects of non-
linearity can be represented by considering only the correct convection velocity
of the vortex rings.

First we introduce Eq. (5.2) in the definitions of the Mach number and Strouhal
number:

Mc,VC =
uc
c0

=
ū0 + Cũ0

c0
(5.4)

StVC =
ωa

uc
=

ωa

ū0 + Cũ0
(5.5)

These dimensionless numbers depend now on the perturbation level. The new
expression for the Strouhal number is then used in the linear model for the
Rayleigh conductivity Eq. (1.18) to obtain the nonlinear expression:

KR,VC = 2a(γVC + iδVC) = 2a[γ(StVC) + iδ(StVC)], (5.6)

where the function γ and δ are given by Eq. (1.18). Figure 5.20 shows the
real and imaginary components of the Rayleigh conductivity obtained with
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Figure 5.20: Evolutions of the real component γVC (a) and of the imaginary com-
ponent δVC (b) of the nonlinear Rayleigh conductivity KR, given by Eq. (5.6), as a
function of the Strouhal number St = (ωa)/ū0 for different values of the acoustic
perturbation level ũ0/ū0.

Eq. (5.6). Note that, according to this model, when the acoustic amplitude
increases the functions γVC and δVC are simply shifted towards higher Strouhal
numbers. Equation (5.6), together with Eqs. (5.4) and (5.5), are then used in
the linear expression of the specific impedance of the perforate coupled to a
back cavity Eq. (1.38) to obtain an expression for its nonlinear impedance:

ζVC = i

[
π

2
St

Mc

σ

(
1

γVC − iδVC
+

2h

πa

)
− 1

tan(He)

]
(5.7)

Note that in this expression the product of Mach and Strouhal numbers use the
linear definition based on uc = ū0, because the identity StMc = StVCMc,VC

holds. Predictions with Eq. (5.7) are compared later to results from simulations,
experiments and to predictions from other models.

5.2.2 Quasi-steady analysis

In section 5.1, the analysis of the unsteady flow field in the vicinity of the
perforation showed that a vortex ring is swept away from the plate in the
direction of the local jet velocity. Linear models, such as the vortex-sheet theory
proposed by Howe (1979) fail to correctly predict the acoustic properties of the
perforated plate at high acoustic amplitudes. However, there is evidence from
the previous works of Ingard and Ising (1967), Cummings and Eversman (1983)
and Bellucci et al. (2004) that a quasi-steady approach based on Bernoulli’s
equation can be promisingly adapted to describe the perforated plate response
at high SPL.

A quasi-steady approach can be applied to our problem if the wavelength λ
is much larger than the dimension of the orifice λ/2a ≫ 1, or equivalently if
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Figure 5.21: Single orifice traversed by a mean bias flow and subjected to normal
incident sound waves. The different zones considered for the application of Bernoulli’s
theorem are highlighted in the schematic. The vena contracta section is denoted by j.

the acoustic particle displacement ũ0/ω and the mean flow displacement ū0/ω
are much larger than the characteristic orifice size 2a: ũ0/ω ≫ 2a, ū0/ω ≫ 2a
[Rienstra and Hirschberg (2003)]. In this case we will show that it is possible
to determine the Rayleigh conductivity of the perforate using the analysis de-
veloped by Morse and Ingard (1986) for an aperture and by Cummings and
Eversman (1983) for nozzles.

The notations were introduced in chapter 1, and are recalled in Fig. 5.21. The
unsteady Bernoulli’s theorem Eq. (1.47) is applied to a streamline starting
upstream the orifice (denoted 1 in Fig. 5.21) and ending at the vena contracta
section (denoted j in Fig. 5.21). After discarding the time-independent terms
and normalizing Eq. (1.49), one can rewrite Bernoulli’s theorem as follows:

p′1 − p′2
1
2ρ0ū

2
0

=
2l

ū0

∂

∂t

(
u′0
ū0

)
+

1− σ2C2
c

C2
c

[(
1 +

u′0
ū0

) ∣∣∣∣1 +
u′0
ū0

∣∣∣∣− 1

]
(5.8)

where l is the end correction length, σ is the plate porosity and Cc = Aj/A0 is
the contraction coefficient between the vena contracta section and the orifice.

Equation (5.8) links the unsteady pressure drop across the perforation to the
evolution of the ratio u′0/ū0. The absolute value has been introduced in the
nonlinear term to take into account reverse flow in the orifice at high amplitudes,
when u′0/ū0 ≥ 1. Note that, in the limit of small porosities σ ≪ 1, where
(1− σ2C2

c )/C
2
c ≃ 1/C2

c , Eq. (5.8) can be simplified as follows:

p′1 − p′2
1
2ρ0ū

2
0

=
2l

ū0

∂

∂t

(
u′0
ū0

)
+

1

C2
c

[(
1 +

u′0
ū0

) ∣∣∣∣1 +
u′0
ū0

∣∣∣∣− 1

]
(5.9)

When the pressure modulation p′1−p′2 is fixed, this differential equation can be
numerically solved in the time domain with well-known Runge-Kutta methods
to obtain the unsteady acoustic velocity in the perforation. This approach
is useful for arbitrary (also non-periodic) driving pressures, such as during
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transient pressure conditions, or complex periodic forcing signals [Cummings
(1986)]. However, a time domain expression is difficult to implement in thermo-
acoustic solvers, which usually solves the Helmholtz equation in the frequency
domain [Nicoud et al. (2007); Silva et al. (2013)].

5.2.2.1 Analysis in the linear regime

When acoustic velocity perturbations in the orifice are much smaller than the
mean bias flow velocity ũ0/ū0 ≪ 1, Eq. (5.9) can be simplified by neglecting the
nonlinear terms which are of second order. Therefore, keeping only unsteady
terms of first order, one obtains the linearized expression [Luong et al. (2005)]:

p′1 − p′2
1
2ρ0ū

2
0

=
2l

ū0

∂

∂t

(
u′0
ū0

)
+

2

C2
c

u′0
ū0

(5.10)

It is now possible to apply the Fourier transform to Eq. (5.10), using the identi-
ties u′0(t) = ℜ{ũ0e−iωt} and p′i(t) = ℜ{p̃ie−iωt}, with i = 1 or 2. The following
expression for the unsteady pressure drop in the frequency domain is then ob-
tained:

p̃2 − p̃1 = ρ0ū0ũ0

(
iωl

ū0
− 1

C2
c

)
(5.11)

The unsteady pressure drop in Eq. (5.11) can be introduced in the definition
of the Rayleigh conductivity KR given by Eq. (1.13), yielding a new expression
valid in the linear regime:

KR

2a
=

πSt

2St
l

a
+

2i

C2
c

(5.12)

The unknown parameters in Eq. (5.12) are the mass end correction length l and
the contraction coefficient Cc, which have not been made explicit yet. Luong
et al. (2005) found this result with the same approach, using l = πa/2+h, where
h is the orifice thickness, and πa/2 is the end correction of a circular orifice
in a thin plate with irrotational flow on both sides of the plate [Pierce (1981);
Howe (1998); Rienstra and Hirschberg (2003)]. By comparing Eq. (5.12) with
the asymptotic limits of the linear theory from Howe (1979) (i.e. for St ≪ 1
and St ≫ 1), they also showed that the empirical value Cc = 0.75 for the
contraction coefficient gives a good agreement between the two models at high
frequencies, but at low frequencies the agreement is only approximate.

The identification method proposed here is slightly different. There is a priori
no reason for the end correction length l and the contraction coefficient Cc to be
independent of the forcing frequency [Cummings and Eversman (1983)]. It is
interesting to compare Eq. (5.12) to the expression obtained using Howe’s model
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Table 5.1: Asymptotic values of the end correction length l/a given by Eq. (5.13), and
the contraction coefficient Cc given by Eq. (5.14), at low and high Strouhal numbers.

Regime l/a Cc

St ≪ 1
8

3π
≃ 0.849

1√
2
≃ 0.707

St ≫ 1
π

2
≃ 1.571

√
2

π
≃ 0.798

for the Rayleigh conductivity Eq. (1.17) for an infinitely thin plate (h = 0).
The effect of the plate thickness h is neglected here, but it will be re-introduced
later in the study. By identification of the different terms, these expressions
are equal when the contraction coefficient Cc and the mass end correction l are
given by:

l

a
=
π

2

γ

γ2 + δ2
(5.13)

1

C2
c

=
π

2
St

δ

γ2 + δ2
(5.14)

The corresponding evolution of l/a and Cc are plotted in Fig. 5.22. They
are both monotonic functions of the Strouhal number only, bounded by two
asymptotic limits at low and high Strouhal numbers. Using the asymptotic
values of the Rayleigh conductivity given by Eqs. (1.20) and (1.21), one obtains
the values summarized in Tab. 5.1.

The value found for the contraction coefficient at low Strouhal numbers Cc ≃
0.707 is higher than the theoretical value Cc ≃ 0.61 predicted for a steady jet is-
sued from a circular aperture in an infinitely large flanged space (see Batchelor
(1967), Durrieu et al. (2001) and Hofmans et al. (2001) for a detailed dis-
cussion). However, there is a priori no obvious reason why the contraction
coefficient of a jet flowing through an orifice subjected to harmonic modula-
tions at low Strouhal numbers should be the same as the one of a steady jet. As
St increases, Cc varies between 0.707 and 0.798, close to the optimal empirical
values Cc ≃ 0.75 found by Cummings (1986), Cc ≃ 0.76 found by Hersh and
Rogers (1975) or Cc ≃ 0.82 found by Bellucci et al. (2004). Simulations of the
unsteady flow through an orifice subjected to harmonic modulations were also
conducted in this work [Scarpato et al. (2011)]. By post-processing the numer-
ical data, a contraction coefficient Cc = 0.71 was found for small perturbation
amplitudes and moderate Strouhal numbers (St = 0.37), in agreement with the
theoretical values found here.
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Figure 5.22: Evolutions of the dimensionless mass end correction length l/a (a) and
the contraction coefficient Cc (b) as functions of the Strouhal number St, as predicted
by the linear theory Eqs. (5.13) and (5.14).
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The low Strouhal expression l = 8a/(3π) for the end correction length is con-
sistent with theoretical predictions from Ingard (1953). At high Strouhal num-
bers, the end correction length increases to πa/2, which is the end correction
for a circular orifice in a thin plate [Pierce (1981); Howe (1998); Rienstra and
Hirschberg (2003)]. This value is however always much higher than the end
correction for an unflanged pipe determined by Rayleigh (1896) and Levine
and Schwinger (1948), which is approximately l = 0.61a.

The low and high Strouhal models presented in chapter 4 can be seen as par-
ticular cases of the quasi-steady model presented here, when the contraction
coefficient Cc and the end correction length l are equal to their respective
asymptotic values shown in Tab. 5.1. Equation (5.12) provides an interesting
expression for the Rayleigh conductivity that can be used to analyze effects of
the contraction coefficient Cc and mass end correction l, which are also function
of the aperture geometry and flow in the orifice.

5.2.2.2 Analysis in the nonlinear regime

For harmonic perturbations, the nonlinear expression Eq. (5.8) shows that even
when the acoustic velocity in the orifice remains sinusoidal, the pressure drop
does not. Introducing u′0(t) = ℜ{ũ0e−iωt} = ũ0 cos(ωt) in the nonlinear term
of Eq. (5.8), one obtains the following time-dependent function:

f(t) =

(
1 +

ũ0
ū0

cos(ωt)

) ∣∣∣∣1 +
ũ0
ū0

cos(ωt)

∣∣∣∣− 1 (5.15)

The function f represents the general form of the (nonlinear) convection term
in Bernoulli’s equation. The linearized form of this expression yields a linear
differential equation which can be easily solved. At moderate to high ampli-
tudes, however, this function must be first expanded in a Fourier series. By
considering a new variable φ = ωt, the Fourier series expansion of f is given
by:

f(φ) =
a0
2

+

∞∑

n=1

[an cos(nφ) + bn sin(nφ)] (5.16)

where the coefficient a0, an and bn are defined as follows:

a0 =
1

π

π∫

−π

f(φ) dφ (5.17)

an =
1

π

π∫

−π

f(φ) cos(nφ) dφ (5.18)

bn =
1

π

π∫

−π

f(φ) sin(nφ) dφ (5.19)
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Three cases must be considered. In the linear regime, when ũ0/ū0 ≪ 1,
the linearized Bernoulli’s equation Eq. (5.10) shows that f(t) = 2u′0/ū0 =
2(ũ0/ū0) cos(ωt).

At moderate amplitudes ũ0/ū0 ≃ 1, when the acoustic velocity cannot be
neglected compared to the mean bias flow velocity, but its amplitude is still
small enough to avoid reversed flow in the orifice ũ0/ū0 ≤ 1, the absolute value
in Eq. (5.15) vanishes and a simple calculation gives the following zeroth and
first order Fourier coefficients:

a′0 =

(
ũ0
ū0

)2

(5.20)

a′1 = 2
ũ0
ū0

(5.21)

b′1 = 0 (5.22)

In the nonlinear regime with reversed flow in the perforation, when ũ0/ū0 ≥ 1, a
calculation of the zeroth and first order coefficients obtained by using Eq. (5.15)
in Eqs. (5.17) to (5.19) gives:

a0 =

(
ũ0
ū0

)2

+
6

π

[(
ũ0
ū0

)2

− 1

]1/2
− 1

π

[
4 + 2

(
ũ0
ū0

)2
]
arccos

(
ū0
ũ0

)

(5.23)

a1 = 2
ũ0
ū0


1− 2

π
arccos

(
ū0
ũ0

)
+

2

3π

[
2 +

(
ū0
ũ0

)2
][(

ũ0
ū0

)2

− 1

]1/2


(5.24)

b1 = 0 (5.25)

Figure 5.23 shows the evolution of the Fourier coefficients a0, a1, a′0 and a′1
as functions of the velocity ratio ũ0/ū0 in the intermediate (ũ0/ū0 ≤ 1) and
nonlinear regimes (ũ0/ū0 > 1). These functions increase monotonically with
the acoustic amplitude. It is interesting to note the continuity of their values
when ũ0/ū0 = 1: a0(1) = a′0(1) = 1, a1(1) = a′1(1) = 2.

It is now possible to provide a unified model for the function f appearing in
Eq. (5.15). Keeping only the zeroth and first order terms of the Fourier series,
the nonlinear term f can then be written in the three operating regimes (linear,
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Figure 5.23: Evolutions of the Fourier coefficients a0 and a1 in the nonlinear regime
ũ0/ū0 > 1, and a′0 and a′1 in the intermediate regime ũ0/ū0 ≤ 1, as a function of the
velocity ratio ũ0/ū0 in the orifice.

intermediate and nonlinear):

f(t) =





2
ũ0
ū0

cos(ωt) for
ũ0
ū0

≪ 1

a′0
2

+ a′1 cos(ωt) for
ũ0
ū0

≤ 1

a0
2

+ a1 cos(ωt) for
ũ0
ū0

> 1

(5.26)

where a0 and a1 are defined by Eqs. (5.23) and (5.24), and a′0 and a′1 are defined
by Eqs. (5.20) and (5.21). With this expansion the nonlinearity of f has been
shifted to these coefficients, which depend on the velocity ratio ũ0/ū0.

In the linear regime ũ0/ū0 ≪ 1, the expression for f(t) is exact, i.e. the
only contribution of the convective term is at the forcing frequency ω. In the
intermediate and nonlinear regimes, these expressions correspond to an approx-
imation to the first order, and higher harmonics due to nonlinear effects exist.
However they are discarded in the present approach, since we only analyze the
response of the perforated plate at the forcing frequency ω. Note also that the
coefficients a0 and a′0 represent a reduction in the mean volume flowrate pass-
ing through the perforation produced by the unsteady acoustic perturbation
[Luong et al. (2005)]. The effect is however small, and will be neglected in this
study.
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5.2.3 Impedance Describing Function

Keeping only the first order terms, and taking advantage of the fact that the
first order Fourier coefficients remain unchanged in the linear and intermediate
regimes, it is then possible to further simplify the system of equations (5.26):

f(t) = 2
ũ0
ū0
ξ

(
ũ0
ū0

)
cos(ωt) (5.27)

where ξ is given by:

ξ(ψ) =





1 for ψ ≤ 1

1− 2

π
arccos

(
1

ψ

)
+

2

3π

[
2 +

(
1

ψ

)2
]
(
ψ2 − 1

)1/2
for ψ > 1

Introducing Eq. (5.27) in Bernoulli’s equation Eq. (5.9) and converting this
expression in the frequency domain, one obtains:

p̃2 − p̃1 = ρ0ū0ũ0

[
iωl

ū0
− 1

C2
c

ξ

(
ũ0
ū0

)]
(5.28)

Note the similarity of this expression for the nonlinear unsteady pressure drop
with its expression Eq. (5.11) in the linear regime, where ξ(ũ0/ū0) = 1.
It is now possible to use Eq. (5.28) to determine the Rayleigh conductivity
of the perforated plate in the nonlinear regime, defined by Eq. (1.13). The
nonlinear Rayleigh conductivity KR is thus given by:

KR

2a
=

πSt

2St
l

a
+

2i

C2
c

ξ

(
ũ0
ū0

) = γNL − iδNL (5.29)

where we also introduced the functions γNL(St, ũ0/ū0) and δNL(St, ũ0/ū0),
which are formally equivalent to the γ(St) and δ(St) functions defined by
Eq. (1.17) and introduced by Howe (1979) in the framework of his linear theory.
This expression is also valid in the linear regime, since when ũ0/ū0 ≤ 1, ξ = 1,
Eq. (5.29) is equivalent to the linear expression Eq. (5.12), and γNL − iδNL =
γ − iδ.

In this approach the end correction length l and the contraction coefficient Cc

have been supposed to be independent of the sound level. They are defined by
the expressions Eqs. (5.13) and (5.14) obtained in the linear regime, and they
depend here only on the Strouhal number St.

The real and imaginary components of the normalized Rayleigh conductivity
KR/(2a) are plotted in Fig. 5.24 as a function of the Strouhal number St for
increasing values of the acoustic perturbation level ũ0/ū0. The main effect of the
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Figure 5.24: Evolution of the real component γNL (a) and of the imaginary component
δNL (b) of the nonlinear Rayleigh conductivity KR, given by Eq. (5.29), as functions
of the Strouhal number St and for different acoustic perturbation amplitudes ũ0/ū0.
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perturbation level is to shift both the real and imaginary components towards
higher Strouhal numbers. However the peak value of the imaginary component
δNL decreases when the acoustic amplitude increases. This particular behavior
has consequences on the acoustic power dissipated at the perforation. Indeed
Howe (1998) showed that, at low Mach numbers, the power Π dissipated at
the aperture, i.e. the power extracted from the fluctuating pressure difference
across the plate p̃1 − p̃2 and converted into vorticity, is directly proportional to
the imaginary component of the Rayleigh conductivity δNL:

Π = ρ0

∫

V
ω ∧ u · u′

acdV =
|p̃1 − p̃2|2aδNL

ρ0ω
(5.30)

Introducing Eq. (5.28) in Eq. (5.30), one obtains the following expression for
the average normalized acoustic power dissipated at the perforation:

Π

ρ0ū30A0
=

ξ

2C2
c

(
ũ0
ū0

)2

(5.31)

where A0 = πa2 is the orifice surface area. The acoustic power Π is thus a
function of the acoustic perturbation level ũ0/ū0, and depends only weakly
on the Strouhal number St. According to Eq. (5.14), the contraction ratio Cc

is approximately independent of St, and Tab. 5.1 shows that 2C2
c ≃ 1. This

is confirmed by Fig. 5.25, where the normalized acoustic power Π/(ρ0ū
3
0A0)

is plotted with a log scale as a function of ũ0/ū0, for different values of the
Strouhal number. In the linear regime, when ũ0/ū0 ≤ 1, ξ = 1 and the acoustic
power dissipated increases as the square of the acoustic perturbation level. In
the nonlinear regime, the dependence is approximately cubic. This is in agree-
ment with the analysis of the orders of magnitude performed by Howe (1998)
and Luong et al. (2005). Let the acoustic perturbation u′

ac be O(ε). At low
acoustic amplitudes, both the shed vorticity ω and the local flow velocity u

have large mean components, so that the term ω ∧ u appearing in Eq. (5.30)
is O(ε), and the dissipated power is second order in the acoustic amplitude
Π ∼ O(ε2). In the nonlinear regime, ω, u and u′

ac are all O(ε), implying that
the acoustic power scales with the third order in acoustic amplitude Π ∼ O(ε3).

5.2.4 IDF model with a back cavity

Let us consider now the case of a perforated plate backed by a resonant cavity
and subjected to acoustic waves of increasing amplitude. In chapter 1 we found
an expression Eq. (1.38) for the specific impedance of this system in the linear
regime, as function of the dimensionless parameters St, h/a, He and Mc/σ.
Assuming that at high acoustic amplitudes, nonlinear effects are confined in
the region near the perforation, and that the wave propagation can still be
described by linear acoustics far from the orifice, introducing the nonlinear
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Figure 5.25: Evolution of the average normalized acoustic power dissipated at the
aperture Π/(ρ0ū

3
0A0) as a function of the acoustic perturbation level ũ0/ū0, given by

Eq. (5.31), for different values of the Strouhal number St.

expression for the Rayleigh conductivity Eq. (5.29) in Eq. (1.38) yields:

ζ = i

[
π

2
St

Mc

σ

(
1

χ(St, ũ0/ū0)
+

2h

πa

)
− 1

tan(He)

]
(5.32)

where

χ(St, ũ0/ū0) =
KR

2a
= γNL − iδNL (5.33)

and the function γNL and δNL are given by Eq. (5.29). The expression Eq. (5.32)
defines an Impedance Describing Function (IDF), which takes into account the
effect of amplitude at the forcing frequency on the response of the perforate
backed by a cavity. In the linear regime, for ũ0 ≤ ū0, Eq. (5.32) is strictly
equivalent to Eq. (1.38). Note that the effect of plate thickness is taken into
account with the model from Jing and Sun (2000).

It is now possible to introduce Eq. (5.29) in Eq. (5.32), and separate the real
and imaginary components of the specific impedance, yielding:

ζ = i

[
St

Mc

σ

l + h

a
− 1

tan(He)

]
− Mc

σ

ξ(ũ0/ū0)

C2
c

(5.34)

The term leff = l+h is the effective length of the oscillating mass of fluid in the
orifice, which takes into account the plate thickness h and the end correction
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length l. Equation (5.34) also shows that, in the framework of the IDF model,
the acoustic amplitude has only an effect on the real component (the resistance)
of the specific impedance, and that the imaginary component (the reactance)
is independent of the forcing sound pressure level. In their experimental work,
Ingard and Ising (1967) showed that the reactance of the investigated orifice
decreased slightly at high acoustic amplitudes. However, very rapidly after the
onset of nonlinearity, the increasing resistance becomes the dominant contribu-
tion to the impedance, thus making the variation of the reactance negligible. At
high acoustic velocities, measurements carried out by Ingard and Ising (1967)
indicate that |ζ| ≃ ℜ(ζ).

5.2.5 Effect of amplitude on maximum absorption

The knowledge of the specific impedance in the linear and nonlinear regimes
allows the determination of the absorption properties of the perforated plate.
It is thus possible, following the approach presented in chapter 4, to analyze
the conditions maximizing acoustic absorption α = 1 − |R|2 at high forcing
amplitudes.

The reflection coefficient R being given by Eq. (1.37) R = (ζ+1)/(ζ−1), using
Eq. (5.34) one obtains in the nonlinear regime:

R =

i

[
St

Mc

σ

l + h

a
− 1

tan(He)

]
+

(
1− Mc

σ

ξ

C2
c

)

i

[
St

Mc

σ

l + h

a
− 1

tan(He)

]
−
(
1 +

Mc

σ

ξ

C2
c

) (5.35)

The set of conditions Eqs. (4.1) and (4.2) maximizing absorption examined
in chapter 4 still holds. Using Eq. (5.35), and introducing the expressions
Eq. (5.13) found for the end correction length l and Eq. (5.14) for the con-
traction coefficient Cc, the conditions that set the reflection coefficient to zero
R = 0 are:

Mc

σ
=

2

πSt

γ2 + δ2

δ

1

ξ
(5.36)

1

tan(He)
=

[
γ

δ
+

2h

πa

γ2 + δ2

δ

]
1

ξ
(5.37)

The evolutions of the optimal ratio Mc/σ and of the optimal Helmholtz number
He are shown in Fig. 5.26, for an infinitely thin plate, when h = 0. The ef-
fect of nonlinearity for the set of parameters maximizing absorption is twofold.
When the perturbation level increases, the value for the optimal ratio Mc/σ de-
creases, and the influence of the Strouhal number weakens, whereas the optimal
Helmholtz number is shifted towards higher Strouhal numbers.
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ũ0/ū0 = 5
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Figure 5.26: Evolution of the ratio Mc/σ (a) and of the Helmholtz number He (b)
maximizing acoustic absorption, as functions of the Strouhal number St, for an in-
finitely thin plate h = 0 and for increasing values of the perturbation level ũ0/ū0.



146 5.3 - Comparison with measurements and simulations

5.3 Comparison with measurements and simulations

In the present section, different models from the literature and those developed
in this work are used to compare results for the reflection, transmission and
absorption coefficients with direct numerical simulations and measurements.
These models are summarized in Tab. 5.2 for the case of a perforated plate
without back cavity, and in Tab. 5.3 for the case with a back cavity.
The reflection, transmission and absorption coefficients are first calculated for
increasing sound levels in section 5.3.1, at different forcing frequencies and for
different perforated plates with and without back cavity (Tab. 5.4). From an
acoustic energy balance, the power dissipated by these systems is deduced from
direct calculations, and compared with predictions from nonlinear models.
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Table 5.2: Models for the reflection R and transmission T coefficients of a perforated plate without a back cavity. The absorption
coefficient is given by α = 1− |R|2 − |T |2.

Model R T

Howe (linear) R =
i
π

4
St

Mc

σ

i
π

4
St

Mc

σ
− (γ − iδ)

T =
γ − iδ

γ − iδ − i
π

4
St

Mc

σ

Vortex Convection
(nonlinear)

R =
i
π

4
St

Mc

σ

i
π

4
St

Mc

σ
− (γVC − iδVC)

T =
γVC − iδVC

γVC − iδVC − i
π

4
St

Mc

σ

Impedance Describing
Function (nonlinear)

R =
i
π

4
St

Mc

σ

i
π

4
St

Mc

σ
− (γNL − iδNL)

T =
γNL − iδNL

γNL − iδNL − i
π

4
St

Mc

σ
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Table 5.3: Models for the reflection coefficient R of a perforated plate with a back cavity. The absorption coefficient is given by α = 1−|R|2.

Model |R|

Howe (linear) R =

i

[
π

2
St

Mc

σ

(
1

γ − iδ
+

2h

πa

)
− 1

tan(He)

]
+ 1

i

[
π

2
St

Mc

σ

(
1

γ − iδ
+

2h

πa

)
− 1

tan(He)

]
− 1

Ingard and Ising
(nonlinear)

R =

ũ0
ū0

Mc

σ
− 1

ũ0
ū0

Mc

σ
+ 1

Vortex Convection
(nonlinear)

R =

i

[
π

2
St

Mc

σ

(
1

γVC − iδVC
+

2h

πa

)
− 1

tan(He)

]
+ 1

i

[
π

2
St

Mc

σ

(
1

γVC − iδVC
+

2h

πa

)
− 1

tan(He)

]
− 1

Impedance Describing
Function (nonlinear)

R =

i

[
St

Mc

σ

l + h

a
− 1

tan(He)

]
+

(
1− Mc

σ

ξ

C2
c

)

i

[
St

Mc

σ

l + h

a
− 1

tan(He)

]
−
(
1 +

Mc

σ

ξ

C2
c

)
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Table 5.4: Configurations used for comparison of the acoustic properties.

Case Plate Back cavity f [Hz] DNS Experiments Models

1 P6 None 400 X X X

2 P6 L = 150 mm 400 X X X

3 P6 L = 150 mm 800 X X X

4 P8 L = 150 mm 400 X X X

5 P8 L = 150 mm 800 X X X

5.3.1 Reflection, transmission and absorption coefficients

The acoustic coefficients are determined for several configurations, which are
summarized in Tab. 5.4. Two different plate geometries are investigated here:
plate P6 and plate P8. For the former, results from numerical simulations are
examined at the two forcing frequencies of f = 400 Hz and f = 800 Hz, with
and without a resonant back cavity. These numerical results are compared to
theoretical predictions and experiments from the ITHACA test bench. Simu-
lations were not carried out for plate P8. Predictions from the different models
are compared to measurements at f = 400 Hz and f = 800 Hz.

Both plates P6 and P8 have been tested at incident sound pressure levels up to
150 dB, corresponding to acoustic velocity fluctuations in the orifice ũ0 of up
to 8 times the mean bias flow velocity in the perforation ū0. Additionally, plate
P6 has been simulated with acoustic perturbations up to 160 dB, corresponding
to ũ0/ū0 = 23.

5.3.1.1 Analysis without back cavity

The response of plate P6 has been simulated without resonant back cavity by
imposing non-reflecting inlet boundary conditions (case 1 in Tab. 5.4). The
simulated system represents then the response of a perforated plate in an infi-
nite length duct. This kind of configuration is frequently encountered in ducts,
where flow restrictions or grids are used to generate isotropic turbulence to
correct non-homogeneities of the flow, or diaphragms are set to measure the
flowrate. A schematic view of this configuration is presented in Fig. 5.27.

The reflection coefficient of this damper and its transmission properties are an-
alyzed. The evolution of the reflection and transmission coefficients is shown
in Fig. 5.28(a) as a function of the velocity fluctuation in the orifice ũ0/ū0,
for a forcing frequency f = 400 Hz. The modulus of the reflection and trans-
mission coefficients deduced from the simulations are compared to predictions
from Howe’s linear model, the Vortex Convection and the Impedance Describing
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d

2a ū0

T

1

R

p̃1 p̃2

Figure 5.27: Perforated plate without back cavity traversed by a bias flow and sub-
jected to normal incident pressure waves. Circular holes of diameter 2a are regularly
spaced with a square pattern of size d. The complex amplitudes of the reflected and
transmitted wave are denoted R and T , respectively.

Function nonlinear models, summarized in Tab. 5.2. As expected, the agree-
ment with the linear model is good at low to moderate excitation levels when
ũ0/ū0 ≤ 1 (corresponding to incident SPL up to 120 dB), thus validating the
methodology.

The scenario changes in the nonlinear regime. For sound levels larger than
130 dB (ũ0/ū0 > 1), |R| and |T | depend on the acoustic perturbation ampli-
tude. The reflected wave amplitude increases, whereas the amplitude of the
transmitted wave decreases when the sound level increases. The linear model
does not capture these modifications. Results from the simulations are also
compared to the new nonlinear models developed in the present work. Both
the IDF and the VC models show a reasonably good agreement with the simu-
lations. At very low acoustic amplitudes, the two models collapse on the linear
model, demonstrating their consistency in the linear regime. At ũ0/ū0 ≃ 0.1,
the VC model starts to deviate from the linear values of |R| and |T |. This be-
havior is not observed in the IDF model and the simulations, where nonlinear
effects only appear when ũ0/ū0 > 1. The agreement between numerical results
and the IDF and VC models is good in the nonlinear regime, when ũ0/ū0 ≥ 3.
The main differences between direct simulations and nonlinear models are ob-
served for intermediate perturbation levels when ũ0/ū0 ≃ 1.
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ũ0/ū0

(a) |R|, |T |.

 

 

1

1
0

0.1 100.01

0.2

0.4

0.6

0.8

α

DNS

IDF

VC

Linear
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Figure 5.28: Results for plate P6 without resonant cavity (Case 1 in Tab. 5.4). Evolution of the modulus of the reflection |R| and
transmission |T | coefficients (a), and of the absorption coefficient α (b), as a function of the velocity fluctuation in the orifice ũ0/ū0. The
forcing frequency is f = 400 Hz. DNS results for |R| (black circles) and |T | (gray squares) are compared to predictions from Howe’s linear
model (dashed lines), the Vortex Convection model (dash-dotted lines) and the Impedance Describing Function model (solid lines).
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Figure 5.28(b) plots the evolution of the absorption coefficient α = 1−|R|2−|T |2
as a function of ũ0/ū0 in the orifice calculated by DNS and by the different mod-
els. Again, the results from simulations match well with the linear predictions
of the absorption coefficient α for perturbation levels lower than ũ0/ū0 = 1.
Absorption remains roughly constant over the linear range of perturbation lev-
els explored, before increasing up to a maximum value reached when ũ0/ū0 ≃ 5,
and finally decreasing at very high perturbation amplitudes. Both the IDF and
the VC models predict well the nonlinear behavior at high amplitudes.

It is worth noting that the way incident acoustic energy is dissipated differs at
low and high amplitudes. This can be highlighted by comparing Figs. 5.28(a)
and 5.28(b). The contributions of the reflected and the transmitted waves to
absorption α = 1−|R|2−|T |2 are examined. As long as the velocity fluctuation
within the orifice ũ0 remains smaller than the mean bias flow velocity ū0, the
reflection and transmission coefficients remain independent of the sound level.
Sound absorption within this orifice at a forcing frequency of 400 Hz nearly
reaches the maximal theoretical value αmax = 0.5 [Howe (1998)]. This is mainly
due to the low amplitude of the reflected wave. When the velocity fluctuation
ũ0 exceeds the mean bias flow velocity, the modulus of the reflection coefficient
begins to increase with increasing amplitude and its contribution to absorption
drops correspondingly. This loss is however balanced by the increasing con-
tribution of the transmitted wave, because its modulus |T | decreases with the
forcing amplitude. Globally, the energy transfer process taking place between
the acoustic field and the unsteady flow leads to approximately the same frac-
tion of acoustic energy dissipated for velocity perturbation levels lower than
ũ0 ≃ 10ū0. This is an interesting result indicating that dampers traversed by
a mean bias flow ū0 designed and optimized with linear models maintain their
absorption properties near their optimal operating conditions even when flow
reversal takes place within the orifices, as long as ũ0/ū0 ≤ 10.

5.3.1.2 Analysis with back cavity

Effects of the presence of a back cavity coupled to a perforated plate are inves-
tigated in this section. This configuration is sketched in Fig. 5.29. Simulation
results are compared in Fig. 5.30 to measurements carried out in the ITHACA
test bench and to predictions of the different theoretical models summarized in
Tab. 5.3. Plate P6 is subjected to harmonic perturbations at a forcing frequency
f = 400 Hz and backed by a cavity of size L = 150 mm. Measurements were
obtained by keeping a constant excitation frequency and varying the amplitude
of the incident acoustic waves. Figure 5.30(a) shows the modulus of the reflec-
tion coefficient |R|, and Fig. 5.30(b) plots the absorption coefficient α = 1−|R|2.

In the linear regime when ũ0/ū0 ≤ 1, the agreement between the simulations
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x−L 0

2a
ū0

A

B 1

R

1 2

Figure 5.29: Perforated plate traversed by a bias flow and subjected to normal inci-
dent pressure waves. Circular holes of diameter 2a are regularly spaced with a square
pattern of size d. The plate is coupled to a resonant back cavity, of size L. The complex
amplitude of the reflected wave is denoted R.

and the IDF and VC models is good. At f = 400 Hz, the damper operates
close to optimal conditions, with maximum acoustic absorption α ≃ 1. The
measured absorption coefficient is slightly lower than unity in Fig. 5.30(b), but
this may be due to experimental uncertainties. Interaction of the sound field
with the flow in the air injection units in the back cavity probably also takes
place, artificially increasing the back cavity reflection coefficient amplitude. A
specific work on reducing this contribution is left for future studies. These
differences were already noted in the measurements shown in chapter 4. It is
also interesting to note that the nonlinear model proposed by Ingard and Ising
(1967) does not capture the observed absorption in the linear regime, since it
does not take into account the effect of the mean flow.

For higher acoustic amplitudes ũ0/ū0 > 1, the reflection coefficient decreases
and reaches a minimum |R| = 0 at ũ0/ū0 ≃ 2. The IDF model, as well as
the empirical model from Ingard and Ising (1967), satisfactorily capture this
transition, while in the VC model the transition takes place at lower acoustic
amplitudes. Then the reflection coefficient increases again and the absorption
properties are deteriorated at very high amplitudes. The agreement between
all the models, experiments and simulations is good again for ũ0/ū0 ≥ 5.
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Figure 5.30: Results for plate P6 with a resonant cavity of size L = 150 mm (Case 2 in Tab. 5.4). Evolution of the modulus of the
reflection coefficient |R| (a), and of the absorption coefficient α (b), as a function of the velocity fluctuation in the orifice ũ0/ū0. The
forcing frequency is f = 400 Hz. DNS results (black circles) and ITHACA measurements (white squares) are compared to predictions from
Ingard and Ising’s model (dotted lines), the Vortex Convection model (dash-dotted lines) and the Impedance Describing Function model
(solid lines).
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Figure 5.31: Results for plate P6 with a resonant cavity of size L = 150 mm (Case 3 in Tab. 5.4). Evolution of the modulus of the
reflection coefficient |R| (a), and of the absorption coefficient α (b), as a function of the velocity fluctuation in the orifice ũ0/ū0. The
forcing frequency is f = 800 Hz. DNS results (black circles) and ITHACA measurements (white squares) are compared to predictions from
Ingard and Ising’s model (dotted lines), the Vortex Convection model (dash-dotted lines) and the Impedance Describing Function model
(solid lines).
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The response of plate P6 backed by a cavity of size L = 150 mm is now an-
alyzed at a forcing frequency f = 800 Hz. Once again, results from DNS are
compared to measurements carried out in the ITHACA test bench and to the
different theoretical models summarized in Tab. 5.3. The comparison is shown
in Fig. 5.31(a) for the reflection coefficient |R| and in Fig. 5.31(b) for the ab-
sorption coefficient α.

At this frequency, the plate operates far from the resonance conditions, and
thus the modulus of the reflection coefficient is higher than the values taken
at f = 400 Hz. Generally a good agreement is observed between models, ex-
periments and DNS at low to moderate amplitudes ũ0/ū0 ≤ 1. The reflection
coefficient decreases to a minimum value when ũ0/ū0 ≃ 5, before increasing
again at higher amplitudes. The model from Ingard and Ising (1967) fails at
predicting the reflection and absorption coefficients, except at very high acous-
tic amplitudes ũ0/ū0 > 10. This behavior can be explained by the fact that
this model is only valid near resonance, which takes place at f = 400 Hz for
plate P6 with a cavity of size L = 150 mm. Far from these conditions, the
reactance of the perforated plate is not correctly predicted.

Results obtained for plate P6, for which both experiments and simulations have
been conducted, demonstrate that the IDF and VC models developed in this
work show good agreements with measurements and numerical calculations.
The VC and IDF models capture well the linear and high-amplitude responses
of the perforated plate with and without a back cavity, even if the IDF model
performs better in the transition regime when ũ0/ū0 ≃ 1.

A further validation is proposed in Figs. 5.32(a) and 5.32(b), where experi-
ments carried out on plate P8 backed by a cavity of size L = 150 mm are
compared to predictions from the nonlinear models, for the same forcing fre-
quencies f = 400 Hz and f = 800 Hz respectively. The agreement is again good
for both modulus |R| and phase ϕ of the reflection coefficient R = |R| exp(iϕ)
between the IDF and VC models and experiments. As expected, the linear
model correctly predict the acoustic properties of the perforated plate only up
to ũ0/ū0 ≃ 1. It is also interesting to note that at high amplitudes, the phase
of the reflection coefficient changes and converges to zero. This behavior is
observed at all forcing frequencies and shows that, at very high amplitudes,
the reflected wave tends to be in phase with the acoustic excitation. These
results for plate P8 again demonstrate that the IDF model performs better for
the intermediate range of perturbation levels when ũ0/ū0 ≃ 1.



C
h
a
p
t
e
r

5
-

A
m
p
l
it

u
d
e

e
f
f
e
c
t
s

o
n

t
h
e

a
c
o
u
s
t
ic

p
r
o
p
e
r
t
ie

s
o
f

p
e
r
f
o
r
a
t
e
s

157

 

 

1

1

0

0

0.1 10 100

−π
−π/2

π

π/2

0.2

0.4

0.6

0.8

ϕ
[r
ad

]
|R

|
Linear

IDF

VC

Exp
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Figure 5.32: Results for plate P8 with a resonant cavity of size L = 150 mm (Cases 4 and 5 in Tab. 5.4). Evolution of the modulus
|R| and phase ϕ of the reflection coefficient as a function of the velocity fluctuation in the orifice ũ0/ū0. The forcing frequencies are
f = 400 Hz (a) and f = 800 Hz (b). ITHACA measurements (white squares) are compared to predictions from Howe’s linear model
(dashed lines), the Vortex Convection model (dash-dotted lines) and the Impedance Describing Function model (solid lines).
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5.3.2 Acoustic power dissipation

It is finally worth examining the acoustic power dissipated by these dampers
when the SPL increases. To do so the starting point is to establish an acoustic
energy balance in the system.

One of the first expressions for the acoustic energy in a moving medium can
be found in the work of Cantrell and Hart (1964). They showed that there is
no production or dissipation of acoustic energy (except from viscous effects)
in an irrotational homentropic flow. Morfey (1971) proposed a formulation
to extend the concept of acoustic energy to non-uniform flows. Generalized
expressions of an exact energy corollary were later established by Myers for
perturbations in homentropic flows [Myers (1986)] and in more general non-
uniform flows [Myers (1991)]. More recently Rienstra and Hirschberg (2003)
gave an extensive overview on this topic.

Following Myers (1986), the acoustic energy balance writes:

∂E

∂t
+∇ · I = −D, (5.38)

where E is the generalized acoustic energy density, I is the acoustic intensity
flux, and D is the production term representing acoustic dissipation.

Starting from Eq. (5.38), integrating over a fixed reference volume V bounded
by a surface S, and using the Gauss theorem, one obtains:

d

dt

∫

V
E dV +

∫

S
I · n dS = −

∫

V
D dV (5.39)

Equation (5.39) represents the integral energy balance for acoustic energy. For a
system subjected to periodic acoustic waves, such as a perforated plate backed
by a cavity, the average acoustic energy integrated over a period T remains
constant. Defining the time averaging operator:

〈A〉 = 1

T

∫ t0+T

t0

Adt, (5.40)

and noting that:

d

dt

〈∫

V
E dV

〉
= 0, (5.41)

one finally obtains an expression for the acoustic power Π dissipated:

Π = −
∫

V
〈D〉 dV =

∫

S
〈I · n〉 dS (5.42)
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Equation (5.42) shows that the acoustic power dissipated in the control volume
comprising a perforated plate can be inferred from the acoustic fluxes calcu-
lated at the volume boundaries far from the plate, if there is no additional
dissipation taking place within the control volume. By choosing a control vol-
ume embedding the perforated plate, whose boundaries correspond to the solid
wall of the numerical domain, the lateral boundaries and two surfaces normal
to the orifice far away from the perforated plate, this method is used in our
work to calculate Π from the simulations. The acoustic fluxes I1 and I2 are
calculated and averaged in two transversal planes located upstream (S1) and
downstream (S2) of the perforation, respectively. The planes represent the only
acoustic boundaries of the orifice that have non-zero contribution to the energy
balance, since periodic conditions are imposed on the lateral boundaries of the
numerical domain. The S1 and S2 planes are taken far enough from the orifice,
at a distance of x1/a = x2/a = 100, to ensure uniform flow conditions.

Figures 5.33 and 5.34 show the comparison of the normalized acoustic dissipa-
tion deduced from the numerical simulations and predictions from the nonlinear
models IDF and VC, for plate P6 at two different frequencies f = 400 Hz and
f = 800 Hz. The agreement between simulations and both models is excellent
in the linear regime, for ũ0/ū0 ≤ 1. The dissipation Π increases quadrati-
cally with the amplitude of the velocity disturbances. This is consistent with
Eq. (5.31) and in agreement with the analysis of the orders of magnitude carried
out by Howe (1998). For higher acoustic amplitudes, in the nonlinear regime,
the acoustic power Π increases as the cubic power of the velocity perturbation
level. The IDF model predicts this change of slope, while the VC model fails
to correctly predict the nonlinear behavior of the acoustic dissipation.

This can be explained as follows. In the framework of the VC model, the
normalized acoustic power dissipated at the perforation is given by:

Π

ρ0ū30A0
=

1

2C2
c (StVC)

(
ũ0
ū0

)2

(5.43)

This expression indicates that the nonlinear contribution of the VC model is
only included in the Strouhal number calculated with the convection velocity
uc = ū0 + Cũ0. Changes of uc only influence the value of the contraction
coefficient Cc. However we showed that variations of this contraction coefficient
are bounded by 0.71 ≤ CC ≤ 0.80. The contraction coefficient thus only weakly
depends on StVC. The VC model behaves essentially as a linear model at
higher amplitudes, and does not reproduce the correct physics at high oscillation
amplitudes.

Before concluding this chapter, it is worth discussing an apparent contradiction
highlighted by Figs. 5.33 and 5.34. These figures show that the acoustic power
dissipated at the orifice increases with the perturbation level. However, we have
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pated in the control volume V as a function of the acoustic perturbation level ũ0/ū0,
at f = 400 Hz. Simulation results (•) are compared to the value predicted by the IDF
model, given by Eq. (5.31).
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model, given by Eq. (5.31).
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also shown that the absorption coefficient decreases with the perturbation level.
This can be explained by the fact that the absorption coefficient represents the
fraction of acoustic energy dissipated, which decreases with the perturbation
level. Thus when the SPL increases in the system, the incident acoustic energy
impinging on the perforations increases more rapidly than the fraction which
is dissipated. This must be kept in mind when designing a damper based on
perforated plates.

5.4 Conclusion

The present chapter has addressed the difficult problem of the effect of the per-
turbation level on the response of a damper based on perforated plates with or
without a resonant back cavity. Our objective was twofold: (i) describing the
physical phenomena taking place when the velocity fluctuation level u′0 exceeds
the mean bias flow velocity ū0 in the perforations, and (ii) developing and val-
idating theoretical models capable of capturing the response of the system in
the linear and nonlinear regimes.

Direct numerical simulations have been used to analyze the unsteady flow field
through the aperture as a function of the perturbation level. Results show that:

• In the linear regime when ũ0/ū0 ≤ 1, vortex rings are swept away down-
stream of the perforation at a constant convection velocity uc = ū0. Their
trajectory is a straight line, in agreement with the hypothesis made by
Howe in his linear model.

• In the nonlinear regime when ũ0/ū0 > 1, vortex rings are swept away
alternatively upstream and downstream of the perforation. The analysis
of the forcing cycle during which vortices are convected downstream of the
perforation revealed that the trajectory remained approximately straight,
but their convection velocity increases linearly with the perturbation level
uc = ū0+Cũ0, where C = 1/3 is a constant determined in our simulations.

Based on observations made on the numerical results, two analytical models for
the acoustic impedance of the perforated plate taking into account nonlinear
effects have been developed and analyzed. The VC model takes into account
the actual convection velocity of the vortex rings swept at the aperture when
a sound wave impinges on the plate, but it does not consider effects related
to flow reversal within the orifice. The IDF model is based on a quasi-steady
approach, following Cummings and Eversman (1983), Morse and Ingard (1986)
and Bellucci et al. (2004). A comparison with Howe’s linear model allowed
the determination of important physical parameters such as the contraction
coefficient Cc and the end correction length l, which were found to be functions
of the Strouhal number only. Analytical expressions were derived for these
two quantities which yield predictions at high and low Strouhal numbers in
agreement with results from the literature. In the nonlinear regime, a Fourier
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expansion keeping only the response at the forcing frequency was used to derive
expressions for the impedance of the perforated plate as functions of frequency
and amplitude.

The reflection, transmission and absorption coefficients of the configurations
examined in the simulations have been determined and compared to theoreti-
cal predictions and to experimental results. Both the VC and the IDF models
capture well the linear and high-amplitude regimes of the response of the per-
forated plate with and without a back cavity, but the IDF model performs
better in the transition regime when ũ0/ū0 ≃ 1. The IDF model also correctly
predicts the correct nonlinear behavior of the acoustic power dissipated by the
perforated plate, while the VC model fails when ũ0/ū0 > 1.

These results are useful when designing robust dampers that need to operate
in environments with very high sound levels, such as the ones developed, for
example, in industrial gas turbines or in aeronautical engines. The expres-
sions obtained for the VC and IDF models can be implemented in an acoustic
Helmholtz solver to simulate the effect of nonlinear acoustic boundaries. This
approach is very useful when estimating the limit-cycle oscillation amplitudes
during a thermo-acoustic instability [Noiray et al. (2008); Boudy et al. (2011);
Palies et al. (2011)].



Conclusion

The acoustic response of perforated plates traversed by a bias flow combined
or not with a resonant back cavity has been investigated analytically, exper-
imentally and with direct simulations of the Navier-Stokes equations. It has
been shown that these systems feature interesting damping properties that may
eventually be used to control low-frequency thermo-acoustic instabilities.

The optimal set of operating parameters capable of maximizing absorption over
the widest possible range of low frequencies has first been determined analyti-
cally in the linear regime, when the acoustic velocity amplitude ũ0 in the orifices
remains smaller than the mean bias flow velocity ũ0 ≤ ū0 through the perfo-
rations. The problem becomes more complex at higher acoustic amplitudes,
when nonlinear effects appear and periodic reverse flow takes place within the
perforations as ũ0 > ū0. Effects of amplitude were first examined with numer-
ical simulations. These investigations allowed the development and validation
of two nonlinear models for the acoustic impedance of the perforated plate.
Experiments conducted in the impedance test bench ITHACA showed good
agreement between predictions of the models developed in the present work
and measurements, thus validating our approach.

The following two sections summarize the principal contributions of the present
work to the knowledge of the acoustic properties of perforated plates in the
linear and nonlinear regimes. The final section illustrates some further steps
and perspectives which would be worth examining based on our findings.

Maximizing the absorption in the linear regime

The design of a perforated plate used to damp incident acoustic waves relies
on an optimization procedure involving a large number of geometrical and flow
parameters. In the present work, this problem has been drastically simplified by
identifying two asymptotic regimes where it is possible to decouple the choice
of the optimal bias flow velocity in the perforations and the back cavity size to
maximize acoustic absorption. These regimes depend on the Strouhal number
of the unsteady flow through the perforations, which is here defined by St =
ωa/ū0, where ū0 denotes the mean bias flow velocity through the perforation
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Table 5.5: Expressions for the optimal bias flow velocity ū0 and back cavity size L
maximizing absorption in the two asymptotic regimes identified in this work. St =
ωa/ū0, Mc = ū0/c0, He = ωL/c0, where c0 is the speed of sound, h denotes the plate
thickness and a the perforation radius.

Regime Bias flow velocity Back cavity size

St ≫ 1
Mc

σ
=

2

π

1

tan(He)
= St

(
1 +

2h

πa

)

St ≪ 1
Mc

σ
=

1

2

1

tan(He)
= St

(
4

3π
+

h

2a

)

of radius a and ω is the angular frequency of the sound wave:

• At high Strouhal numbers, maximum absorption is reached for a Helmholtz
resonance of the back cavity. It is possible with such device featuring a
very short back cavity to cancel the reflection coefficient at a specific
frequency, but the absorption bandwidth around the peak absorption fre-
quency is narrow, and its width reduces as the Strouhal number increases.

• At low Strouhal numbers, a wider absorption bandwidth can be reached,
making it an attractive choice for the design of low frequency robust
dampers. In this case, maximum absorption is reached when the back
cavity operates as a quarter-wave resonator. This damper requires thus
a larger size compared to a Helmholtz resonator.

In these two operating regimes, it was demonstrated that the optimal bias flow
velocity ū0 and the back cavity size L are given by the expressions summarized
in Tab. 5.5. They show that the optimal bias flow Mach number Mc = ū0/c0
is solely fixed by the plate porosity σ, whereas the back cavity size L can be
chosen as a function of the angular frequency ω that needs to be damped but
also slightly depends on the ratio h/a of the plate thickness to perforation
radius.

The absorption properties of these dampers were also investigated at off-design
conditions, when the bias flow velocity deviates from its optimum value for
which it was designed. It was shown that the absorption coefficient remains
higher than 0.9, for bias flow velocity variations of up to 100 % of the nominal
optimal value. When the velocity within the orifices increases, experiments
conducted in the ITHACA impedance tube show that the peak absorption
frequency is slightly shifted to higher frequencies.
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Effect of amplitude on the acoustic response of perfo-
rates

The effect of amplitude on the acoustic response of perforates has been first
addressed with direct simulations of the Navier-Stokes equations. These sim-
ulations have been carried out to analyze the unsteady flow field through the
aperture as a function of the perturbation level for different forcing frequen-
cies. When the amplitude of the acoustic velocity in the perforations remained
lower than the mean bias flow velocity, it was found that the perforate oper-
ates in the linear regime. When this fluctuation velocity exceeds the mean bias
flow velocity, ũ0 > ū0, the response of the perforated plate deviates from its
linear response. In this case the plate operates in the nonlinear regime, and
the amplitude of the acoustic perturbations must be taken into account when
attempting to model the acoustic behavior of the orifice.

In the linear regime when ũ0/ū0 ≤ 1, simulations show that vortex rings are
swept away from the perforation at a constant convection velocity equal to the
mean bias flow velocity through the perforation uc = ū0 and that the trajectory
of these vortex rings is a straight tube that has the same radius a as the perfo-
ration. These observations confirm hypothesis made in modeling the response
of perforated plates for small acoustic disturbances. A transition occurs when
the velocity amplitude ũ0 exceeds the mean bias flow velocity within the orifice
ũ0 > ū0 and reverse flow is observed. In the nonlinear regime, vortex rings are
swept away alternatively upstream and downstream of the perforation. The
analysis of the forcing cycle during which vortices are convected downstream
of the perforation revealed that the trajectory of these vortices remained ap-
proximately a straight tube with the same radius a as in the linear regime,
but that their convection velocity uc is a function of the perturbation level.
Vortices are convected at a speed that increases linearly with the perturbation
level uc = ū0 + Cũ0, where C is a constant that was found in our simulations
approximatively equal to C = 1/3.

The analysis of these simulations also allowed to estimate the acoustic power
dissipated by these dampers when the perturbation amplitude increases. An
acoustic energy budget across the perforated plated was carried out to infer the
dissipated power from the knowledge of the acoustic fluxes far from the orifices.
The acoustic power dissipated was shown to have a quadratic dependence on
the acoustic perturbation level in the linear regime, and a cubic dependence
at high amplitudes, in agreement with the the order of magnitude analysis
proposed by Howe (1998).

These observations were used to develop two analytical models taking into ac-
count some of the nonlinear effects observed. They both only consider the
response of the perforated plate at the same frequency as the harmonic exci-
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tation, and higher harmonics due to nonlinearities were not examined in this
study.

• The first model is designated as the Vortex Convection (VC) model. It
is an extension of Howe’s linear model Howe (1979) for the Rayleigh con-
ductivity of an aperture that takes into account changes in the convection
velocity of vortex rings swept at the aperture when a sound wave impinges
on the plate. This model does not consider effects related to flow reversal
within the orifice.

• The second model is designated as the Impedance Describing Function
(IDF) model. It is based on a quasi-steady approach that follows the work
of Cummings and Eversman (1983), Morse and Ingard (1986) and Bellucci
et al. (2004). The coefficients of this model were chosen to match Howe’s
linear model Howe (1979) for the Rayleigh conductivity of an aperture in
the linear regime. This allowed the determination of key physical param-
eters such as the contraction coefficient Cc of the flow through the orifice
and the end correction length l of the perforation, which were shown to
be functions of the Strouhal number. By further assuming that these co-
efficients are independent of the sound level, a Fourier expansion keeping
only the response of the damper at the forcing frequency yields an expres-
sion for the IDF of the perforated plate. This expression is an extension
of the classical impedance in the frequency domain, parametrized with
the oscillation level ũ0/ū0 through the perforations.

Both the VC and the IDF models capture well the linear and high-amplitude
regimes of the perforated plate response at the forcing frequency with and
without a back cavity. The IDF model performs better in the transition regime
when the velocity oscillation is of the order of the mean bias flow velocity
ũ0/ū0 ≃ 1. The IDF model also correctly predicts the nonlinear behavior of
the acoustic power dissipated by the perforated plate, while the VC model fails
when ũ0/ū0 > 1.

Perspectives

The results obtained during this work can ease the design of robust dampers
that are operated in harsh environments with very high sound levels, such as
the ones encountered, for example, in industrial gas turbines or in aeronautical
engines. The low Strouhal asymptotic regime coupled to a quarter-wave res-
onator identified in this study seems particularly suited for these applications
thanks to its robustness when the mean bias flow velocity deviates from the op-
timal one, and thanks to its large absorption bandwidth. These characteristics
are crucial to design dampers for gas turbine combustors subjected to varia-
tions of the operating conditions. The bias flow, determined by the pressure
drop through the perforations, changes when the engine load is varied, and the
frequencies to damp can change due to ambient conditions, hot gas ingestion,
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or operating conditions. When a limited back cavity volume is available and
the frequencies to damp are higher and well defined, it is worth considering the
high Strouhal regime for the design of the perforated plate in combination with
a Helmholtz resonator.

In the work conducted here only isothermal flow conditions have been assumed
in the damping system. A further step would be to analyze the acoustic re-
sponse of these dampers at conditions closer to those typically encountered
in gas turbine combustors, by taking into account the temperature difference
across the perforated plate, i.e. between the back cavity at relatively low tem-
peratures and the combustion chamber at high temperatures. In addition, at
high acoustic oscillation amplitudes, hot gas may be periodically ingested in the
back cavity during reverse flow. The subsequent increase of temperature in the
cavity will have an effect on the acoustic response of the system, in particular
on the damping frequency, which would be worth examining, as initiated by
Ćosić et al. (2012).

It would also be of interest to conduct a global acoustic energy budget of a com-
bustor equipped with perforated plate dampers. Such analysis has already been
conducted by Tran et al. (2009a) during self-sustained combustion oscillations
in a generic gas turbine combustor open to the atmosphere when the size of the
back cavity coupled to a perforated plate placed within the premixing unit of
the combustor was varied. It was found that this type of damper can be used
to efficiently reduce low frequency high-amplitude thermo-acoustic oscillations
observed in the combustor when the back cavity length is well tuned, but the
nonlinear response of the perforated plate was not precisely understood. It was
also found that some high amplitude unstable regimes could not be attenuated
with this type of system [Tran et al. (2009b)]. The progress made in un-
derstanding the optimal linear and nonlinear responses of these systems could
probably be used in a future work to determine the optimal placement of the
orifices to damp longitudinal unstable modes of combustors, and to determine
the minimum open area and air mass flowrate capable of absorbing the acoustic
energy produced during the instability.

Models based on the flame describing function (FDF) framework [Noiray et al.
(2008)] accounting for nonlinear effects of the acoustic response of flames, have
recently been successfully applied to different configurations and were shown
to be capable of retrieving the nonlinear dynamics observed in experiments
conducted in generic laminar and swirled combustors [Boudy et al. (2011);
Palies et al. (2011); Silva et al. (2013)]. These models consider that the flame
is the main nonlinear element of the system. Acoustic boundary conditions and
the acoustic dissipation taking place in the vicinity of perforated plates also
play a key role in the determination of the stability margin of a combustor.
These elements may eventually reach the nonlinear regime as shown in this
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work and nonlinearly interact with the combustion dynamics [Schuller et al.
(2009)]. To go further into this problem, the expressions obtained for the
VC and IDF models can be implemented in acoustic analysis combined with
a FDF to simulate the effect of nonlinear acoustic boundaries. This approach
might help in better delineating the stability margins of combustor and improve
the estimation of limit cycle oscillation amplitudes during a thermo-acoustic
instability.

It is also worth noting that all the developments proposed in this study concern
perforated plates with circular holes traversed by a bias flow in the absence of
grazing flow. Another interesting open question is related to the applicabil-
ity of the models developed in this work to perforated plates equipped with
orifices of different shapes and sizes. Orifices in gas turbine perforated walls
are often inclined for film cooling to protect the combustor walls from the hot
combustion products. The inclination of these holes is an additional parameter
of interest and it is not clear how the interactions of sound waves and vortic-
ity will be altered in these cases with respect to the situation studied in the
present work with holes at 90o normal to the plate and aligned with the bias
flow main stream. Direct numerical simulations may be envisaged in these cases
to infer the response of such perforations in the linear and nonlinear regimes.
The observations made on these calculations might help in guiding the devel-
opment of improved analytical models taking the effects of these inclinations
into consideration.

Finally, it is worth exploring the following academic question. It was found by
combining the quasi-steady equations of motion in the orifice and Howe’s vortex
sheet model that the end correction length and the discharge coefficient of the
unsteady flow through a perforation are functions of the Strouhal number in
the linear regime. This assumption was kept for the nonlinear regime modeling.
It would be of interest to make a detailed study of these quantities in order to
challenge this assumption. This analysis might be conducted by examining the
unsteady velocity field in the vicinity of the perforation using direct numerical
simulations, or by means of micro-particle imaging velocimetry measurements
for example.
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