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#### Abstract

Heavy-light mesons play an important role in the search of new physics beyond the Standard Model. In particular $B$-mesons properties can be used to put constraints on the matrix elements of the Cabibbo-Kobayashi-Maskawa (CKM) mixing matrix governing flavour-changing weak decays.

The dynamics of quarks and gluons are described by Quantum Chromodynamic (QCD). This theory predicts that, at low energies, the associated coupling constant increases, making the use of perturbative methods ineffective. Lattice QCD is a nonperturbative regularization scheme of QCD, suitable for numerical simulations. However, studying heavy-light mesons remains a challenging task due to the many different energy scales that must be considered simultaneously on the lattice. In this work, I use the Heavy Quark Effective Theory (HQET), which consists in a systematic expansion of the QCD Lagrangian and correlation functions in $1 / m$ where $m$ is the mass of the heavy quark.

After a presentation of the main techniques used in lattice simulations, a computation of the $b$-quark mass with $N_{f}=2$ dynamical quarks is presented. All the steps are performed non-perturbatively, offering an important cross-check of the value cited in the PDG which mainly relies on perturbation theory. A computation of the $B$-meson decay constant at static and first orders in HQET will be also presented and phenomenological implication are discussed.

In the second part of this thesis, after introducing the Heavy Meson Chiral Lagrangians and its different couplings, I present the lattice computation of two such couplings. The first one is associated to the hadronic transition $B^{* \prime} \rightarrow B \pi$ where $B^{* \prime}$ is the radial excitation of the vector $B$ meson. The Generalized Eigenvalue Problem (GEVP) will be used to extract information about the excited state from the ratio of three-point to two-point correlation functions and I will discuss the phenomenological implications of our results. Then, I will present the computation of the coupling $h$ between the scalar and the pseudoscalar $B$ mesons using two-point correlation functions. This coupling enters the formulae used to guide the chiral extrapolations when positive parity states are taken into account. We will see that $h$ is large compared to the other couplings and that B meson orbital excitation degrees of freedom cannot be missed in chiral loops.

Finally, I will present the lattice computation of the mass and decay constant of the first radial excitation of the $D$ meson. The mass will be compared with the recently observed state by the BaBar Collaboration and I show how the decay constant can help to solve the so-called " $1 / 2$ vs. $3 / 2$ " puzzle. In this work, the GEVP is used to control the contribution from higher excited states and continuum and chiral extrapolations are performed to take intro account systematic errors.
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## Résumé

Les mésons lourd-légers jouent un rôle majeur dans la recherche de nouvelle physique au delà du modèle standard. En particulier, les propriétés du méson $B$ sont utilisées pour contraindre la matrice Cabibbo-Kobayashi-Maskawa (CKM) qui décrit les changements de saveur d'un quark lors d'une interaction faible.

Les interactions entre quarks et gluons sont décrites par la théorie de l'interaction forte (QCD). Cette dernière prédit, qu'à faible énergie, le couplage de la théorie croît rendant tout traitement perturbatif impossible. La QCD sur réseau est une régularisation non-perturbative de la QCD adaptée aux simulations numériques. Néanmoins, l'étude des mésons lourd-légers est particulièrement délicate puisqu'elle nécessite la prise en compte de nombreuses échelles d'énergies. La théorie effective des quarks lourds (HQET) peut alors être utilisée : elle consiste en une expansion systématique du Lagrangien QCD et des fonctions de corrélation en puissance de $1 / m$ où $m$ est la masse du quark lourd.

Après avoir présenté les outils de la QCD sur réseau, un calcul de la masse du quark $b$ avec $N_{f}=2$ quarks dynamiques est présentée. Toutes les étapes sont réalisées de manière non-perturbative et le résultat est une importante vérification de la valeur actuellement citée par le PDG et qui repose essentiellement sur des calculs perturbatifs.

Dans la seconde partie de la thèse, après avoir présenté les Lagrangiens décrivant les mésons lourd-légers dans la limite chirale, je présente le calcul de deux couplages. Le premier couplage est associé à la transition hadronique $B^{* \prime} \rightarrow B \pi$ où $B^{* \prime}$ est la première excitation radiale du méson $B$ vecteur. Il est obtenu en étudiant le rapport de fonctions de corrélation à trois et deux points et le problème aux valeurs propres généralisées (GEVP) est utilisé pour isoler la contribution de l'état excité. Dans un second temps, le couplage $h$ qui décrit la transition entre des mésons $B$ scalaire et pseudoscalaire est calculé. Ce couplage intervient dans les extrapolations chirales de différentes quantités, comme la constante de désintégration du méson $B$ scalaire. Nous verrons que le couplage $h$ est important et qu'il ne peux pas être négligé.

Finalement, je présenterai nos résultats concernant le calcul de la masse et de la constante d'annihilation de la première excitation radiale du méson $D$. Je comparerai la masse obtenue avec celle du nouvel état récemment découvert par la Collaboration BaBar et j'expliquerai comment le calcul de la constante d'annihilation peut aider dans la résolution du fameux problème " $1 / 2$ vs. $3 / 2$ ". Tout au long de ce travail, le GEVP est utilisé pour réduire la contribution des états excités. De plus, les extrapolations chirales et la limite du continue sont étudiées afin de tenir compte des différentes sources d'erreurs systématiques.

Mots clés : QCD sur réseau, HQET, mésons B, mésons lourd-léger
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## Introduction

In this thesis, I will focus on the heavy-light $B$ and $D$ mesons composed of a heavy quark, $b$ or $c$, and one light quark where heavy and light refer to the natural scale of QCD given by the lambda parameter $\Lambda \approx 200 \mathrm{MeV}$. The theory that describes interactions between quarks and gluons is Quantum ChromoDynamics (QCD). At high energy scales, the strong coupling constant goes to zero such that a perturbative expansion of the correlation functions in the coupling constant is justified, this is called asymptotic freedom and quarks and gluons are weakly interacting. However, at low energy, the strong coupling increases and perturbation theory is no longer applicable: quarks and gluons cannot be seen as asymptotic states but hadronize into mesons and baryons observed in experiments. Lattice QCD allows to do QCD calculations, from first principles, in a non-perturbative way. It corresponds to a specific regularization of the QCD Lagrangian, convenient for numerical studies, where space-time is discretized into a hypercubic lattice. The spatial extent $L$ plays the role of an infrared cutoff and the lattice spacing $a$ corresponds to the ultraviolet cutoff making the path integral formulation of the theory well-defined. Taking the limit of infinite volume and zero lattice spacing, one then recovers QCD. However, we will see that some difficulties appear when dealing with heavy-light systems due to the many different scales that must be treated simultaneously on the lattice.

In particular, I will present a non-perturbative computation of the $b$-quark mass [1] which is one of the fundamental parameters of the Standard Model (SM). This provides an important cross-check since the result cited by the PDG [2] mainly relies on perturbative computations. The $b$-quark mass also enters in the determination of the Cabibbo-Kobayashi-Maskawa (CKM) matrix element $\left|V_{u b}\right|$ from inclusive decays $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ and contributes significantly to the total error. The CKM matrix is a unitary matrix which parametrizes flavour-changing quark transitions in the Standard Model. It plays a major role in the precision tests of the flavour sector of the Standard Model and the search for new physics since deviations from unitarity could be a sign of new physics. Then, I will present the computation of the $B$ meson decay constant [3] which governs the weak decays of the $B$ meson. In particular, it enters as a lattice input in the extraction of the matrix element $\left|V_{u b}\right|$ from exclusive decays $B \rightarrow \tau \nu$. Finally, I will compare this result with the other exclusive determination of $\left|V_{u b}\right|$ based on $B \rightarrow \pi \ell \bar{\nu}$ which uses the form factor $B \rightarrow \pi$ as an input.

In the second part of this thesis, I will present the Heavy Mesons Chiral Lagrangians which combine both the Heavy Quarks Effective field Theory (HQET) for the heavy quarks and chiral perturbation theory for the light quarks. To reduce the computational cost, many lattice simulations are performed at unphysical quark masses such that the pion mass is above its physical value. To estimate the associated systematic error, different simulations at several pion masses are performed and this effective field theory
is used to extrapolate the result to the chiral limit. At static order in HQET and first order in the pion momentum, this Lagrangian for negative and positive parity states is parametrized by a few coupling constants $\widehat{g}, \widetilde{g}$ and $h$ which can be computed on the lattice. The coupling $g$ between the two low lying pseudoscalar and vector $B$ mesons has been studied in several works but very little is known about the couplings with excited states. In Chapter 4, I will present a first lattice computation of the coupling which parametrizes the hadronic transition $B^{* \prime} \rightarrow B \pi$ between the radial excitation and the ground state $B$ meson [131]. We will argue that excited states may play an important role in the interpretation of experimental data. Indeed, sum rules calculations of the coupling $g_{D^{*} D \pi}$ failed to reproduce the experimental data unless one explicitly introduce the contribution of the first radial excitation. Since we work in the static limit, our work is a first hint of this statement even if $1 / m$ corrections in the HQET expansion are expected to be sizable in the case of $D$ mesons. As a by-product of our work, we also have access to the coupling $\widehat{g}$. Then, I present our lattice study of the scalar $B$ meson and in particular, I present a computation of the soft pion coupling $h$ which parametrizes the decay of the scalar $B$ meson into the ground state $B$ meson using two point correlation functions.

Finally, I will present our results on the computation of the mass and decay constant of the radial excitation of the $D$ meson [5]. I will compare our results with the recently measured state by the BaBar Collaboration [6] and potentially compatible with the $D^{\prime}$ meson. I will also present the results on the computation of the decay constant $f_{D^{\prime}}$ and show how it can help to solve the so-called " $1 / 2$ vs. $3 / 2$ " puzzle [7, 5].

In the case of the $B$ meson, the lattice simulations used in this work are performed using a subset of the CLS (coordinated lattice simulation) gauge configurations based on the Wilson-Clover action with two-dynamical quarks and the HYP smearing for the heavy quark. This lattice regularization is $\mathcal{O}(a)$-improved and lattice artifacts are quadratic on the lattice spacing. Moreover large volumes are used, satisfying the condition $L m_{\pi}>4$, such that volume effects are expected to be small. In the last chapter, which concerns the properties of the radial excitation of the $D$ meson, ensembles from the ETM Collaboration are used. They are based on an alternative choice of regularization, called Twisted Mass QCD at maximal twist such that $\mathcal{O}(a)$-improvement is automatically fulfilled for physical quantities.

This thesis is organized as follows. In the first two chapters, I introduce the basic ingredients of a lattice QCD simulation which will be useful in the next chapters. In particular, I explain how the QCD Lagrangian can be regularized on the lattice and I introduce the Monte Carlo algorithm used to evaluate the path integral. Finally, I discuss the different sources of systematic errors. In Chapter 3, I explain how the heavy b-quark can be handled in lattice simulations using the Heavy Quark Effective field Theory (HQET) and I present the non-perturbative computation of b-quark mass and B meson decay constant which governs the weak decays of the meson. Then in Chapter 4. I present the first computation of the coupling associated to the hadronic transition $B^{* \prime} \rightarrow B \pi$ between the first radial excitation and the ground state $B$ mesons and in chapter 5, I compute the soft pion coupling $h$ which parametrizes the hadronic transition of the scalar $B$ meson (orbital excitation) into the ground state $B$ meson $B_{0}^{*} \rightarrow B \pi$. Finally, in the last chapter, I present our results on the mass and decay constant of the radially excited $D^{\prime}$ meson.

## Chapter 1

## Lattice QCD

## Contents

1.1 QCD in the continuum ..... 12
1.1.1 The Lagrangian ..... 12
1.1.2 Wilson loops ..... 13
1.1.3 Symmetries ..... 14
1.2 From Minkowski to Euclidean space-time ..... 16
1.3 Discretization of the action ..... 16
1.4 The gauge action ..... 18
1.5 The fermonic action ..... 19
1.5.1 Naïve formulation and the doubling problem ..... 19
1.5.2 Wilson Fermions ..... 20
1.5.3 Improvement of the Wilson action ..... 21
1.5.4 Properties of Wilson Fermions ..... 22
1.5.5 Twisted Mass Fermions ..... 23

Quantum Chromodynamics (QCD) is the theory of the strong interaction between quarks and gluons. The associated coupling constant $g$ has the particularity to decrease at high energies, or equivalently at short distances, so that perturbation theory is reliable. This is called asymptotic freedom. On the contrary, at low energies, or long distances, the coupling constant becomes large and a perturbative treatment is no longer possible: this is the confinement phase of QCD which explains why quarks are never observed as asymptotic states. Lattice QCD aims to compute QCD observables non-perturbatively, from first principles. In this chapter, I will start with a brief introduction of the theory in the continuum and recall its main properties which will be useful in the next chapters. For a more comprehensive introduction, the subject is introduced in standard textbooks [8, 9, 10]. Then, I will explain how the theory can be regularized on the lattice, starting with the gauge action and, in a second step, with the fermionic action. Finally, I will discuss the main symmetries of the lattice action.

### 1.1 QCD in the continuum

### 1.1.1 The Lagrangian

Quantum Chromodynamics is a relativistic gauge field theory based on the nonabelian $\operatorname{SU}(3)$ group. Its basic degrees of freedom are the quarks (fermions) and the gluons (bosons).

The quarks are represented by 4 -components Dirac spinor fields $\psi(x)$ which belong to the fundamental representation of the gauge group. The fields depend on the spacetime position $x$ and carry Dirac $(\alpha=1,2,3,4)$ and color ( $a=1,2,3$ ) indices ${ }^{1}$. In the Standard Model, there are $N_{f}=6$ different flavours of quarks called up (u), down (d), strange (s), charm (c), bottom (b) and top ( t ), therefore, the fields $\psi_{f}$ are labeled by a flavour index $f=1, \ldots, 6$.

|  | $\mu$ | $\bar{m}^{\overline{\mathrm{MS}}}(\mu)$ |
| :--- | :---: | :--- |
| up $(u)$ | 2 GeV | $2.3_{-0.5}^{+0.7} \mathrm{MeV}$ |
| down $(d)$ | 2 GeV | $4.8_{-0.3}^{+0.5} \mathrm{MeV}$ |
| strange $(s)$ | 2 GeV | $95 \pm 5 \mathrm{MeV}$ |
| charm $(c)$ | $\bar{m}_{c}^{\overline{\mathrm{MS}}}$ | $1.275 \pm 0.025 \mathrm{GeV}$ |
| bottom $(b)$ | $\bar{m}_{b}^{\overline{\mathrm{MS}}}$ | $4.18 \pm 0.03 \mathrm{GeV}$ |
| top $(t)$ | $\bar{m}_{t}^{\overline{\mathrm{MS}}}$ | $173.07 \pm 0.52 \pm 0.72 \mathrm{GeV}$ |

Table 1.1 - Quark masses in the $\overline{\mathrm{MS}}$ scheme [2]. The parameter $\mu$ corresponds to the renormalization scale.

The gluons are represented by the Lorentz vector gauge field $A_{\mu}(x)$. Each space-time component $A_{\mu}(x)$, labeled by a Dirac index $\mu$, is an element of the $s u(3)$ Lie Algebra

[^0]and carries one color index $a$. Therefore, one can write
\[

$$
\begin{equation*}
A_{\mu}(x)=\sum_{a=1}^{8} A_{\mu}^{a}(x) T_{a} \tag{1.1}
\end{equation*}
$$

\]

where $T_{a}$ are the generators of the su(3) Lie algebra (Appendix A). In terms of these fields, the continuum Lagrangian of Quantum Chromodynamics in Minkowski spacetime is given by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QCD}}=-\frac{1}{2} \operatorname{Tr}\left[F^{\mu \nu} F_{\mu \nu}\right]+\sum_{f=1}^{N_{f}} \bar{\psi}_{f}(x)\left(i \not D-m_{f}\right) \psi_{f}(x) \tag{1.2}
\end{equation*}
$$

where color and Dirac indices are omitted for simplicity. The antiquark field $\bar{\psi}_{f}$ is defined by $\bar{\psi}_{f}=\psi_{f}^{\dagger} \gamma_{0}$ where $\gamma_{0}$ is the $\gamma$-matrix associated with time (Appendix A). The bare quark mass of flavour $f$ is $m_{f}$ and the covariant derivative $D D$ is defined by

$$
\begin{equation*}
\not D=\gamma^{\mu} D_{\mu}=\gamma^{\mu}\left(\partial_{\mu}-i g_{0} A_{\mu}\right) \tag{1.3}
\end{equation*}
$$

where $g_{0}$ is the strong coupling constant. Here as in the following, summation over repeated indices is understood except if stated otherwise and the metric convention is given in Appendix A. Finally, the field strength tensor is given by

$$
\begin{equation*}
F_{\mu \nu}(x)=\frac{i}{g_{0}}\left[D_{\mu}(x), D_{\nu}(x)\right]=\partial_{\mu} A_{\nu}(x)-\partial_{\nu} A_{\mu}(x)-i g_{0}\left[A_{\mu}(x), A_{\nu}(x)\right] \tag{1.4}
\end{equation*}
$$

and is an element of the $\mathrm{SU}(3)$ gauge group

$$
\begin{equation*}
F_{\mu \nu}(x)=\sum_{a=1}^{8} F_{\mu \nu}^{a}(x) T_{a} \tag{1.5}
\end{equation*}
$$

The commutator in eq. (1.4) is non zero due to the non-abelian nature of the gauge group. Therefore, gluons interact with themselves as well as with quarks: this feature is responsible for the non-perturbative aspects of QCD.

Finally, the theory is defined by its generating functional $Z$ in terms of which we can compute any correlation functions. In the functional integral formalism, $Z$ is given by an integral over fermion and gauge fields $\psi, \bar{\psi}, A_{\mu}$

$$
Z=\int D\left[A_{\mu}\right] D[\psi] D[\bar{\psi}] e^{i S_{\mathrm{QCD}}} \quad, \quad S_{\mathrm{QCD}}=\int \mathrm{d}^{4} x \mathcal{L}_{\mathrm{QCD}}
$$

where $S_{\mathrm{QCD}}$ is the QCD action. A precise definition of the associated measure will be given in the second chapter where the theory is regularized on the lattice.

### 1.1.2 Wilson loops

In the continuum theory, we can define the Wilson line along a path $P$ that runs from y to z

$$
\begin{equation*}
U_{P}(z, y)=\mathcal{P} \exp \left[i g_{0} \int_{P} A_{\mu}(x) \mathrm{d} x^{\mu}\right] \tag{1.6}
\end{equation*}
$$

where the label $P$ indicates that the Wilson line depends on the path and $\mathcal{P}$ stands for path-ordering to take into account the non-commutativity of the gauge field $A_{\mu}(x)$. In particular, when the path is closed, it defines a Wilson loop:

$$
\begin{equation*}
U_{P}(y, y)=\mathcal{P} \exp \left[i g_{0} \oint_{P} A_{\mu}(x) \mathrm{d} x^{\mu}\right] . \tag{1.7}
\end{equation*}
$$

For Abelian groups, like $\mathrm{U}(1)$ in QED, the path ordering is not necessary and Stokes' theorem can be used to express the Wilson loop as the flux of the field strength through the surface $S$ which spans the closed loop $\mathcal{P}$

$$
\begin{equation*}
U_{P}(y, y)=\exp \left[i \frac{g_{0}}{2} \oint_{S} F_{\mu \nu}(x) \mathrm{d} \sigma^{\mu \nu}\right] \tag{1.8}
\end{equation*}
$$

Even if this is not easily extended to non-abelian groups, this geometrical interpretation of the field strength will be useful when introducing the regularized version of QCD.

### 1.1.3 Symmetries

As a relativistic theory, the QCD Lagrangian is invariant under standard Lorentz transformations. In addition, I will discuss two other symmetries which will be useful in the next sections: the gauge invariance and the chiral symmetry in the massless limit.

## Gauge invariance

Gauge invariance is one of the main features of QCD: it means that the Lagrangian is invariant under local rotations in color space. More precisely, a local gauge transformation, acting on both spinor and gauge fields, is defined by

$$
\begin{aligned}
\psi(x) & \longrightarrow \psi^{\prime}(x) \\
\bar{\psi}(x) \longrightarrow \bar{\psi}^{\prime}(x) & =\bar{\psi}(x) \psi(x) \Omega^{\dagger}(x) \\
A_{\mu}(x) \longrightarrow A_{\mu}^{\prime}(x) & =\Omega(x) A_{\mu}(x) \Omega^{\dagger}(x)-\frac{i}{g_{0}}\left(\partial_{\mu} \Omega(x)\right) \Omega^{\dagger}(x)
\end{aligned}
$$

where the field $\Omega(x)=\exp \left(i \omega^{a}(x) T_{a}\right) \in \operatorname{SU}(3)$ depends on the space-time position $x$. In particular, the covariant derivative obeys the simple transformation rule $D_{\mu}(x) \rightarrow$ $D_{\mu}^{\prime}(x)=\Omega(x) D_{\mu}(x) \Omega^{\dagger}(x)$. Finally, it is useful to notice that the Wilson line also transforms similarly, $U_{P}(x, y) \rightarrow U_{P}^{\prime}(x, y)=\Omega(x) U_{P}(x, y) \Omega^{\dagger}(y)$, so that the Wilson loop is a gauge invariant quantity.

## Chiral symmetry

Another important feature of the QCD Lagrangian is the chiral symmetry in the limit of vanishing quark masses. In this context, it is useful to introduce the left and right components of a spinor by

$$
\psi=\psi_{L}+\psi_{R}=P_{L} \psi+P_{R} \psi
$$

where left and right projectors are given by

$$
P_{L}=\frac{1-\gamma_{5}}{2} \psi \quad, \quad P_{R}=\frac{1+\gamma_{5}}{2} \psi
$$

and satisfy the relations $P_{L}+P_{R}=1, P_{L}^{2}=P_{L}, P_{R}^{2}=P_{R}$ and $P_{R} P_{L}=P_{L} P_{R}=0$. Then, in the massless limit, the fermionic part of the QCD Lagrangian can be decomposed into the sum of two terms, each one involving only one chirality $L$ or $R$. Considering only one flavour $\left(N_{f}=1\right)$, eq. 1.2 becomes

$$
\mathcal{L}_{\mathrm{QCD}}=-\frac{1}{2} \operatorname{Tr}\left[F^{\mu \nu} F_{\mu \nu}\right]+\bar{\psi}_{L}(x) \not D \psi_{L}(x)+\bar{\psi}_{R}(x) \not D \psi_{R}(x) .
$$

A mass term $m \bar{\psi} \psi=m\left(\bar{\psi}_{R} \psi_{L}+\bar{\psi}_{L} \psi_{R}\right)$ would break this symmetry since it mixes both left and right chiralities. An immediate consequence of this decomposition is that the massless Lagrangian is invariant under a global chiral phase transformation parametrized by the two angles $\theta_{L}$ and $\theta_{R}$ and acting on the Dirac components of the spinor:

$$
\begin{array}{ll}
\psi_{L}(x) \rightarrow \psi_{L}^{\prime}(x)=e^{i \theta_{L}} \psi_{L}(x) \quad, \quad \bar{\psi}_{L}(x) \rightarrow \bar{\psi}_{L}^{\prime}(x)=\bar{\psi}_{L}(x) e^{i \theta_{L}} \\
\psi_{R}(x) \rightarrow \psi_{R}^{\prime}(x)=e^{i \theta_{R}} \psi_{R}(x) \quad, \quad \bar{\psi}_{R}(x) \rightarrow \bar{\psi}_{R}^{\prime}(x)=\bar{\psi}_{R}(x) e^{i \theta_{R}} \tag{1.10}
\end{array}
$$

Using linear combinations of the previous transformations where the full spinor is rotated with the same angle or where each chirality is rotated with an opposite angle, this $\mathrm{U}(1) \otimes \mathrm{U}(1)$ symmetry can be more conveniently parametrized into $\mathrm{U}(1) \otimes \mathrm{U}(1)_{A}$ where the transformations now read

$$
\begin{align*}
& \psi(x) \rightarrow \psi^{\prime}(x)=e^{i \theta} \psi(x)  \tag{1.11}\\
& \psi(x) \rightarrow \psi^{\prime}(x)=e^{i \theta_{A} \gamma_{5}} \psi(x) \tag{1.12}
\end{align*}
$$

The first $\mathrm{U}(1)$ transformation is associated with the baryon number conservation and the second, with the subscript $A$, stands for axial transformation. This is a symmetry of the Lagrangian but the associated symmetry is anomalously broken at the quantum level of the theory (this is the axial anomaly [11, 12]).

In nature, up and down quarks (and the strange quark to a certain extent) happen to have relatively small masses when compared to the natural scale of QCD given by the lambda parameter $\Lambda \approx 200 \mathrm{MeV}$. Then, we can generalize the previous discussion with $N=2$ or 3 flavours of massless quarks. In addition to the previous symmetry, we can rotate independently the left and right components of the spinor in flavour space (this is the isospin symmetry which also holds for non-zero but degenerate masses). The full symmetry for vanishing quark masses becomes

$$
\begin{align*}
& \psi_{L}(x) \rightarrow \psi_{L}^{\prime}(x)=U_{L} \psi_{L}(x)  \tag{1.13}\\
& \psi_{R}(x) \rightarrow \psi_{R}^{\prime}(x)=U_{R} \psi_{R}(x) \tag{1.14}
\end{align*}
$$

where $U_{L}, U_{R} \in \mathrm{U}(N)$ are independent unitary matrices. Again, we can more conveniently write this as $\mathrm{SU}(N)_{V} \otimes \mathrm{SU}(N)_{A} \otimes \mathrm{U}(1) \otimes \mathrm{U}(1)_{A}$ were the $\mathrm{SU}(N)_{V} \otimes \mathrm{SU}(N)_{A}$ transformations are given by :

$$
\begin{array}{ll}
\psi(x) \rightarrow \psi^{\prime}(x)=e^{\vec{\alpha}_{V} \cdot \vec{\tau}} \psi(x) & \text { (vector transformation) } \\
\psi(x) \rightarrow \psi^{\prime}(x)=e^{\vec{\alpha}_{A} \cdot \vec{\tau} \gamma_{5}} \psi(x) & \text { (axial transformation) } \tag{1.16}
\end{array}
$$

where $\tau$ are the generators of the $\mathrm{SU}(N)$ group. In the case of $\mathrm{SU}(2)$ they are given by $\tau_{i}=i \sigma_{i} / 2$ where $\sigma_{i}$ are the Pauli matrices.

Since axial transformations mix states of opposite parity, we would expect an exact degeneracy in the spectrum for states with the same quantum numbers but opposite parity. This is obviously not the case in experiments. First, the quark mass term breaks explicitly the chiral symmetry, however this breaking term does not explain the large mass difference between, for example, the $\rho$ meson and the $a_{1}$ meson. This leads to the conclusion that chiral symmetry is also spontaneously broken. Chiral symmetry will be useful in Chapter 4 to describe heavy-light mesons and their exchange of soft pions.

### 1.2 From Minkowski to Euclidean space-time

Correlation functions are usually expressed in terms of path integrals. In this formalism, the weight associated to each path is given by $e^{i S_{\mathrm{QCD}}}$ where $S_{\mathrm{QCD}}$ is the classical action evaluated along the path. From a numerical point of view, the presence of the complex variable $i$ is problematic since the integrand oscillates rapidly. The way to overcome this problem is to work in Euclidean space-time after performing a Wick rotation defined by the formal substitution

$$
x_{0} \rightarrow-i x_{4} \quad, \quad x_{i} \rightarrow x_{i} .
$$

In Euclidean space-time, the weight associated to each path becomes $e^{-S_{E}}$ where the Euclidean action is given by

$$
\begin{equation*}
S_{E}=\int \mathrm{d}^{4} x\left(\frac{1}{2} \operatorname{Tr}\left[F^{\mu \nu} F_{\mu \nu}\right]+\bar{\psi}(x)\left(\gamma_{\mu}^{E} D_{\mu}+m\right) \psi(x)\right) . \tag{1.17}
\end{equation*}
$$

Here, the scalar product is the usual euclidean scalar product $a^{\mu} b_{\mu}=\sum_{\mu=1}^{4} a_{\mu} b_{\mu}$ and the Euclidean gamma matrices $\gamma_{\mu}^{E}$ are given in Appendix A.

The correspondence between Euclidean and Minkowski correlation functions is given by the Wightman axioms [13] and the Osterwalder-Schrader theorem [14, 15, 16]. The Wightman axioms allow for an analytic continuation from Minkowski to Euclidean space-time while the Osterwalder-Schrader theorem states that, given some assumptions, the reverse operation is also justified. When working with the Euclidean formulation, the physical results are obtained by rotating back to Minkowski space-time but, fortunately, many interesting quantities like masses or some space-like matrix elements are directly accessible from Euclidean correlation functions avoiding the delicate analytic continuation back to Minkowski space-time. Nevertheless, this problem can occur, in particular when dealing with unstable particles or off-shell matrix elements [17].

In the following, I will always work in Euclidean space-time and I will drop the subscript $E$. The scalar product is also understood to be the usual Euclidean scalar product except stated otherwise.

### 1.3 Discretization of the action

The idea of lattice QCD is to discretize the theory on a finite hypercubic lattice $\Lambda$, of size $L^{3} \times T$, with a lattice spacing $a$

$$
\Lambda \equiv\left\{x=\left(n_{1}, n_{2}, n_{3}, n_{4}\right) a \quad, \quad\left(n_{1}, n_{2}, n_{3}\right) \in[0, L], n_{4} \in[0, T]\right\}
$$

More general lattices, with a lattice spacing depending on the space-time directions could also be considered but only isotropic lattices will be used in this work. Finally, we would like to maintain as many symmetries as possible in the discrete version of the theory. In particular, since gauge invariance plays a major role in modern physics we would like to conserve it.

## Spinor fields

Following the ideas of Wilson [18], spinor fields are replaced by Grassmann vectors on each site of the lattice $\psi(x), \psi(x), x \in \Lambda$ with Dirac and color indices as in the continuum.


Figure 1.1 - Notations used for the fermionic field $\psi(x)$ and the link variable $U_{\mu}(x) . L$ is the spatial extent of the lattice and $a$ is the lattice spacing. $U_{\mu \nu}(x)$ is the plaquette associated to the site $x$.

## Gauge field

For the gluons, it is not convenient to use a discretized version of the vector field $A_{\mu}(x)$ since it would make it difficult to implement gauge invariance. In the previous section, we have noticed that Wilson loops transforms trivially under gauge transformations. Therefore, we associate one link variable $U_{\mu}(x) \in \mathrm{SU}(3)$ to each link of the lattice: it corresponds to the parallel transporter from $x+\hat{\mu}$ to $x$ where $\hat{\mu}$ is the unit vector in the direction of $\mu$. It can be related to the continuum gauge field $A_{\mu}(x)$ using relation (1.6).

## Symmetries

A gauge transformation on the lattice is defined by

$$
\begin{align*}
\psi(x) & \longrightarrow \psi^{\prime}(x) \tag{1.18}
\end{align*}=\Omega(x) \psi(x), ~=\bar{\psi}(x) \longrightarrow \bar{\psi}^{\prime}(x)=\bar{\psi}(x) \Omega^{\dagger}(x), ~=U_{\mu}^{\prime}(x)=\Omega(x) U_{\mu}(x) \Omega^{\dagger}(x+a \hat{\mu}), ~ \$
$$

where $\Omega(x)$ is an $\mathrm{SU}(3)$ group element defined on each site of the lattice.
While gauge symmetry is implemented in an exact way, the translational and rotational invariance of the theory are reduced to discrete translational and rotational invariance (translations have to be a multiple of the lattice spacing $a$ and only rotations with an angle of $\pi / 2$ are allowed). However, as the lattice spacing $a$ goes to zero, these transformations get closer to their continuum analog.

## Boundary conditions

For the gauge field, one can choose periodic boundary conditions in space and time. For the quarks, however, one choose anti-periodic boundary conditions in the time direction and periodic boundary conditions in space directions. This difference is necessary for the formal reconstruction of the Hilbert space for the Minkowski theory [19]. Therefore, the lattice has the topology of a four-dimensional torus.

## Discrete derivatives

On the lattice, it is useful to introduce the covariant backward and forward derivatives

$$
\begin{aligned}
\nabla_{\mu} \psi(x) & =\frac{1}{a}\left[U_{\mu}(x) \psi(x+a \hat{\mu})-\psi(x)\right] \\
\nabla_{\mu}^{*} \psi(x) & =\frac{1}{a}\left[\psi(x)-U_{\mu}(x-a \hat{\mu})^{-1} \psi(x-a \hat{\mu})\right]
\end{aligned}
$$

To ensure the anti-hermiticity of the lattice Dirac operator, which will be defined in Section 1.5, it is also convenient to define the symmetric covariant derivative

$$
\widetilde{\nabla}_{\mu}=\frac{\nabla_{\mu}+\nabla_{\mu}^{*}}{2}
$$

### 1.4 The gauge action

In the continuum theory, the field strength tensor $F_{\mu \nu}$ can be seen as the flux of the vector potential $A_{\mu}$ through a closed path around the point $x$. Following this idea, the plaquette $U_{\mu \nu}(x)$ is defined as the shortest non trivial closed loop on the lattice

$$
\begin{equation*}
U_{\mu \nu}(x)=U_{\mu}(x) U_{\nu}(x+a \hat{\mu}) U_{\mu}^{\dagger}(x+a \hat{\nu}) U_{\nu}^{\dagger}(x) \tag{1.21}
\end{equation*}
$$

From eq. 1.20, the trace of the plaquette is obviously gauge invariant and has the following expansion in terms of the lattice spacing $a$

$$
\begin{equation*}
U_{\mu \nu}(x)=1+i g_{0} a^{2} F_{\mu \nu}-\frac{1}{2} g_{0}^{2} a^{4} F_{\mu \nu}^{2}+\mathcal{O}\left(a^{6}\right) \tag{1.22}
\end{equation*}
$$

Therefore, the gauge part of the lattice action can be defined by [18]

$$
\begin{equation*}
S_{G}\left[U_{\mu}\right]=\frac{1}{g_{0}^{2}} \sum_{x \in \Lambda} \sum_{\mu, \nu} \operatorname{Re} \operatorname{Tr}\left(1-U_{\mu \nu}(x)\right) \tag{1.23}
\end{equation*}
$$

and is known as the Wilson plaquette action. The second term in eq. (1.22) vanishes due to the trace and the real part makes the action real. It is usually written in terms of the parameter $\beta=6 / g_{0}^{2}$ and should not be confused with the $\beta$ function usually used to define the running of the coupling constant. Finally, using the lattice spacing expansion given by eq. 1.22), we obtain

$$
S_{G}\left[U_{\mu}\right]=\frac{1}{g_{0}^{2}} \sum_{x \in \Lambda} \sum_{\mu, \nu} \operatorname{Re} \operatorname{Tr}\left(1-U_{\mu \nu}(x)\right)=\frac{a^{4}}{2} \sum_{x \in \Lambda} \sum_{\mu, \nu} \operatorname{Tr}\left(F_{\mu \nu}(x)^{2}\right)+\mathcal{O}\left(a^{2}\right),
$$

and the Wilson plaquette action is equivalent to the continuum action given by eq. 1.17) up to discretization errors quadratic in the lattice spacing $\mathcal{O}\left(a^{2}\right)$.

### 1.5 The fermonic action

Putting fermions on the lattice is much more difficult and many different actions have been proposed over the years. Each formulation has its own advantages and disadvantages. In the next section, I will introduce the Wilson-Clover formulation mostly used in this work and I will discuss its main properties. Finally, I will briefly present the Twisted mass formulation used in the last chapter of this thesis.

### 1.5.1 Naïve formulation and the doubling problem

On the lattice, the naive discretization of the fermionic part of the action is simply obtained by replacing the covariant derivative by the discrete symmetric covariant derivative $\widetilde{\nabla}_{i}$ and the continuous integral by a discrete sum over lattice points. For notational convenience, the action is written for one quark flavour:

$$
\begin{equation*}
S_{F}\left[U_{\mu}, \psi, \bar{\psi}\right]=a^{4} \sum_{x \in \Lambda} \bar{\psi}(x)\left(\gamma_{\mu} \widetilde{\nabla}_{\mu}+m\right) \psi(x)=a^{4} \sum_{x, y \in \Lambda} \bar{\psi}(x) D(x, y) \psi(y), \tag{1.24}
\end{equation*}
$$

or, explicitly:

$$
\begin{aligned}
S_{F}\left[U_{\mu}, \psi, \bar{\psi}\right]=a^{4} \sum_{x \in \Lambda}\left(\bar{\psi}(x) \gamma_{\mu} U_{\mu}(x) \psi(x+a \hat{\mu})-\bar{\psi}(x) \gamma_{\mu} U_{\mu}^{\dagger}(x\right. & -a \hat{\mu}) \psi(x-a \hat{\mu})) \\
& +m a^{4} \sum_{x \in \Lambda} \bar{\psi}(x) \psi(x)
\end{aligned}
$$

where the naive Dirac operator is defined by $D=\gamma_{\mu} \widetilde{\nabla}_{\mu}+m$. However, it is well known that this naive action leads to the so-called fermions doubling problem [20, 21], namely the appearance of non physical degrees of freedom (doublers), even in continuum limit. To trace back this problem, we can compute the propagator of the free quark. In this case, the gauge links are trivial ( $U_{\mu}=\mathbb{1}$ up to a gauge transformation), and the Dirac operator reads

$$
D=\gamma_{\mu} \partial_{\mu}+m
$$

where $\partial_{\mu} \psi(x)=(1 / a)(\psi(x+a \hat{\mu})-\psi(x))$. Its Fourier transform is (see Appendix Afor notations)

$$
\begin{equation*}
\widetilde{D}(p)=\frac{i}{a} \sum_{\mu} \gamma_{\mu} \sin \left(a p_{\mu}\right)+m \tag{1.25}
\end{equation*}
$$

where $p_{\mu}$ belongs to the first Brillouin zone defined by

$$
B=\left\{p_{i}=\frac{\pi}{L} n_{i}, i \in[1,3], p_{0}=\frac{\pi}{T} n_{0}, n_{i} \in[0, L-1], n_{0} \in[0, T-1]\right\}
$$

Finally, the propagator, which corresponds to the inverse of the Dirac operator, is given by

$$
G(p)=\widetilde{D}^{-1}(p)=\frac{-\frac{i}{a} \sum_{\mu} \gamma_{\mu} \sin \left(a p_{\mu}\right)+m}{\left(\frac{1}{a} \sum_{\mu} \gamma_{\mu} \sin \left(a p_{\mu}\right)\right)^{2}+m^{2}}
$$

Therefore, at fixed value of $p_{\mu}$ and taking the limit $a \rightarrow 0$ we recover the expected behavior and the propagator has a pole at $p^{2}=-m^{2}$. But there are also fifteen other poles in the limit $a \rightarrow 0$ and $p_{\mu}$ finite corresponding to the points

$$
p_{\mu} \in\left[0, \frac{\pi}{a}\right], \mu \in[0,3] .
$$

This problem is due to the choice of discretization and can be seen as a lattice artifact. It is a consequence of the first order differential equation describing fermions which leads, in the discrete theory, to the sine function. Since in the interacting theory the doublers can interact with each other via quantum loop corrections (in particular the gluons couple to each doublers), it is important to remove them properly. In the next section, we will see how to overcome this difficulty.

### 1.5.2 Wilson Fermions

Many different lattice regularizations are possible and they differ only by terms of order $\mathcal{O}\left(a^{2}\right)$ which vanish in the continuum limit. In particular, one can add any operator of dimension five to the action without changing its continuum limit. Wilson used this freedom and proposed to add the Wilson term, proportional to the discrete Laplace operator [21]

$$
\begin{equation*}
a^{5} \frac{r}{2} \Delta \psi(x), \tag{1.26}
\end{equation*}
$$

to modify the dispersion relation. The new parameter $r$ is called the Wilson parameter and is usually set to one. Then, repeating the previous analysis, one obtains

$$
\widetilde{D}(p)=\frac{i}{a} \sum_{\mu} \gamma_{\mu} \sin \left(a p_{\mu}\right)+\frac{1}{a} \sum_{\mu}\left(1-\cos \left(a p_{\mu}\right)\right) \mathbb{1}+m
$$

which has to be compared with eq. 1.25). When the lattice spacing goes to zero, the doublers acquire a mass $m+\frac{2 \omega}{a}$ where $\omega$ is the number of components equal to $\pi / a$, whereas the mass of the physical fermions is unchanged. The additional mass is of the order of the cut-off and tends to infinity in the continuum limit, therefore the doublers decouple from the theory and can be neglected. This defines the Wilson action

$$
S_{W}\left[U_{\mu}, \psi, \bar{\psi}\right]=a^{4} \sum_{x \in \Lambda} \bar{\psi}(x)\left\{\widetilde{\nabla}_{\mu} \gamma_{\mu}+m-\frac{a r}{2} \Delta\right\} \psi(x)=a^{4} \sum_{x, y \in \Lambda} \bar{\psi}(x) D_{W}(x, y) \psi(y)
$$

where the Wilson Dirac operator is now given by

$$
\begin{equation*}
D_{W}=\frac{1}{2}\left\{\gamma_{\mu}\left(\nabla_{\mu}+\nabla_{\mu}^{*}\right)-a r \nabla_{\mu}^{*} \nabla_{\mu}\right\}+m . \tag{1.27}
\end{equation*}
$$

More explicitly, it reads

$$
\begin{align*}
S_{W}\left[U_{\mu}, \psi, \bar{\psi}\right]=a^{3} \sum_{x \in \Lambda} \bar{\psi}(x)\left\{\frac{\left(\gamma_{\mu}-r\right)}{2} U_{\mu}(x) \psi(x+a \hat{\mu})\right. & \left.-\frac{\left(\gamma_{\mu}+r\right)}{2} U_{\mu}^{\dagger}(x-a \hat{\mu}) \psi(x-a \hat{\mu})\right\} \\
& +(a m+4 r) \bar{\psi}(x) \psi(x) \tag{1.28}
\end{align*}
$$

In lattice simulations, it is convenient to define the hopping parameter $\kappa^{-1}=2 m a+8 r$ as the coupling between neighboring sites. Then, changing the normalization of the fermionic field $\psi(x) \rightarrow \sqrt{2 \kappa / a^{3}} \psi(x)$, the action can be written in terms of dimensionless quantities

$$
\begin{array}{r}
S_{W}\left[U_{\mu}, \psi, \bar{\psi}\right]=\sum_{x \in \Lambda} \kappa\left[\bar{\psi}(x)\left(\gamma_{\mu}-r\right) U_{\mu}(x) \psi(x+a \hat{\mu})-\bar{\psi}(x+a \hat{\mu})\left(\gamma_{\mu}+r\right) U_{\mu}^{\dagger}(x) \psi(x)\right] \\
+\bar{\psi}(x) \psi(x) \tag{1.29}
\end{array}
$$

### 1.5.3 Improvement of the Wilson action

The Wilson plaquette action for the gauge field has quadratic discretization errors in the lattice spacing. On the other hand, as a consequence of the Wilson term introduced to eliminate the doublers, the Wilson action for quarks, given by eq. (1.28), has larger discretization errors proportional to the lattice spacing $O(a)$. In the next chapter, I will introduce Monte Carlo algorithms used to evaluate the path integral in lattice simulations. Since the algorithm becomes more and more expensive as one gets closer to the continuum limit, reducing discretization errors is particularly important. The lattice discretization is not unique and one can use this freedom to design improved actions with faster convergence rates. Sheikholeslami and Wohlert proposed to add a new dimension five operator [22] to cancel $\mathcal{O}(a)$ effects, this leads to the Wilson-Clover action:

$$
\begin{equation*}
S_{W}^{\mathrm{impr}}\left[U_{\mu}, \psi, \bar{\psi}\right]=S_{W}\left[U_{\mu}, \psi, \bar{\psi}\right]+\kappa c_{S W} \sum_{x \in \Lambda} \bar{\psi}(x) \frac{i}{2} \sigma_{\mu \nu} \hat{F}_{\mu \nu}(x) \psi(x) . \tag{1.30}
\end{equation*}
$$

The additional operator is the Pauli term, $\sigma_{\mu \nu}$ given in terms of the gamma matrices by

$$
\sigma_{\mu \nu}=\frac{i}{2}\left[\gamma_{\mu}, \gamma_{\nu}\right],
$$

and $\hat{F}_{\mu \nu}$ is the discretized version of the gluon field strength (its normalization differs from the one in the continuum (1.4) by a factor $i g_{0}$ ). A convenient regularization is obtained by averaging the four plaquettes lying in the ( $\mu, \nu$ ) plane around the point $x$ (Figure 1.2):

$$
\begin{equation*}
\hat{F}_{\mu \nu}=\frac{1}{8 a^{2}}\left(Q_{\mu \nu}-Q_{\nu \mu}\right), \tag{1.31}
\end{equation*}
$$

with

$$
\begin{aligned}
Q_{\mu \nu}= & \left(U_{\mu}(x) U_{\nu}(x+a \hat{\mu}) U_{\mu}^{\dagger}(x+a \hat{\nu}) U_{\nu}^{\dagger}(x)\right. \\
& -U_{\mu}(x) U_{\nu}^{\dagger}(x+a \hat{\mu}-a \hat{\nu}) U_{\mu}^{\dagger}(x-a \hat{\nu}) U_{\nu}(x-a \hat{\nu}) \\
& +U_{\nu}(x) U_{\mu}^{\dagger}(x-a \hat{\mu}+a \hat{\nu}) U_{\nu}^{\dagger}(x-a \hat{\mu}) U_{\mu}(x-a \hat{\mu}) \\
& \left.-U_{\nu}^{\dagger}(x-a \hat{\nu}) U_{\mu}^{\dagger}(x-a \hat{\mu}-a \hat{\nu}) U_{\nu}(x-a \hat{\mu}-a \hat{\nu}) U_{\mu}(x-a \hat{\mu})\right) .
\end{aligned}
$$



Figure 1.2 - Schematic representation of the discretized field strength operator $\hat{F}_{\mu \nu}$

At tree level, the $\mathcal{O}(a)$ improvement is achieved by setting $c_{\mathrm{SW}}=1$ but, in the interacting theory, $c_{\mathrm{SW}}$ depends on the coupling constant $g_{0}$ through renormalization. It can be estimated in perturbation theory [22, 23] and has also been computed nonperturbatively for $N_{f}=2$ dynamical quarks [24]; a good approximation is:

$$
c_{\mathrm{SW}}=\frac{1-0.454 g_{0}^{2}-0.175 g_{0}^{4}+0.012 g_{0}^{6}+0.045 g_{0}^{8}}{1-0.720 g_{0}^{2}}
$$

Finally, the Wilson-Clover Dirac operator is given by $(r=1)$

$$
\begin{aligned}
D_{\mathrm{WC}}(x, y)=\delta_{x, y}+\kappa \sum_{\mu}\left\{\left(\gamma_{\mu}-r\right) U_{\mu}(x) \delta_{x+\hat{\mu}, y}-\left(\gamma_{\mu}+r\right) U_{\mu}^{\dagger}(x\right. & \left.-a \hat{\mu}) \delta_{x-a \hat{\mu}, y}\right\} \\
& +\frac{i}{2} \kappa c_{S W} \sum_{\mu \nu} \sigma_{\mu \nu} \hat{F}_{\mu \nu}
\end{aligned}
$$

Higher orders improvements, to cancel terms of order $a^{3}$ in the action, have been considered [25] but, due to the huge computational costs, are not implemented in usual simulations.

### 1.5.4 Properties of Wilson Fermions

The Wilson Clover action, thanks to the Wilson term, has the correct continuum limit. However, since the Wilson term (1.26) is a Dirac scalar, it commutes with $\gamma_{5}$ and breaks the chiral symmetry, $\left\{D, \gamma_{5}\right\} \neq 0$, even in the massless limit $m \longrightarrow 0$. Chiral symmetry is only recovered in the continuum limit, when $a \rightarrow 0$. A consequence of chiral symmetry breaking, is the presence of an additive mass renormalization term in the action (1.28) which diverges in the continuum limit. The critical value of the hopping parameter $\left(\kappa_{c}\right)$ is then defined as the value of $\kappa$ at which the pion mass vanishes:

$$
\begin{equation*}
m=\frac{1}{2 a}\left(\frac{1}{\kappa}-\frac{1}{\kappa_{c}}\right) \tag{1.32}
\end{equation*}
$$

In the free theory $\kappa_{c}=\frac{1}{8}$ but when interactions are turned on, its value gets renormalized and has to be computed numerically .

In fact, Nielsen and Ninomiya [26, 27, 28] have analyzed in detail the implementation of the chiral symmetry on the lattice. Their results, known as the Nielsen-Ninomiya nogo theorem, can be summarized as follow: it is impossible to have a chirally invariant, doubler-free, local and translation invariant fermion action on the lattice. Then, at first sight, it seems impossible to have a chirally invariant action without doublers, an important issue when chiral eigenstates play a major role. Nevertheless, there exists a clever way to circumvent this problem: Ginsparg and Wilson proposed an action [29] which violates only weakly the anti-commutation condition $\left\{D, \gamma_{5}\right\}=0$. The major drawback of Ginsparg-Wilson fermions is the high computational cost associated to these simulations compared to the Wilson Clover action.

Finally, the Wilson Clover Dirac operator obeys the following relationship, called $\gamma_{5}$-hermiticity

$$
\begin{equation*}
\gamma_{5} D_{W} \gamma_{5}=D_{W}^{\dagger} \tag{1.33}
\end{equation*}
$$

and will be particularly useful when computing correlations functions on the lattice. As a consequence, the spectrum of the operator $\gamma_{5} D_{W}$ is either real or composed of complex conjugated pairs of eigenvalues. In particular, the determinant of the Dirac operator is real.

### 1.5.5 Twisted Mass Fermions

Another choice of lattice regularization for the spinor field is the Twisted mass fermion action [30, 31, 32], it will be used in the last chapter of this work.

## In the continuum

For two mass-degenerate quarks, the fermionic part of the action is given by:

$$
\begin{equation*}
S_{\mathrm{TM}}[\chi, \bar{\chi}]=\int \mathrm{d}^{4} x \bar{\chi}(x)\left(\gamma_{\mu} D_{\mu}+m+i \mu \gamma_{5} \tau^{3}\right) \chi(x), \tag{1.34}
\end{equation*}
$$

where $D_{\mu}$ is the covariant derivative, $m$ a bare mass parameter and $\tau^{3}$ is a Pauli matrix acting on the $\mathrm{SU}(2)$ flavour space. The real parameter $\mu$ is called the twisted mass and the term $i \mu \gamma_{5} \tau^{3}$ has a non trivial structure in both Dirac space (due to the presence of $\gamma_{5}$ ) and in flavour space (due to the Pauli matrix $\tau^{3}$ ).

The mass term in equation (1.34) can be written as

$$
m+i \mu \gamma_{5} \tau^{3}=M \exp \left(i \alpha \gamma_{5} \tau^{3}\right)
$$

with the so-called polar or invariant mass $M=\sqrt{m^{2}+\mu^{2}}$ and the twist angle $\alpha$ defined by $\tan \alpha=\mu / m$. Performing an axial transformation on both quark and antiquark fields

$$
\begin{equation*}
\psi=\exp \left(i \alpha \gamma_{5} \tau^{3} / 2\right) \chi \quad, \quad \bar{\psi}=\bar{\chi} \exp \left(i \alpha \gamma_{5} \tau^{3} / 2\right) \tag{1.35}
\end{equation*}
$$

one recovers the standard QCD action ${ }^{2}$

$$
\begin{equation*}
S_{\mathrm{TM}}[\psi, \bar{\psi}]=\int \mathrm{d}^{4} x \bar{\psi}(x)\left(\gamma_{\mu} D_{\mu}+M\right) \psi(x) \tag{1.36}
\end{equation*}
$$

Therefore, twisted mass QCD and standard QCD are related by the previous transformation 1.35 and both actions share the same symmetries. The basis $(\bar{\psi}, \psi)$ where the action has its standard form is called the physical basis whereas the basis $(\bar{\chi}, \chi)$, in which lattice simulations are performed, is called the twisted basis. It can be shown that the equivalence between the two formulations is preserved at the quantum level 31.
2. We can write

$$
\begin{aligned}
& e^{-i \alpha \gamma_{5} \tau^{3} / 2}=\cos (\alpha / 2)-i \gamma_{5} \tau^{3} \sin (\alpha / 2) \\
& e^{-i \alpha \gamma_{5} \tau^{3} / 2} \gamma_{\mu} e^{-i \alpha \gamma_{5} \tau^{3} / 2}=\gamma_{\mu}
\end{aligned}
$$

so that,

$$
\begin{aligned}
e^{-i \alpha \gamma_{5} \tau^{3} / 2}\left(m+i \mu \gamma_{5} \tau^{3}\right) e^{-i \alpha \gamma_{5} \tau^{3} / 2} & =\left(m+i \mu \gamma_{5} \tau^{3}\right) e^{-i \alpha \gamma_{5} \tau^{3}} \\
& =\left(m+i \mu \gamma_{5} \tau^{3}\right)\left(\cos \alpha-i \gamma_{5} \tau^{3} \sin \alpha\right) \\
& =m \cos \alpha-i m \gamma_{5} \tau^{3} \sin \alpha+i \mu \gamma_{5} \tau^{3} \cos \alpha+\mu \sin \alpha \\
& =m(\cos \alpha+\tan \alpha \sin \alpha) \\
& =M
\end{aligned}
$$

## Lattice formulation

The lattice regularization is obtained from the Wilson regularization with the additional twisted mass term:

$$
\begin{equation*}
S_{\mathrm{TM}}[\chi, \bar{\chi}]=a^{4} \sum_{x \in \Lambda} \bar{\chi}(x)\left(\widetilde{\nabla}_{\mu} \gamma_{\mu}-\frac{a r}{2} \Delta+m+i \mu \gamma_{5} \tau^{3}\right) \chi(x) . \tag{1.37}
\end{equation*}
$$

The Wilson term, required to remove the doublers, breaks the axial symmetry and the twisted mass term cannot be removed by a chiral transformation 1.35. Therefore, the equivalence between QCD and twisted mass QCD is only valid in the continuum and the two lattice discretizations are different.

## Properties

The twisted mass formulation has the advantage to automatically remove $\mathcal{O}(a)$ discretization effects of any physical observable at maximal twist, defined by $\alpha=\pi / 2$ at the classical level. In the interacting theory, the angle $\alpha$ gets renormalized and has to be tuned numerically. Moreover, in many cases, the renormalization of weak interaction matrix elements is highly simplified.

However, the main drawback of this formulation is the breaking of the flavour symmetry and parity at order $\mathcal{O}\left(a^{2}\right)$ by the twisted mass term. Of course, these symmetries are restored in the continuum limit but it can complicate the extraction of physical quantities, especially when studying meson spectroscopy.
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In this chapter, I will explain how observables are computed in Lattice QCD using the Feynman path integral formalism. Here, the lattice spacing $a$ and the spatial extent $L$ play respectively the role of ultraviolet (UV) and infrared (IR) regulators leading to a finite number of degrees of freedom. The integration is then performed numerically on a computer. Due to the large number of degrees of freedom, Monte Carlo integration schemes are particularly well suited to this kind of problem and I will describe the Hybrid Monte Carlo algorithm used to generate the gauge configurations analyzed in this work. In practice, a typical lattice QCD simulation is done at some finite lattice spacing $a$, in a volume $V$ and at some unphysical quark mass $m$. To recover QCD, it is then necessary to extrapolate the results to the physical point by considering different simulations at various values of the lattice parameters $a, V$ and $m$. In particular, I will explain how the continuum limit and chiral extrapolations are performed.

### 2.1 Path integrals in Lattice QCD

In the continuum theory, the euclidean partition function of QCD is given by

$$
\begin{equation*}
Z=\int D\left[U_{\mu}\right] D[\psi] D[\bar{\psi}] e^{-\left(S_{G}+S_{F}\right)} \tag{2.1}
\end{equation*}
$$

where the field variables $U_{\mu}, \psi$ and $\bar{\psi}$ have to be considered as independent. $S_{G}$ stands for the gluonic part of the QCD action while $S_{F}$ denotes the fermionic part. More generally, in quantum field theory, we are interested in computing expectation values of some observable $\mathcal{O}$ which depend on both fermionic and gauge fields:

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\frac{1}{Z} \int D\left[U_{\mu}\right] D[\psi] D[\bar{\psi}] \mathcal{O}[U, \psi, \bar{\psi}] e^{-\left(S_{G}+S_{F}\right)} \tag{2.2}
\end{equation*}
$$

On the lattice, the idea is to regularize the path integral by replacing the continuous integral by a discrete sum over all degrees of freedom and using the discrete action defined in the previous chapter. Since the volume and the lattice spacing are both finite, eq. (2.2) becomes perfectly well defined and the measure in the path integral corresponds to

$$
D\left[U_{\mu}\right]=\sum_{x \in \Lambda} \sum_{\mu=1}^{4} \mathrm{~d} U_{\mu}(x) \quad, \quad D[\psi]=\sum_{x \in \Lambda} \sum_{\alpha, a} \mathrm{~d} \psi_{a}^{\alpha}(x) \quad, \quad D[\bar{\psi}]=\sum_{x \in \Lambda} \sum_{\alpha, a} \mathrm{~d} \bar{\psi}_{a}^{\alpha}(x),
$$

where $\mathrm{d} U_{\mu}(x)$ is the Haar measure on the compact $\mathrm{SU}(3)$ group and where $\alpha$ and $a$ denote respectively Dirac and color indices.

## Degrees of freedom

There are two complex Grassmann vectors, $\psi(x)$ and $\bar{\psi}(x)$, associated to each site of the lattice. Since each vector component carries one color index, we obtain $48 \times N_{T}$ degrees of freedom for each flavour where $N_{T}$ is the number of sites. For the gauge field, one link variable is associated to each link of the lattice, and since it carries one Lorentz index and belongs to $\mathrm{SU}(3)$, we have $32 \times N_{T}$ degrees of freedom. A typical size for a lattice is $N_{T}=48^{3} \times 96$ and we conclude that the total number of degrees of freedom is of order $10^{9}$. Therefore, stochastic integration methods, like Monte Carlo algorithms are particularly well suited to this kind of very high dimensional integration.

In practice, since it is difficult to implement Grassmann numbers on a computer, we don't directly compute the path integral given by eq. (2.2). Instead, we take advantage of the fact that the fermionic part of the action is quadratic and perform the integration over the fermionic variables formally using Wick contractions. Indeed, writing the fermionic part of the action in terms of the Dirac operator, $S_{F}=\sum \bar{\psi} D\left[U_{\mu}\right] \psi$, we have

$$
\begin{align*}
& \int D[\psi] D[\bar{\psi}] e^{-S_{F}}=\operatorname{det} D  \tag{2.3}\\
& \int D[\psi] D[\bar{\psi}] \psi_{i}(y) \bar{\psi}_{j}(x) e^{-S_{F}}=-\left(D^{-1}\right)_{i j} \operatorname{det} D \tag{2.4}
\end{align*}
$$

and these formulae can be generalized to the case of any number of fermionic fields. In the case of many flavours, the determinant is the product of $N_{f}$ determinants, one for each flavour and with its own mass parameter. Fermion fields are then replaced by a sum over all possible Wick contractions and the result is expressed in terms of the quark propagator of the interacting theory. Of course, this quantity is not known analytically and has to be computed separately. In fact, the computation of the quark propagator is often the most expensive part of the simulation (see Section 2.3). Finally, we are left with the gauge field integration:

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\frac{1}{Z} \int D\left[U_{\mu}\right]\langle\mathcal{O}\rangle_{F}\left[U_{\mu}\right] e^{-S_{G}+\ln \operatorname{det} D} \tag{2.5}
\end{equation*}
$$

where the fermionic expectation value $\langle\cdot\rangle_{F}$ is defined by

$$
\langle\mathcal{O}\rangle_{F}\left[U_{\mu}\right]=\frac{\int D[\psi] D[\bar{\psi}] \mathcal{O}\left[U_{\mu}, \psi, \bar{\psi}\right] e^{-S_{F}}}{\int D[\psi] D[\bar{\psi}] e^{-S_{F}}}=\frac{\int D[\psi] D[\bar{\psi}] \mathcal{O}\left[U_{\mu}, \psi, \bar{\psi}\right] e^{-\sum_{x y} \bar{\psi}_{y} D_{y x} \psi_{x}}}{\operatorname{det} D}
$$

and is expressed in terms of the quark propagator using eqs. (2.3), (2.4) and their generalizations.

The integration over the gauge field is performed via a Monte Carlo algorithm and is the subject of the next section. The idea is to generate an ensemble of $N_{c}$ gauge configurations with a probability weight proportional to $e^{-S_{G}+\ln \operatorname{det} D}$, then the expectation value (2.5) is obtained by averaging over gauge configurations:

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\frac{1}{N_{c}} \sum_{i=1}^{N_{c}}\langle\mathcal{O}\rangle_{F}\left[U_{\mu}^{(i)}\right] \tag{2.6}
\end{equation*}
$$

One important issue here is that the fermionic determinant, det $D$, needs to be real and positive to ensure that $e^{-S_{G}+\ln \operatorname{det} D}$ can be interpreted as a probability weight. The gamma hermiticity relation (1.33) proves that the determinant is real, but not necessarily positive. One way to solve this problem, with $N_{f}=2$ dynamical fermions, is to assume that up and down quarks are degenerate such that $\operatorname{det} D=\operatorname{det} D_{u} \times \operatorname{det} D_{d}=$ $\left(\operatorname{det} D_{u}\right)^{2}>0$.

Monte Carlo algorithms are based on stochastic integration methods. Therefore, the previous formula is only an estimator of the true expectation value and the determination of the statistical error, associated to the results, is particularly important and will be discussed in Section 2.7

## Summary :

On the lattice, the computation of an observable is done in two steps corresponding basically to the integration over bosons and fermions:

- We first generate $N_{c}$ gauge configurations with a probability weight given by $e^{-S_{G}+\ln \operatorname{det} D}$. This has to be done once and for all and the gauge configurations can be used to compute any observables.
- For each gauge configuration, the quark propagator is computed numerically (Section 2.3) and enters the computation via the Wick contractions (eqs. (2.3), (2.4).


## Pseudofermions

To generate the gauge configurations, one has to evaluate the fermionic determinant appearing in the probability weight. Due to the large size of this matrix, an exact inversion is not possible with standard algorithms.

A drastic approximation used in the early days of Lattice QCD is to assume that $\operatorname{det} D=1$. This approximation, called the quenched approximation, is equivalent to neglect all fermionic loops. In this case, the theory loses its unitarity and some features of QCD are missing: for example the decay of the $\rho$ meson into two pions $\rho \rightarrow \pi \pi$ is no longer possible since it would require the production of a $q \bar{q}$ pair. The quenched approximation has the obvious advantage of considerably simplifying lattice simulations (since it avoids the computation of the fermionic determinant) but leads to systematic errors of the order of $10 \%$ or more depending on the observable which are difficult to evaluate. In particular, masses of hadrons can depend significantly on the hadron used to fix the bare quark mass in the Lagrangian.

To take quark loop effects into account, one can write the fermionic determinant in terms of bosonic variables using the following relation

$$
\begin{equation*}
\operatorname{det} D[U]=\int D\left[\phi^{\dagger}\right] D[\phi] e^{-\sum_{x, y} \phi^{\dagger}(x) D^{-1}(x, y) \phi(y)}, \tag{2.7}
\end{equation*}
$$

where $\phi$ and $\phi^{\dagger}$ are complex scalar fields called pseudofermions. In the case of two degenerate dynamical quarks $\left(N_{f}=2\right)$, $\operatorname{det} D=\operatorname{det} D_{u} \times \operatorname{det} D_{d}$, and the total action which enters the weight of the path integral (2.2) becomes

$$
\begin{equation*}
S_{\mathrm{QCD}}=S_{G}+\sum_{x, y} \phi^{\dagger}(x)\left(D^{\dagger} D\right)^{-1}(x, y) \phi(y)=S_{G}+S_{\mathrm{PF}} \tag{2.8}
\end{equation*}
$$

where $S_{\mathrm{PF}}$ is the pseudofermion action. Since the determinant is real and positive in $N_{f}=2$ simulations, the inverse matrix $D^{-1}$ does exist. Of course, the inverse matrix $D^{-1}$ is also a non-local object but, since $D$ is a sparse matrix, efficient inversion algorithms exist [33]. They are based on gradient conjugate methods.

### 2.2 Monte Carlo simulations

### 2.2.1 Importance sampling

We would like to evaluate the expectation value (2.5) using a Monte Carlo algorithm. Nevertheless, a naive implementation consisting in generating $N_{c}$ gauge configurations
randomly is very inefficient. Indeed, in the path integral, only gauge configurations close to the minimum of the action contribute significantly, the other ones being exponentially suppressed. The solution, called importance sampling, is to generate gauge configurations with the probability weight proportional to $W[\varphi]=e^{-S[\varphi]}$. Then, an estimator of the expectation value is simply given by the unweighted sum over configurations 2.6). In the next paragraph, I will explain how this can be implemented.

### 2.2.2 Markov Process

In this section, a gauge configuration $\{U\}$ is a set of matrices $U_{\mu}(x) \in \mathrm{SU}(3)$, one for each link of the lattice. The idea of a Markov process is to start from an initial gauge configuration $\{U\}_{0}$ and to successively generate new gauge configurations $\{U\}_{n+1}$ from the previous $\{U\}_{n}$. This step is called the updating. After $n$ steps, we can define the sequence of gauge configurations, called the Markov chain, by

$$
W_{n}=\left(\{U\}_{0}, \cdots,\{U\}_{n-1},\{U\}_{n}\right),
$$

and the associated distribution density $\rho_{n}$. For example, the initial distribution density associated to $W_{0}$ is simply given by $\rho_{0}=\delta\left(\{U\}-\{U\}_{0}\right)$. The aim of the algorithm is to generate gauge configurations in such a way that $W_{n}$ tends to the equilibrium density $\rho_{\text {eq }}$ defined by

$$
\begin{equation*}
\rho_{\mathrm{eq}}(\{U\})=\frac{1}{Z} \operatorname{det} D(U) e^{-S_{G}[U]} . \tag{2.9}
\end{equation*}
$$

Of course this is rigorously possible only after an infinite number of steps and in actual simulations we have to decide whether or not we are close enough to the equilibrium distribution.

The updating step is a stochastic process which can be characterized by the probability $P\left(\{U\} \rightarrow\{U\}^{\prime}\right)$ to obtain the next configuration $\{U\}^{\prime}$ from the previous configuration $\{U\}$ after one step. This probability is defined for all initial and final gauge configurations and obeys the following property

$$
\forall\{U\} \quad, \quad \sum_{\{U\}^{\prime}} P\left(\{U\} \rightarrow\{U\}^{\prime}\right)=1,
$$

which means that, starting from a given gauge configuration $\{U\}$, the probability to obtain any gauge configuration $\{U\}^{\prime}$ is equal to one. In addition we require the following properties:

## Ergodicity :

$$
\begin{equation*}
\forall\{U\}, \quad \forall\{U\}^{\prime}, \quad P\left(\{U\} \rightarrow\{U\}^{\prime}\right)>0, \tag{2.10}
\end{equation*}
$$

which means that every gauge configuration can be reach from any other configuration with a non-zero probability. This property is important to ensure that the starting point of the Markov chain is irrelevant.

## The detailed balance condition

$$
\begin{equation*}
\forall\{U\}, \quad \forall\{U\}^{\prime}, \quad P\left(\{U\} \rightarrow\{U\}^{\prime}\right) \rho_{\mathrm{eq}}(\{U\})=P\left(\{U\}^{\prime} \rightarrow\{U\}\right) \rho_{\mathrm{eq}}\left(\{U\}^{\prime}\right) \tag{2.11}
\end{equation*}
$$

Given these properties, one can prove the following results (actually, the detailed balance is not a necessary but only a sufficient condition):

- The equilibrium distribution is the unique fixed point of the probability transition [34]:

$$
\rho_{\mathrm{eq}}\left(\{U\}^{\prime}\right)=\sum_{\{U\}} P\left(\{U\}^{\prime} \rightarrow\{U\}\right) \rho_{\mathrm{eq}}(\{U\}) .
$$

- Repeating the updating process, the Markov chain density gets closer and closer to the equilibrium distribution:

$$
\rho_{n} \longrightarrow \rho_{\mathrm{eq}} .
$$

Of course, in real simulations, $N_{c}$ is always finite and the actual density distribution only approaches the equilibrium density. In particular, the first configurations are often highly unlikely and, since the number of configurations is of order $10^{3}$, their weight is not completely negligible when the sum (2.6) is finite, even if their weight would tend to zero in the limit $N_{c} \rightarrow \infty$. To circumvent this problem, we defined the thermalization phase as the $N_{t h}$ first updating processes ( $N_{t h}$ has to be chosen carefully such that no drift towards the equilibrium expectation value can be seen for the observables in consideration). These gauge configurations are skipped from the final Markov Chain.

Many algorithms used in Lattice QCD fulfill the previous requirements. In the next section I will describe the Hybrid Monte Carlo (HMC) algorithm used to generate the gauge configurations used in this thesis.

### 2.2.3 The Hybrid Monte Carlo (HMC) Algorithm

In the Monte Carlo algorithm, we would like to perform global transformations of the gauge field. First, because local transformations would also require the computation of the full determinant (which is a non-local quantity) and secondly to reduce autocorrelations. However, after a global transformation, the corresponding value of the action can change a lot and the new gauge configuration is unlikely to contribute significantly to the action. Therefore, it would require very small steps in the update algorithm leading to high autocorrelation and a large number of updating. The HMC algorithm [35], presented in this section, solves these problems. It allows for global transformations while maintaining a good efficiency.

As explained in the previous section, the update algorithm used to generate the Markov chain is defined by its transition probability $P$. This probability should satisfy the ergodicity and the detailed balance conditions. In our case, the probability is written $P=P_{E} P_{A}$ where:

- $P_{E}$ is the probability to generate $\{U\}_{n+1}$ from $\{U\}_{n}$ during the update process. It will depend on the details of the algorithm.
- $P_{A}$ is the acceptance probability to decide whether or not the new gauge configuration is kept. It is chosen such that the detailed balance property is satisfied.

Now, the idea is to interpret the action (2.8) as a potential, associated to a fictitious Hamiltonian, and to add a new set of momenta fields $\Pi$ which play the role of conjugate variables associated to the gauge field $U_{\mu}$. Gauge links $U_{\mu}(x)$ are $\mathrm{SU}(3)$ group elements, so we have one $\mathrm{su}(3)$ Lie algebra element $\Pi_{\mu}(x)$ per site $x$ and per direction $\mu$. Since
the action $S=S_{G}+S_{F}$ does not depend on the momenta, they can be factorized out and do not change the physical results:

$$
\begin{aligned}
\langle\mathcal{O}\rangle & =\frac{1}{\widetilde{Z}} \sum_{x \in \Lambda, \mu} \int D\left[\Pi_{\mu}\right] D\left[U_{\mu}\right] D[\phi] D\left[\phi^{\dagger}\right]\left\langle\mathcal{O}\left[U_{\mu}\right]\right\rangle_{F} e^{-\left(S_{G}+S_{\mathrm{PF}}+\sum \frac{1}{2} \Pi^{2}\right)} \\
& =\frac{1}{Z} \sum_{x \in \Lambda, \mu} \int D\left[U_{\mu}\right] D[\phi] D\left[\phi^{\dagger}\right]\left\langle\mathcal{O}\left[U_{\mu}\right]\right\rangle_{F} e^{-\left(S_{G}+S_{\mathrm{PF}}\right)}
\end{aligned}
$$

where $\widetilde{Z}$ is defined as in 2.1 but now with the total action including the momenta $\Pi_{\mu}$. Then, the total action, including the pseudofermion and momenta fields is:

$$
\begin{equation*}
S_{\mathrm{HMC}}=\frac{1}{2} \Pi^{2}+S_{\mathrm{QCD}}(U)=\frac{1}{2} \Pi^{2}+S_{G}(U)+\phi^{\dagger}\left(D^{\dagger}(U) D(U)\right)^{-1} \phi . \tag{2.12}
\end{equation*}
$$

This action describes the evolution of a classical system in a 4-dimensional space. The associated time is not related to the physical time but rather to the computer time which labels the gauge configurations. This is called Molecular Dynamics (MD). Quantum fluctuations of the quantum field in 4 dimensions are described by the trajectory of a classical system in a 5 dimensional space-time. The Hamilton-Jacobi equations for this classical system are

$$
\left\{\begin{align*}
\dot{U} & =\frac{\delta S_{\mathrm{HMC}}}{\delta \Pi},  \tag{2.13}\\
\dot{\Pi} & =-\frac{\delta S_{\mathrm{HMC}}}{\delta U}=-\frac{\delta S_{G}}{\delta U}-\phi^{\dagger}\left(\left(M^{\dagger} M\right)^{-1} \frac{\delta M^{\dagger}}{\delta U}\left(M^{\dagger}\right)^{-1}+M^{-1} \frac{\delta D}{\delta U}\left(M^{\dagger} M\right)^{-1}\right) \phi
\end{align*}\right.
$$

where the right hand side of the second equation is called the force term and its exact expression depends on the lattice action used in the simulation. The first equation is numerically easy to solve but the second one is much more difficult since it requires the evaluation of the inverse Dirac matrix. Finally, the acceptance probability $P_{A}$ is chosen to be

$$
\begin{equation*}
P_{A}\left(\{U, \Pi\} \rightarrow\{U, \Pi\}^{\prime}\right)=\min \left(1, e^{-S\left(U^{\prime}, \Pi^{\prime}\right)+S(U, \Pi)}\right) \tag{2.14}
\end{equation*}
$$

so that, the total probability $P$ of the Markov process is
$P\left(\{U\} \rightarrow\{U\}^{\prime}\right)=\int D[\Pi] D\left[\Pi^{\prime}\right] P_{M}[\Pi] \cdot P_{E}\left(\{U, \Pi\} \rightarrow\{U, \Pi\}^{\prime}\right) \cdot P_{A}\left(\{U, \Pi\} \rightarrow\{U, \Pi\}^{\prime}\right)$
where $P_{M} \sim \exp \left(-\frac{1}{2} \sum \Pi^{2}\right)$ is a gaussian distribution. One can prove that this probability $P$ satisfies the detailed balance condition if we also impose that the evolution equations are reversible and area preserving. In the continuum theory, this is always true thanks to Liouville's theorem but not necessarily with integration algorithms where a discrete step size is used. A typical example of algorithm used in simulations is the LeapFrog algorithm.

During the molecular dynamics, the system lies on a hyper surface of constant energy and explores only a subspace of the full phase space ( $\Pi, U$ ). Nevertheless, during this step, the dynamics can produce gauge configurations with very different values for the action $S_{\mathrm{QCD}}(U)$ associated to the QCD action only. The heat bath step, at the beginning of each MD trajectory, refreshes randomly the momenta of the system and then ensures ergodicity.

An interesting property of this algorithm is that, since the action is a constant of motion during the molecular dynamic, the acceptance rate is theoretically equal to one. But, because of numerical rounding errors during the Leapfrog integration, the acceptance rate is not exactly one but is still very high (errors are of order $\mathcal{O}\left(\epsilon^{2}\right)$ for a first order integrator and the integration step $\epsilon$ is usually chosen such that $P_{A} \approx 80 \%$ ).

## Summary :

The use of an heat-bath algorithm and a molecular dynamics are at the origin of the name Hybrid Monte Carlo. The algorithm can finally be summarized as follow:

- At the beginning of each step of the MC, the momenta associated with the fermion fields are generated randomly according to a gaussian distribution via an heat-bath algorithm. Pseudofermion fields are generated in two steps: first, a random field $\chi$ is generated according to a gaussian distribution and secondly, the pseudofermions are obtained via $\phi=D \chi$.
- Then, the gauge fields and momenta are updated using the molecular dynamics evolution eq. (2.13). During this step, the pseudofermion fields are kept constant.
- At the end, the new gauge configuration is accepted with a probability $P_{A}$ given by eq. (2.14), this step corrects for the numerical errors introduced by the Leapfrog algorithm. If the configuration is rejected, we restart from the previous state which is included again in the Markov chain.


### 2.3 The quark propagator

### 2.3.1 Definition

Once gauge configurations are generated, the next step is to evaluate the quark propagator appearing in Wick contractions in eq. (2.4). In lattice QCD, the Dirac operator, for a given flavour, is written $D_{\alpha \beta}^{a b}(y, x)$ where $(a, \alpha, y)$ and $(b, \beta, x)$ are respectively the color, spinor and space-time indices associated to the sink and to the source. The size of the matrix is then $12 N \times 12 N$ where $N$ is the total number of sites of the lattice. Finally, the propagator, $G$, is defined as the inverse of the Dirac operator:

$$
\begin{equation*}
\sum_{y \in \Lambda} D_{\alpha \beta}^{a b}(x, y) G_{\beta \gamma}^{b c}(y, z)=\delta(x, z) \delta_{a c} \delta_{\alpha \gamma}, \tag{2.16}
\end{equation*}
$$

and depends on the lattice action used for the simulation. Since the Dirac operator only involve neighboring points of the lattice, the matrix is sparse and algorithms based on conjugate gradient methods are particularly well suited. Nevertheless, the exact all-to-all inversion, i.e., the solution from each source point to each sink point of the lattice, is impossible with present day computational capabilities (it would requires $12 N \sim 10^{8}$ inversions for typical lattices). The problem can be simplified by considering the following equation (spinor and color indices are omitted for simplicity):

$$
\begin{equation*}
D(x, y) \psi(y)=\delta(x) \quad, \quad \psi(y)=G(y, x) \delta(x) \tag{2.17}
\end{equation*}
$$

where the solution vector, $\psi(y)$, corresponds to the one-to-all solution for a point source placed at the origin $\delta(x)$. It would correspond to one row of the full propagator matrix and requires 12 inversions per lattice site. Moreover, the backward propagator can be
obtained from the forward propagator by using the $\gamma_{5}$-hermiticity relation $G(y, x)=$ $\gamma_{5} G(x, y)^{\dagger} \gamma_{5}$.

A drawback of this method is that only a small part of the gauge information is used since we don't exploit the full translational invariance of the propagator (the source is fixed). Since generating gauge configurations is extremely costly, it would be preferable to exploit them to reduce the gauge noise. Moreover, point-to-all propagators are not suited when using non-local interpolating fields.

### 2.3.2 All-to-all propagators

Solutions exist to evaluate all-to-all propagators and are based on stochastic methods [36]. The idea is to use, for each gauge configuration, an ensemble of $N_{s}$ stochastic sources satisfying

$$
\begin{equation*}
\lim _{N_{s} \rightarrow \infty} \frac{1}{N_{s}} \sum_{s=1}^{N_{s}} \eta_{\alpha}^{a}(x)_{s}\left[\eta_{\beta}^{b}(y)_{s}\right]^{*}=\delta_{\alpha \beta} \delta^{a b} \delta_{x, y}, \tag{2.18}
\end{equation*}
$$

where each component is normalized to one, $\eta_{\alpha}^{a}(x)_{[r]}^{*} \eta_{\alpha}^{a}(x)_{[r]}=1$ (no summation). This can be implemented using random gaussian numbers on each site of the lattice, for each color and spinor index. Then the Dirac operator is inverted for each source:

$$
D(x, y) \psi(y)_{s}=\eta(x)_{s} \quad, \quad D_{\alpha \beta}^{a b}(x, y) \psi_{\beta}^{b}(y)_{s}=\eta_{\alpha}^{a}(x)_{s},
$$

where $\psi_{\alpha}^{a}(x)_{s}$ is the solution vector of size $12 N$. An unbiased estimator of the propagator is then given by contracting the solution vector with the corresponding source:

$$
\begin{equation*}
\psi_{\alpha}^{a}(x)_{s}=G_{\alpha \beta}^{a b}(x, y) \eta_{\beta}^{b}(y)_{s} \Rightarrow G_{\alpha \beta}^{a b}(x, y)=\frac{1}{N_{s}} \sum_{s=1}^{N_{s}} \psi_{\alpha}^{a}(x)_{s} \eta_{\beta}^{b}(y)_{s}^{*} \tag{2.19}
\end{equation*}
$$

Of course, the number of stochastic sources is always finite and, since the inversion of the Dirac operator is often the most demanding part of the algorithm, it can be quite limited. Then, the condition (2.18) is only approximately fulfilled and the quark propagator obtained by using eq. (2.19) can be very noisy. Indeed, it requires the cancellation of the $\mathrm{U}(1)$ noise on the whole lattice whereas the signal decreases exponentially with the space-time separation. Therefore, even if some terms should cancel in average, they can contribute significantly to the variance. An extremely useful tool to reduce the noise is time dilution [36].

### 2.3.3 Time dilution

In general, dilution consists in splitting the source $\eta$ into several secondary (diluted) sources with vanishing overlap. For example, in time dilution, a secondary source is defined on a single time slice and equal to zero everywhere else. The advantage is that the condition (2.18) is automatically fulfilled for $t_{x} \neq t_{y}$. Since the time dependence of the quark propagator is known to be large, this leads to a significant variance reduction

$$
\eta(\vec{x}, t)=\sum_{\tau} \eta(\vec{x}, t)_{[\tau]} \quad, \quad \eta(\vec{x}, t)_{[\tau]}=0 \quad \text { unless } t=\tau
$$

The Dirac operator is now inverted on each diluted source and the full propagator is recovered by summing over all secondary sources:

$$
G_{\alpha \beta}^{a b}(x, y)=\frac{1}{N_{\tau}} \sum_{\tau} \psi_{\alpha}^{a}(x)_{[\tau]} \eta_{\beta}^{b}(y)_{[\tau]}^{*},
$$

where, for full-time dilution, $N_{\tau}=N_{s} \times T$. For example, as shown in ref. [36], on a $32^{3} \times 64$ lattice, the variance will be smaller when using one complete source fully timediluted rather than 64 sources without dilution. Finally, dilution could also be applied to spinor or color indices. The limit where dilution is applied to all space-time, color and Dirac indices would correspond to the computation of the exact all-to-all propagator.

### 2.3.4 Numerical implementation

In this work, we used the dfl_sap_gcr inverter from the DD-HMC package [37, 38]. It is based on a conjugate gradient algorithm with Schwarz-preconditioning [39] and low mode deflation [40, 41] which significantly reduces the increase in computational cost as the quark mass is lowered.

## Krylov Subspace Iteration Methods

The algorithm to compute the quark propagator is based on a conjugate gradient algorithm. This kind of algorithms (Krylov Subspace Iteration Methods) are well suited for large and sparse matrices like the Dirac operator.

## Spectral decomposition

The low modes of the Dirac operator lead to numerical difficulties when the quark mass is lowered. The idea is to compute exactly the low modes $\left(<N_{0}\right)$ of the operator and to treat them separately using the decomposition

$$
D^{-1}(x, y)=\sum_{i=1}^{N_{0}} \frac{1}{\lambda_{i}} v^{(i)}(x) \otimes v^{(j)}(y)^{\dagger}+\widetilde{D}^{-1}(x, y)
$$

where $\left(v^{(i)}, \lambda_{i}\right)$ are respectively the eigenvectors and eigenvalues. The remaining part of the Dirac operator, $\widetilde{D}^{-1}(x, y)$, is then better conditioned (since low modes have been suppressed) and easier to invert numerically. The problem comes from the fact that the eigenvalue density increases with the volume making the exact evaluation of the low lying eigenvalues impossible for large lattices. However, as shown in ref. [40], only a small number of the low lying modes needs to be solved exactly to capture the essential physics, such that the method can also be used for large volume.

## Standard optimizations

Since the square of the Dirac operator only involves even or odd sites separately, one can use the so called even-odd preconditioning. It significantly reduces the condition number of the Dirac operator and leads to an acceleration of the solver. It also reduces the memory space needed to store the fermionic fields.

### 2.4 Correlators

In lattice QCD simulations, we are often interested in the special case of two- or three-point correlation functions. In this section I will explain in more details how the two-point correlation functions can be computed and an example of three-point correlation function will be given in Chapter 4 . We will see that two-point correlation functions are useful to extract the energy levels of mesons or some simple matrix elements like decay constants.

### 2.4.1 Interpolating operator

An interpolating operator, $\mathcal{O}$, associated to a bound state $M$, is an operator with a non-zero overlap with the state of interest. In particular, it must carry the same quantum numbers like parity, spin or flavour numbers. Then, for a scalar field, we have

$$
\langle 0| \mathcal{O}(x)|M\rangle=\sqrt{Z} e^{-i P \cdot x}
$$

where $\sqrt{Z}=\langle 0| \hat{\mathcal{O}}|M\rangle$ is the overlap factor associated with the interpolating operator. Similarly, for a vector field

$$
\langle 0| \mathcal{O}_{\mu}(x)\left|M\left(\epsilon_{\mu}\right)\right\rangle=\epsilon_{\mu} \sqrt{Z} e^{-i P \cdot x}
$$

where $\epsilon_{\mu}$ is the polarization of the field. In practice, the interpolating field couples to every particles with the same quantum numbers and different choices are possible. They lead to different overlap factors $Z$ and couple differently with the excited states.

The simplest interpolating operator can be constructed from one of the 16 linearly independent combinations of gamma matrices (denoted by $\Gamma$ ) such that it has the correct quantum numbers (see Table 2.1):

$$
\begin{equation*}
\mathcal{O}(x)=\bar{\psi}_{1}(x) \Gamma \psi_{2}(x), \tag{2.20}
\end{equation*}
$$

where $\psi_{1}$ and $\psi_{2}$ may correspond to different flavours. Generally, an interpolating operator for a particle with spatial momentum $\vec{q}$ is given by

$$
\mathcal{O}_{\vec{q}}(t)=\frac{1}{V} \sum_{\vec{x}} e^{-i \vec{q} \cdot \vec{x}} \mathcal{O}(\vec{x}, t)
$$

In particular, to compute the mass of a meson, it is convenient to work at vanishing momentum, so we sum over all spatial lattice points. Finally, defining $\bar{\Gamma}=\gamma_{0} \Gamma^{\dagger} \gamma_{0}$, we have

$$
\begin{equation*}
\mathcal{O}^{\dagger}(x)=\bar{\psi}_{2}(x) \bar{\Gamma} \psi_{1}(x), \tag{2.21}
\end{equation*}
$$

and the meson two-point correlation function at vanishing momentum is

$$
C(t)=\left\langle\mathcal{O}(t) \mathcal{O}^{\dagger}(0)\right\rangle=\sum_{\vec{x}, \vec{y}, t^{\prime}}\left\langle\mathcal{O}\left(\vec{x}, t^{\prime}+t\right) \mathcal{O}^{\dagger}\left(\vec{y}, t^{\prime}\right)\right\rangle
$$

where I have used the translational invariance.

|  | $J^{P C}$ | $\Gamma$ |
| :--- | :---: | :---: |
| Scalar | $0^{++}$ | 1 |
|  | $0^{+-}$ | $\gamma_{0}$ |
| Pseudoscalar | $0^{-+}$ | $\gamma_{5}$ |
|  |  | $\gamma_{0} \gamma_{5}$ |
| Vector | $1^{--}$ | $\gamma_{i}$ |
|  |  | $\gamma_{0} \gamma_{i}$ |
| Axial | $1^{++}$ | $\gamma_{5} \gamma_{i}$ |
| Tensor | $1^{+-}$ | $\gamma_{i} \gamma_{j}$ |

Table 2.1 - Quantum numbers associated to some local interpolating operators of the form $\mathcal{O}(x)=\bar{\psi}(x) \Gamma \psi(x)$

### 2.4.2 Asymptotic behavior

In this section, I use the notation $\hat{\mathcal{O}}$ for the time independent operator in the Schrödinger picture and $\mathcal{O}(t)$ for the time dependent operator in the Heisenberg picture. Then, using the spectral decomposition

$$
\mathbb{1}=\sum_{n} \int \frac{\mathrm{~d}^{3} p_{n}}{(2 \pi)^{3} 2 E_{n}}\left|M_{n}\right\rangle\left\langle M_{n}\right|,
$$

the two-point correlation function becomes

$$
\begin{equation*}
C(t)=\left\langle\mathcal{O}(t) \mathcal{O}^{\dagger}(0)\right\rangle=\sum_{n=1}^{\infty} \frac{1}{2 E_{n}}\langle 0| \hat{\mathcal{O}}\left|M_{n}\right\rangle\left\langle M_{n}\right| \hat{\mathcal{O}}^{\dagger}|0\rangle e^{-E_{n} t}, \tag{2.22}
\end{equation*}
$$

where $E_{n}$ is the energy of the $n^{\text {th }}$ state of the Hamiltonian and where I used the relativistic normalization of states $\left\langle M_{n} \mid M_{m}\right\rangle=\left(2 E_{n}\right) \delta_{n m}$. In general, due to periodic boundary conditions, the particles can also travel in the other direction. But, in this work, I will mostly study heavy-light mesons where the heavy quark propagates only forward in time (see Section 3.1.6), so I neglect these terms here. In particular, if we note $M=M_{1}$ the ground state, then, at sufficiently large time, the correlator has the asymptotic behavior

$$
\begin{equation*}
C(t) \underset{t \rightarrow \infty}{\longrightarrow} \frac{1}{2 E_{M}}\langle 0| \hat{\mathcal{O}}_{\Gamma}|M\rangle\langle M| \hat{\mathcal{O}}_{\Gamma^{\prime}}|0\rangle e^{-E_{M} t} \tag{2.23}
\end{equation*}
$$

from which we can extract the energy of the ground state and the product of matrix elements $\langle 0| \hat{\mathcal{O}}_{\Gamma}|M\rangle\langle M| \hat{\mathcal{O}}_{\Gamma^{\prime}}|0\rangle$. Of course, on the lattice, the time $t$ is always finite and there are contributions of higher excited states which fall off exponentially with time with an exponent proportional to $E_{2}-E_{1}$, the energy difference between the first excited state and the ground state.

Since the propagator becomes noisier at large time, it is necessary to reduce the contribution of excited states as much as possible. A first possibility is to choose an
interpolating field with a large overlap with the desired state, this can be achieved by using smearing techniques (Section 2.6). In the next section, I introduce the Generalized Eigenvalue Problem: using many interpolating operators with the same quantum numbers, we will see how the contribution of excited states can be removed in an efficient and systematic way. It will also be particularly useful to extract information about excited states in Chapters 4 and 6.

### 2.4.3 Evaluation on the lattice

On the lattice, the correlation function is estimated via the formula (2.6) and I will now explain in details the procedure in the case of a two-point correlation function. They will be used in Chapters 3, 4 and 6. The correlation function we are interested in is

$$
\begin{equation*}
C(t)=\left\langle\mathcal{O}_{\Gamma}(t) \mathcal{O}_{\Gamma^{\prime}}^{\dagger}(0)\right\rangle \tag{2.24}
\end{equation*}
$$

where $\mathcal{O}_{\Gamma}$ and $\mathcal{O}_{\Gamma^{\prime}}$ are two interpolating operators at vanishing momentum

$$
\begin{equation*}
\mathcal{O}_{\Gamma}(t)=\sum_{\vec{x}} \bar{\psi}_{2}(x, t) \Gamma \psi_{1}(x, t) \quad, \quad \mathcal{O}_{\Gamma^{\prime}}(t)=\sum_{\vec{x}} \bar{\psi}_{2}(x, t) \Gamma^{\prime} \psi_{1}(x, t) . \tag{2.25}
\end{equation*}
$$

The correlation function is depicted in Figure 2.1. Then, the fermionic expectation value


Figure 2.1 - Two-point correlation function
is written in terms of propagators by performing the Wick contractions as explained in Section 2.1. The formula (2.6) gives

$$
\begin{aligned}
C(t) & =\frac{1}{N_{c}} \sum_{i=1}^{N_{c}}\left\langle\mathcal{O}_{\Gamma}(t) \mathcal{O}_{\Gamma^{\prime}}^{\dagger}(0)\right\rangle_{F} \\
& =\frac{1}{N_{c}} \sum_{i=1}^{N_{c}} \sum_{x, y}\left\langle\bar{\psi}_{2}(x, t) \Gamma \bar{\psi}_{1}(x, t) \cdot \bar{\psi}_{1}(y, 0) \bar{\Gamma}^{\prime} \psi_{2}(y, 0)\right\rangle_{F} \\
& =-\frac{1}{N_{c}} \sum_{i=1}^{N_{c}} \sum_{\vec{x}, \vec{y}} \operatorname{Tr}\left[G_{2}(y, 0 ; x, t) \Gamma G_{1}(x, t ; y, 0) \bar{\Gamma}^{\prime}\right],
\end{aligned}
$$

where we sum over lattice gauge configurations and take the trace over spinor and color indices. So, for each gauge configuration, we need to compute the quark propagators $G_{1}$ and $G_{2}$ and then evaluate the trace by performing the correct contractions. The correlation function is finally obtained by averaging over all gauge configurations. In this work, I will always use two degenerate dynamical quarks, therefore the propagator $G_{1}$ and $G_{2}$ are numerically the same (but formally, they are different, in particular the contractions between $\bar{\psi}_{1}$ and $\psi_{2}$ must not be considered since only non-singlet flavor interpolating operators are used). Usually, we can also use $\gamma_{5}$-hermiticity to express the
forward Dirac propagator $G(x ; y)$ in terms of the backward Dirac propagator $G(y ; x)$, namely $G(x ; y)=\gamma_{5} G(y ; x)^{\dagger} \gamma_{5}$ (the Hermitian conjugation refers to spinor space only). In the case of the above two-point correlation function, we obtain

$$
C(t)=-\frac{1}{N_{c}} \sum_{i=1}^{N_{c}} \sum_{\vec{x}, \vec{y}} \operatorname{Tr}\left[G(y, 0 ; x, t) \Gamma \gamma_{5} G(y, 0 ; x, t) \gamma_{5} \bar{\Gamma}^{\prime}\right],
$$

and only one inversion is needed.

### 2.5 The Generalized Eigenvalues Problem

Using just one interpolating field, extraction of ground state information is often not very precise and the signal gets even worse for the first excited state. Therefore, more sophisticated methods are needed. The idea is to use different interpolating operators, with different overlaps with the excited states, and combine them to create an improved operator with the largest overlap with the ground state. This can be done systematically by solving a Generalized Eigenvalue Problem.

We consider several operators $\mathcal{O}_{i}$ with the same quantum numbers, then the correlation matrix is

$$
C_{i j}(t)=\left\langle\mathcal{O}_{i}(t) \mathcal{O}_{j}^{\dagger}(0)\right\rangle=\sum_{n=1}^{\infty} Z_{n i} Z_{m j}^{*} e^{-E_{n} t} \quad, \quad i, j=1, \cdots, N
$$

where $Z_{n i}=\frac{1}{2 E_{n}}\langle 0| \hat{\mathcal{O}}_{i}\left|B_{n}\right\rangle$ corresponds to the strength of the overlap between the interpolating field $\mathcal{O}_{i}$ and the $n^{\text {th }}$ excited state. The Generalized Eigenvalue Problem 42] consists in solving the matrix equation

$$
\begin{equation*}
C(t) v_{n}\left(t, t_{0}\right)=\lambda_{n}\left(t, t_{0}\right) C\left(t_{0}\right) v_{n}\left(t, t_{0}\right), \tag{2.26}
\end{equation*}
$$

where $v_{n}\left(t, t_{0}\right)$ and $\lambda_{n}\left(t, t_{0}\right)$ are respectively the generalized eigenvectors and eigenvalues. In the following, we assume that $t_{0}>t / 2$, this condition is necessary to ensure a small contribution of the excited states [42]. From the eigenvalues, we can extract the different energy levels by considering the following estimator

$$
\begin{equation*}
E_{n}^{\mathrm{eff}}\left(t, t_{0}\right)=-\partial_{t} \log \lambda_{n}\left(t, t_{0}\right)=\frac{1}{a} \log \frac{\lambda_{n}\left(t, t_{0}\right)}{\lambda_{n}\left(t+a, t_{0}\right)}=E_{n}+\mathcal{O}\left(e^{-\Delta E_{N+1, n} t}\right), \tag{2.27}
\end{equation*}
$$

where $E_{n}$ is the exact energy of the $n^{\text {th }}$ state and $\Delta E_{N+1, n}=E_{N+1}-E_{n}$ is the energy difference between the $n^{\text {th }}$ and $(N+1)^{\text {th }}$ states. This formula has to be compared with the case where only one interpolating field is used, in this case the suppression factor is only $\mathcal{O}\left(\exp \left(-\left(E_{2}-E_{1}\right) t\right)\right)$. It is then advantageous to have a large basis of interpolating fields. However, the GEVP tends to be unstable when large basis are used, mainly if the interpolating fields are not sufficiently different. In practice, in this work, the choice $N=3-5$ seems optimal.

From the eigenvectors, we can also build improved interpolating operators having the optimized overlap with the desired states, reducing the contamination from higher excited states. First, we define:

$$
\begin{equation*}
\hat{Q}_{n}^{\mathrm{eff}}\left(t, t_{0}\right)=R_{n}\left(t, t_{0}\right)\left(\hat{O}, v_{n}\left(t, t_{0}\right)\right)^{\dagger} \tag{2.28}
\end{equation*}
$$

where $R_{n}$ is a normalization coefficient given by

$$
\begin{equation*}
R_{n}\left(t, t_{0}\right)=\left(v_{n}\left(t, t_{0}\right), C(t) v_{n}\left(t, t_{0}\right)\right)^{-1 / 2}\left(\frac{\lambda_{n}\left(t_{0}+a, t_{0}\right)}{\lambda_{n}\left(t_{0}+2 a, t_{0}\right)}\right)^{t /(2 a)} \tag{2.29}
\end{equation*}
$$

and where $(a, b)=a_{i}^{*} b_{i}$ is the inner product over eigenvector indices. Then, this operator can be used as an effective creation operator, namely we have

$$
\begin{equation*}
e^{-H t}\left(\hat{Q}_{n}^{\mathrm{eff}}\left(t, t_{0}\right)\right)^{\dagger}|0\rangle=|n\rangle+\mathcal{O}\left(e^{-\Delta E_{N+1, n} t_{0}}\right) \quad \text { at fixed } t-t_{0} \tag{2.30}
\end{equation*}
$$

Again, the magnitude of the contamination from higher excited states is small and decreases when increasing the value of $t_{0}$.

We can now apply these results in the case of a matrix element of the form $\mathcal{M}_{n}=$ $\langle 0| \hat{P}|n\rangle$ to obtain:

$$
\begin{equation*}
\mathcal{M}_{n}^{\mathrm{eff}}=\langle 0| \hat{P} e^{-H t}\left(\hat{Q}_{n}^{\mathrm{eff}}\left(t, t_{0}\right)\right)^{\dagger}|0\rangle=\left\langle P(t)\left(Q_{n}^{\mathrm{eff}}\left(t, t_{0}\right)\right)^{\dagger}\right\rangle=\mathcal{M}_{n}+\mathcal{O}\left(e^{-\Delta E_{N+1, n} t_{0}}\right) \tag{2.31}
\end{equation*}
$$

Using eq. 2.28), we can express this estimator in terms of eigenvalues and eigenvectors:

$$
\begin{equation*}
\mathcal{M}_{n}^{\mathrm{eff}}\left(t, t_{0}\right)=R_{n}\left(t, t_{0}\right)\left(\widetilde{C}(t), v_{n}\left(t, t_{0}\right)\right) \tag{2.32}
\end{equation*}
$$

where $\widetilde{C}_{i}(t)=\left\langle P(t) \mathcal{O}_{i}^{\dagger}(0)\right\rangle$.

### 2.6 Smearing

Another technique used to improve the quality of the signal is called smearing. It is a transformation where each gauge link variable $U_{\mu}(x)$ is replaced by an average of the gauge link variables along certain paths connecting the endpoints of the original link. In particular, it reduces the short distance fluctuations of the quantum field without affecting its IR structure: indeed, the smearing transformation consists in adding irrelevant operators and their contributions vanish in the continuum limit. It is extremely useful to reduce the gauge noise of observables and many different algorithms exists. In this work, we will use two of them: the APE and the HYP smearings.

Smearing can also be used on the fermionic field to increase the overlap of an interpolating operator with the ground state. In particular, in this work, the different operators used in the Generalized Eigenvalue Problem basis will usually correspond to different levels of Gaussian smearing applied to some local operator.

### 2.6.1 APE smearing

The APE smearing was introduced by the APE Collaboration [43], the idea is to replace each link variable $U_{\mu}(x)$ by a weighted average of this link and the surrounded staples

$$
\begin{equation*}
\widetilde{U}_{\mu}(x)=(1-\alpha) U_{\mu}(x)+\frac{\alpha}{6} \sum_{\nu \neq \mu} C_{\mu \nu}(x), \tag{2.33}
\end{equation*}
$$



Figure 2.2 - Illustration of the four staples in an hyperplan containing the original link $U_{\mu}(x)$. The last two staples lie out of this hyperplan.
where the staples $C_{\mu \nu}(x)$ correspond to the six shortest paths starting from the point $x$ and ending at the point $x+a \hat{\mu}$ (see Figure 2.2). The transformation (2.33) does not belong to $\mathrm{SU}(3)$ and the new link variable has to be projected back to $\mathrm{SU}(3)$ :

$$
\begin{equation*}
U_{\mu}^{\mathrm{APE}}(x)=\operatorname{Proj}_{\mathrm{SU}(3)} \widetilde{U}_{\mu}(x) \tag{2.34}
\end{equation*}
$$

Finally, this smearing procedure can be iterated several times.

### 2.6.2 HYP smearing

The HYP smearing (hypercubic smearing) 44 can be seen as a generalization of the APE smearing where fat links are now constructed from links which lie in hypercubes containing the original link. The smoothing procedure is done in three steps with coefficients $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$. In this work, it will be applied to the time-links of heavy-light correlation functions, in this case one has

$$
U_{0}^{\mathrm{HYP}}(x)=\operatorname{Proj}_{\mathrm{SU}(3)}\left[\left(1-\alpha_{1}\right) U_{0}(x)+\frac{\alpha_{1}}{6} \sum_{ \pm i \neq 0} \widetilde{V}_{i ; 0}(x) \widetilde{V}_{0 ; i}(x+\hat{i}) \widetilde{V}_{i ; 0}^{\dagger}(x+\hat{0})\right]
$$

where the decorated links $\widetilde{V}_{\mu, \nu}(x)$ are defined by

$$
\widetilde{V}_{\mu ; \nu}(x)=\operatorname{Proj}_{\mathrm{SU}(3)}\left[\left(1-\alpha_{2}\right) U_{\mu}(x)+\frac{\alpha_{2}}{4} \sum_{ \pm \rho \neq \nu, \mu} \bar{V}_{\rho ; \nu, \mu}(x) \bar{V}_{\mu ; \rho, \nu}(x+\hat{\rho}) \bar{V}_{\rho ; \nu, \mu}^{\dagger}(x+\hat{\mu})\right],
$$

and finally the decorated links $\bar{V}_{\mu, \nu}(x)$ is defined by

$$
\bar{V}_{\mu ; \nu, \rho}(x)=\operatorname{Proj}_{\mathrm{SU}(3)}\left[\left(1-\alpha_{3}\right) U_{\mu}(x)+\frac{\alpha_{3}}{2} \sum_{ \pm \eta \neq \rho, \nu, \mu} U_{\eta}(x) U_{\mu}(x+\hat{\eta}) U_{\eta}^{\dagger}(x+\hat{\mu})\right] .
$$

The optimal choice obtained in ref. 44] corresponds to the HYP1 action and is given by $\vec{\alpha}_{\text {HYP1 }}=(0.75,0.6,0.3)$. Another choice proposed in ref. [45] after minimizing the noise to signal ratio is called HYP2 and is given by $\vec{\alpha}_{\mathrm{HYP} 2}=(1.0,1.0,0.5)$.

### 2.6.3 Gaussian smearing

While APE and HYP smearings are applied to the gauge field and used to reduce the noise coming from short distance fluctuations, the Gaussian Smearing [46] is applied to the fermionic field and is defined by

$$
\begin{equation*}
\psi^{(k)}(x)=\left(1+\kappa_{G} \Delta\right)^{n_{k}} \psi(x), \tag{2.35}
\end{equation*}
$$

where $\Delta$ is the 3 -d Laplace operator defined in Appendix A, $n_{k}$ is the number of steps, and $\kappa_{G}$ is the coupling strength of the nearest neighbors in space directions. Gaussian smearing is often combined with gauge link smearing where the Laplace operator is itself constructed from fat links. Intuitively, starting from a local source, the transformation (2.35) leads to a non local source with a gaussian distribution, the radius of the source $r_{k}=2 a \sqrt{\kappa_{G} n_{k}}$ increases with the number of iterations. Since mesons are extended objects, the smeared interpolating field $\psi^{(k)}$ is expected to have a better overlap with the ground state level as depicted in Figure 2.3 .


Figure 2.3 - Effective mass $m^{\text {eff }}(t)=\log (C(t) / C(t+a))$ using heavy-light two-point correlation functions for the $B$ meson computed with different levels of smearing. Here $\kappa_{G}=0.1$ and $n_{k}=(33,133,338)$.

### 2.7 Error estimation

In a Monte Carlo simulation, the Markov chain has a finite size (typically of the order of $10^{4}$ ) and the same configurations are used to compute different observables which are therefore correlated. Moreover, since the Markov Process generates the new gauge configuration from the previous one, it also introduces autocorrelation. We would like to estimate the statistical error associated to an observable computed on the lattice (using eq. 2.6) taking into account all correlations. I will briefly discuss two techniques used in this work. The first one is the Jackknife method, and is based on re-sampling methods. The second is the Gamma Method [47] where one tries to estimate the full autocorrelation matrix. Systematic errors are not considered here and will be the subject of the next section.

In Lattice QCD, the primary observables are usually correlation functions. We label a set of $P$ primary observables (with $N$ measurements for each) by:

$$
\begin{equation*}
\left\{\alpha_{p}^{n} \mid p=0 \cdots P ; n=1 \cdots N\right\} . \tag{2.36}
\end{equation*}
$$

### 2.7.1 The Jackknife Procedure

The Jackknife procedure was originally introduced by Quenouille for bias reduction. Later Tukey noticed that the same technique turns out to be useful to estimate the variance. It has the advantage to be easily implemented and also very fast. For a review see 48].

## Mean value estimate

The mean value $\hat{\alpha}$ of a primary observable is given by the following unbiased estimator

$$
\begin{equation*}
\bar{\alpha}_{p}=\frac{1}{N} \sum_{i=1}^{N} \alpha_{p}^{i} \tag{2.37}
\end{equation*}
$$

Then, for each secondary observable $f$, function of the primary observables $\alpha_{p}$, an estimator of the true mean $\hat{f}=f(\hat{\alpha})$ is given by

$$
\begin{equation*}
\bar{f}=f\left(\bar{\alpha}_{p}\right) . \tag{2.38}
\end{equation*}
$$

However, this estimator has generally a bias of order $1 / N$ which can be corrected by the Jackknife procedure (formula (2.42). However, since the statistical errors in the Monte Carlo simulation are of order $1 / \sqrt{ } N$, this bias can usually be safely neglected.

To estimate the variance, one would naively use the following formula:

$$
\begin{equation*}
\sigma^{2}(f)=\frac{1}{N(N-1)} \sum_{i=1}^{N}\left(f\left(\alpha_{p}^{i}\right)-\bar{f}\right)^{2} \tag{2.39}
\end{equation*}
$$

but $f\left(\alpha_{p}^{i}\right)$ is generally a spread distribution, $\left\langle f\left(\alpha_{p}^{i}\right)\right\rangle \neq \hat{f}$, and the previous formula fails. Moreover it does not take into account autocorrelations. The blocking procedure described in the next section will address the second issue and the Jackknife resampling method will propose a solution to the first one.

## Blocking

We divide our $N$ measurements into $N_{B}$ blocks including $B$ consecutive measurements $\left(N=N_{B} \times B\right)$. The block average $\beta_{p}^{b}$ of the primary observables $p$ is then

$$
\begin{equation*}
\beta_{p}^{b}=\frac{1}{B} \sum_{i=1}^{B} \alpha_{p}^{i+(b-1) B} \quad, \quad b=1, \cdots, N_{B} . \tag{2.40}
\end{equation*}
$$

If the block size is chosen to be larger than the autocorrelation time $(N \gg B \gg)$, the block variables can be considered as independent new variables characterized by their mean $\bar{\beta}_{p}^{b}$ and their variance. But, obviously, the mean and the variance are invariant under such blocking transformation. Therefore, the statistical error on the primary observables $\alpha_{p}$ could be estimated via the naive estimator (2.39) using the block variables $\beta_{p}^{b}$. The problem appears when non-linear functions of the primary observables are considered since $\left\langle f\left(\beta_{p}^{b}\right)\right\rangle \neq \hat{f}$. In this case, the Jackknife procedure can be used.

## Jackknife samples

The Jackknife samples (bins) are defined by

$$
\begin{equation*}
J_{p}^{b}=\frac{1}{N-B}\left(\sum_{i=1}^{N} \alpha_{p}^{i}-\sum_{i=1}^{B} \alpha_{p}^{i+(b-1) N}\right)=\frac{1}{N-B}\left(N \bar{\alpha}_{p}-B \beta_{p}^{b}\right) \tag{2.41}
\end{equation*}
$$

and correspond to the full sample where the block $b$ has been deleted. Consequently, each jackknife block contains most of the information (especially when $B=1$, the one-deleted Jackknife) and are clearly not independent.

From the Jackknife sample, the bias of order $1 / N$ in 2.38 can be corrected by considering

$$
\begin{equation*}
\bar{f}_{J}=\bar{f}-\left(N_{B}-1\right)\left(\bar{f}_{0}-\bar{f}\right) \quad, \quad \bar{f}_{0}=\frac{1}{N_{B}} \sum_{n=1}^{N_{B}} f\left(J_{p}^{b}\right) . \tag{2.42}
\end{equation*}
$$

## Error estimate

Finally, an unbiased estimator of the variance for a secondary variable is given by the Jackknife variance (see ref. [49] for a proof),

$$
\begin{equation*}
\sigma_{J}^{2}(f)=\frac{N_{B}-1}{N_{B}} \sum_{b=1}^{N_{B}}\left(f\left(J_{p}^{b}\right)-\bar{f}_{0}\right)^{2}, \tag{2.43}
\end{equation*}
$$

where the pre-factor $\frac{N_{B}-1}{N_{B}}$ corrects the fact that our variables are not independent but correspond to a resampling of the original one. In eq. (2.43) the mean estimate $\bar{f}$ could also be used instead of $\bar{f}_{0}$. In practice, to check the reliability of the result, we can check that the result does not depend on the block size $B$ which should be chosen larger than the autocorrelation time. Finally, using the Jackknife procedure to propagate errors has the advantage to take into account cross-correlations automatically, contrary to the standard propagation of errors where they must be added explicitly.

### 2.7.2 The Gamma method

The $\Gamma$-method is described in details in ref. [47] and I just recall the main formulae. The central point is the estimation of the full autocorrelation matrix

$$
\begin{equation*}
\Gamma_{n m}(t)=\frac{1}{N-t} \sum_{i=1}^{N-t}\left(\alpha_{n}^{i}-\bar{\alpha}_{n}\right)\left(\alpha_{m}^{i+t}-\bar{\alpha}_{m}\right) \tag{2.44}
\end{equation*}
$$

for times $t \ll N$, in terms of the primary observables $\alpha_{n}$. To estimate the error associated to a secondary observable $f$, which depends on the primary observables $\alpha_{n}$, we first evaluate the projected autocorrelation function defined by

$$
\begin{equation*}
\Gamma_{f}(t)=\sum_{n, m} f_{n} f_{m} \Gamma_{n m}(t) \quad, \quad f_{n}=\frac{\partial f}{\partial \alpha_{n}}\left(\bar{\alpha}_{n}\right) \tag{2.45}
\end{equation*}
$$

where $f_{n}$ is the partial derivative of $f$ with respect to $\alpha_{n}$ and evaluated at the central value $\bar{\alpha}_{n}$. In practice, the derivatives are computed numerically. In particular, $\Gamma_{f}(0)$
corresponds to the variance of $f$ neglecting the autocorrelation. Finally, we can define the integrated autocorrelation time by

$$
\begin{equation*}
\tau_{\mathrm{int}, f}(W)=\frac{1}{2}+\sum_{t=1}^{W} \rho_{f}(t) \quad, \quad \rho_{f}(t)=\frac{\Gamma_{f}(t)}{\Gamma_{f}(0)}, \tag{2.46}
\end{equation*}
$$

where $W$ is a cutoff (summation window) needed due to the finite size of the Markov chain. Furthermore, since the noise of the autocorrelation function is roughly constant in time, the signal is dominated by noise at large time. The statistical error of the observable $f$ from $N$ measurements is finally given by

$$
\begin{equation*}
\sigma_{\Gamma, f}^{2}=\frac{\Gamma_{f}(0)}{N} \times 2 \tau_{\text {int }, f}(W) . \tag{2.47}
\end{equation*}
$$

In the case where autocorrelation is absent, we have $\tau_{\text {int }, f}=1 / 2$ and one recovers the expected estimator for the variance. The value of the cutoff $W$ should be large enough so that the remaining part in eq. 2.46 is indeed small, but not too large to include only terms with negligible noise. In ref. [47], the author proposed an automatic procedure for searching the window $W$ and a typical example is given in Figure 2.4 However, neglecting the tail of the autocorrelation function leads to an underestimation of $\tau_{\text {int }}$ and, therefore, of the statistical error.


Figure 2.4 - Typical example for the determination of the windows.
Therefore, an improved estimator for $\tau_{\text {int }, f}$ was proposed in ref. [50] which takes into account the tail of the autocorrelation matrix. This critical slowing down is due to the presence of slow modes in the Monte Carlo transition matrix and the associated characteristic time, $\tau_{\text {exp }}$, depends on the algorithm. Each observable couples differently to these slow modes and, when this coupling is small, the tail of the autocorrelation function is difficult to estimate. In the aforementioned reference, the author gives an upper bound for the neglected part in eq. 2.46) which corresponds to $\tau_{\exp } \rho_{f}(W)$ and then can be used to obtain a more conservative estimate of the error. Since the topological charge is particularly sensitive to the slow modes, it is one of the most popular quantities used to estimate $\tau_{\text {exp }}$.

Once $\tau_{\exp }$ is approximately known, the idea is to choose a second window $W_{u}$, where the signal differs significantly from zero, and to estimate the remaining part in eq. (2.46) by $\rho_{f}(t) \approx \rho\left(W_{u}\right) e^{-\left(t-W_{u}\right) / \tau_{\text {exp }}}$ for $t>W_{u}$. Then, one obtains

$$
\begin{equation*}
\tau_{\mathrm{int}, f}^{(2)}\left(W_{u}\right)=\tau_{\mathrm{int}, f}\left(W_{u}\right)+\tau_{\exp } \rho\left(W_{u}\right), \tag{2.48}
\end{equation*}
$$

where the first part is computed explicitly in the region where it is rather well determined by using eq. 2.46) and the second part is an estimation of the contribution of the tail. The statistical error is now given by

$$
\begin{equation*}
\sigma_{\Gamma, f}^{2}=\frac{\Gamma_{f}(0)}{N} \times 2 \tau_{\mathrm{int}, f}^{(2)}\left(W_{u}\right) . \tag{2.49}
\end{equation*}
$$

An illustration of the window procedure is given in Figure 2.5.


Figure 2.5 - Improved estimator for the integrated autocorrelation time.

### 2.8 Setting the scale and the continuum limit

In the first chapter, the action was formulated in terms of dimensionless quantities parametrized by the bare coupling constant $g_{0}$ and the bare quark masses $m_{i}$ (or, equivalently, by $\beta$ and the hopping parameters $\kappa_{i}$ ). In the case of $N_{f}=2$ simulations, where only two degenerate dynamical quarks are considered, we are left with two free parameters $(\beta, \kappa)$. The first one sets the global scale of the simulation and the second one is used to tune the quark mass.

## Setting the scale

Any observable is obtained in lattice units and, to compare the result with experiment, it is convenient to convert it in physical units. This step, called setting the scale, consists in computing the lattice spacing in physical units by imposing one observable, computed on the lattice, to match its physical value. Setting the scale and adjusting the quark masses is a coupled problem. Therefore, to set the scale one usually chooses a physical observable $\mathcal{A}$ which depends weakly on the quark masses so that the two steps can be considered as independent. The scale is then obtained by imposing the condition ${ }^{\text {『 }}$

$$
a\left[\mathrm{MeV}^{-1}\right]=\frac{(a \mathcal{A})_{\mathrm{lat}}}{\mathcal{A}_{\exp }[\mathrm{MeV}]},
$$

where $(a \mathcal{A})_{\text {lat }}$ is the value of the observable computed on the lattice and $\mathcal{A}_{\exp }$ is its physical value in MeV . Typical observables are the omega baryon mass [51], or the pion and kaon decay constants $f_{\pi}, f_{K}[52]$. The observable should be chosen with care: beside the fact that it should not depend too much on the quark masses, it should also be easily

[^1]computed on the lattice with a small statistical error to allow for a precise estimation. The systematic errors should also be well under control: in particular, the mass of the $\rho$ meson is not an optimal choice since it corresponds to a resonance. Finally, the error on the scale will affect all quantities expressed in physical units but also the continuum and chiral extrapolations (see Section 2.9).

The quark masses are determined in a second step. In this work, up and down quarks are assumed to be degenerate and their mass can be set by computing just one observable, like the pion mass. First, the pion mass is computed in lattice units $\left(a m_{\pi}\right)_{\text {lat }}$, then the result is converted in physical units using the previous estimation of the lattice spacing:

$$
m_{\pi}[\mathrm{MeV}]=\frac{\left(a m_{\pi}\right)_{\mathrm{lat}}}{a\left[\mathrm{MeV}^{-1}\right]}
$$

There is an ambiguity in setting the scale at finite lattice spacing due to discretization errors, but this ambiguity should vanish in the continuum limit and does not affect the results extrapolated to $a \rightarrow 0$. Nevertheless, since we work with $N_{f}=2$ dynamical quarks, an ambiguity arises from the choice of observables used to match the theory with experiment.

## The continuum limit

Lattice QCD offers a natural regularization of the theory both in the infrared (IR) and in the ultraviolet (UV) regimes (via the lattice spacing $a$ and the spatial extent $L$ of the lattice). To compare the results with experiment, we would like to remove both cut-offs. Neglecting volume effects, this is performed by taking the limit $a \rightarrow 0$ at fixed physical volume (corresponding to larger and larger lattice resolutions $L / a$ ).

### 2.9 Discussion of systematic errors

A typical lattice simulation is performed in a physical volume of a few fermi ( $L \sim$ 3 fm ) and at lattice spacing of the order $a \sim 0.06 \mathrm{fm}$ corresponding to lattice resolutions $L / a \sim 50$. In this work, we also work at unphysical quark masses where the pion mass lies in the range [190-450] MeV. Therefore, many systematic errors have to be considered.

## Discretization effects

Due to the finite lattice spacing $a$, one expects discretization errors linear in the lattice spacing. However, improved actions and operators can be used to cancel $\mathcal{O}(a)$ artifacts. In the case of Wilson fermions, this is done by adding the Clover term 1.30) in the action and higher-dimensional counterterms to the currents of interest. The theory is then called $\mathcal{O}(a)$-improved and the first corrections for on-shell quantities are quadratic in the lattice spacing. To evaluate discretization errors, we can perform several simulations, at different values of the lattice spacing $a$, and then extrapolate to the continuum limit. To keep the physical volume $V$ constant, the lattice resolution $L / a$ has to be increased and the numerical cost of the simulations grows. Therefore, $\mathcal{O}(a)$-improvement can help to reduce the range over which the lattice spacing should vary.

## Volume effects

This source of systematic errors is due to the finite size of the lattice: due to periodic boundary conditions, virtual pions can travel around the lattice. The associated corrections $\mathcal{O}\left(e^{-m_{\pi} L}\right)$ were computed in ref. [53] and decrease exponentially with the volume. The CLS ensembles used in this work fulfills the criterion $L m_{\pi}>4$ and volume effects are expected to be very small. Therefore, we will not perform any infinite volume extrapolation.

## Dynamical quarks

Evaluating the quark propagator on the lattice becomes more and more difficult as the pion mass gets closer to its physical value. Therefore, many lattice simulations are performed at non-physical quark masses. To estimate the associated systematic error, different simulations at several quark masses are performed and the results are extrapolated to the chiral limit using fit formulae inspired from chiral perturbation theory [54, 55]. A second source of systematic errors comes from the fact that only two dynamical quarks are used in the simulations (quark loops with $c, s, b$ and $t$ quarks are neglected) and the associated error is more difficult to estimate.

## Chapter 3

## Computation of the $b$-quark mass and $B$-meson decay constant with $N_{f}=2$ dynamical quarks
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## Introduction

The $B$-physics sector is particularly relevant for many tests of the Standard Model and the search of New Physics, especially since the experimental accuracy has increased thanks to the LHCb experiment. For example, the $b$-quark mass, besides being one of the fundamental parameters of the Standard Model, enters as an input parameter in various decay rates which yield useful constraints for the Cabibbo-Kobayashi-Maskawa (CKM) matrix which parametrizes flavour-changing quark transitions and can probe the presence of new physics by testing the unitarity of the matrix. In particular, a major part of the error in the determination of $V_{u b}$ from inclusive decays comes from the error on $m_{b}$. The $b$-quark mass also enters the prediction of the cross section for the Higgs decay, $H \rightarrow b \bar{b}$, which is the largest branching ratio for a SM-like Higgs. Due to the non-perturbative nature of the strong interaction, a lattice computation of the $b$-quark mass, from first principles, is an important component for high-precision tests of the Standard Model. Indeed, the value cited in the PDG is dominated by results obtained via perturbative QCD.

The $B_{(s)}$ meson decay constant, which parametrizes the matrix element of the axial current $A_{\mu}=\bar{b} \gamma_{\mu} \gamma_{5} q$ via $\langle 0| A_{\mu}\left|B_{(s)}(p)\right\rangle=i p_{\mu} f_{B_{(s)}}$ also enters, as an input parameter, many leptonic decays used to constrain new physics. Indeed, low energy processes and rare events can be sensitive probes to new physics beyond the standard model since new particles could appear as virtual particles in loop or via new couplings at tree level. In particular, the branching ratio $\mathcal{B}\left(B \rightarrow \tau \nu_{\tau}\right)$ [56, 57] can be used to predict the CKM matrix element $V_{u b}$ using the $B$-meson decay constant as an input parameter. Using the results of the PDG the value turns out to be slightly different, but compatible at one sigma, compared to the other exclusive determination from $B \rightarrow \pi \ell \nu[58,59]$ which uses the $B \rightarrow \pi$ form factors, also partially computed on the lattice. Therefore, any improvement in the non-perturbative computation of hadronic matrix elements would be useful for a better understanding of the experimental results and to decide whether this discrepancy is due to an experimental problem, a hint of new physics or an underestimate of the uncertainty on the decay constant $f_{B}$ governing that decay. In the strange sector, the branching ratio $\mathcal{B}\left(B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right)$has recently been measured at the LHC [60, 61] and is in excellent agreement with the Standard Model prediction [62, 63] which depends on the decay constant $f_{B_{s}}$.

The main difficulty when dealing with heavy-light mesons on the lattice, is the presence of many different energy scales. In lattice simulations, the lattice spacing should be small compared to the Compton wavelength of the heavy quark ( $\lambda_{b} \sim 1 / m_{b}$ ) whereas a large volume is necessary to have small volume effects. Therefore, with present day computational facilities, the $B$ meson cannot be directly simulated on the lattice. To overcome this problem, many different approaches have been proposed. One possibility is to simulate the $B$ meson at smaller $b$ quark mass and then extrapolate the results to the physical mass. The static limit of HQET can then be used to constraint the fit in the large mass limit. This strategy is the one followed by the ETM Collaboration [64, 65, 66, 67]. In this work, we take advantage of the fact that, due to its large mass, the $b$-quark is well described by the Heavy Quark Effective field Theory (HQET) where irrelevant degrees of freedom, at energies above the hadronization scale, have been integrated out.

HQET is an effective theory which consists in a systematic expansion of the QCD Lagrangian and correlation functions in $1 / m_{h}$ where $m_{h}$ is the mass of the heavy quark. At first order, the effective Lagrangian is parametrized by a small number of parameters which are determined by matching the effective theory with QCD. Once the parameters of the effective theory are known, they can be used to predict the value of some observables like the $B$-meson decay constant. On the lattice, due to the appearance of power divergences, already in the static limit, a perturbative matching is not reliable. The solution proposed by the ALPHA Collaboration is based on a non-perturbative matching [68] of HQET and QCD in finite volume at static and first order in $1 / m_{h}$. On the QCD side of the lattice simulations, the bare quark mass is an input parameter which is not known a priori due to renormalization effects. Therefore, this matching has been performed at different values of the heavy quark mass which parametrizes all quantities. By imposing that the $B$ meson mass computed using the effective theory, and extrapolated to the physical point, should corresponds to its physical mass, one can obtain the physical value of $b$-quark mass by interpolating the results. All the steps are performed using the renormalization group invariant (RGI) quark mass and the results are finally converted to the $\overline{\mathrm{MS}}$ scheme where a comparison with literature can be done. Finally we can interpolate the HQET parameters at the physical $b$-quark mass and use them to compute other interesting observables like the mass splitting between the pseudoscalar $B$ and vector $B^{*}$ mesons or the value of the $B$ meson decay constant $f_{B}$.

This work is based on ten CLS (Coordinated Lattice Simulations) ensembles 69] with two dynamical quarks at three different lattice spacings and pion masses in the range [190-450] MeV to allow for a precise continuum and chiral extrapolations. All steps are performed non-perturbatively and perturbation theory only enters at the end of the computation of the $b$-quark mass to convert our results in the more familiar $\overline{\mathrm{MS}}$ scheme. In particular, the matching of the effective theory with QCD, previously done by the ALPHA Collaboration with gauge configurations produced in the Schrödinger Functional setup, has been performed non-perturbatively.

In the first sections, I will introduce the Heavy Quark Effective Theory (HQET) and summarize the main steps of the non-perturbative matching. Then, I will present the computation of the HQET matrix elements needed to extract the mass of the $b$ quark and the $B$ meson decay constant on the lattice. In particular, I will explain how the Generalized Eigenvalue Problem can be combined with the $1 / m_{h}$ expansion to reduce higher excited states contamination to masses and matrix elements. Then, I will present the results on the computation of the $b$-quark mass and discuss in detail the error analysis. Finally, after the interpolation of the HQET parameters to $m_{b}$, I will present the results on the computation of the $B$ and $B_{s}$ meson decay constants and discuss the phenomenological implications.

### 3.1 The Heavy Quark Effective Theory

The Heavy Quark Effective Theory (HQET) [70, 71, 72, 73, 74] has proven to be an extraordinary tool for studying heavy flavour physics. It consists in an expansion of the QCD Lagrangian in inverse powers of the heavy quark mass. In the static limit, where $m \rightarrow \infty$, a new symmetry, the spin-flavour symmetry, appears and provides some new physical insight. Moreover, in the case of the $b$-quark, we will see that numerical results
indicate a fast convergence of the $1 / m$ expansion. Finally, from a numerical point of view, HQET highly simplifies the computation of the heavy quark propagator.

### 3.1.1 The need for an Effective Field Theory

The major difficulty in $B$-physics lies in the many different scales that have to be treated simultaneously on the lattice. In particular, the mass of the light quarks ( $u$ and $d$ ) is of the order of the MeV , much below the characteristic scale of QCD $\Lambda \approx 200 \mathrm{MeV}$, whereas the mass of the $b$-quark is approximatively 4.2 GeV in the $\overline{\mathrm{MS}}$ scheme. Lattice QCD offers a natural regularization of QCD with ultraviolet (UV) and infrared (IR) cutoffs respectively given by the lattice spacing $a$ and the size of the box $L$. On one hand, if we want to control discretization effects due to the large mass of the $b$-quark, we need a sufficiently small lattice spacing $a \ll m_{B}^{-1}$. On the other hand, the typical contribution of volume effects is of order $\mathcal{O}\left(e^{-m_{\pi} L}\right)$ [75] which lead to the following constraints:

$$
\begin{equation*}
L^{-1} \ll m_{\pi}, \cdots, m_{B} \ll a^{-1} \tag{3.1}
\end{equation*}
$$

We conclude that, for $L m_{\pi}>4$ and $a m_{B}<1 / 2$, lattice resolutions bigger than 80 are needed, but beyond present day computational resources. A possibility would be to work at unphysical heavy quark masses (with masses between the charm and the bottom quarks where the constraint $m_{B} \ll a^{-1}$ can be relaxed) and then extrapolate the results to the physical mass. It is, to some extent, the path followed by the ETM Collaboration [64]. A second possibility, developed by the ALPHA Collaboration, is to use an Effective Field Theory.


Figure 3.1 - An illustration of the relevant mass scales in lattice simulations with a $B$ meson

### 3.1.2 The physical picture

The basic idea of an effective field theory is to disentangle the relevant degrees of freedom, in the energy sector of interest, from the other ones which involve processes at higher energy scale. Once they have been isolated, one can formulate a new Lagrangian which captures the essential physics but where irrelevant degrees of freedom no longer appear. Usually, integrating out the heavy degrees of freedom inevitably leads to nonlocal interactions (in particular, due to virtual particles exchange, like heavy-heavy quark-antiquark pairs production, which occur at very short distances). Therefore, a second step is needed where these non-local interactions are expressed in terms of local one through an operator product expansion (OPE) in terms of a small parameter ( $\Lambda / m_{b}$ in our case). At first order, the new Lagrangian is expected to be easier to deal with and higher-order corrections can be added systematically. The derivation of the HQET Lagrangian following these steps was done in ref. [76]. In the next section, I will present a less rigorous, but simpler, approach to get the physical insight.

In the case of heavy-light mesons, the heavy quark, bound in a heavy meson, is almost on-shell and moves at the same velocity than the meson. Since the hadron has


Figure 3.2 - Schematic picture of the $B$ meson on the lattice. The size of the box $L$ should be large enough to have small volume effects and the lattice spacing small enough to reduce discretization errors.
a size of order $R \sim 1 \mathrm{fm}$ and due to the uncertainty principle, the typical momentum transfer is small $p \sim R^{-1} \sim \Lambda_{\mathrm{QCD}}$. Therefore, in the reference frame of the hadron, the heavy quark is almost static and the light degrees of freedom are associated with the light antiquark and gluons which exchange momenta of order $\Lambda_{\mathrm{QCD}}$ with the heavy quark.

### 3.1.3 Derivation of the effective Lagrangian

I now present a short derivation of the HQET Lagrangian in Minkowski space-time, including first order corrections. The first step is to isolate the relevant degrees of freedom. Since the heavy quark is almost on-shell, the spinor can be decomposed into its heavy and light components:

$$
\begin{equation*}
\psi(x)=P_{+} \psi(x)+P_{-} \psi(x)=\varphi(x)+\chi(x), \tag{3.2}
\end{equation*}
$$

where $P_{+}$and $P_{-}$are projectors given by

$$
P_{ \pm}=\frac{1 \pm \psi}{2}
$$

where $v$ is the velocity of the heavy hadron and where the projectors $P_{ \pm}$satisfy the following constraints: $P_{ \pm}^{2}=P_{ \pm}, P_{ \pm} P_{\mp}=0$ and $P_{+}+P_{-}=1$. Indeed, for an on-shell quark and in the limit of infinite mass, we have exactly $P_{+} \psi(x)=\psi(x)$ and, in the limit of large but finite mass, $P_{+} \psi(x)=\mathcal{O}(1)$ and $P_{-} \psi=\mathcal{O}\left(1 / m_{b}\right)$. In terms of these new degrees of freedom, the heavy part of the QCD Lagrangian reads

$$
\begin{aligned}
\mathcal{L} & =\bar{\psi}(x)\left(i \not D-m_{b}\right) \psi(x) \\
& =\bar{\varphi}(x)\left(i v \cdot D-m_{b}\right) \varphi(x)-\bar{\chi}(x)\left(i v \cdot D+m_{b}\right) \chi(x)+\bar{\varphi}(x) i \not D_{\perp} \chi(x)+\bar{\chi}(x) i \not D_{\perp} \varphi(x)
\end{aligned}
$$

with the decomposition

$$
\not D=\psi(v \cdot D)+\not D_{\perp},
$$

where I have used $\left\{D_{\perp}, \psi\right\}=0$ which is a consequence of $\{D D, \psi\}=2 v \cdot D$. Finally, light quarks are still described by the usual QCD Lagrangian (1.2).

The main contribution to the time dependence comes from the classical phase factor $i m_{b} t$. To eliminate this spurious dependence, one can go one step further by writing the momentum of the heavy quark $p_{b}^{\mu}=\left(m_{b}+k^{0}, \mathbf{k}\right)$ where the constant phase factor $i m_{b} t$ has been factorized out:

$$
\begin{equation*}
\varphi(x)=e^{-i m_{b}(v \cdot x)} \psi_{h}(x) \quad, \quad \chi(x)=e^{-i m_{b}(v \cdot x)} \psi_{H}(x) \tag{3.3}
\end{equation*}
$$

In this step, quarks and antiquarks are treated differently. In particular, for an antiquark, we would have written

$$
\varphi(x)=e^{i m_{b}(v \cdot x)} \psi_{h}(x) \quad, \quad \chi(x)=e^{i m_{b}(v \cdot x)} \psi_{H}(x)
$$

and the next steps are the same with the substitution $v \leftrightarrow-v$. In particular, the field $\psi_{h}$ in eq. (3.3) creates a heavy quark and the field $\bar{\psi}_{h}$ annihilates a heavy quark, but does not create an antiquark. Pair productions of heavy quarks are forbidden since they involve momenta of order $m_{b} \gg \Lambda_{\mathrm{QCD}}$. Using the new fields $\psi_{h}$ and $\psi_{H}$, the Lagrangian becomes

$$
\begin{aligned}
& \mathcal{L}=\bar{\psi}_{h}(x)(i v \cdot D) \psi_{h}(x)-\bar{\psi}_{H}(x)\left(i v \cdot D+2 m_{b}\right) \psi_{H}(x)+\bar{\psi}_{h}(x) i \not D_{\perp} \psi_{H}(x) \\
&+\bar{\psi}_{H}(x) i \not D_{\perp} \psi_{h}(x),
\end{aligned}
$$

where the heavy component $\psi_{H}$ has a mass $2 m_{b}$ and where the small component $\psi_{h}$ is massless. The HQET Lagrangian could be obtained by integrating out explicitly the heavy field $\psi_{H}$ as done in ref. [76], or we can express the heavy field $\psi_{H}$ in terms of the light field $\psi_{h}$ using the Dirac equation:

$$
\left\{\begin{aligned}
\left(i v \cdot D+2 m_{b}\right) \psi_{H} & =i \not D_{\perp} \psi_{h} \\
-i v \cdot D \psi_{h} & =i \not D_{\perp} \psi_{H}
\end{aligned}\right.
$$

and

$$
\begin{equation*}
\mathcal{L}=\bar{\psi}_{h}(i v \cdot D) \psi_{h}+\bar{\psi}_{h} i \not D_{\perp} \frac{1}{2 m_{b}+i v \cdot D} i \not D_{\perp} \psi_{h} \tag{3.4}
\end{equation*}
$$

The price to pay, when expressing the Lagrangian in terms of the light degrees of freedom, is the appearance of non-local terms. They can be removed by expanding the second term of eq. (3.4) with respect to $\Lambda_{\mathrm{QCD}} / m_{b}$ :

$$
\frac{1}{2 m_{b}+i v \cdot D}=\frac{1}{2 m_{b}} \sum_{n=0}^{\infty}\left(-\frac{i v \cdot D}{2 m_{b}}\right)^{n}
$$

At order $\Lambda_{\mathrm{QCD}} / m$, we are left with

$$
\frac{1}{2 m_{b}} \bar{\psi}_{h} i \not D_{\perp} i \not D_{\perp} \psi_{h}=\frac{1}{2 m_{b}} \bar{\psi}_{h}\left(i D_{\perp}\right)^{2} \psi_{h}+\frac{1}{2 m_{b}} \bar{\psi}_{h}\left(\frac{g}{2} \sigma_{\mu \nu} F^{\mu \nu}\right) \psi_{h}
$$

where $F^{\mu \nu}$ is the gluonic field strength appearing in (1.4), $\sigma_{\mu \nu}=(i / 2)\left[\gamma_{\mu}, \gamma_{\nu}\right]$ and where I used the relation $\left[D^{\mu}, D^{\nu}\right]=-i g F^{\mu \nu}$ (1.4). Finally, the HQET Lagrangians at static and $1 / m$ orders are respectively given by

$$
\mathcal{L}_{\mathrm{HQET}}^{\text {stat }}=\bar{\psi}_{h} i(v \cdot D) \psi_{h} \quad, \quad \mathcal{L}_{\mathrm{HQET}}^{1 / m}=\mathcal{L}_{\mathrm{HQET}}^{\text {stat }}-\omega_{\text {spin }} \mathcal{O}_{\text {spin }}-\omega_{\text {kin }} \mathcal{O}_{\text {kin }}
$$

where

$$
\mathcal{O}_{\text {spin }}=-\bar{\psi}_{h}(x) \frac{g}{2} \sigma_{\mu \nu} F^{\mu \nu} \psi_{h}(x) \quad, \quad \mathcal{O}_{\text {kin }}=\bar{\psi}_{h}(x)\left(D_{\perp}\right)^{2} \psi_{h}(x) .
$$

At the classical level, we have $\omega_{\text {spin }}=\omega_{\text {kin }}=\frac{1}{2 m_{b}}$. Since, at the end, we are interested in the Euclidean formulation of the theory in the reference frame where the heavy quark is at rest, I give the corresponding results (without changing the notations for simplicity)

$$
\begin{align*}
\mathcal{L}_{\text {HQET }}^{\text {stat }} & =\bar{\psi}_{h} D_{0} \psi_{h},  \tag{3.5}\\
\mathcal{L}_{\mathrm{HQET}}^{1 / m} & =\mathcal{L}_{\mathrm{HQET}}^{\text {stat }}-\omega_{\text {spin }} \mathcal{O}_{\text {spin }}-\omega_{\text {kin }} \mathcal{O}_{\text {kin }} \tag{3.6}
\end{align*}
$$

where the kinetic and spin operators now read

$$
\begin{equation*}
\mathcal{O}_{\text {spin }}=\bar{\psi}_{h}(x) g \sigma \cdot \mathbf{B} \psi_{h}(x) \quad, \quad \mathcal{O}_{\text {kin }}=\bar{\psi}_{h}(x) \mathbf{D}^{2} \psi_{h}(x), \tag{3.7}
\end{equation*}
$$

with $\sigma \cdot \mathbf{B}=\sigma_{i j} F_{i j} /(2 i)$. Truncation errors in the Lagrangian (3.6) are of order $\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2} / m_{b}^{2}\right)$.

### 3.1.4 Symmetries

We can now discuss the symmetries of the HQET Lagrangian. In the static limit, the Lagrangian (3.5) does not depend on the mass of the heavy quark. Moreover, since there is no Dirac matrix, the spin of the heavy quark remains unchanged during interactions and decouples from the light degrees of freedom. This is the heavy-quark spin-flavour symmetry [71]: in the limit of infinite mass, the strong interaction becomes independent of the mass and spin of the heavy quark. Therefore, mesons can be classified according to the quantum numbers associated to the light degrees of freedom, like their angular momentum $j$ or parity $P$. In particular, for each value of $j$, there are two degenerate states with total angular momentum $J=j \pm 1 / 2$. In the case of the $B$-meson, the state within the fundamental doublet $j^{P}=(1 / 2)^{-}$, corresponds to the pseudoscalar $B$ $(J=0)$ and vector $B^{*}(J=1)$ mesons.

At order $1 / m$, there are two additional operators in the Lagrangian (3.6). The first one, $\mathcal{O}_{\text {kin }}$, corresponds to the kinetic energy associated to the light degrees of freedom. The second one, $\mathcal{O}_{\text {spin }}$, has a non-trivial Dirac structure and describes the interactions between the heavy quark spin and gluons. In particular, it breaks the mass degeneracy between the pseudoscalar $(B)$ and vector mesons $\left(B^{*}\right)$ belonging to the same $j=1 / 2$ doublet.

### 3.1.5 Spectroscopy

The mass of the $B\left(J^{P}=0^{-}\right)$and $B^{*}\left(J^{P}=1^{-}\right)$mesons in the Heavy Quark Effective theory are respectively given by [77]

$$
\begin{align*}
m_{B} & =m_{b}+\bar{\Lambda}-\frac{\lambda_{1}}{2 m_{b}}-\frac{3 \lambda_{2}}{2 m_{b}}  \tag{3.8}\\
m_{B^{*}} & =m_{b}+\bar{\Lambda}-\frac{\lambda_{1}}{2 m_{b}}+\frac{\lambda_{2}}{2 m_{b}} \tag{3.9}
\end{align*}
$$

where the parameter $\bar{\Lambda}$ measures the contribution to the mass carried by the light degrees of freedom and is independent of the heavy quark mass. In particular, $\bar{\Lambda}$ has the same value for all particles within the same spin-flavour multiplet like the $B, B^{*}, D$ and $D^{*}$ states. In particular, the masses of the $D$ and $D^{*}$ mesons, in the static limit, are obtained by using the same equations after the substitution $m_{b} \leftrightarrow m_{c}$. Finally, the
parameters $\lambda_{1}$ and $\lambda_{2}$ correspond to HQET matrix elements with operator insertions $\mathcal{O}_{\text {kin }}$ and $\mathcal{O}_{\text {spin }}$ respectively.

From eqs. (3.8), (3.9) the mass splitting between the pseudoscalar $B$ and the vector $B^{*}$ mesons is given by the spin term $m_{B^{*}}-m_{B}=\frac{2 \lambda_{2}}{m_{b}}$. The experimental value quoted in the PDG [2] is

$$
\begin{equation*}
m_{B^{*}}-m_{B}=45.78 \pm 0.35 \mathrm{MeV} \tag{3.10}
\end{equation*}
$$

and is indeed small compared to the mass of the meson, in agreement with the $1 / m_{b}$ expansion. Moreover, we have

$$
\begin{equation*}
m_{B^{*}}^{2}-m_{B}^{2}=\left(m_{B^{*}}+m_{B}\right)\left(m_{B^{*}}-m_{B}\right)=4 \lambda_{2}+\mathcal{O}\left(\Lambda_{\mathrm{QCD}} / m_{b}\right), \tag{3.11}
\end{equation*}
$$

which is independent of the mass of the heavy quark when first order corrections are neglected. This result is also in good agreement with the experimental data

$$
\begin{equation*}
m_{B^{*}}^{2}-m_{B}^{2} \approx 0.48 \mathrm{GeV}^{2} \quad, \quad m_{D^{*}}^{2}-m_{D}^{2} \approx 0.55 \mathrm{GeV}^{2} \tag{3.12}
\end{equation*}
$$

### 3.1.6 Regularization on the lattice

In this section, I give the lattice regularization of the HQET Lagrangian. On the lattice, we choose to work in the reference frame of the $B$-meson where the $b$-quark is static. The light quark is still described by the QCD Lagrangian discussed in Chapter 1.

## Static Lagrangian

In the reference frame of the $B$-meson, where the heavy quark is at rest, the static HQET Lagrangian (3.5) reads

$$
\begin{equation*}
\mathcal{L}_{\mathrm{HQET}}^{\mathrm{stat}}=\bar{\psi}_{h}(x) D_{0} \psi_{h}(x) . \tag{3.13}
\end{equation*}
$$

On the lattice, we associate two Grassmann-valued spinor fields $\bar{\psi}_{h}$ et $\psi_{h}$ to each site of the lattice and subject to the constraints

$$
P_{+} \psi_{h}=\psi_{h} \quad, \quad \bar{\psi}_{h} P_{+}=\bar{\psi}_{h} .
$$

Then, by replacing the covariant derivative by the lattice backward covariant derivative $\nabla_{0}^{*} \psi(x)=(1 / a)\left[\psi(x)-U_{0}^{\dagger}(x-a \hat{0}) \psi(x-a \hat{0})\right]$, we obtain the Eichten-Hill [70] action

$$
\begin{equation*}
S=a^{4} \sum_{x} \bar{\psi}_{h}(x) \nabla_{0}^{*} \psi_{h}(x), \tag{3.14}
\end{equation*}
$$

which describes a static heavy quark (for an anti-quark, $P_{+}$should be replaced by $P_{-}$ and the backward covariant derivative by the forward covariant derivative). The choice of the backward derivative prevents the presence of doublers and one can show that discretization effects are of order $\mathcal{O}\left(a^{2}\right)$ [78]. This lattice action also preserves all the continuum heavy quark symmetries discussed in the previous subsection. In practice, other actions can be used which differ only by the choice of the lattice derivative:

$$
\begin{equation*}
\nabla_{W}^{*} \psi(x)=\frac{1}{a}\left(\psi(x)-W_{0}^{\dagger}(x-a \hat{0}) \psi(x-a \hat{0})\right) \tag{3.15}
\end{equation*}
$$

where $W_{0}$ is a time-like parallel transporter equivalent to $U_{0}$ up to terms of order $\mathcal{O}\left(a^{2}\right)$. Fat links $W_{0}$ are essential to reduce the exponential growth of the noise-to-signal ratio due to the linear divergence in the binding energy $E^{\text {stat }}$ [79]. In this work, two different smearings HYP1 and HYP2 (see Section 2.6.2) will be used 45].

## The static propagator

The heavy quark propagator $G_{h}$ is solution of the following equation:

$$
D_{0} G_{h}(x, y)=\delta(x, y) P_{+},
$$

and can be computed analytically in terms of the gauge link variables, avoiding the need of costly matrix inversions. Explicitly, we have

$$
\begin{equation*}
G_{h}(x, y)=\theta\left(x_{0}-y_{0}\right) \delta^{(3)}(\vec{x}-\vec{y}) \mathcal{P}(y, x)^{\dagger} P_{+}, \tag{3.16}
\end{equation*}
$$

where $\mathcal{P}(y, x)$ is the Wilson line from $x$ to $y$ :
$\mathcal{P}(x, x)=1, \quad \mathcal{P}(x, x+R \hat{\mu})=W(x, \mu) W(x+a \hat{\mu}, \mu) \ldots W(x+a(R-1) \hat{\mu}, \mu) \quad, \quad R>0$.
From the spatial $\delta$ function and $\theta$ function, it is clear that the heavy quark propagates only (forward) in time.

## The $1 / \mathrm{m}$ corrections

When including $1 / m$ corrections, we need a lattice regularization of the operators $\mathcal{O}_{\text {kin }}$ and $\mathcal{O}_{\text {spin }}$ discussed in the previous section. The first one is simply obtained by using the 3D lattice Laplace operator $\mathbf{D}^{2}$ (Appendix A.9). For the spin operator $\mathcal{O}_{\text {spin }}$, one can use the discretized version of $\sigma \cdot \mathbf{B}=\frac{1}{2 i} \sigma_{i j} \hat{F}^{i j}$ where $\sigma_{i j}$ is given in Appendix A and $\hat{F}^{i j}$ is the lattice field strength tensor given by eq. 1.31:

$$
\begin{equation*}
\mathcal{O}_{\text {spin }}=\bar{\psi}_{h}(x) \sigma \cdot \mathbf{B} \psi_{h}(x) \quad, \quad \mathcal{O}_{\text {kin }}=\bar{\psi}_{h}(x) \mathbf{D}^{2} \psi_{h}(x), \tag{3.17}
\end{equation*}
$$

the coupling $g$ does not appear in $\mathcal{O}_{\text {spin }}$ compared to eq. (3.7), due to the different normalization of the field strength on the lattice (1.31).

### 3.2 Correlations functions in the framework of HQET

At order $1 / m$, the Lagrangian contains two dimension five operators, $\mathcal{O}_{\text {kin }}$ and $\mathcal{O}_{\text {spin }}$, and the path integral based on the Lagrangian (3.6) is not renormalizable. In particular, the continuum limit of the corresponding theory (NRQCD [80] [81]) does not exist. Therefore, to use NRQCD, one has to choose a sufficiently small lattice spacing to have controllable discretization effects but, since the lattice spacing also acts like a cut-off, it should satisfy the condition $a m_{B}>\mathcal{O}(1)$ where NRQCD is expected to work. In this window, one can then use improved lattice actions by adding new terms to the Lagrangian to reduce discretization effects. Another disadvantage of NRQCD is that the matching with QCD is done only perturbatively.

To solve these problems, the HQET path integral is obtained by expanding the action in $1 / m$. The $1 / m$ terms in the Lagrangian are then treated as operator insertions and the expectation value of any observable $\mathcal{A}$ is given by

$$
\begin{aligned}
\langle\mathcal{A}\rangle & =\frac{1}{Z} \int \mathcal{D} \phi \mathcal{A} e^{-a^{4} \sum_{x}\left[\mathcal{L}_{\text {light }}(x)+\mathcal{L}_{\text {HQtat }}^{\text {stat }}(x)-\omega_{\text {spin }} \mathcal{O}_{\text {spin }}(x)-\omega_{\text {kin }} \mathcal{O}_{\text {kin }}(x)\right]} \\
& \approx \frac{1}{Z} \int \mathcal{D} \phi \mathcal{A}\left(1+a^{4} \sum_{x} \omega_{\text {spin }} \mathcal{O}_{\text {spin }}(x)+\omega_{\text {kin }} \mathcal{O}_{\text {kin }}(x)\right) e^{-a^{4} \sum_{x}\left[\mathcal{L}_{\text {light }}(x)+\mathcal{L}_{\text {HQtat }}^{\text {stat }}(x)\right]} \\
& \approx\langle\mathcal{A}\rangle_{\text {stat }}+\omega_{\text {kin }} a^{4} \sum_{x}\left\langle\mathcal{A} \mathcal{O}_{\text {kin }}(x)\right\rangle_{\text {stat }}+\omega_{\text {spin }} a^{4} \sum_{x}\left\langle\mathcal{A} \mathcal{O}_{\text {spin }}(x)\right\rangle_{\text {stat }},
\end{aligned}
$$

where the path integral weight $\langle\cdots\rangle_{\text {stat }}$ is always given by the static part of the HQET Lagrangian. Here, $\mathcal{L}_{\text {light }}$ denotes the light part of the action (up and down quarks) and $\mathcal{D} \phi$ is a short-notation for the path integral measure. In the following we will write

$$
\begin{align*}
\langle\mathcal{A}\rangle & =\langle\mathcal{A}\rangle_{\text {stat }}+\omega_{\text {kin }} a^{4} \sum_{x}\left\langle\mathcal{A} \mathcal{O}_{\text {kin }}(x)\right\rangle_{\text {stat }}+\omega_{\text {spin }} a^{4} \sum_{x}\left\langle\mathcal{A} \mathcal{O}_{\text {spin }}(x)\right\rangle_{\text {stat }} \\
& =\langle\mathcal{A}\rangle_{\text {stat }}+\omega_{\text {kin }}\langle\mathcal{A}\rangle_{\text {kin }}+\omega_{\text {spin }}\langle\mathcal{A}\rangle_{\text {spin }} \tag{3.18}
\end{align*}
$$

## $\mathcal{O}(\mathbf{a})$ improvement and $1 / \mathrm{m}$ expansion

It should be noted that $\mathcal{O}(a)$ improvement of the action, in the path integral weight, is crucial when considering HQET beyond the static order. Indeed, on the lattice, we cannot disentangle the contributions coming from the $1 / m$-expansion and the one coming from the $a$-expansion since an operator can mixe with all other operators with the same or lower dimension allowed by lattice symmetries. The static Lagrangian is already $\mathcal{O}(a)$ improved and $\mathcal{O}(a)$ improvement of $\mathcal{L}_{\text {light }}$ has been discussed in Section 1.5.3. At order $1 / m$ we cannot exclude corrections linear in the lattice spacing and the first corrections are then of order $\mathcal{O}\left(a^{2}, a / m_{b}\right)$.

### 3.3 Matching with QCD

In Section 3.1.3, we have derived the HQET Lagrangian and obtained the classical values of the HQET parameters: $\omega_{\text {kin }}=\omega_{\text {spin }}=1 / m_{b}$. In the quantum field theory, they receive quantum corrections and the parameters have to be renormalized (to include loop effects like, for example, heavy-particle exchange). Consequently the HQET parameters depend on both heavy quark mass and the lattice spacing (through the coupling constant). The relations between the couplings in HQET and QCD are imposed by the requirement that the two theories describe the same physics, and are called matching conditions.

### 3.3.1 Non-perturbative renormalization : motivations

When discussing the renormalization of the HQET Lagrangian, a mass counter term $\delta m$ should be added even if it is set to zero in the classical action (3.13). Indeed, this counter term is necessary to cancel a linear divergence in the self-energy of the static quark [70], due to the mixing of $\bar{\psi}_{h}(x) D_{0} \psi_{h}(x)$ with the scalar density $\bar{\psi}_{h}(x) \psi_{h}(x)$. In practice, $\delta m$ is set to zero on the lattice action and its effect is absorbed in the redefinition of the $b$-quark mass which now contains a linear divergence: $m_{\text {bare }}=m_{b}+\delta m$ (here, $m_{b}$ is the mass appearing in the phase factor in eq. (3.3). This linear divergence has been computed to two loops in perturbation theory in refs. [82, 83]. At order $1 / m$ new divergences appear, in particular the kinetic term

$$
\mathcal{O}_{\text {kin }}=\bar{\psi}_{h}(x) \mathbf{D}^{2} \psi_{h}(x),
$$

can mixe with the operators $\bar{\psi}_{h}(x) D_{0} \psi_{h}(x)$ and $\bar{\psi}_{h}(x) \psi_{h}(x)$ leading respectively to linear and quadratic divergences [84].

Because of these divergences, the total uncertainty is difficult to estimate as long as the renormalization is carried out perturbatively [84. The strategy followed by the ALPHA collaboration is to renormalize the theory non-perturbatively [85, 86, 87, 88].

### 3.3.2 The general idea

At order $1 / m$, five parameters $\omega_{i}$ are needed to compute the mass and the decay constant of the $B$ meson

$$
\begin{equation*}
\omega_{i}=\left(m_{\text {bare }}, \log \left(Z_{A}^{\mathrm{HQET}}\right), c_{A}^{(1)}, \omega_{\text {kin }}, \omega_{\text {spin }}\right) \quad, \quad i \in[1 . .5] \tag{3.19}
\end{equation*}
$$

where $m_{\text {bare }}, \omega_{\text {kin }}$ and $\omega_{\text {spin }}$ directly enter through the Lagrangian density (3.6). The parameter $Z_{A}^{\mathrm{HQET}}$ is the renormalization factor of the axial current and $c_{A}^{(1)}$ is a coefficient appearing in the $1 / m$ expansion of the axial current [89]. They will be introduced in more details in the next section. We would like to compute these parameters at different lattice spacings for the computation of hadronic observables. In principle, we could compute five observables in the effective field theory and match them with experimental results, but proceeding this way would reduce significantly the predictive power of the effective theory. Instead, the idea is to compute five observables in both QCD and HQET and then to impose the following matching conditions

$$
\begin{equation*}
\Phi_{i}^{\mathrm{QCD}}=\Phi_{i}^{\mathrm{HQET}}\left(\omega_{j}\right) \quad, \quad i \in[1, \ldots, 5], \tag{3.20}
\end{equation*}
$$

to determine the HQET parameters. To simplify the analysis, the five observables should have a simple (linear) dependence on the HQET parameters $\omega_{i}$. Finally, at static order, there are only two parameters:

$$
\begin{equation*}
\omega_{i}^{\text {stat }}=\left(m_{\text {bare }}^{\text {stat }}, \log \left(Z_{A}^{\text {stat }}\right)\right) \quad, \quad i \in[1,2] . \tag{3.21}
\end{equation*}
$$

### 3.3.3 The matching

The matching of HQET and QCD at order $1 / m$ was performed by the ALPHA collaboration in ref. [68]. The five observables, defined in the Schrödinger functional scheme [90], are written

$$
\begin{equation*}
\Phi_{i}^{\mathrm{HQET}}(L, a)=\eta_{i}(L, a)+\alpha_{i j}(L, a) \omega_{j}(a), \tag{3.22}
\end{equation*}
$$

where $\eta_{i}(L, a)$ and $\alpha_{i j}(L, a)$ are correlation functions computed in HQET. Taking the continuum limit $\Phi_{i}^{\mathrm{QCD}}\left(L_{1}, 0\right)=\lim _{a \rightarrow 0} \Phi_{i}^{\mathrm{QCD}}\left(L_{1}, a\right)$ and imposing the matching conditions (3.20), the HQET parameters $\omega_{i}(a)$ can be obtained at different given lattice spacings $a$. However, the matching of HQET and QCD has to be done with the following constraints:

- the lattice spacing $a$ should be small enough, $a^{-1} \gg m_{b}$, to have controllable discretization effects in QCD simulations with a relativistic $b$-quark.
- the volume $V=L^{3}$ has to be large enough to allow for a precise $1 / m$ expansion in HQET $m_{b} \gg L^{-1}$.
- the lattice resolution should satisfy the constraint $L / a=\mathcal{O}(10)$ imposed by present day computer limitations.

To fulfill these constraints, we conclude that the matching has to be done in a small volume $L \approx 0.4 \mathrm{fm}$ where the lattice spacing lie in the range ( 0.025 fm to 0.05 fm ). But these lattice spacings are too small for lattice simulations with a $B$ meson in a large volume and with reasonable resolutions (namely $a \in[0.05-0.08 \mathrm{fm}]$ ). Consequently,
an intermediate step is needed to obtain the values of the HQET parameters at larger lattice spacing.

The technique, described in details in ref. [88] and schematized in Figure 3.3, is based on the computation of step-scaling functions which relate the observables $\Phi_{i}^{\mathrm{HQET}}(L, a)$ at different volumes $L_{1}$ and $L_{2}=2 L_{1}$. First, the correlation functions $\eta_{i}(L, a)$ and $\alpha_{i j}(L, a)$ are computed in the two different volumes but with the same lattice spacings $a$ (so that the HQET parameters $\omega_{j}(a)$ are the same). Then, using different lattice spacings in the range $(0.025 \mathrm{fm}$ to 0.05 fm$)$ we can extrapolate the step scaling functions to the continuum limit and obtain $\Phi_{i}^{Q C D}\left(L_{2}, a=0\right)$. Finally, in the lager volume $L_{2}$, we can compute the correlation functions $\eta_{i}\left(L_{2}, a\right)$ and $\alpha_{i j}\left(L_{2}, a\right)$ at larger lattice spacings and obtain $\omega_{j}(a)$ by matching $\Phi_{i}^{\mathrm{HQET}}\left(L_{2}, a\right)$ with $\Phi_{i}^{\mathrm{QCD}}\left(L_{2}, a=0\right)$ using eq. (3.22).


Figure 3.3 - Sketch of the strategy for the matching of QCD and HQET. Figure taken from [88].

### 3.3.4 Heavy quark mass dependence

As explained in the beginning of this section, the HQET parameters depend, in addition to the lattice spacing, on the heavy quark mass. Therefore, the matching was performed at several value of the $b$-quark mass $m_{b}$. In HQET, the mass of the $b$ quark is parametrized by the dimensionless quantity $z=L_{1} M$ where $L_{1} \approx 0.4 \mathrm{fm}$ is a fixed volume defined by $\bar{g}^{2}\left(L_{1} / 2\right)=2.989[68](g$ is the strong coupling in the Schrödinger
functional scheme) and $M$ is the Renormalization Group Invariant mass (RGI). The HQET parameters $\omega(z, a)$ depend on both the lattice spacing $a$ and the heavy quark mass $z$ where $z$ takes the following values

$$
z=4,6,7,9,11,13,15,18,21
$$

which correspond to a RGI mass $M$ in the range from 2 GeV to 10 GeV which includes the physical mass. In QCD simulations, with two dynamical light quarks ( $N_{f}=2$ ) and one heavy quenched quark, the relation between $M$ and the bare quark mass $m_{q, h}$ appearing in the Lagrangian is known non-perturbatively [68]. Since the relation will be useful when discussing the errors on the $b$ quark mass, I give the explicit formula:

$$
\begin{equation*}
M=h(L) Z_{m}\left(g_{0}, L / a\right)\left(1+b_{m}\left(g_{0}\right) a m_{q, h}\right) m_{q, h}+\mathcal{O}\left(a^{2}\right), \tag{3.23}
\end{equation*}
$$

where $h(L)=M / \bar{m}^{\mathrm{SF}}(\mu)$ is the regularization independent ratio of the RGI heavy quark mass and the running quark mass $\bar{m}^{\mathrm{SF}}$ in the Schrödinger functional scheme. It has been computed by the ALPHA collaboration 91 and $h(L)=1.521(14)$ at the scale $\mu=1 / L_{0}=2 / L_{1}$. Finally, the factor $Z_{m}$ is a combination of renormalization coefficients (see the previous reference for the details), the parameter $b_{m}\left(g_{0}\right)$ is an improvement coefficient and the relation between the hopping parameter $\kappa_{h}$ and the bare quark mass $m_{q, h}$ is given by eq. 1.32 .

### 3.3.5 Conclusion

At the end of this procedure, the values of the HQET parameters are known at different values of the lattice spacing, different heavy quark masses and for the two static actions HYP1 and HYP2. Moreover, two independent matchings were performed for the static and $1 / m$ theories [68. Indeed, it is important to notice that, due to operator mixing, static and $1 / m$ results cannot be compared by simply neglecting the kinematic and spin terms. In particular, the kinetic term diverges quadratically and does not have a continuum limit.

### 3.4 The axial current and $\mathcal{O}(a)$ improvement

### 3.4.1 Definition in QCD

To study the $B$ meson on the lattice, we introduce the heavy-light axial current. In QCD, it is defined by $A_{\mu}(x)=Z_{A} \bar{\psi}_{h}(x) \gamma_{\mu} \gamma_{5} \psi_{l}(x)$ where $\psi_{h}(x)$ and $\psi_{l}(x)$ are respectively associated to the heavy and light quarks and $Z_{A}$ is the renormalization constant, determined from the chiral Ward identities [92. The correlation function for the time component reads

$$
\begin{equation*}
C_{A A}^{\mathrm{QCD}}(t)=a^{3} \sum_{\vec{x}}\left\langle A_{0}(x) A_{0}^{\dagger}(0)\right\rangle . \tag{3.24}
\end{equation*}
$$

Inserting the spectral decomposition, one obtains

$$
\begin{equation*}
C_{A A}^{\mathrm{QCD}}(t)=\frac{1}{2} \sum_{n}\langle 0| \hat{A}_{0}\left|B_{n}\right\rangle\left\langle B_{n}\right| \hat{A}_{0}^{\dagger}|0\rangle e^{-m_{B_{n}} t}, \tag{3.25}
\end{equation*}
$$

where I used the non-relativistic normalization of states $\left\langle B_{n} \mid B_{n}\right\rangle=2 V$ and where $\left|B_{n}\right\rangle$ corresponds to the $n^{\text {th }}$ state of the Hamiltonian with zero spatial momentum (states
with non-zero spatial momentum are absent due to the sum over lattice sites). From eq. (3.25), we conclude that the mass and the decay constant of the $B$ meson are encoded in this correlator

$$
\left\{\begin{array}{l}
a m_{B}=-\lim _{t \rightarrow \infty} \frac{\partial_{0}+\partial_{0}^{*}}{2} \log C_{A A}^{\mathrm{QCD}}(t)  \tag{3.26}\\
a^{3 / 2} f_{B} \sqrt{\frac{m_{B}}{2}}=\lim _{t \rightarrow \infty}\left(e^{m_{B} x_{0}} C_{A A}^{\mathrm{QCD}}(t)\right)^{1 / 2},
\end{array}\right.
$$

where the discrete derivatives are defined in Appendix $A$ and the decay constant, which parametrizes the matrix element of the axial current, is defined by

$$
\langle 0| A_{0}|B(\vec{p}=0)\rangle=\sqrt{m_{B}} f_{B}
$$

Using the relativistic normalization, one would obtain the usual definition of the decay constant, $\langle 0| A_{\mu}|B(p)\rangle_{\text {rel }}=p_{\mu} f_{B}$.

### 3.4.2 Definition in HQET

In HQET, the renormalized and $\mathcal{O}(a)$-improved axial current is [78]

$$
\begin{equation*}
A_{0}^{\mathrm{HQET}}=Z_{A}^{\mathrm{HQET}}\left(1+b_{A}^{\mathrm{stat}} a m_{q}\right)\left(A_{0}^{\mathrm{stat}}+a c_{A}^{(1)} \delta A_{0}^{(1)}+a c_{A}^{(2)} \delta A_{0}^{(2)}\right) \tag{3.27}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta A_{0}^{(1)}(x)=\psi_{l}(x) \gamma_{5} \gamma_{i} \widetilde{\nabla} \psi_{h}(x) \quad, \quad \delta A_{0}^{(2)}(x)=-\frac{\partial_{i}+\partial_{i}^{*}}{2} A_{i}^{\mathrm{stat}}(x) \tag{3.28}
\end{equation*}
$$

where $Z_{A}^{\mathrm{HQET}}$ and $c_{A}^{(1)}$ are the HQET parameters introduced in the previous section. Since $\delta A_{0}^{(2)}$ does not contribute to correlation functions at vanishing spatial momentum, this term will not be considered in the following. In particular, $Z_{A}^{\mathrm{HQET}}$ is the renormalization factor of the heavy-light axial current in the effective theory. Since a mass-independent renormalization scheme is used for the matching procedure described in the previous section (dynamical light quarks were tuned to be massless), the renormalized axial current must be multiplied by the improvement factor $\left(1+b_{A}^{\text {stat }} m_{q}\right)$ to ensure that the renormalized current with massive light quarks is still $\mathcal{O}(a)$ improved [93]. Here, $m_{q}$ denotes the subtracted light quark mass given by $m_{q}=m_{0}-m_{c}$ where $m_{0}$ is the bare light quark mass and $m_{c}$ is the critical mass (the point where the PCAC mass vanishes). The improvement coefficient $b_{A}^{\text {stat }}$ has been computed to 1-loop in perturbation theory [94. Finally, at static order, $c_{A}^{(1)}=c_{A}^{\text {stat }}$ is purely an improvement coefficient, but at order $1 / m$, the coefficient $c_{A}^{(1)}$ comes from the $1 / m$ expansion of the axial current and has to be determined non-perturbatively. The values of the improvement coefficients $b_{A}^{\text {stat }}$ and $c_{A}^{\text {stat }}$ are given in Table 3.1 for different values of the coupling constant $g_{0}$.

Similarly to the previous section, the correlation function now reads

$$
\begin{equation*}
C_{A A}(t)=e^{-m_{\text {bare }} x_{0}} a^{3} \sum_{x}\left\langle A_{0}^{\mathrm{HQET}}(x) A_{0}^{\mathrm{HQET}}(0)^{\dagger}\right\rangle \tag{3.29}
\end{equation*}
$$

where the mass shift $m_{\text {bare }}$ has been explicitly written. As explained before, at the classical level it corresponds to the heavy quark mass but, in the quantized theory,

| $\beta=6 / g_{0}^{2}$ | $\kappa_{c}\left(g_{0}^{2}\right)$ | $c_{A}^{\text {stat }}\left(g_{0}^{2}\right)$ |  |  | $b_{A}^{\text {stat }}\left(g_{0}^{2}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | HYP1 | HYP2 |  | HYP1 | HYP2 |
| 5.2 | 0.1360546 | 0.0033461 | 0.0597692 |  | 0.6045384 | 0.6638461 |
| 5.3 | 0.1364572 | 0.0032830 | 0.0586415 |  | 0.6025660 | 0.6607547 |
| 5.5 | 0.1367749 | 0.0031636 | 0.0565090 |  | 0.5988363 | 0.6549090 |

Table 3.1 - Numerical values of the critical parameter $\kappa_{c}\left(g_{0}^{2}\right)$ 52] and of the improvement coefficients $b_{A}^{\text {stat }}$ and $c_{A}^{\text {stat }}$ from 1-loop perturbation theory [94].
it compensates for a power divergence. Finally, using the decomposition (3.18) for the computation of an expectation value in HQET, we arrive at the following $1 / m$ expansion

$$
\begin{array}{r}
C_{A A}(t)=e^{-m_{\text {bare }} t}\left(Z_{A}^{H Q E T}\right)^{2}\left(1+b_{A}^{\text {stat }} a m_{q}\right)^{2}\left[C_{A A}^{\text {stat }}(t)+c_{A}^{(1)}\left(C_{A \delta A}^{\text {stat }}(t)+C_{\delta A A}^{\text {stat }}(t)\right)\right. \\
\left.+\omega_{\text {kin }} C_{A A}^{\text {kin }}(t)+\omega_{\text {spin }} C_{A A}^{\text {spin }}(t)\right] \tag{3.30}
\end{array}
$$

with

$$
\begin{align*}
C_{A A}^{\mathrm{stat}}(t) & =\sum_{\vec{x}, y, z}\left\langle A_{0}\left(y_{0}+t, \vec{x}\right) A_{0}^{*}(y)\right\rangle_{\text {stat }}  \tag{3.31}\\
C_{\delta A A}^{\mathrm{stat}}(t) & =\sum_{\vec{x}, y, z}\left\langle\delta A_{0}\left(y_{0}+t, \vec{x}\right) A_{0}^{*}(y)\right\rangle_{\mathrm{stat}}  \tag{3.32}\\
C_{A A}^{\mathrm{kin} / \mathrm{spin}}(t) & =\sum_{\vec{x}, y, z}\left\langle A_{0}\left(y_{0}+t, \vec{x}\right) A_{0}^{*}(y) \mathcal{O}_{\mathrm{kin} / \mathrm{spin}}(z)\right\rangle_{\mathrm{stat}} . \tag{3.33}
\end{align*}
$$

In the next section, I will explain how the $B$ meson mass and decay constant can be computed from this correlation function. Then, in Section 3.6, I will use the Generalized Eigenvalue Problem to obtain improved estimators, where higher excited states contamination has been further suppressed.

### 3.5 Computation of $m_{B}$ and $f_{B}$ in HQET at order $1 / m$

The $B$ meson mass
Using eqs. (3.26), 3.30), and considering $1 / m$ terms as small parameters, the mass of the $B$-meson is now given by

$$
\begin{equation*}
m_{B}=-\lim _{t \rightarrow \infty} \frac{\partial_{0}+\partial_{0}^{*}}{2} \log C_{A A}(t)=m_{\text {bare }}+E^{\text {stat }}+\omega_{\text {kin }} E^{\mathrm{kin}}+\omega_{\mathrm{spin}} E^{\mathrm{spin}} \tag{3.34}
\end{equation*}
$$

where the HQET matrix elements $E^{\text {stat }}, E^{\text {kin }}$ and $E^{\text {spin }}$ are defined by

$$
\begin{align*}
& E^{\mathrm{stat}}=-\lim _{t \rightarrow \infty} \frac{\partial_{0}+\partial_{0}^{*}}{2} \log C_{A A}^{\mathrm{stat}}(t)  \tag{3.35}\\
& E_{y}=-\lim _{t \rightarrow \infty} \frac{\partial_{0}+\partial_{0}^{*}}{2} \frac{C_{A A}^{\mathrm{kin}}(t)}{C_{A A}^{\mathrm{stat}}(t)} \quad, \quad y \in[\mathrm{kin}, \mathrm{spin}] \tag{3.36}
\end{align*}
$$

The term $C_{A \delta A}$ does not contribute to the mass since the ratio $C_{A \delta A}^{\text {stat }} / C_{A A}^{\text {stat }}$ tends towards a constant. In the static limit, the mass is obtained by replacing the HQET parameter $m_{\text {bare }}$ by its static value $m_{\text {bare }}^{\text {stat }}$ and ignoring $1 / m$ corrections

$$
\begin{equation*}
m_{B}^{\text {stat }}=-\lim _{t \rightarrow \infty} \frac{\partial_{0}+\partial_{0}^{*}}{2} \log C_{A A}(t)=m_{\text {bare }}^{\text {stat }}+E^{\text {stat }} \tag{3.37}
\end{equation*}
$$

Using the spectral decomposition and the non-relativistic normalization of states $\langle B \mid B\rangle=$ $2 L^{3}, E^{\text {stat }}, E^{\text {kin }}$ and $E^{\text {spin }}$ can be expressed in terms of matrix elements. Indeed, the static correlation function can be written

$$
C_{A A}^{\mathrm{stat}}(t)=a^{3} \sum_{\vec{x}}\left\langle A_{0}(x) A_{0}^{\dagger}(0)\right\rangle_{\mathrm{stat}}=\frac{1}{2} \sum_{n}\langle 0| A_{0}\left|B_{n}\right\rangle_{\mathrm{stat}}\left\langle B_{n}\right| A_{0}^{\dagger}|0\rangle_{\mathrm{stat}} e^{-E_{n}^{\text {stat } t}}
$$

and the kinetic term

$$
\begin{aligned}
C_{A A}^{\mathrm{kin}}\left(x_{0}\right) & =a^{7} \sum_{\vec{x}, y}\left\langle A_{0}(x) A_{0}^{*}(0) \mathcal{O}_{\text {kin }}(y)\right\rangle_{\text {stat }} \\
& =\frac{a}{4} \sum_{y_{0} \leq x_{0}} \sum_{n, m} \underbrace{\langle 0| A_{0}\left|B_{n}\right\rangle_{\text {stat }}\left\langle B_{n}\right| \mathcal{O}_{\text {kin }}(0)\left|B_{m}\right\rangle_{\text {stat }}\left\langle B_{m}\right| A_{0}^{*}|0\rangle_{\text {stat }}}_{\alpha_{n m}} e^{-E_{n}\left(x_{0}-y_{0}\right)-E_{m} y_{0}} \\
& =\frac{a x_{0}}{4} \sum_{n} \alpha_{n n} e^{-E_{n} x_{0}}-\frac{1}{4} \sum_{n \neq m} \alpha_{n m} a \frac{e^{-E_{n}\left(x_{0}+1\right)}-e^{-E_{m}\left(x_{0}+1\right)}}{e^{-E_{n}}-e^{-E_{m}}} \\
& =\frac{a x_{0}}{4} \sum_{n} \alpha_{n n} e^{-E_{n} x_{0}}-\frac{1}{4} \sum_{n \neq m}\left(\alpha_{n m}+\alpha_{m n}\right) a \frac{e^{-E_{n}\left(x_{0}+1\right)}}{e^{-i E_{n}}-e^{-E_{m}}} .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
R_{A A}^{\mathrm{kin}}\left(x_{0}\right)=\frac{C_{A A}^{\mathrm{kin}}\left(x_{0}\right)}{C_{A A}^{\text {stat }}\left(x_{0}\right)}= & \frac{a x_{0}}{2}\langle B| \mathcal{O}_{\text {kin }}(0)|B\rangle \\
& -\frac{1}{2} \sum_{m>1}\left(\alpha_{1 m}+\alpha_{m 1}\right) a \frac{e^{-E_{1}}}{e^{-E_{1}}-e^{-E_{m}}}+\mathcal{O}\left(x_{0} e^{-\left(E_{2}-E_{1}\right) x_{0}}\right),
\end{aligned}
$$

and similarly for $R_{A A}^{\text {spin }}$. Consequently, from eq. 3.36, we found

$$
\begin{equation*}
E_{\text {kin }}=-\frac{1}{2}\langle B| \mathcal{O}_{\text {kin }}(0)|B\rangle_{\text {stat }} \quad, \quad E_{\text {spin }}=-\frac{1}{2}\langle B| \mathcal{O}_{\text {spin }}(0)|B\rangle_{\text {stat }} \tag{3.38}
\end{equation*}
$$

## The mass splitting

In Section 3.1.5, we have computed the mass splitting between the pseudoscalar $B$ and vector $B^{*}$ mesons in terms of the HQET parameter $\lambda_{2}$. From the previous formulae and the results in ref. [77], we found

$$
\begin{equation*}
E^{\mathrm{spin}}=-3 \lambda_{2} \Rightarrow \Delta m_{B}=4 \lambda_{2}=-\frac{4}{3} \omega_{\mathrm{spin}} E^{\mathrm{spin}} \tag{3.39}
\end{equation*}
$$

Then, the mass splitting is simply given in terms of the matrix element $E^{\text {spin }}$ and the HQET parameter $\omega_{\text {spin }}$. It is useful to recall that, contrary to the kinetic term, the spin term indeed has a continuum limit.

## The $B$-meson decay constant

Similarly, using eqs. (3.26), (3.30) the decay constants at static and $1 / m$ orders are respectively given by

$$
\begin{equation*}
a^{3 / 2} f_{B}^{\text {stat }} \sqrt{\frac{m_{B}}{2}}=\lim _{t \rightarrow \infty}\left\{Z_{A}^{\text {stat }}\left(1+b_{A}^{\text {stat }} a m_{q}\right)\left(e^{E^{\text {stat }}} C_{A A}^{\text {stat }}(t)\right)^{1 / 2}\left[1+\frac{1}{2} c_{A}^{\text {stat }} \frac{C_{A A}^{\mathrm{dA}}(t)}{C_{A A}^{\text {stat }}(t)}\right]\right\} \tag{3.40}
\end{equation*}
$$

and

$$
\begin{align*}
a^{3 / 2} f_{B} \sqrt{\frac{m_{B}}{2}}=\lim _{t \rightarrow \infty} & \left\{Z _ { A } ^ { \mathrm { HQET } } ( 1 + b _ { A } ^ { \text { stat } } a m _ { q } ) ( e ^ { E ^ { \text { stat } } } C _ { A A } ^ { \text { stat } } ( t ) ) ^ { 1 / 2 } \left[1+\frac{1}{2} \omega_{\text {kin }}\left(t E^{\mathrm{kin}}\right.\right.\right. \\
& \left.\left.\left.+\frac{C_{A A}^{\mathrm{ktin}}(t)}{C_{A A}^{\text {stat }}(t)}\right)+\frac{1}{2} \omega_{\text {spin }}\left(t E^{\mathrm{spin}}+\frac{C_{A A}^{\text {spin }}(t)}{C_{A A}^{\text {stat }} t}\right)+\frac{1}{2} c_{A}^{(1)} \frac{C_{A A}^{\mathrm{dA}}(t)}{C_{A A}^{\text {stat }}(t)}\right]\right\} \tag{3.41}
\end{align*}
$$

### 3.6 The Generalized Eigenvalue Problem

The mass and the decay constant of the $B$ meson are respectively given by eqs. (3.34), (3.41). They are expressed in terms of a single correlation function and valid at large time where the excited states contribution can be safely neglected. As discussed in Section 2.5, the GEVP can be used to reduce the contamination from excited states and improve the quality of the signal in simulations. In this section, I will give improved estimators for the quantities $E_{\text {stat }}, E_{\text {kin }}, E_{\text {spin }}, f_{B}^{\text {stat }}, f_{B}^{\text {spin }}$ and $f_{B}^{\text {kin }}$. The actual choice of the interpolating operator basis will be discussed in the following section.

### 3.6.1 The $1 / \mathrm{m}$ expansion

We would like to combine the $1 / m$ expansion of HQET with the Generalized Eigenvalue Problem. The solution, proposed in ref. [42], is to treat $1 / m$ corrections as small perturbations

$$
\begin{equation*}
C(t)=C^{\text {stat }}(t)+\omega_{1 / m} C^{1 / m}(t), \tag{3.42}
\end{equation*}
$$

where $\omega_{1 / m}$ is a short-notation for $\omega_{\text {kin }}$ and $\omega_{\text {spin }}$. Similarly, the eigenvalues and eigenvector are decomposed into static and $1 / m$ corrections

$$
\begin{align*}
& \lambda_{n}\left(t, t_{0}\right)=\lambda_{n}^{\text {stat }}\left(t, t_{0}\right)+\omega_{1 / m} \lambda_{n}^{1 / m}\left(t, t_{0}\right),  \tag{3.43}\\
& v_{n}\left(t, t_{0}\right)=v_{n}^{\text {stat }}\left(t, t_{0}\right)+\omega_{1 / m} v_{n}^{1 / m}\left(t, t_{0}\right) . \tag{3.44}
\end{align*}
$$

Inserting eqs. (3.42), (3.43) and (3.44) in the Generalized Eigenvalue Problem

$$
\begin{equation*}
C(t) v_{n}\left(t, t_{0}\right)=\lambda_{n}\left(t, t_{0}\right) C\left(t_{0}\right) v_{n}\left(t, t_{0}\right), \tag{3.45}
\end{equation*}
$$

and considering only the lowest order, we obtain

$$
\begin{equation*}
C^{\text {stat }}(t) v_{n}^{\text {stat }}\left(t, t_{0}\right)=\lambda_{n}^{\text {stat }}\left(t, t_{0}\right) C^{\text {stat }}\left(t_{0}\right) v_{n}^{\text {stat }}\left(t, t_{0}\right) \tag{3.46}
\end{equation*}
$$

The solutions of this equation are the static eigenvalues $\lambda_{n}^{\text {stat }}\left(t, t_{0}\right)$ and eigenvectors $v_{n}^{\text {stat }}\left(t, t_{0}\right)$ which are chosen to be normalized such that $\left(v_{n}^{\text {stat }}\left(t, t_{0}\right), C^{\text {stat }}(t) v_{n}^{\text {stat }}\left(t, t_{0}\right)\right)=$ $\delta_{n m}$. Then, since $1 / m$ corrections are treated in the framework of perturbation theory,
they can be expressed in terms of the static solutions. At first order, the solutions of eq. (3.45) read

$$
\begin{align*}
& \frac{\lambda_{n}^{1 / m}\left(t, t_{0}\right)}{\lambda_{n}^{\text {stat }}\left(t, t_{0}\right)}=\left(v_{n}^{\text {stat }}\left(t, t_{0}\right),\left[C^{1 / m}(t) / \lambda_{n}^{\text {stat }}\left(t, t_{0}\right)-C^{1 / m}\left(t_{0}\right)\right] v_{n}^{\text {stat }}\left(t, t_{0}\right)\right)  \tag{3.47}\\
& v^{1 / m}\left(t, t_{0}\right)=\sum_{k=1, k \neq n}^{N} \frac{\left(v_{k}^{\text {stat }},\left[C^{1 / m}(t)-\lambda_{n}^{\text {stat }}\left(t, t_{0}\right) C^{1 / m}\left(t_{0}\right)\right] v_{n}^{\text {stat }}\right)}{\lambda_{n}^{\text {stat }}\left(t, t_{0}\right)-\lambda_{k}^{\text {stat }}\left(t, t_{0}\right)} v_{k}^{\text {stat }}\left(t, t_{0}\right) . \tag{3.48}
\end{align*}
$$

This formula can now be used to obtain the expressions of $E^{\text {stat }}, E^{\text {kin }}, E^{\text {spin }}, f_{B}^{\text {stat }}, f_{B}^{\text {spin }}$ and $f_{B}^{\text {kin }}$ in terms of the eigenvalues and eigenvectors.

### 3.6.2 Expression of the mass

Using the results of Section 2.5, the mass of the $n^{\text {th }}$ state can be extracted by considering the large time behavior of the following effective energy

$$
\begin{equation*}
E_{n}^{\mathrm{eff}}\left(t, t_{0}\right)=a^{-1} \log \frac{\lambda_{n}\left(t, t_{0}\right)}{\lambda_{n}\left(t+1, t_{0}\right)}=E_{n}+\mathcal{O}\left(e^{-\Delta E_{N+1, n} t}\right) \tag{3.49}
\end{equation*}
$$

up to small corrections when the condition $t_{0}>t / 2$ is satisfied. Expanding this equation in $\omega^{1 / m}$ and using the eigenvalue decomposition (3.43) we arrive at

$$
\begin{equation*}
E_{n}^{\mathrm{eff}}\left(t, t_{0}\right)=E_{n}^{\mathrm{eff}, \text { stat }}\left(t, t_{0}\right)+\omega^{1 / m} E_{n}^{\mathrm{eff}, 1 / m}\left(t, t_{0}\right), \tag{3.50}
\end{equation*}
$$

with

$$
\begin{align*}
& E_{n}^{\text {eff,stat }}=a^{-1} \log \frac{\lambda_{n}^{\text {stat }}\left(t, t_{0}\right)}{\lambda_{n}^{\text {stat }}\left(t+1, t_{0}\right)}=E_{n}^{\text {stat }}+\mathcal{O}\left(e^{-\Delta E_{N+1, n}^{\text {stat }} t}\right),  \tag{3.51}\\
& E_{n}^{\text {eff }, 1 / m}=\frac{\lambda_{n}^{1 / m}\left(t, t_{0}\right)}{\lambda_{n}^{\text {stat }}\left(t, t_{0}\right)}-\frac{\lambda_{n}^{1 / m}\left(t+1, t_{0}\right)}{\lambda_{n}^{\text {stat }}\left(t+1, t_{0}\right)}=E_{n}^{1 / m}+\mathcal{O}\left(t \Delta E_{N+1, n}^{1 / m} e^{-\Delta E_{N+1, n}^{\text {stat }} t}\right), \tag{3.52}
\end{align*}
$$

where $1 / m$ stands for kin or spin and where the $1 / m$ corrections for the eigenvalues are given by eq. (3.47) and are expressed in terms of the static quantities according to eq. 3.47. These improved estimators for $E_{n}^{\text {eff,stat }}$ and $E_{n}^{\text {eff, } 1 / m}$ can be used to compute the mass of the $B$ meson through

$$
\begin{equation*}
m_{B}=m_{\mathrm{bare}}+E^{\mathrm{stat}}+\omega_{\mathrm{kin}} E^{\mathrm{kin}}+\omega_{\mathrm{spin}} E^{\mathrm{spin}} \tag{3.53}
\end{equation*}
$$

or, in the static limit

$$
\begin{equation*}
m_{B}^{\text {stat }}=m_{\text {bare }}^{\text {stat }}+E^{\text {stat }} . \tag{3.54}
\end{equation*}
$$

### 3.6.3 Expression of the decay constant

In QCD, using the Generalized Eigenvalue Problem, the (generalized) decay constant is given by

$$
f_{B}^{(n)} \sqrt{\frac{m_{B_{n}}}{2}}=Z_{A}^{\mathrm{HQET}}\left(1+b_{A}^{\mathrm{stat}} m_{q}\right) \times p_{n}
$$

where $m_{B_{n}}$ is the mass of the $n^{\text {th }}$ state and $p_{n}$ is extracted from the effective matrix element (see eq. (2.32))

$$
\begin{equation*}
p_{n}^{\mathrm{eff}}\left(t, t_{0}\right)=R_{n}\left(t, t_{0}\right) \times\left(v_{n}\left(t, t_{0}\right), C_{L}(t)\right) \underset{t \rightarrow+\infty}{\longrightarrow}\langle 0| \hat{A}_{0}\left|B_{n}\right\rangle, \tag{3.55}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(C_{L}(t)\right)_{i}=\sum_{x, \vec{y}}\left\langle A_{0}^{\text {stat }}\left(x_{0}+t, \vec{y}\right) O_{i}^{*}(x)\right\rangle_{\mathrm{stat}} . \tag{3.56}
\end{equation*}
$$

In the effective theory, following the same path of reasoning and using the same notions as in Section 2.5, the $1 / m$ expansion reads

$$
\begin{equation*}
p_{n}^{\mathrm{eff}}\left(t, t_{0}\right)=p_{n}^{\mathrm{eff}, \mathrm{stat}}\left(t, t_{0}\right)\left(1+\omega^{1 / m} p_{n}^{\mathrm{eff}, 1 / m}\left(t, t_{0}\right)+c_{A}^{(1)} p_{n}^{\mathrm{eff}, \mathrm{dA}}\left(t, t_{0}\right)\right) \tag{3.57}
\end{equation*}
$$

where the last term comes from the $\mathcal{O}(a)$ improvement of the axial current and where the matrix elements $p_{n}^{\text {eff,stat }}, p_{n}^{\text {eff,dA }}$ and $p_{n}^{\text {eff, } 1 / \mathrm{m}}$ are expressed in terms of eigenvectors and eigenvalues:

$$
\begin{align*}
& p_{n}^{\text {eff,stat }}=R_{n}^{\text {stat }}\left(t, t_{0}\right)\left(v_{n}^{\text {stat }}\left(t, t_{0}\right), C_{L}^{\text {stat }}(t)\right)  \tag{3.58}\\
& p_{n}^{\text {eff,dA }}=R_{n}^{\text {stat }}\left(t, t_{0}\right)\left(v_{n}^{\text {stat }}\left(t, t_{0}\right), C_{\delta A}(t)\right)  \tag{3.59}\\
& p_{n}^{\text {eff, } 1 / \mathrm{m}}=\frac{R_{n}^{1 / \mathrm{m}}\left(t, t_{0}\right)}{R_{n}^{\text {stat }}\left(t, t_{0}\right)}+\frac{\left(v_{n}^{\text {stat }}\left(t, t_{0}\right), C_{L}^{1 / \mathrm{m}}(t)\right)}{\left(v_{n}^{\text {stat }}\left(t, t_{0}\right), C_{L}^{\text {stat }}(t)\right)}+\frac{\left(v_{n}^{1 / \mathrm{m}}\left(t, t_{0}\right), C_{L}^{\text {stat }}(t)\right)}{\left(v_{n}^{\text {stat }}\left(t, t_{0}\right), C_{L}^{\text {stat }}(t)\right)} \tag{3.60}
\end{align*}
$$

where, similarly to $C_{L}(t)$, the correlator $C_{\delta A}(t)$ is given by

$$
\begin{equation*}
\left(C_{\delta A}(t)\right)_{i}=\sum_{x, \vec{y}}\left\langle\delta A_{0}^{(1)}\left(x_{0}+t, \vec{y}\right) O_{i}^{*}(x)\right\rangle_{\mathrm{stat}} \tag{3.61}
\end{equation*}
$$

where $\delta A_{0}^{(1)}$ is the improvement term discussed in Section 3.4.2, and

$$
\begin{aligned}
& R_{n}^{\text {stat }}=\left(v_{n}^{\text {stat }}\left(t, t_{0}\right), C(t) v_{n}^{\text {stat }}\left(t, t_{0}\right)\right)^{-1 / 2}\left(\frac{\lambda_{n}^{\text {stat }}\left(t_{0}+a, t_{0}\right)}{\lambda_{n}^{\text {stat }}\left(t_{0}+2 a, t_{0}\right)}\right)^{t /(2 a)} \\
& \frac{R_{n}^{1 / m}}{R_{n}^{\text {stat }}}=-\frac{1}{2} \frac{\left(v_{n}^{\text {stat }}\left(t, t_{0}\right), C^{1 / m}(t) v_{n}^{\text {stat }}\left(t, t_{0}\right)\right)}{\left(v_{n}^{\text {stat }}\left(t, t_{0}\right), C^{\text {stat }}(t) v_{n}^{\text {stat }}\left(t, t_{0}\right)\right)}+\frac{t}{2 a}\left(\frac{\lambda_{n}^{1 / m}\left(t_{0}+a, t_{0}\right)}{\lambda_{n}^{\text {stat }}\left(t_{0}+a, t_{0}\right)}-\frac{\lambda_{n}^{1 / m}\left(t_{0}+2 a, t_{0}\right)}{\lambda_{n}^{\text {stat }}\left(t_{0}+2 a, t_{0}\right)}\right) .
\end{aligned}
$$

The asymptotic behavior of the matrix elements (3.58), (3.59) and (3.60) is known:

$$
\begin{align*}
& p_{n}^{\text {eff,stat }}=p_{n}^{\text {stat }}+\gamma_{n, N}^{\text {stat }} e^{-\left(E_{N+1}^{\text {stat }}-E_{n}^{\text {stat }}\right) t_{0}}  \tag{3.62}\\
& p_{n}^{\text {eff,dA }}=p_{n}^{\mathrm{dA}}+\gamma_{n, N}^{\mathrm{dA}} e^{-\left(E_{N+1}^{\text {stat }}-E_{n}^{\text {stat }}\right) t_{0}},  \tag{3.63}\\
& p_{n}^{\text {eff }, 1 / \mathrm{m}}=p_{n}^{1 / \mathrm{m}}+\left[\gamma_{n, N}^{1 / \mathrm{m}}-\frac{\gamma_{n, N}^{1 / \mathrm{m}}}{p_{n}^{\text {stat }}} t_{0}\left(E_{N+1}^{1 / \mathrm{m}}-E_{n}^{1 / \mathrm{m}}\right)\right] e^{-\left(E_{N+1}^{\text {stat }}-E_{n}^{\text {stat }}\right) t_{0}}, \tag{3.64}
\end{align*}
$$

where the condition $t_{0}>t / 2$ is assumed. Therefore, the excited states contribution is exponentially suppressed by a factor $\mathcal{O}\left(\exp \left(\left(E_{N+1}-E_{n}\right) t_{0}\right)\right)$. Finally, to consistently truncate the expansion at order $1 / m$, we rather compute the logarithm of the decay constant

$$
\begin{equation*}
\log \left(a^{3 / 2} f_{B} \sqrt{\frac{m_{B}}{2}}\right)=\log \left(Z_{A}^{\mathrm{HQET}}\right)+b_{A}^{\text {stat }} m_{q}+\log \left(p^{\mathrm{stat}}\right)+\omega_{\text {kin }} p^{\mathrm{kin}}+\omega_{\text {spin }} p^{\text {spin }}+a c_{A}^{(1)} p^{\mathrm{dA}} \tag{3.65}
\end{equation*}
$$

or, in the static approximation

$$
\begin{equation*}
\log \left(a^{3 / 2} f_{B}^{\text {stat }} \sqrt{\frac{m_{B}}{2}}\right)=\log \left(Z_{A}^{\text {stat }}\right)+b_{A}^{\text {stat }} m_{q}+\log \left(p^{\text {stat }}\right)+a c_{A}^{\text {stat }} p^{\mathrm{dA}} \tag{3.66}
\end{equation*}
$$

where, for simplicity, I use the notation $p_{1}^{X}=p^{X}$ for the ground state matrix elements.

| CLS | $\beta$ | $a(\mathrm{fm})$ | $L / a$ | $\kappa$ | $\kappa_{s}$ | $m_{\pi}(\mathrm{MeV})$ | $m_{\pi} L$ | \# cfgs | $\frac{\# \mathrm{cfgs}}{\tau_{\text {exp }}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A4 | 5.2 | $0.0749(9)$ | 32 | 0.13590 | 0.13528 | $386(5)$ | 4.7 | 1012 | 122 |
| A5 |  |  | 32 | 0.13594 | 0.13528 | $333(4)$ | 4.0 | 1001 | 164 |
| B6 |  |  | 48 | 0.13597 | 0.13524 | $283(4)$ | 5.2 | 636 | 52 |
| E5 | 5.3 | $0.0651(6)$ | 32 | 0.13625 | 0.13578 | $441(4)$ | 4.7 | 1000 | 120 |
| F6 |  |  | 48 | 0.13635 | 0.13574 | $314(3)$ | 5.0 | 500 | 30 |
| F7 |  |  | 48 | 0.13638 | 0.13573 | $269(3)$ | 4.3 | 602 | 36 |
| G8 |  |  | 64 | 0.13642 | $\times$ | $194(2)$ | 4.1 | 410 | 17 |
| N5 | 5.5 | $0.0482(6)$ | 48 | 0.13660 | 0.13626 | $444(4)$ | 5.2 | 477 | 4.2 |
| N6 |  |  | 48 | 0.13667 | 0.13625 | $341(3)$ | 4.0 | 950 | 38 |
| O7 |  |  | 64 | 0.13671 | 0.13624 | $269(2)$ | 4.2 | 980 | 20 |

Table 3.2 - Details of the CLS ensembles used: bare coupling $\beta=6 / g_{0}^{2}$, lattice spacing $a$, spatial extent $L$ in lattice units $(T=2 L)$, pion mass $m_{\pi}, m_{\pi} L$, number of configurations employed, and number of configurations employed normalized in units of the exponential autocorrelation time $\tau_{\exp }$ as estimated in ref. [50]. Additionally, we specify the CLS label id and the Gaussian smearing parameters $n_{G}$ used to build different interpolating fields as described in the text.

### 3.7 Simulation parameters

### 3.7.1 Lattice ensembles

Our measurements are carried out on a subset of the CLS (Coordinated Lattice Simulations) ensembles, which have been generated using either the DD-HMC [39, 38, 41, 37] or the MP-HMC [95] algorithm, using the Wilson plaquette action [18] and $N_{f}=2$ flavours of non-perturbatively $\mathcal{O}(a)$ improved Wilson quarks [22, 96]. Parameters of the lattice simulations are collected in Table 3.2. In order to suppress finite-size effects, we consider only ensembles satisfying $m_{\pi} L>4.0$. The light valence quark masses are equal to the sea quark mass, and the (quenched) $b$-quark is treated by HQET.

The value of the lattice spacing in physical units for each value of $\beta=5.2,5.3,5.5$ has been computed in references [97, [52] via the kaon decay constant $f_{K}=155 \mathrm{MeV}$. The authors also computed the values of $m_{\pi}$ and $f_{\pi}$ which will enter the chiral extrapolations.

### 3.7.2 Interpolating operators

The basis of interpolating operators correspond to three different levels of gaussian smearing, as explained in Section 2.6.3. with a triply (spatially) APE smeared covariant Laplacian

$$
\begin{equation*}
\mathcal{O}_{k}\left(x_{0}\right)=\sum_{\vec{x}} \bar{\psi}_{h}(x) \gamma_{0} \gamma_{5} \psi_{l}^{(k)}(x) \quad, \quad \psi_{l}^{(k)}(x)=\left(1+\kappa_{G} a^{2} \Delta\right)^{n_{k}} \psi_{l}(x), \tag{3.67}
\end{equation*}
$$



Figure 3.4 - Illustration of typical plateaus for the ground state static energy (left panel) and the $\mathcal{O}\left(1 / m_{b}\right)$ chromomagnetic energy (right); the CLS ensemble shown here is N6 $\left(a=0.048 \mathrm{fm}, m_{\pi}=340 \mathrm{MeV}\right)$.
we choose $\kappa_{G}=0.1$ and the number of smearing iterations $n_{k}$ has been chosen such that the physical radii of the wave functions are the same at each lattice spacing ( $r_{i} \approx$ $0.2,0.3,0.7 \mathrm{fm}$ ):

$$
\begin{array}{lll}
\beta=5.2 & : & n_{G} \in\{15,60,155\} \\
\beta=5.3 & : & n_{G} \in\{22,90,225\} \\
\beta=5.5 & : & n_{G} \in\{33,135,338\}
\end{array}
$$

### 3.7.3 Error estimation

To estimate the statistical error in a reliable way, we used the method described in Section 2.7 and took into account the contribution of the tails of the autocorrelation function, due to the coupling of our observables to the slow modes of the Markov chain. The value of $\tau_{\exp }$ has been computed via the topological charge and its values are summarized in Table 3.2. Finally, the propagation of these effects through the continuum-extrapolated result at the physical pion mass is carried out by iterating the formulae of Section 2.7 where all correlations are taken into account. In particular, the results of fits to the data are considered as functions $f$ of the original data. Nevertheless, the weights in the fits are precomputed and then kept fixed such that $f$ does not depend on the weights. Finally, whenever the contribution of the tails of the autocorrelation is small, I have checked that the errors are compatible with the jackknife analysis.

### 3.8 Determination of the RGI b-quark mass $\mathrm{M}_{\mathrm{b}}$

As explained in the introduction, the strategy is to compute the mass of the $B$ meson for different values of the heavy quark mass, parametrized by $z=L_{1} M$. The mass dependence is encoded in the HQET parameters through the matching with QCD. After extrapolating our result to the continuum and chiral limit, we can impose the constraint $m_{B}\left(z=z_{b}\right)=m_{B}^{\text {phys }}$ to obtain the physical value of the heavy quark mass $z_{b}=L_{1} M_{b}$ where $M_{b}$ is the renormalization group invariant (RGI) $b$-quark mass. As a final step, we will convert this result in the more familiar $\overline{\mathrm{MS}}$ scheme to obtain $\bar{m}_{b}^{\overline{\mathrm{MS}}}\left(\bar{m}_{b}^{\overline{\mathrm{MS}}}\right)$.

The first step is to compute the HQET matrix elements $E^{\text {stat }}, E^{\text {kin }}$ and $E^{\text {spin }}$ from the Generalized Eigenvalue Problem using eqs. (3.51), (3.52). In these formulae, we choose
the convention $t_{0}=t-1$ to have a good control over excited states. In extracting our estimates for the ground state energies $E_{1}^{\text {stat, kin, spin }}$ from the GEVP, the time intervals [ $\left.t_{\text {min }}, t_{\text {max }}\right]$ over which we fit the plateaus are chosen so as

$$
\begin{equation*}
r\left(t_{\min }\right)=\frac{\left|A\left(t_{\min }\right)-A\left(t_{\min }-\delta\right)\right|}{\sqrt{\sigma^{2}\left(t_{\min }\right)+\sigma^{2}\left(t_{\min }-\delta\right)}} \leq 3 \tag{3.68}
\end{equation*}
$$

where $A$ is the plateau average, $\sigma$ is the statistical error, $\delta=2 /\left(E_{N+1}^{\text {stat }}-E_{1}^{\text {stat }}\right) \sim 0.3 \mathrm{fm}$, and $t_{\max }$ is fixed to $\sim 0.9 \mathrm{fm}$. This will assure that our selection criterion $\sigma_{\text {sys }} \leq \sigma / 3$ is satisfied [98], where $\sigma_{\text {sys }} \propto \exp \left[-\left(E_{N+1}-E_{1}\right) t_{\text {min }}\right]$. An illustration of two typical plateaus of $E_{1}^{\text {stat }}$ and $E_{1}^{\text {spin }}$ is shown in Figure 3.4 .

Then, using eq. (3.53), we compute the $B$-meson mass for each ensemble, each heavy quark mass $z$ and each lattice discretizations HYP1 and HYP2. Then, using the NLO formula from HMchPT [99] and the fact that the action and the correlation functions are $\mathcal{O}(a)$ improved, we use the following chiral and continuum extrapolation formula

$$
\begin{equation*}
m_{B, \delta}(z, y, a)=B(z)+C\left(y-y^{\exp }\right)-\frac{3 \hat{g}^{2}}{16 \pi}\left(\frac{m_{\pi}^{3}}{f_{\pi}^{2}}-\frac{\left(m_{\pi}^{\exp }\right)^{3}}{\left(f_{\pi}^{\exp }\right)^{2}}\right)+D_{\delta} a^{2} \tag{3.69}
\end{equation*}
$$

where $y=m_{\pi}^{2} /\left(8 \pi^{2} f_{\pi}^{2}\right), \hat{g}=0.489(32)$ is the $B^{*} B \pi$ coupling recently determined in ref. [100] and $f_{\pi}^{\exp }=130.4 \mathrm{MeV}$ is the pion decay constant. The subscript $\delta$ corresponds to the lattice discretization of the heavy quark: $\delta=1$ for HYP1 and $\delta=2$ for HYP2. Finally, the previous formula can be recast in the more convenient form

$$
\begin{equation*}
m_{B, \delta}^{\mathrm{sub}}(z, y, a)=m_{B, \delta}(z, y, a)+\frac{3 \hat{g}^{2}}{16 \pi}\left(\frac{m_{\pi}^{3}}{f_{\pi}^{2}}-\frac{\left(m_{\pi}^{\exp }\right)^{3}}{\left(f_{\pi}^{\exp }\right)^{2}}\right)=B(z)+C\left(y-y^{\exp }\right)+D_{\delta} a^{2} \tag{3.70}
\end{equation*}
$$

The results are shown in Figure 3.5. From the right plot, we conclude that the $B$ meson mass depends almost linearly on $z$ and the values of the fit parameter $\mathrm{B}(\mathrm{z})$, for $z$ around the physical $b$-quark mass, are summarized in Table 3.3.
Using a quadratic interpolation of $m_{B}\left(z, m_{\pi}^{\exp }, 0\right)$ we determine the value $z_{b}$ by imposing the condition

$$
\begin{equation*}
m_{B}\left(z_{b}, m_{\pi}^{\exp }, 0\right)=m_{B}^{\exp } \tag{3.71}
\end{equation*}
$$

where $m_{B}^{\text {exp }}=5279.5 \mathrm{MeV}[2]$ is the physical mass. We obtain

$$
\begin{equation*}
z_{b}=13.25(22)(13)_{z} \tag{3.72}
\end{equation*}
$$

where the first error includes the statistical error, the error coming from the HQET parameters and the error coming from the scale setting. The second error originates from the uncertainty in the parameters $h\left(L_{0}\right)=M / \bar{m}^{\mathrm{SF}}\left(L_{0}\right)$ used to tune the heavy quark mass during the matching between QCD and HQET (see eq. (3.23)). In particular, this error introduces a systematic shift between the value of $z$ and the RGI quark mass $M$. The associated error can be estimated using the relation

$$
z_{b}=\left[\frac{z_{b}}{h\left(L_{0}\right)}\right] \times h\left(L_{0}\right),
$$

where [ $\cdot$ ] has to be taken at its central value and $h\left(L_{0}\right)=1.521(14)$ [68]. Finally, the RGI quark mass is given by

$$
\begin{equation*}
M_{b}=z_{b} \times \frac{f_{K}}{\left[L_{1} f_{K}\right]}, \tag{3.73}
\end{equation*}
$$

| id | $y$ | $z=11$ |  | $z=13$ |  | $z=15$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | HYP1 | HYP2 | HYP1 | HYP2 | HYP1 | HYP2 |
| A4 | 0.0771(14) | 4434(62) | 4454(62) | 5024(70) | 5042(70) | 5597(78) | 5613(78) |
| A5 | $0.0624(13)$ | 4419(62) | 4440(62) | 5010(70) | 5028(70) | 5583(78) | 5600(78) |
| B6 | 0.0484(9) | 4398(62) | 4420(62) | 4988(70) | 5008(70) | 5562(78) | 5579(78) |
| E5 | 0.0926(15) | 4474(59) | 4492(59) | 5069(66) | 5084(66) | 5646(73) | 5661(73) |
| F6 | 0.0562(9) | 4436(59) | 4452(58) | 5031(66) | 5046(66) | 5609(73) | 5622(73) |
| F7 | 0.0449(7) | 4431(58) | 4444(58) | 5026(65) | 5037(65) | 5603(73) | 5613(73) |
| G8 | 0.0260(5) | 4415(59) | 4434(59) | 5010(66) | 5027(66) | 5589(73) | 5603(73) |
| N5 | 0.0940(24) | 4586(57) | 4594(57) | 5193(64) | 5200(63) | 5783(71) | 5789(70) |
| N6 | 0.0662(10) | 4563(57) | 4568(56) | 5169(63) | 5174(63) | 5759(70) | 5763(70) |
| O7 | 0.0447(7) | 4539(56) | 4555(56) | 5147(63) | 5161(63) | 5737(69) | 5750(70) |
| $B(z)$ |  | 4610(57) |  | 5207(63) |  | 5787(69) |  |

Table 3.3 - Raw data of $m_{B, \delta}\left(z, m_{\pi}, a\right)$ in MeV for all ensembles (id), $z$ and HYP actions considered in this work. In the last row we report $B(z) \equiv m_{B, \delta}^{\mathrm{sub}}\left(z, m_{\pi}^{\exp }, 0\right)$ for the $z$ that were used in the quadratic interpolation to fix $z_{b}$ using eq. (3.71).


Figure 3.5 - (Left) Chiral and continuum extrapolation of $m_{B, \delta}^{\mathrm{sub}}(z, y, a)$ for the $z$ used in the determination of $z_{b}$. Open/filled symbols refer to HYP1/HYP2 data points as do long/short dashed curves, respectively. (Right) Interpolation to $z_{b}$ by imposing eq. (3.71).
where $f_{K}=155 \mathrm{MeV}$ is the physical value of the kaon decay constant. The quantity $L_{1} f_{K}$ has been computed in ref. [52] and their result reads

$$
\begin{equation*}
L_{1} f_{K}=\lim _{a \rightarrow 0}\left[L_{1} / a\right]\left[a f_{K}\right]=0.312(8) \tag{3.74}
\end{equation*}
$$

so that

$$
\begin{equation*}
M_{b}=6.58(16)(6)_{z} \mathrm{GeV} \tag{3.75}
\end{equation*}
$$

This is our results for the renormalization group invariant (RGI) mass of the $b$-quark with two dynamical quarks. In the next section, I will convert this result into the $\overline{\mathrm{MS}}$ scheme.

## Discretization effects

To extrapolate our result to the continuum (eq. (3.69) we used a fit quadratic in the lattice spacing. This is because the theory is $\mathcal{O}(a)$ improved and lattice artifacts linear in $a$ have been removed. Nevertheless, as explained in Section 3.2, $\mathcal{O}\left(a / m_{b}\right)$ terms remain and have been neglected so far. Nevertheless, we have checked that adding a term $F_{\delta} \cdot\left(a / m_{b}\right)$ to eq. (3.69) does not change significantly the results. In particular, the $\chi^{2}$ does not change and the fitting parameter $\left.B(z)\right|_{z=13}$ changes to $5227(79) \mathrm{MeV}$ leading to $z_{b}=13.18(27)(13)$, in agreement with our previous value.

### 3.9 Conversion to the $\overline{\mathrm{MS}}$ scheme

In this section, I convert the RGI quark mass of the previous section into the $\overline{\mathrm{MS}}$ scheme and start with a brief introduction of the Renormalization Group Invariant (RGI) mass and of the Lambda parameter which will be useful in the discussion. In QCD, the $\beta$ and $\tau$ functions describe respectively the running of the renormalized coupling constant $\bar{g}$ and of the renormalized mass $\bar{m}_{b}$ and are perfectly defined beyond perturbation theory. In this section, I work in the $\overline{\mathrm{MS}}$ scheme and the $\beta$ and $\tau$ functions are defined by the equations

$$
\begin{equation*}
\mu \frac{\mathrm{d} \bar{g}}{\mathrm{~d} \mu}=\beta(\bar{g}) \quad, \quad \mu \frac{\mathrm{d} \bar{m}_{b}}{\mathrm{~d} \mu}=\tau(\bar{g}) \bar{m}_{b} . \tag{3.76}
\end{equation*}
$$

In the perturbative regime, their expansions in the running coupling read

$$
\beta(\bar{g})=-b_{0} \bar{g}^{3}-b_{1} \bar{g}^{5}-b_{2} \bar{g}^{7}-\ldots \quad, \quad \tau(\bar{g})=-d_{0} \bar{g}^{2}-d_{1} \bar{g}^{4}-\ldots,
$$

where the parameters $b_{0}, b_{1}$ and $d_{0}$ are scheme independent (for mass independent schemes [10]) but depend on the number of active quarks, $N_{f}$. These functions are known up to 4-loop in perturbation theory [101, 102] and their values are summarized in Appendix D. The $\Lambda$ and $M_{b}$ parameters are defined via the equations

$$
\begin{gather*}
\Lambda=\mu\left(b_{0} \bar{g}^{2}(\mu)\right)^{-b_{1} / 2 b_{0}^{2}} \exp \left(-\frac{1}{2 b_{0} \bar{g}^{2}(\mu)}\right) \times \exp \left\{-\int_{0}^{\bar{g}(\mu)} \mathrm{d} x\left[\frac{1}{\beta(x)}+\frac{1}{b_{0} x^{3}}-\frac{b_{1}}{b_{0}^{2} x}\right]\right\}, \\
M_{b}=\bar{m}_{b}(\mu)\left(2 b_{0} \bar{g}^{2}(\mu)\right)^{-d_{0} / 2 b_{0}} \times \exp \left\{-\int_{0}^{\bar{g}(\mu)} \mathrm{d} x\left[\frac{\tau(x)}{\beta(x)}-\frac{d_{0}}{b_{0} x}\right]\right\}, \tag{3.77}
\end{gather*}
$$

and have the particularity to be renormalization group invariant (RGI). It means that they are scale independent and satisfy the renormalization group equation

$$
\begin{equation*}
\frac{\mathrm{d} P}{\mathrm{~d} \mu}=0 \Leftrightarrow\left(\mu \frac{\partial}{\partial_{\mu}}+\beta(\bar{g}) \frac{\partial}{\partial \bar{g}}+\tau(\bar{g}) \bar{m} \frac{\partial}{\partial \bar{m}}\right) P(\bar{g}(\mu), \bar{m}(\mu), \mu)=0 \tag{3.79}
\end{equation*}
$$

where $P=M_{b}, \Lambda$. The mass $M_{b}$ is also scheme independent, contrary to $\Lambda$ which differs in the $\overline{\mathrm{MS}}$ and in the Schrödinger Functional scheme. Nevertheless, the relation between different schemes is exactly determined by a one-loop computation (Appendix D).

Determination of $\bar{m}_{b}^{\overline{\mathrm{MS}}}\left(\bar{m}_{b}^{\overline{\mathrm{MS}}}\right)$
Taking the ratio of eqs. (3.77), (3.78), we obtain :

$$
\begin{equation*}
\frac{M_{b}}{\Lambda_{\overline{\mathrm{MS}}}}=\frac{\bar{m}(\mu)}{\mu} f(\bar{g}(\mu)), \tag{3.80}
\end{equation*}
$$

where $f$ is a function of the renormalized coupling $\bar{g}$ only. Choosing the renormalization scale $\mu=\mu^{*}$ where $\mu^{*}$ is defined via the relation $m\left(\mu^{*}\right)=\mu^{*}$, the previous eq. (3.80) implicitly defines $g^{*}=g\left(\mu^{*}\right)$ via

$$
f\left(g^{*}\right)=\frac{M_{b}}{\Lambda_{\overline{\mathrm{MS}}}}
$$

Then, eq. (3.78) can be used to write

$$
\begin{equation*}
\bar{m}_{b}^{\overline{\mathrm{MS}}}\left(\bar{m}_{b}^{\overline{\mathrm{MS}}}\right)=M_{b} \times \rho\left(r_{b}=\frac{M_{b}}{\Lambda_{\overline{\mathrm{MS}}}}\right), \tag{3.81}
\end{equation*}
$$

where $\rho$ is given by

$$
\rho(y)=\left(2 b_{0} g^{* 2}\right)^{d_{0} / 2 b_{0}} \times \exp \left\{\int_{0}^{g^{*}} \mathrm{~d} x\left[\frac{\tau(x)}{\beta(x)}-\frac{d_{0}}{b_{0} x}\right]\right\}
$$

and $g^{*}$ is implicitly given by $y=f\left(g^{*}\right)$. I have computed the function $\rho$ numerically at 4-loops with $N_{f}=2$ active quarks: a very good approximation (with a relative error smaller than $10^{-4}$ ) is given by

$$
\rho(y)=0.6400-0.00426 \times(y-21)+0.00015 \times(y-21)^{2} \quad, \quad y \in[20,22] .
$$

The $\Lambda$ parameter in eq. (3.81) has been computed non-perturbatively by the ALPHA collaboration for $N_{f}=2$ dynamical quarks in the Schrödinger functional scheme [52] and the result reads $L_{1} \Lambda_{\mathrm{SF}}=0.264(15)$ where the length scale $L_{1}$ originates from the nonperturbative finite-volume matching used for the matching of the HQET parameters. Therefore, $M_{b}$ and $r_{b}$ are computed according to

$$
M_{b}=\frac{z_{b} f_{K}}{\left[L_{1} f_{K}\right]} \quad, \quad r_{b}=\frac{z_{b}}{\left[L_{1} \Lambda_{\mathrm{SF}}\right]} \times \frac{\Lambda_{\mathrm{SF}}}{\Lambda_{\overline{\mathrm{MS}}}}
$$

where the ratio between $\Lambda_{\mathrm{SF}}$ and $\Lambda_{\overline{\mathrm{MS}}}$ used to convert the results in the $\overline{\mathrm{MS}}$ scheme is known and given in Appendix D. Finally, I obtain

$$
\begin{equation*}
\bar{m}_{b}^{\overline{\mathrm{MS}}}\left(\bar{m}_{b}^{\overline{\mathrm{MS}}}\right)=4.212(96)(26) \mathrm{GeV} \tag{3.82}
\end{equation*}
$$

where, as before, the first error is statistical and the second error comes from the uncertainties associated with the non-perturbative running of the quark mass (via $M_{b}$ ) and of the coupling constant (via $L_{1} \Lambda_{\mathrm{SF}}$ ) in the Schrödinger functional scheme. I now explain how this second error is estimated. The uncertainties associated with $L_{1} \Lambda_{\mathrm{SF}}$ and $M_{b}$ are encoded in the dimensionless functions $k\left(L_{0}\right)$ and $h\left(L_{0}\right)$ defined by

$$
k\left(L_{0}\right)=2 \cdot\left[\Lambda_{\mathrm{SF}} L_{1}\right] \cdot \frac{\Lambda_{\overline{\mathrm{MS}}}}{\Lambda_{\mathrm{SF}}} \quad, \quad h\left(L_{0}\right)=M / \bar{m}^{\mathrm{SF}}\left(L_{0}\right) \quad, \quad L_{0}=L_{1} / 2 .
$$

Since $h\left(L_{0}\right)$ and $k\left(L_{0}\right)$ have been computed using the same lattice ensembles, they are correlated and their covariance matrix is

$$
\operatorname{Cov}\left(h\left(L_{0}\right), k\left(L_{0}\right)\right)=\left(\begin{array}{cc}
1.99 & -0.67 \\
-0.67 & 0.49
\end{array}\right) 10^{-4} .
$$

Therefore, to take the correlations into account, $r_{b}$ and $M_{b}$ should be written in terms of $h\left(L_{0}\right)$ and $k\left(L_{0}\right)$ :

$$
M_{b}=\left[\bar{m}_{b}^{\mathrm{SF}}\right] \times h\left(L_{0}\right) \quad, \quad r_{b}=\frac{M_{b}}{\Lambda_{\overline{\mathrm{MS}}}}=\left[L_{0} \bar{m}_{\mathrm{SF}}\right] \times \frac{h\left(L_{0}\right)}{k\left(L_{0}\right)},
$$

where [.] has to be taken at its central value. Finally, the uncertainty arising from the perturbative running in the $\overline{\mathrm{MS}}$ scheme is negligible: adding the recently computed 5 -loop term in the mass anomalous dimension [103] does not change the numbers at the one per mille level.

Determination of $\bar{m}_{b}(\mu=2 \mathrm{GeV})$ and $\bar{m}_{b}(\mu=4 \mathrm{GeV})$
The evaluations of $\bar{m}_{b}(\mu)$ with some fixed $\mu$ are performed analogously. From eqs. (3.77), (3.78) we can write

$$
\bar{m}(\mu)=M_{b} \times F[\bar{g}(\mu)]=M_{b} \times \rho_{\mu}\left(u_{b}=\frac{\mu}{\Lambda_{\overline{\mathrm{MS}}}}\right),
$$

where the function $\rho_{\mu}$, which depends on the scale $\mu$, is computed numerically at 4-loops with $N_{f}=2$. I obtain

$$
\begin{array}{cl}
\rho_{2 \mathrm{GeV}}(y)=1.12072-0.090008 \times y+0.00479475 \times y^{2} & , \quad y \in[5.5-7], \\
\rho_{4 \mathrm{GeV}}(y)=0.845697-0.0229766 \times y+0.000570605 \times y^{2} & , \quad y \in[11.5-13.5],
\end{array}
$$

with a relative error smaller than $10^{-4}$. Finally, we found

$$
\begin{align*}
& \bar{m}_{b}(4 \mathrm{GeV})=4.25(12) \mathrm{GeV},  \tag{3.83}\\
& \bar{m}_{b}(2 \mathrm{GeV})=4.88(14) \mathrm{GeV} . \tag{3.84}
\end{align*}
$$

As before, to evaluate the error coming from the non-perturbative running, I express $u_{b}$ and $M_{b}$ in terms of the correlated variables $h\left(L_{0}\right)$ and $k\left(L_{0}\right)$ :

$$
u_{b}=\frac{\mu}{\Lambda_{\overline{\mathrm{MS}}}}=\frac{\left[L_{0} \mu\right]}{k\left(L_{0}\right)} \quad, \quad M_{b}=\left[\frac{M_{b}}{h\left(L_{0}\right)}\right] \times h\left(L_{0}\right),
$$

where [.] numbers have to be evaluated at their central values.

### 3.9.1 Discussion

Our result $M_{b}=6.58(16)(6)_{z} \mathrm{GeV}$, or $\bar{m}_{b}^{\overline{\mathrm{MS}}}\left(\bar{m}_{b}^{\overline{\mathrm{MS}}}\right)=4.21(17) \mathrm{GeV}$, is in agreement with the value obtained by the ETM Collaboration in ref. [64]: $\bar{m}_{b}^{\overline{\mathrm{MS}}}\left(\bar{m}_{b}^{\mathrm{MS}}\right)=$ $4.29(12) \mathrm{GeV}$. They also used two dynamical quarks ( $N_{f}=2$ ), but a completely different approach to treat the heavy quark. Our result is also compatible with the value cited in the PDG [2]. Finally, I discuss the error budget on $z_{b}$ : $60 \%$ of the total error comes from the HQET parameters and $20 \%$ comes from the relativistic $Z_{A}$ needed in the scale setting via the kaon decay constant and only $17 \%$ comes from the hadronic matrix elements computed in HQET.

| $N_{f}$ | Ref. | $M_{b}$ | $\Lambda_{\overline{\mathrm{MS}}}^{(N f)}(\mathrm{MeV})$ | $\bar{m}_{b}^{\overline{\mathrm{MS}}}\left(\bar{m}_{b}^{\overline{\mathrm{MS}}}\right)$ | $\bar{m}_{b}(4 \mathrm{GeV})$ | $\bar{m}_{b}(2 \mathrm{GeV})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | [87] | $6.76(9)$ | $238(19)$ | $4.35(5)$ | $4.39(6)$ | $4.87(8)$ |
| 2 | This work [1] | $6.58(17)$ | $314(19)$ | $4.21(11)$ | $4.25(12)$ | $4.88(14)$ |
| 5 | PDG [2] | $7.50(8)$ | $212(8)$ | $4.18(3)$ | $4.215(36)$ | $4.912(45)$ |

Table 3.4 - Masses of the $b$-quark in GeV in theories with different quark flavour numbers $N_{f}$ and for different schemes/scales as well as $\Lambda_{\overline{M S}}$ and the RGI mass $M$.

## Running of the quark mass

The mass of the $b$-quark computed in this work corresponds to the mass in the theory with two dynamical quarks ( $u$ and $d$ ), assumed to be degenerate, and one heavy quenched quark (b). Therefore, the running of the previous section in the MS scheme is always performed with $N_{f}=2$ active quarks. In particular, the value of the $\Lambda$ parameter [52] used in eq. (3.77), and the heavy quark mass renormalization [91] in the QCD side of the matching (see eq. (3.23)), correspond to the same theory with $N_{f}=2$.

Of course, this effective theory is only an approximation of the full theory where all quarks are dynamical. Therefore, as explained in Section 2.8, there is an ambiguity in the scale setting since the contribution of heavier quarks (not taken into account in the sea) can be different depending on the quantity used to set the scale. In particular, different choices of observables can lead to slightly different results. In this work, because the matching with experiment is done at low energy (the scale is set via the kaon decay constant [52] and the mass of the $B$ meson in physical units depends on this scale) the approximation of QCD by the effective theory is expected to be better at these energies. The results in Table 3.4 are in agreement with this statement. At all scales $\mu$ between 2 GeV and $\mu=m_{b}$, the mass of the $b$-quark is weakly dependent on $N_{f}$ and this dependence is no longer detectable at the lowest scale 2 GeV . Below this scale, the validity of the perturbative running is questionable and we did not performed it.

On the other hand, the pair $\left(M_{b}, \Lambda\right)$ depends significantly on $N_{f}$. The parameters $M_{b}$ and $\Lambda$ are integration constants for the renormalization group equations (3.76). Since the perturbative coefficients of the $\beta$ and $\tau$ functions depend on $N_{f}$, the quantities $M_{b}$ and $\Lambda$ also inevitably depend on $N_{f}$. In the $\overline{\mathrm{MS}}$ scheme, $M_{b}$ and $\Lambda$ also depend on the number of active quarks: when the renormalization scale passes through a quark mass, matching conditions have to be taken into account in the running given by equations 3.76

## Comparison with the static limit

We have performed the same analysis in the static limit. Again, it is important to notice that the HQET parameters are different at the static and $1 / m$ orders since they corresponds to independent matching. In particular, the continuum limit of the combination $\omega_{\text {kin }} E^{\text {kin }}+\omega_{\text {spin }} E^{\text {spin }}$ does not exist and the divergent contribution is absorbed in the coefficient $m_{\text {bare }}$ so that $m_{\text {bare }} \neq m_{\text {bare }}^{\text {stat }}$. Our results are

$$
\begin{equation*}
z_{b}^{\text {stat }}=13.24(21)(13)_{z} \quad, \quad M_{b}^{\text {stat }}=6.57(17) \mathrm{GeV}, \tag{3.85}
\end{equation*}
$$

which give, after conversion into the $\overline{\mathrm{MS}}$ scheme:

$$
\begin{equation*}
\left[\bar{m}_{b}^{\overline{\mathrm{MS}}}\left(\bar{m}_{b}^{\overline{\mathrm{MS}}}\right)\right]^{\mathrm{stat}}=4.21(11) \mathrm{GeV} \tag{3.86}
\end{equation*}
$$

We conclude that the result obtained in the static limit is very similar and that the $1 / m_{b}$ expansion is very precise in this case. Then, we expect that $1 / m_{b}^{2}$ corrections are very small compared to the present accuracy. Finally, it should be noticed that the difference between static and $1 / m_{b}$ orders is known precisely: we have computed

$$
\begin{equation*}
z_{b}^{1 / m}=z_{b}-z_{b}^{\text {stat }}=-0.008(51) \tag{3.87}
\end{equation*}
$$

### 3.10 Computation of the $B$ meson decay constants $f_{B}$ and $\mathrm{f}_{\mathrm{B}_{\mathrm{s}}}$

In this section, I present the results on the computation of the $B$ meson decay constant $f_{B}$ with two dynamical quarks at static and first order in HQET. We have also computed the strange $B$ meson decay constant $f_{B_{s}}$ and the ratio $f_{B s} / f_{B}$. The later has the advantage to eliminate many systematic errors like the conversion in physical unit or the renormalization factor of the axial current.

### 3.10.1 Interpolation of the HQET parameters

The HQET parameters have been computed at different values of the heavy quark mass, parametrized by the parameter $z$, and the physical value $z_{b}$ was determined in the previous section by imposing the mass of the heavy-light $B$ meson to coincide with its experimental value. Therefore, the HQET parameters can be interpolated at the physical $b$-quark mass $z_{b}=z_{b}^{\text {phys }}$ and used to make predictions. Since the mass dependence of the HQET parameters is rather smooth, and since $z_{b}$ is close to the point $z=13$, we choose a quadratic polynomial in the range $z=11-15$. The results are given in Table 3.5 and some typical examples of interpolations are depicted in Figure 3.6.

### 3.10.2 Matrix elements

For the computation of the strange $B_{s}$ meson decay constant $f_{B_{s}}$, the hopping parameter $\kappa_{s}$ for the strange quark has been determined in ref. [52]. The values of $\kappa_{s}$ for each ensemble are summarized in Table 3.2.

The matrix elements given by eqs. (3.58), (3.59) and (3.60) are computed using the results of the Generalized Eigenvalue Problem with the convention $t_{0}=t-1$. Similarly to the previous section, the plateaus are chosen such that $r\left(t_{\min }\right) \leq 3$ where $r$ is defined in eq. 3.68). Some typical plateaus are given in Figure 3.7. The error analysis is performed using the Gamma-procedure discussed in Section 2.7


Figure 3.6 - Interpolation of the HQET parameters at the physical $b$-quark mass $z_{b}^{\text {phys }}=$ $13.24(25)$ for the HYP1 action at $\beta=5.3$. From the upper left side to the lower right side: $\omega_{1}=a m_{\text {bare }}, \omega_{2}=-\ln \left(Z_{A}^{\text {stat }}\right), \omega_{4}=\omega_{\text {kin }} / a$ and $\omega_{5}=\omega_{\text {spin }} / a$.

|  | $\beta=5.5$ |  |  | $\beta=5.3$ |  |  | $\beta=5.2$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HYP1 | HYP2 |  | HYP1 | HYP2 |  | HYP1 | HYP2 |
| $a m_{\text {bare }}^{\text {stat }}$ | $0.969(10)$ | $1.000(10)$ |  | $1.317(13)$ | $1.350(13)$ |  | $1.520(15)$ | $1.554(15)$ |
| $-\ln \left(Z_{A}^{\text {stat }}\right)$ | $0.271(5)$ | $0.181(5)$ |  | $0.283(5)$ | $0.177(5)$ |  | $0.291(6)$ | $0.177(6)$ |
| $a m_{\text {bare }}$ | $0.594(16)$ | $0.606(16)$ |  | $0.993(18)$ | $1.014(18)$ |  | $1.214(19)$ | $1.239(19)$ |
| $-\ln \left(Z_{A}^{\text {HQET }}\right)$ | $0.156(42)$ | $0.163(36)$ |  | $0.169(37)$ | $0.146(32)$ |  | $0.169(35)$ | $0.136(31)$ |
| $-c_{A}^{\text {HQET }} / a$ | $0.07(12)$ | $0.67(12)$ |  | $0.00(10)$ | $0.55(10)$ |  | $0.01(9)$ | $0.54(9)$ |
| $\omega_{\text {kin }} / a$ | $0.520(13)$ | $0.525(13)$ |  | $0.415(10)$ | $0.419(10)$ |  | $0.378(9)$ | $0.380(9)$ |
| $\omega_{\text {spin }} / a$ | $0.949(40)$ | $1.090(46)$ |  | $0.731(31)$ | $0.883(37)$ |  | $0.655(27)$ | $0.812(33)$ |

Table 3.5 - HQET parameters at the physical point $\omega_{i}\left(z=z_{b}\right)$. The parameters are given for $z_{b}$ determined such that $m_{B}=5279.5 \mathrm{MeV}[1]$, which corresponds to $z_{b}^{\text {stat }}=13.24(25)$ at static order, and to $z_{b}=13.25(26)$ for HQET expanded to $\mathcal{O}(1 / m)$. The bare coupling is $g_{0}^{2}=6 / \beta$.

| id | $y$ | $f_{B}[\mathrm{MeV}]$ |  | $f_{B_{s}}[\mathrm{MeV}]$ |  | $f_{B_{s}} / f_{B}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | HYP1 | HYP2 | HYP1 | HYP2 | HYP1 | HYP2 |
| A4 | 0.0771(14) | 212(9) | 210(10) | 227(8) | 227(8) | 1.071(28) | 1.084(23) |
| A5 | $0.0624(13)$ | 206(7) | 204(7) | 226(6) | 224(6) | 1.096(20) | 1.100 (19) |
| B6 | 0.0484(9) | 198(8) | 195(7) | 224(8) | 223(7) | 1.127(36) | $1.144(32)$ |
| E5 | 0.0926(15) | 215(7) | 213(8) | 232(8) | 231(9) | 1.077(28) | 1.086(25) |
| F6 | 0.0562(9) | 203(8) | 201(8) | 228(7) | 228(7) | 1.120 (48) | 1.138(39) |
| F7 | 0.0449(7) | 201(6) | 200(6) | 222(6) | 223(7) | 1.103(26) | 1.119(24) |
| G8 | 0.0260(5) | 190(8) | 190(8) | - | - | - | - |
| N5 | 0.0940(24) | 222(16) | 221(15) | - | - | - | - |
| N6 | 0.0662(10) | 205(14) | 205(15) | 229(15) | 231(15) | 1.115(50) | 1.126(46) |
| O7 | $0.0447(7)$ | 199(14) | 194(14) | - | 228(14) | - | $1.178(85)$ |
| LO | $y^{\exp }, a=0$ | 188(12) |  | 225(13) |  | 1.184(60) |  |
| NLO | $y^{\exp }, a=0$ | 186(12) |  | - |  | 1.203 (61) |  |

Table 3.6 - Raw data for $f_{B}, f_{B_{s}}$ and their ratio $f_{B_{s}} / f_{B}$, using HQET parameters at the physical point $\omega_{i}\left(z=z_{b}\right)$, with $z_{b}=13.25$ as determined in ref. [1]. The last two rows summarize our results of a combined chiral and continuum extrapolation using either the LO or the NLO fit ansatz (3.88) for each individual observable.


Figure 3.7 - Typical plateau averages after applying the GEVP analysis to data obtained on the $N_{f}=2$ CLS ensemble N6 $\left(a=0.048 \mathrm{fm}, m_{\pi}=340 \mathrm{MeV}\right)$. The two plots on top correspond to the $B$-meson matrix elements $p_{\mathrm{stat}}^{\text {eff }}$ (left) and $p_{\mathrm{spin}}^{\mathrm{eff}}$ (right) and the two lower plots correspond to the $B_{s}$-meson matrix elements $p_{\text {stat }}^{\text {eff }}$ (left) and $p_{\text {spin }}^{\text {eff }}$ (right)

### 3.10.3 Continuum extrapolation

The decay constant can be computed using the previous matrix elements and the interpolated HQET parameters according to eq. (3.65). The results for each CLS ensem-
ble and each heavy quark action are summarized in Table 3.6 and Table 3.7. Finally, to perform the continuum and chiral extrapolation, we used formulae from Heavy Meson Chiral Perturbation Theory ( $\mathrm{HM} \chi \mathrm{PT}$ )

$$
\begin{align*}
f_{B}^{\delta}(y, a) \sqrt{\frac{m_{B}}{2}} & =A\left[1-\frac{3}{4} \frac{1+3 \widehat{g}^{2}}{2}\left(y \log (y)-y^{\exp } \log \left(y^{\exp }\right)\right)\right]+C\left(y-y^{\exp }\right)+D^{\delta} a^{2}, \\
f_{B_{s}}^{\delta}(y, a) \sqrt{\frac{m_{B_{s}}}{2}} & =A_{\mathrm{s}}+C_{\mathrm{s}}\left(y-y^{\exp }\right)+D_{\mathrm{s}}^{\delta} a^{2} \tag{3.88}
\end{align*}
$$

where the parameter $y$ is still defined by $y=m_{\pi}^{2} / 8 \pi^{2} f_{\pi}^{2}$ and $y^{\exp }$ corresponds to the value of $y$ at the physical point $f_{\pi}=130.4 \mathrm{MeV}$ and $m_{\pi}=134.98 \mathrm{MeV}$. The two actions HYP1 and HYP2 for the heavy quark, which correspond to different cutoff effects, are parametrized by $\delta$. Finally, the $B_{(s)}$ meson masses are taken at their physical values $m_{B}=5279.5 \mathrm{MeV}$ and $m_{B_{s}}=5366.3 \mathrm{MeV}$. We decided to treat $f_{B_{s}}$ as a dependent observable, to be derived from the ratio $f_{B_{s}} / f_{B}$. Indeed, this ratio has reduced systematic errors. In particular, the error on the lattice spacing, which enters via the factor $a^{3 / 2}$ in eq. (3.41) cancels similarly to the axial current renormalization factor $Z_{A}^{\mathrm{HQET}}$. Our final results read

$$
f_{B}=186(13)(2)_{\chi} \mathrm{MeV} \quad, \quad f_{B_{s}} / f_{B}=1.203(62)(19)_{\chi}
$$

where the first error is statistical and include the error on the lattice spacing and the uncertainty from the HQET parameters. The second systematic error accounts for the discrepancy between the NLO HM $\chi$ PT fit ansatz and the LO fit ansatz where logarithms are neglected. The NLO extrapolation is shown in Figure 3.8 where the result of the LO extrapolation is also plotted. Finally, the strange $B$-meson decay constant $f_{B_{s}}$ becomes

$$
f_{B_{s}}=224(14)(2)_{\chi} \mathrm{MeV}
$$

Similarly to the case of the $b$-quark mass, we also tried a continuum extrapolation with a term linear in the lattice spacing. Indeed, at first order in the HQET expansion, discretization effects proportional to $\mathcal{O}\left(a / m_{h}\right)$ still remain. We do not observe any significant change within our error.

### 3.10.4 Discussion

In order to have an estimate of the $\mathcal{O}\left(1 / m_{h}\right)$ corrections, we perform the analysis at static order in HQET. We use the same fit formulae as in equations (3.88), but the decay constants are now computed using the static HQET parameters. The results are summarized in Table 3.7 and we obtain

$$
f_{B}^{\text {stat }}=190(5)(2)_{\chi} \mathrm{MeV} \quad, \quad f_{B_{s}}^{\text {stat }} / f_{B}^{\text {stat }}=1.189(24)(30)_{\chi} \quad, \quad f_{B_{s}}^{\text {stat }}=226(6)(9)_{\chi} \mathrm{MeV}
$$

Therefore, as for the $b$-quark mass, first order corrections are small and the $1 / m_{h}$ expansion is expected to be accurate. We can also compare our results with the previous estimation of $f_{B_{s}}$ by the ALPHA Collaboration in the quenched approximation [104. The scale $r_{0}$ [105] was employed to convert the result in physical units and their result, for two values of $r_{0}$, read

$$
f_{B_{s}}^{N_{f}=0}=216(5) \mathrm{MeV} \quad\left(r_{0}=0.5 \mathrm{fm}\right) \quad, \quad f_{B_{s}}^{N_{f}=0}=252(7) \mathrm{MeV} \quad\left(r_{0}=0.45 \mathrm{fm}\right) .
$$



Figure 3.8 - Extrapolation of the $B$ (left panel) and $B_{s}$ (right panel) meson decay constant to the physical point. On the left, the extrapolation using $\mathrm{HM} \chi \mathrm{PT}$ at NLO (filled triangle) is compared to a linear one (open triangle), in order to extract the systematic error from truncating $\mathrm{HM} \chi \mathrm{PT}$ at NLO . For $f_{B_{s}}$ only a LO formula is known and shown. As a comparison we also add our final result, the continuum value of $f_{B_{s}}=\left[f_{B_{s}} / f_{B}\right] f_{B}$. All data points are listed in Table 3.6.

Since the true value of $r_{0}$ is expected to lie in the range $[0.45-0.5] \mathrm{fm}$, our results are in agreement with the quenched value and no $N_{f}$ dependence can be stated at this level of precision.

Finally, we can compare our results with other published data. One lattice simulation with two dynamical quarks is cited by the Flavour Lattice Averaging Group (FLAG) [106] and has been updated since [64]. The authors obtained the results $f_{B}=189(8) \mathrm{MeV}, f_{B_{s}}=228(8) \mathrm{MeV}$ and $f_{B_{s}} / f_{B}=1.206(24)$ which are compatible with ours. Moreover, averaging both $N_{f}=2$ results produces numbers which are consistent with the estimate from $N_{f}=2+1$ computations quoted by the FLAG [107, 108, 109 .

### 3.10.5 Phenomenology

The decay constants of the $B$ and $B_{s}$ mesons enter the determination of the CKM matrix elements via the leptonic decays $B^{-} \rightarrow \tau^{-} \bar{\nu}_{\tau}$ and $B_{s} \rightarrow \mu^{+} \mu^{-}$. The corresponding branching ratios are

$$
\begin{align*}
\mathcal{B}\left(B^{-} \rightarrow \tau^{-} \bar{\nu}_{\tau}\right) & =\frac{G_{F}^{2}\left|V_{u b}\right|^{2}}{8 \pi} \tau_{B} f_{B}^{2} m_{B} m_{\tau}^{2} \times\left(1-\frac{m_{\tau}^{2}}{m_{B}^{2}}\right)^{2},  \tag{3.89}\\
\mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-}\right) & =\frac{G_{F}^{2}}{\pi}\left[\frac{\alpha_{e m}\left(m_{Z}\right)}{4 \pi \sin ^{2} \theta_{W}}\right]^{2} \tau_{B_{s}} f_{B_{s}}^{2} m_{B_{s}} m_{\mu}^{2} \sqrt{1-\frac{4 m_{\mu}^{2}}{m_{B_{s}}^{2}}}\left|V_{t b}^{*} V_{t s}\right|^{2} Y^{2} . \tag{3.90}
\end{align*}
$$

where $Y \equiv Y\left(x_{t W}, x_{H t}, \alpha_{s}\right)$ include QCD corrections as well as the leading electroweak corrections 62. Here, $x_{t W}=m_{t}^{2} / m_{W}^{2}$ and $x_{H t}=m_{H}^{2} / m_{t}^{2}$ where $m_{t}$ is the top quark mass in the $\overline{\mathrm{MS}}$ scheme, $m_{W}=80.385 \mathrm{GeV}$ is the mass of the $W$ boson and $m_{H}=125 \mathrm{GeV}$ is the mass of the Higgs boson.

| id | $y$ | $f_{B}^{\text {stat }}[\mathrm{MeV}]$ |  | $f_{B_{s}}^{\text {stat }}[\mathrm{MeV}]$ |  | $f_{B_{s}}^{\text {stat }} / f_{B}^{\text {stat }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | HYP1 | HYP2 | HYP1 | HYP2 | HYP1 | HYP2 |
| A4 | 0.0771(14) | 240(4) | 228(4) | 264(5) | 250(4) | 1.101(9) | 1.096(7) |
| A5 | $0.0624(13)$ | 235(4) | 223(4) | 265(5) | 249(4) | 1.128(6) | $1.117(5)$ |
| B6 | 0.0484(9) | 224(5) | 213(4) | 259(4) | 244(4) | 1.154(20) | $1.143(15)$ |
| E5 | 0.0926(15) | 240(4) | 231(4) | 263(4) | 252(4) | 1.092(10) | 1.090 (8) |
| F6 | 0.0562(9) | 224(5) | 214(4) | 257(4) | 245(4) | $1.149(18)$ | 1.148(16) |
| F7 | $0.0449(7)$ | 219(4) | 210(3) | 252(4) | 241(4) | 1.152(10) | 1.144(10) |
| G8 | 0.0260(5) | 212(4) | 205(4) | - | - | - | - |
| N5 | 0.0940(24) | 241(6) | 236(6) | - | - | - | - |
| N6 | 0.0662(10) | 225(7) | $217(5)$ | 254(4) | 245(4) | $1.129(24)$ | 1.133(18) |
| O7 | 0.0447(7) | 217(9) | 208(7) | - | 244(6) | - | 1.172(39) |
| LO | $y^{\exp }, a=0$ | 192.5(52) |  | 234.1(48) |  | $1.219(25)$ |  |
| NLO | $y^{\exp }, a=0$ | 190.3(51) |  | - |  | $1.189(24)$ |  |

Table 3.7 - Raw data for $f_{B}^{\text {stat }}, f_{B_{s}}^{\text {stat }}$ and their ratio $f_{B_{s}}^{\text {stat }} / f_{B}^{\text {stat }}$, using static HQET parameters at the physical point $\omega_{i}^{\text {stat }}\left(z=z_{b}^{\text {stat }}\right)$, with $z_{b}^{\text {stat }}=13.24$ as determined in ref. [1]. The last two rows summarize our results for a combined chiral and continuum extrapolation using either the LO or NLO fit ansatz (3.88) for each individual observable.

The branching ratio $\mathcal{B}\left(B \rightarrow \tau \nu_{\tau}\right)$ has been measured by the Belle and BaBar collaborations. Using as inputs the experimental value $\mathcal{B}\left(B \rightarrow \tau \nu_{\tau}\right)_{\exp }=1.05(25) \times 10^{-4}$ quoted by the PDG [2, 110, 111, 112, 57] and our estimate of $f_{B}$, we get

$$
\begin{equation*}
\left|V_{u b}\right|=4.15(29)_{f_{B}}(48)_{\mathcal{B}} \times 10^{-3}, \tag{3.91}
\end{equation*}
$$

where the errors come from $f_{B}$ and the branching ratio respectively. This result can be compared with the other exclusive determinations from $B \rightarrow \pi \ell \nu$, which use, as an input, the $B \rightarrow \pi$ form factor computed on the lattice. The PDG quotes $\left|V_{u b}\right|=3.23(31) \times 10^{-3}$ and the main contribution to the uncertainty comes from the lattice input. Therefore, the two results differ by roughly $1.5 \sigma$ and further improvement on the lattice results could help to clarify the situation. Finally, we can also compare this result with the inclusive determination of the CKM matrix element $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ from which we obtain $\left|V_{u b}\right|=4.41(15)_{\exp }\binom{+15}{-15} \times 10^{-3}$ (see Figure 3.9).

In the strange sector, using the recent combination of experimental measurements at LHC, namely $\mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-}\right)=(2.9 \pm 0.7) \times 10^{-9}$ 60, 61, 113, together with our determination of $f_{B_{s}}$, and all input parameters of (3.90) set as in ref. [62], we obtain

$$
\begin{equation*}
\left|V_{t b}^{*} V_{t s}\right|=3.89(24)_{f_{B_{s}}}(47)_{\mathcal{B}} \times 10^{-2} . \tag{3.92}
\end{equation*}
$$

The number is in good agreement with the extraction from global fits, which is mostly constrained by $B_{s}^{0}-\overline{B_{s}^{0}}$ mixing.


Figure 3.9 - Different determinations of the CKM matrix element $V_{u b}$. The exclusive determination $B \rightarrow \tau \nu$ use our estimate of the decay constant $f_{B}$ and $B \rightarrow \pi \ell \nu$ use the form factor $B \rightarrow \pi$ as a lattice input [2].

## Conclusion

In this chapter, I have reported about the determination of the $b$-quark mass and $B$ meson decay constant from first principle lattice QCD with two dynamical quarks. Present day computer resources don't allow to directly simulate dynamical $b$ quarks on the lattice and I have presented how to overcome this difficulty. Namely, we have used the Heavy Quark Effective Theory on the lattice, at first order in the inverse quark mass $1 / m_{b}$, and the matching and renormalization were performed non-perturbatively. This approach has the advantage to avoid all perturbative errors. The effective theory depends on five parameters which have to be computed by matching the effective theory with QCD. Performing this matching at different values of the $b$ quark mass, the HQET parameters inherit this mass dependence and the physical mass of the $b$-quark is then obtained by imposing the mass of the $B$ meson, computed in HQET, to correspond to its physical value.

Perturbative results only enter in the final step of the computation when we convert our RGI quark mass in the $\overline{\mathrm{MS}}$ scheme for comparison with other results; we found

$$
\bar{m}_{b}^{\overline{\mathrm{MS}}}\left(\bar{m}_{b}^{\overline{\mathrm{MS}}}\right)=4.21(11) \mathrm{GeV}
$$

Systematic errors are also well under control. In particular, the Generalized Eigenvalue Problem was used to reduce the contamination of excited states and a continuum and chiral extrapolations were performed. Finally, our result is in good agreement with other lattice results at $N_{f}=2$ : the ETM collaboration recently obtain a similar error [64] but with a completely different approach. Therefore, it is an important cross-check of the result cited in the PDG [2] (see Table 3.4). Finally, the error budget indicates that a competitive results could be obtain in the near future.

Once the interpolation of the HQET parameters at the physical $b$-quark mass has been performed, the effective theory can be used to compute other observables. In this work, we focused on the decay constants $f_{B}$ and $f_{B_{s}}$ which are useful for phenomenology. After the continuum and the chiral extrapolations, our results read

$$
f_{B}=186(13)(2)_{\chi} \mathrm{MeV} \quad, \quad f_{B_{s}} / f_{B}=1.203(62)(19)_{\chi} \quad, \quad f_{B_{s}}=224(14)(2)_{\chi} \mathrm{MeV}
$$

and are compatible with other lattice determinations. Comparing our results with the static order of HQET, we conclude that $1 / m_{h}$ corrections turn out be very small $\lesssim$ $2.5 \%$. Moreover, the HQET parameters contribute to $15 \%$ of the total error and the
determination of the $\omega_{i}$ could be further improved with today's machines. Finally, I have presented the phenomenological results concerning the determination of the CKM matrix elements from leptonic decays and the lattice contribution of the total error.

In the future, the HQET parameters, interpolated at the physical $b$-quark, could be used to compute other interesting observables, like the scalar $B_{0}^{*}$ meson decay constant. The latter can be used to gain some insight concerning the precision of phenomenological application of $\mathrm{HM} \chi \mathrm{PT}$, in particular concerning the relevance of the contribution of the $J^{P}=\left(0^{+}, 1^{-}\right)$doublet states in chiral loops [114, 115].

## Chapter 4

## On the $B^{* \prime} \rightarrow B \pi$ transition
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## Introduction

In the previous chapter, I have introduced the Heavy Quark Effective Theory (HQET), discretized on the lattice, to simulate the $b$-quark. On the contrary, light quarks interactions are well described by chiral perturbation field theory which corresponds to the limit of vanishing quark mass in QCD. In this chapter, the $B$ meson will be studied in the framework of the Heavy Meson Chiral Lagrangians where both HQET and the chiral perturbation theory are used together. We will see that, at lowest order in the inverse heavy quark mass and power of pion momentum, only three coupling constants, usually denoted $\widehat{g}, \widetilde{g}$ and $h$ are necessary to parametrize the effective Lagrangian for lowest positive and negative parity states. The coupling constant $\widehat{g}$ has been studied intensively on the lattice [116, 117, 118, 119]. However, very little is known about the coupling between the ground state $B$ meson and its radial excitation $B^{* \prime}$.

Questions have been raised recently on the poor handling of excited states in the analyses of experimental data and their comparison with theoretical predictions, particularly in the case of heavy-light $B$ and $D$ mesons. For instance, it has been advocated that the $\sim 3 \sigma$ discrepancy observed between exclusive and inclusive estimates of the CKM matrix element $V_{c b}$ might be reduced if the transition $B \rightarrow D^{\prime}$ were large. This attractive hypothesis implies a suppression of the $B \rightarrow D^{(*)}$ hadronic form factors, as a study in the OPE formalism suggests [124]. On the other hand, it has been argued that the light-cone sum rule determination of the $g_{D^{*} D \pi}$ coupling, which parametrizes the $D^{*} \rightarrow D \pi$ decay, likely fails to reproduce the experimental measurement unless one explicitly includes the contribution from the first radial excited $D^{(*) \prime}$ state on the hadronic side of the three-point Borel sum rule [125. Comparison with sum rules is of particular importance because the heavy mass dependence of $\widehat{g}_{Q} \equiv \frac{g_{H^{*} H_{\pi}} f_{\pi}}{2 \sqrt{m_{H} m_{H^{*}}}}$ deduced from recent lattice simulations [117, 118, [100, 121, 122, 126] and experiment [120] seems


Figure 4.1 - Experimental measurement [120], lattice computations [117, 118, 100, 121, [122] and sum rules estimates [123] of $\widehat{g}_{c}, \widehat{g}_{b}$ and $\widehat{g} \equiv \widehat{g}_{\infty}$. We have performed a weighted average of recent $\widehat{g}$ lattice results at $\mathrm{N}_{\mathrm{f}}=2$ with respect to the error quoted in [117, 118, 100, 121.
much weaker than expected from analytical methods [123], as shown in Figure 4.1.
The Generalized Eigenvalue Problem (GEVP) allows to deal with excited states of mesons [127], especially to extract the spectrum [128, 98, 129, 130]. Similar techniques can now be applied to three-point correlation functions to perhaps illuminate the phenomenological issues discussed above. In this chapter, I will report on the lattice computation of the coupling $g_{12} \equiv\left\langle B^{* \prime}\right| \mathcal{A}_{i}|B\rangle$ in the static limit of HQET, where $\mathcal{A}_{i}$ is the axial vector bilinear of light quarks and $B^{* /}$ is polarized along the $i$ th direction ref. [131. As a by-product of our work, I will also present the computation of the diagonal couplings $g_{11} \equiv\left\langle B^{*}\right| \mathcal{A}_{i}|B\rangle$ and $g_{22} \equiv\left\langle B^{* \prime}\right| \mathcal{A}_{i}\left|B^{\prime}\right\rangle$.

The Heavy Quark Symmetry at leading order in HQET is well suited for our qualitative study. As the spectra of excited $B$ and $B^{*}$ mesons are degenerate, it is enough to solve a single Generalized Eigenvalue Problem while degrees of freedom $\sim m_{b}$, that are somehow irrelevant for the dynamics of the cloud of light quarks and gluons that governs the process we examine, are integrated out. The plan of this chapter is the following: first, I discuss the spectroscopy of $B$ mesons and summarize the main results, then I introduce the Heavy Meson Chiral Lagrangians and in particular the $g_{B^{* \prime} B \pi}$ coupling. I will explain how this coupling can be computed on the lattice using three-point correlation functions and the GEVP. Finally, I will present our results and see how it can solve the aforementioned issues.

### 4.1 Heavy Meson Chiral Lagrangians

In the previous chapter, by integrating out the heavy degrees of freedom, which were irrelevant at the energy scale we were interested in, we obtained a simpler formulation which does not depend on the complicated structure of the complete theory. In particular, from a numerical point of view, the heavy quark propagator becomes much easier to evaluate since it does not rely on the costly inversion of the Dirac operator. Another very successful example of effective theory for QCD is the chiral perturbation theory (ChPT) to describe the dynamics of light quarks. In this case, the expansion parameter is the momentum exchanged in a given process, $p^{2}$. In this section, I explain how HQET and ChPT can be used together to describe Heavy-light mesons. The up, down and strange quarks, with masses below the QCD scale $\Lambda_{Q C D} \approx 200 \mathrm{MeV}$, are considered as light, while the other quarks are considered as heavy and will be treated in the framework of HQET.

### 4.1.1 Spectroscopy

The spectroscopy of heavy-light mesons is simplified by the heavy quark symmetry since, in the limit of infinite mass, the spin $\vec{S}_{Q}$ of the heavy quark decouples from the light degrees of freedom. Therefore, $\vec{S}_{Q}$ is conserved independently from the total angular momentum of the light degrees of freedom $\vec{j}_{l}$, characterized by its spin $\vec{S}_{l}$ and its orbital momentum $\vec{L}$ :

$$
J=j_{l} \pm \frac{1}{2} \quad \text { with } \quad \vec{j}_{l}=\vec{S}_{l}+\vec{L}
$$

In the case of $B$ mesons, the spin of the light quark is $S_{l}=\frac{1}{2}$, and the two lightest states correspond to $L=0$ for the ground state pseudoscalar $B\left(J^{P}=0^{-}\right)$meson and

| $L$ | $j_{l}^{P}$ | $J^{P}$ | state | $m(\mathrm{MeV})$ | dom. decay | Rad. excitation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $(1 / 2)^{-}$ | $0^{-}$ | $B$ | $5279.58 \pm 0.17[2]$ |  | $B^{\prime}$ |
|  |  | $1^{-}$ | $B^{*}$ | $5325.2 \pm 0.4[2]$ |  | $B^{* \prime}$ |
| 1 | $(1 / 2)^{+}$ | $0^{+}$ | $B_{0}^{*}$ | (text bellow) | $B \pi$ (s-wave) |  |
|  |  | $1^{+}$ | $B_{1}^{*}$ | (text bellow) | $B^{*} \pi$ (s-wave) |  |
| 1 | $(3 / 2)^{+}$ | $1^{+}$ | $B_{1}$ | (text bellow) | $B^{*} \pi$ (d-wave) |  |
|  |  | $2^{+}$ | $B_{2}^{*}$ | (text bellow) | $B^{(*)} \pi$ (d-wave) |  |

Table 4.1 - Quantum numbers of the ground state $B$ meson and its excitations. The theory predicts the existence of two broad ( $B_{0}^{*}$ and $B_{1}^{*}$ ) and two narrow ( $B_{1}$ and $B_{2}^{*}$ ) bound states with $j_{l}^{P}=(1 / 2)^{+}$and $j_{l}^{P}=(3 / 2)^{+}$. The last two columns correspond to the dominant decay mode and the radial excitations respectively.
the vector $B^{*}\left(J^{P}=1^{-}\right)$meson. Four orbitally excited states correspond to $L=1$ and are usually denoted by $B^{* *}$. They split into one narrow doublet with $j_{l}^{P}=(1 / 2)^{+}$and one broad doublet with $j_{l}^{P}=(3 / 2)^{+}$, similar to the fine structure of the hydrogen atom in quantum mechanics. The splitting inside each doublet arises from the coupling with the spin of the heavy quark and would correspond to the hyperfine structure of the hydrogen atom. Finally, the radial excitations have the same orbital-parity quantum numbers and are denoted by a prime. The results are summarized in Table 4.1.

Contrary to charmed mesons, the $B$ meson spectrum is still poorly known and the spectroscopy has not been fully established yet. Only the ground state $J^{P}=0^{-}$and the excited state $J^{P}=1^{-}$are referenced in the PDG with masses respectively given by $m_{B^{0}}=5279.58 \pm 0.17 \mathrm{MeV}$ and $m_{B^{*}}=5325.2 \pm 0.4 \mathrm{MeV}$ (see Table 4.1). With the last results of the LHCb Collaboration, the two narrow states ( $B_{1}$ and $\overline{B_{2}^{*}}$ ) are now quite well measured but the broad states ( $B_{0}^{*}$ and $B_{1}^{*}$ ) have not been precisely measured yet. Moreover, even from the theoretical point of view, it is not clear whether the two narrow $B^{* *}$ states should be heavier or not than the two broad states. A summary of the experimental results is illustrated in Figure 4.2.

## Pseudoscalar $B$ and vector $B^{*}$ mesons

The pseudoscalar $B$ meson is the lightest meson containing a $b$-quark. The mass difference between the vector $\left(B^{*}\right)$ and the pseudoscalar $(B)$ mesons has been discussed in the previous chapter. Due to the small mass difference, smaller than the pion mass, only electromagnetic decays are allowed and these mesons are stable via the strong interaction.

## Orbitally excited states $B^{* *}$

Since the members of the $j_{l}^{P}=(3 / 2)^{+}$doublet decay in d-waves, these states are expected to be narrow; on the contrary, the members of the $j_{l}^{P}=(1 / 2)^{+}$decay in s-waves and are expected to be broad. Concerning the spectrum, the OPAL [132], ALEPH [133, 134 and DELPHI [135] Collaborations report on the first measurements of the


Figure 4.2 - Spectrum of the B mesons. Only the strong decays via pion in s- and p-waves are shown. The decay of the vector $B^{*}$ meson with the emission of a pion is not allowed experimentally since $m_{B^{*}}-m_{B}<m_{\pi}$.
two narrow radially excited $B$ mesons at LEP in 1995. The DELPHI Collaboration also reports on the detection of a signal compatible with the first radial excitation of the $B$ meson [136, 137] and, in 2003, after a new analysis on the data sample they succeed to separate the two $B^{* *}$ narrow states $\left(B_{1}^{0}\right.$ and $\left.B_{2}^{* 0}\right)$ [138]. In 1999, the L3 collaboration also reports on the measurements of the orbitally excited $B^{* *}$ at LEP [139] and on the presence of a state, in the region $5.9-6.0 \mathrm{GeV}$, which could be associated to the radial excitation $B^{\prime}$.

In 2007 and 2009, the CDF [140, 141] and D0 [142, 143] Collaborations measured the $B^{* *}$ states at the Tevatron collider. Finally, in 2013, the CDF Collaboration updated their results to take into account the full data sample [144] and also succeed to measure the non-neutral $B^{* *}$ mesons.

More recently, the LHCb Collaboration [145] has presented precise measurements of the two narrow orbital excitations of the $B$ meson. For the $B_{1}$ meson they found

$$
\begin{aligned}
m_{B_{1}^{0}} & =5724.1(1.7)_{\text {stat }}(2.0)_{\text {syst }}(0.5)_{\text {syst }} \mathrm{MeV}, \\
m_{B_{1}^{+}} & =5726.3(1.9)_{\text {stat }}(3.0)_{\text {syst }}(0.5)_{\text {syst }} \mathrm{MeV},
\end{aligned}
$$

and for the $B_{2}^{*}$ meson

$$
\begin{aligned}
m_{B_{2}^{* 0}} & =5738.6(1.2)_{\text {stat }}(1.2)_{\text {syst }}(0.3)_{\text {syst }} \mathrm{MeV} \\
m_{B_{2}^{*+}} & =5739.0(3.3)_{\text {stat }}(1.6)_{\text {syst }}(0.3)_{\text {syst }} \mathrm{MeV}
\end{aligned}
$$

## Radially excited states

According to quark models and lattice simulations [146, 147, 148], the first radial excitation of the pseudoscalar $B$ meson should lie in the range $5.8-6.0 \mathrm{GeV}$ (a value compatible with the results presented in this chapter) and can decay strongly. Recent results from the LHCb and CDF Collaborations present first hints of a radially excited state. The CDF Collaboration [144] reports on the presence of a new resonance with a mass $m_{B(5970)^{0}}=5978(5)_{\text {stat }}(12)_{\text {syst }} \mathrm{MeV}$ and $m_{B(5970)^{+}}=5961(5)_{\text {stat }}(12)_{\text {syst }} \mathrm{MeV}$ which could be interpreted as the radial excitation of the $B$ meson.

### 4.1.2 Chiral perturbation theory

The massless QCD Lagrangian is invariant under the symmetry group $\mathrm{SU}(N)_{V} \otimes$ $\mathrm{SU}(N)_{A} \otimes \mathrm{U}(1) \otimes \mathrm{U}(1)_{A}$ and the axial symmetry associated to $\mathrm{U}(1)_{A}$ is broken at the quantum level by the axial anomaly [11, 12]. The symmetry associated to the $\mathrm{U}(1)$ group is simply the baryon conservation number. Under the action of the group $\mathrm{SU}(N)_{V}$ a meson is transformed into another meson with the same parity but a different isospin (isospin rotation). On the contrary, the group $\mathrm{SU}(N)_{A}$ mixes mesons with opposite parity. For example, in the case of the pion, if we note $\theta_{V}$ and $\theta_{A}$ the two rotation angles associated with the groups $\mathrm{SU}(2)_{V}$ and $\mathrm{SU}(2)_{A}$, we have

$$
\vec{\pi} \xrightarrow{\mathrm{SU}(3)_{V}} \vec{\pi}+\vec{\theta}_{V} \times \vec{\pi} \quad, \quad \vec{\pi} \xrightarrow{\mathrm{SU}(3)_{A}} \vec{\pi}+\vec{\theta}_{A} \sigma .
$$

The axial symmetry predicts an exact degeneracy between states of opposite parity, which is not realized in the physical spectrum. Indeed the mass of the $\rho$ meson is $m_{\rho}=770 \mathrm{MeV}$ whereas the mass of the $a_{1}$ is $m_{a 1}=1260 \mathrm{MeV}$. Therefore, we are forced to conclude that the group $\mathrm{SU}(N)_{A}$ is broken. Of course, chiral symmetry is explicitly broken by quark masses in the QCD Lagrangian but, since they are small ( $m_{u, d}<10 \mathrm{MeV}$ ), we would expect the mass difference to be also small compared to the masses themselves. This apparent contradiction can be solved by assuming the spontaneous breaking of chiral symmetry.

Therefore, we assume that the QCD vacuum is not invariant under the action of the group $\mathrm{SU}(N)_{A}$ and that the symmetry is broken by the presence of the chiral condensate $\langle\bar{q} q\rangle \neq 0$. According to the Goldstone theorem, we predict the existence of $N^{2}-1$ Goldstone bosons corresponding to the number of broken generators or, in other words, to the number of generators which allow to switch from one degenerate vacuum to another. In the case of two light quarks $(N=2)$, they can be identified with the three lightest mesons: the pions. When the strange quark in introduced, the kaon and the eta mesons are also considered as (pseudo) Goldstone bosons. Experimentally, their masses are not exactly zero due to the small mass terms in the QCD Lagrangian.

In the next paragraphs, I introduce an effective Lagrangian which takes into account both the chiral symmetry for light quarks and the heavy quark symmetry introduced in the previous chapter for heavy quarks. This has been studied for the first time in refs. [149, 150, 151.

### 4.1.3 The CCWZ formalism

The CCWZ formalism worked out by Callan, Coleman, Wess and Zumino [152, [153] can be used to construct the most general effective Lagrangian which is consistent with the $\mathrm{SU}(N)_{R} \otimes \mathrm{SU}(N)_{L} / \mathrm{SU}(N)_{V}$ spontaneous symmetry breaking pattern. The idea is that, at low energy, the symmetries of the fundamental Lagrangian should be conserved but are not necessarily linearly realized since heavy degrees of freedom have been integrated out. To simplify the notations, I will write $G=\mathrm{SU}(N)_{R} \otimes \mathrm{SU}(N)_{L}$ the group which leaves the Lagrangian invariant and $H=\mathrm{SU}(N)_{V}$ the unbroken subgroup. The most general transformation of the group $G$ can be written as

$$
\begin{equation*}
\psi \rightarrow \psi^{\prime}=\left[\exp \left(i T_{a} \theta_{R}^{a} \frac{1+\gamma_{5}}{2}\right) \exp \left(i T_{a} \theta_{L}^{a} \frac{1-\gamma_{5}}{2}\right)\right] \psi \tag{4.1}
\end{equation*}
$$

where $\psi=(u, d, s)^{T}$ is an $\operatorname{SU}(\mathrm{N})$ vector and where $\vec{\theta}_{L}$ and $\vec{\theta}_{R}$ parametrize the $\operatorname{SU}(N)_{L}$ and $\mathrm{SU}(N)_{R}$ rotations respectively. The previous transformation can be written in terms of $\vec{\theta}_{V}=\left(\vec{\theta}_{L}+\vec{\theta}_{R}\right) / 2$ and $\vec{\theta}_{A}=\left(\vec{\theta}_{R}-\vec{\theta}_{L}\right) / 2$ :

$$
\begin{equation*}
\psi \rightarrow \psi^{\prime}=\exp \left(i T_{A} \theta_{A}^{a} \gamma_{5}\right) \exp \left(i T_{a} \theta_{V}^{a}\right) \psi \tag{4.2}
\end{equation*}
$$

The generators of the unbroken subgroup $H$ are written $T_{a} \mathbb{1}$ and the Goldstone bosons are associated to the broken generators, $T_{a} \gamma_{5}$, and therefore belong to $G \backslash H$.

In QCD, the $\mathrm{SU}(N)_{R} \otimes \mathrm{SU}(N)_{L}$ symmetry is only approximate because quarks are massive. However, the mass of the light quarks are small compared to the QCD scale $\Lambda_{\mathrm{QCD}}$ such that the pseudo-Goldstone bosons are also light. Therefore, they can be used as the light degrees of freedom of the effective theory. The first step consists in factorizing out the Goldstone bosons, $\varphi(x)$, from the field $\psi(x)$ by performing a local symmetry transformation. Of course, the Lagrangian is not invariant under local transformations of the symmetry group $G$, and the parameters of this transformation, encoded in $\gamma(x)$, depend on the position $x$

$$
\begin{equation*}
\psi(x)=e^{i \gamma_{5} \varphi(x)} \widetilde{\psi}(x)=\gamma(x) \widetilde{\psi}(x) \tag{4.3}
\end{equation*}
$$

Since a global transformation of the group G leaves the Lagrangian invariant, the different terms appearing in the effective Lagrangian will always contain at least one derivative of the Goldstone field (or, equivalently, with terms proportional to the momentum of the Goldstone). If not, the effective Lagrangian would depend on the Goldstone bosons when they are constant. This momentum will be used as the small parameter expansion of the effective theory and, at first order, the Lagrangian contains only terms with the minimal number of derivatives whereas higher order corrections can be added systematically. Since the Lagrangian is a functional of the fields and their derivatives, it is interesting to study the influence of the eq. (4.3) on derivatives. One immediately finds

$$
\begin{equation*}
\partial \psi(x)=\gamma(x)\left(\partial \widetilde{\psi}(x)+\gamma^{-1}(x) \partial \gamma(x) \widetilde{\psi}(x)\right) \tag{4.4}
\end{equation*}
$$

Since $\gamma \in G$, its derivative can be written as the group element $\gamma$ time a linear combination of the group generators $T_{a} \mathbb{1}$ and $T_{a} \gamma_{5}$. Therefore, the term $\gamma^{-1}(x) \partial_{\mu} \gamma(x)$ can be written as

$$
\begin{equation*}
\gamma^{-1}(x) \partial_{\mu} \gamma(x)=\sum_{a} \mathcal{A}_{\mu}^{a}(x) \gamma_{5} T^{a}+\sum_{a} \mathcal{V}_{\mu}^{a}(x) T^{a} \tag{4.5}
\end{equation*}
$$

The fields $\mathcal{A}_{\mu}(x)$ and $\mathcal{V}_{\mu}(x)$ are defined by the previous equation and depend on $\gamma(x)$. In particular, if we define $\xi(x)=\exp (i \varphi(x))$, the previous equation can be written in matrix form

$$
\left(\begin{array}{cc}
\xi & 0  \tag{4.6}\\
0 & \xi^{\dagger}
\end{array}\right)\left(\begin{array}{cc}
\partial_{\mu} \xi^{\dagger} & 0 \\
0 & \partial_{\mu} \xi
\end{array}\right)=\left(\begin{array}{cc}
\mathcal{V}_{\mu}-\mathcal{A}_{\mu} & 0 \\
0 & \mathcal{V}_{\mu}+\mathcal{A}_{\mu}
\end{array}\right)
$$

and one obtains

$$
\begin{align*}
\mathcal{A}_{\mu} & =\frac{1}{2}\left(\xi^{\dagger} \partial_{\mu} \xi-\xi \partial_{\mu} \xi^{\dagger}\right)  \tag{4.7}\\
\mathcal{V}_{\mu} & =\frac{1}{2}\left(\xi^{\dagger} \partial_{\mu} \xi+\xi \partial_{\mu} \xi^{\dagger}\right) \tag{4.8}
\end{align*}
$$

where the two fields $\mathcal{A}_{\mu}(x)$ and $\mathcal{V}_{\mu}(x)$ are expressed in terms of the Goldstone fields and their derivatives. The most general Lagrangian is then written in terms of the fields $\xi(x), \mathcal{A}_{\mu}(x)$ and $\mathcal{V}_{\mu}(x)$. We will see how the symmetries of QCD constrain the effective field theory by studying how these fields transform under the action of the group $G$.

Under an arbitrary element of the group $G$, the field $\psi$ transforms according to eq. 4.1). In terms of the Goldstone field $\varphi(x)$, it reads

$$
\begin{equation*}
\underbrace{e^{i T_{a} \theta_{R}^{a} \frac{1+\gamma_{5}}{2}} e^{i T_{a} \theta_{L}^{a} \frac{1-\gamma_{5}}{2}}}_{g \in G} \underbrace{e^{i \gamma_{5} \varphi(x)}}_{\gamma(x)}=\underbrace{e^{i \gamma_{5} \varphi^{\prime}(x)}}_{\gamma^{\prime}(x)} \underbrace{e^{i T_{a} \theta^{a}(\varphi(x))}}_{U \in H} \tag{4.9}
\end{equation*}
$$

where the important point is that $U$ generally depends on the Goldstone field: $\theta$ is a function of $\theta_{R}, \theta_{L}$ and $\varphi$. Following [154], we can introduce

$$
\begin{equation*}
R=\exp \left(i T_{a} \theta_{R}^{a}\right) \quad, \quad L=\exp \left(i T_{a} \theta_{L}^{a}\right) \tag{4.10}
\end{equation*}
$$

then, from eq. 4.9 and projecting on right and left chiralities with $P_{ \pm}=\frac{1 \pm \gamma_{5}}{2}$, we obtain

$$
\begin{align*}
L e^{-i \varphi(x)} & =e^{-i \varphi^{\prime}(x)} U(x)  \tag{4.11}\\
R e^{i \varphi(x)} & =e^{i \varphi^{\prime}(x)} U(x) \tag{4.12}
\end{align*}
$$

so that the Goldstone field $\xi(x)=e^{i \varphi(x)}$ transforms as

$$
\xi(x) \rightarrow R \xi(x) U^{\dagger}(x)=U(x) \xi(x) L^{\dagger}
$$

It is also convenient to define $\Sigma(x)=\xi(x)^{2}$ such that $\Sigma(x) \rightarrow R \Sigma(x) L^{\dagger}$. Under the action of the group $\mathrm{SU}(N)_{V}$, the field $\mathcal{A}_{\mu}$ transforms according to $\mathcal{A}_{\mu} \rightarrow U \mathcal{A}_{\mu} U^{\dagger}$ and the field $\mathcal{V}_{\mu}$ according to $\mathcal{V}_{\mu} \rightarrow U \mathcal{V}_{\mu} U^{\dagger}+U \partial_{\mu} U^{\dagger}$ and therefore can be used to define a covariant derivative

$$
\begin{equation*}
\mathcal{D}_{\mu}=\partial_{\mu}+\mathcal{V}_{\mu} \tag{4.13}
\end{equation*}
$$

Finally, the Goldstone bosons are usually parametrized by

$$
\begin{equation*}
\Sigma(x)=\xi^{2}(x)=\exp \left(\frac{2 i}{f_{\pi}} \mathcal{M}\right) \in \mathrm{SU}(N) \tag{4.14}
\end{equation*}
$$

where, for $N=3$, the hermitian traceless matrix $\mathcal{M}$ is given by

$$
\mathcal{M}=\left(\begin{array}{ccc}
\sqrt{\frac{1}{2}} \pi^{0}+\sqrt{\frac{1}{6}} \eta & \pi^{+} & K^{+} \\
\pi^{-} & -\sqrt{\frac{1}{2}} \pi^{0}+\sqrt{\frac{1}{6}} \eta & K^{0} \\
K^{-} & \bar{K}^{0} & -\sqrt{\frac{2}{3}} \eta
\end{array}\right)
$$

To conclude, the CCWZ formalism provides a systematic way to construct an effective Lagrangian for a spontaneously broken symmetry: it is the most general Lagrangian built from the fields $\xi(x), \mathcal{A}_{\mu}(x)$ and with the covariant derivative $\mathcal{D}_{\mu}$. At lowest order in the pion momentum (minimal number of partial derivatives), it is

$$
\begin{equation*}
\mathcal{L}_{\text {light }}=\frac{f_{\pi}^{2}}{8} \operatorname{Tr}\left(\partial_{\mu} \Sigma \partial^{\mu} \Sigma^{\dagger}\right) \tag{4.15}
\end{equation*}
$$

where the trace is taken over the $\mathrm{SU}(3)$ group. The pre-factor is chosen such that the kinetic term has the correct normalization. This Lagrangian can be expanded in terms of the Goldstone fields using eq. (4.14) and higher-order corrections originate from chiral symmetry breaking terms but will not be considered here [154].

## Heavy-light meson fields

The second step consists in introducing matter fields which couple to the light sector via the fields $\mathcal{A}_{\mu}$ and $\mathcal{V}_{\mu}$ defined in the previous paragraph. Following the notations of refs. [155, 156], the heavy-light pseudoscalar $M\left(0^{-}\right)$and vector $M^{*}\left(1^{-}\right)$mesons of negative parity are represented by the field $H_{a}$ where the latin index $a$ corresponds to the flavor of the light quark ( $M=Q q_{a}, a=1,2,3$ ) [149]:

$$
H_{a}=\frac{1+\psi}{2}\left[P_{a}^{\mu *} \gamma_{\mu}-P_{a} \gamma_{5}\right] \quad, \quad \bar{H}=\left[P_{a}^{\mu * \dagger} \gamma_{\mu}+P_{a}^{\dagger} \gamma_{5}\right] \frac{1+\psi}{2}
$$

and $P, P_{\mu}^{*}$ are field operators which destroy respectively pseudoscalar and vector heavylight mesons. They obey the following normalization conditions

$$
\langle 0| P|M\rangle=\sqrt{m_{M}} \quad, \quad\langle 0| P_{\mu}^{*}\left|M^{*}\right\rangle=\sqrt{m_{M}} \epsilon_{\mu} .
$$

Under a heavy quark spin transformation $S \in \mathrm{SU}(2)$, the field $H_{a}$ transforms as $H_{a} \rightarrow S H_{a}$ and under chiral $\mathrm{SU}(N)_{L} \otimes \mathrm{SU}(N)_{V}$ transformations as $H_{a} \rightarrow H_{b} U_{b a}^{\dagger}$. Similarly, we have $\bar{H}_{a} \rightarrow \bar{H}_{a} S^{-1}$ and $\bar{H}_{a} \rightarrow U_{a b} \bar{H}_{b}$.

The Lagrangian should be invariant under the Heavy Quark Symmetry discussed in the previous chapter and couple to the Goldstone field via the fields $\mathcal{A}_{\mu}$ and $\mathcal{V}_{\mu}$. The most general Lagrangian for negative parity states satisfying these conditions, in the static limit of HQET, is [149, 157, 151]

$$
\begin{equation*}
\mathcal{L}_{\text {heavy }}^{-}=i g\left\langle H_{b} \gamma_{\mu} \gamma_{5} \mathcal{A}_{b a}^{\mu} \bar{H}_{a}\right\rangle+i\left\langle H_{b} v^{\mu} \mathcal{D}_{\mu b a} \bar{H}_{a}\right\rangle, \tag{4.16}
\end{equation*}
$$

where the trace $\langle\cdots\rangle$ is taken over $4 \times 4$ matrices and where $a, b$ are $\mathrm{SU}(3)$ indices associated to the light quark.

The positive parity states can be introduced in a similar way. In this work, only states belonging to the doublet $\left(0^{+}, 1^{+}\right)$will be considered and they are represented by the field

$$
S=\frac{1+\psi}{2}\left[D_{1}^{\mu} \gamma_{\mu} \gamma_{5}-D_{0}\right]
$$

where $D_{1}^{\mu}$ and $D_{0}$ are field operators which destroy $B_{1}^{*}$ and $B_{0}^{*}$ mesons. The associated Lagrangian reads

$$
\begin{equation*}
\mathcal{L}_{\text {heavy }}^{+}=i \widetilde{g}\left\langle S_{b} \gamma_{\mu} \gamma_{5} \mathcal{A}_{b a}^{\mu} \bar{S}_{a}\right\rangle+i\left\langle S_{b} v^{\mu} \mathcal{D}_{\mu b a} \bar{S}_{a}\right\rangle \tag{4.17}
\end{equation*}
$$

Finally, the part of the Lagrangian which mixes states of opposite parity is given by

$$
\begin{equation*}
\mathcal{L}_{\text {mix }}=i h\left\langle S_{b} \gamma_{\mu} \gamma_{5} \mathcal{A}_{b a}^{\mu} \bar{H}_{a}\right\rangle . \tag{4.18}
\end{equation*}
$$

## Heavy Chiral Lagrangian

We can now combine the chiral symmetry and the heavy quark symmetry to obtain the Heavy Meson Chiral Lagrangian at first order in the pion momentum and in the static limit of HQET, it reads

$$
\begin{array}{rlr}
\mathcal{L}= & \frac{f_{\pi}^{2}}{8} \partial^{\mu} \Sigma_{a b} \partial_{\mu} \Sigma_{b a}^{\dagger} & \text { (Goldstone bosons) } \\
& +i g\left\langle H_{b} \gamma_{\mu} \gamma_{5} \mathcal{A}_{b a}^{\mu} \bar{H}_{a}\right\rangle+i\left\langle H_{b} v^{\mu} \mathcal{D}_{\mu b a} \bar{H}_{a}\right\rangle & \text { (negative parity states) } \\
& +i \widetilde{g}\left\langle S_{b} \gamma_{\mu} \gamma_{5} \mathcal{A}_{b a}^{\mu} \bar{S}_{a}\right\rangle+i\left\langle S_{b} v^{\mu} \mathcal{D}_{\mu b a} \bar{S}_{a}\right\rangle & \text { (positive parity states) } \\
& +i h\left\langle S_{b} \gamma_{\mu} \gamma_{5} \mathcal{A}_{b a}^{\mu} \bar{H}_{a}\right\rangle . & \tag{4.19}
\end{array}
$$

The first part contains the kinetic term for the Goldstone bosons and $f_{\pi}=130.4 \mathrm{MeV}$ is the pion decay constant. The second, fourth and sixth terms describe interactions between heavy-light mesons with an odd number of pions. The third and fifth terms of the Lagrangian contain the kinematic terms of the heavy-light mesons and interactions with an even number of pions. Finally, this Lagrangian is parametrized by three coupling constants, $g, \widetilde{g}$ and $h$, which can be extracted from the lattice. They are particularly useful since this Lagrangian is used to extrapolate lattice results to the chiral limit.

### 4.2 The $g_{B^{* /} B \pi}$ coupling

I now present the first lattice estimate of the hadronic coupling $g_{12}$ which parametrizes the strong decay of a radially excited $B^{* \prime}$ meson into the ground state $B$ meson. First, I introduce the $g_{B^{*} B \pi}$ coupling and explain how it can be computed on the lattice using the Generalized Eigenvalue Problem. Then, I present our results and discuss their phenomenological implications.

### 4.2.1 Definition

Similarly to the $g_{B^{*} B \pi}$ coupling [116, [17, [18], the $g_{B^{* \prime} B \pi}$ parametrizes the $B^{* \prime} \rightarrow B \pi$ decay and is defined via the following on-shell matrix element

$$
\begin{equation*}
\left\langle B^{-}\left(p^{\prime}\right) \pi^{+}(q) \mid B^{* 0 \prime}(p)\right\rangle=-g_{B^{* \prime} B \pi} q_{\mu} \epsilon^{\mu}(p), \tag{4.20}
\end{equation*}
$$

where $\epsilon^{\mu}$ is the polarization of the $B^{* \prime}$ meson and where we used the relativistic normalization of states

$$
\left\langle B(p) \mid B\left(p^{\prime}\right)\right\rangle=2 p^{0}(2 \pi)^{3} \delta^{(3)}\left(\mathbf{p}-\mathbf{p}^{\prime}\right)
$$

In our isospin convention, the coupling corresponds to $g_{B^{* \prime} B \pi}=g_{B^{* 0} B^{-} \pi^{+}}$but can be easily related to other isospin conventions

$$
g_{B^{* \prime} B \pi}=-g_{B^{*-} / \bar{B}^{0} \pi^{-}}=\sqrt{2} g_{B^{* 0 \prime} B^{0} \pi^{0}}=-\sqrt{2} g_{B^{*+} '^{+} \pi^{0}} .
$$

### 4.2.2 The coupling in HM $\chi$ PT

The matrix element we are interested in is encoded in the second term of the Heavy Chiral Lagrangian 4.19 which describes the interaction of $j_{l}^{P}=(1 / 2)^{-}$heavy mesons


Figure 4.3 - Definition of the $g_{B^{* \prime} B \pi}$ coupling. The radially excited $B^{* /}$ vector meson decays into a pseudoscalar $B$ meson and a pion.
with an odd number of pions. I will present the result in the case of the $g_{B^{*} B \pi}$ coupling, but the derivation for the $g_{B^{*} B \pi}$ coupling is exactly the same. Explicitly, keeping only the lowest order terms in the momentum of the pion, we have

$$
\begin{aligned}
i g<H_{b} \gamma_{\mu} \gamma_{5} \mathcal{A}_{b a}^{\mu} \bar{H}_{a}> & =i g<\frac{1+\psi}{2}\left[P_{\mu}^{*} \gamma^{\mu}-P \gamma_{5}\right]_{b} \gamma_{\mu} \gamma_{5} \mathcal{A}_{\mu b a}\left[P_{\mu}^{* \dagger} \gamma^{\mu}+P^{\dagger} \gamma_{5}\right]_{a} \frac{1+\psi}{2}> \\
& =i g<\frac{1+\psi}{2} P_{\mu b}^{*} \gamma^{\mu} \gamma_{\mu} \gamma_{5} \mathcal{A}_{\mu b a} P_{a}^{\dagger} \gamma_{5}>+ \text { other terms } \\
& =4 i g<\frac{1+\psi}{2} P_{\mu b}^{*} \gamma_{5} \frac{i}{f_{\pi}} \partial_{\mu} \mathcal{M}_{b a} P_{a}^{\dagger} \gamma_{5}>+ \text { other terms } \\
& =-\frac{2 g}{f_{\pi}}<P_{\mu b}^{*} \partial_{\mu} \mathcal{M}_{b a} P_{a}^{\dagger}>+ \text { other terms }
\end{aligned}
$$

where "other terms" include other interactions and higher order-terms in the pion momentum. Finally, we obtain the following Feynman rule


$$
-\frac{2 \sqrt{M_{H} M_{H^{*}}}}{f} g q \cdot \epsilon .
$$

Therefore, at tree level in the $\mathrm{HM} \chi$ PT Lagrangian, the matrix element reads

$$
\left\langle B^{0}(p) \pi^{+}(q) \mid B^{*+}(p \prime)\right\rangle=-\frac{2 \sqrt{m_{B} m_{B^{*}}}}{f_{\pi}} g q_{\mu} \epsilon^{\mu}\left(p^{\prime}\right)(2 \pi)^{4} \delta^{(4)}\left(p^{\prime}-p-q\right),
$$

and

$$
g_{B^{*} B \pi}=\frac{2 \sqrt{m_{B} m_{B^{*}}}}{f_{\pi}} g .
$$

This formula is valid in the limit of infinite mass and gets corrections of order $1 / m_{b}$.

### 4.2.3 Pion LSZ reduction

The LSZ reduction formula can be used to express the previous $S$ matrix element in terms of form factors which can be evaluated on the lattice.

$$
\begin{aligned}
\left\langle B^{0}(p) \pi^{+}(q) \mid B^{*+}\left(p^{\prime}\right)\right\rangle & \xrightarrow[\text { on-shell pion }]{\longrightarrow} i \int \mathrm{~d}^{4} x e^{i q x}\left(\square+m_{\pi}^{2}\right)\left\langle B^{0}(p)\right| \pi(x)\left|B^{*+}\left(p^{\prime}\right)\right\rangle \\
& =i\left(m_{\pi}^{2}-q^{2}\right) \int \mathrm{d}^{4} x e^{i q x}\left\langle B^{0}(p)\right| \pi(x)\left|B^{*+}\left(p^{\prime}\right)\right\rangle
\end{aligned}
$$

Then, using the PCAC relation

$$
\pi(x)=\frac{1}{m_{\pi}^{2} f_{\pi}} \partial^{\mu} A_{\mu}(x)
$$

where $A_{\mu}(x)$ is the light-light axial current and $f_{\pi}$ is the pion decay constant, we obtain

$$
\begin{aligned}
\left\langle B^{0}(p) \pi^{+}(q) \mid B^{*+}\left(p^{\prime}\right)\right\rangle & \xrightarrow[\text { on-shell pion }]{ } i \frac{m_{\pi}^{2}-q^{2}}{f_{\pi} m_{\pi}^{2}} \int \mathrm{~d}^{4} x e^{i q x}\left\langle B^{0}(p)\right| \partial_{\mu} A^{\mu}(x)\left|B^{*+}\left(p^{\prime}\right)\right\rangle \\
& =q^{\mu} \frac{m_{\pi}^{2}-q^{2}}{f_{\pi} m_{\pi}^{2}} \int \mathrm{~d}^{4} x e^{i q x}\left\langle B^{0}(p)\right| A^{\mu}(x)\left|B^{*+}\left(p^{\prime}\right)\right\rangle \\
& =q^{\mu} \frac{m_{\pi}^{2}-q^{2}}{f_{\pi} m_{\pi}^{2}} \int \mathrm{~d}^{4} x e^{i q x}\left\langle B^{0}(p)\right| e^{i P \cdot x} A^{\mu}(0) e^{-i P \cdot x}\left|B^{*+}\left(p^{\prime}\right)\right\rangle \\
& =q^{\mu} \frac{m_{\pi}^{2}-q^{2}}{f_{\pi} m_{\pi}^{2}}(2 \pi)^{4} \delta^{(4)}\left(q+p-p^{\prime}\right)\left\langle B^{0}(p)\right| A^{\mu}(0)\left|B^{*+}\left(p^{\prime}\right)\right\rangle
\end{aligned}
$$

We conclude that, close to the pole at $q^{2}=m_{\pi}^{2}$, the $g_{B^{*} B \pi}$ coupling is given by

$$
\begin{equation*}
g_{B^{* \prime} B \pi}\left(q^{2}\right) \times(\epsilon \cdot q)=-q^{\mu} \frac{m_{\pi}^{2}-q^{2}}{f_{\pi} m_{\pi}^{2}}\left\langle B^{0}(p)\right| A_{\mu}(0)\left|B^{*++}(p+q)\right\rangle \tag{4.21}
\end{equation*}
$$

## Parametrization of the transition amplitude

The transition amplitude of interest is parametrized by three form factors as

$$
\begin{align*}
\left\langle B^{0}(p)\right| A^{\mu}\left|B^{*++}\left(p^{\prime}, \epsilon^{\lambda}\right)\right\rangle= & 2 m_{B^{* \prime}} A_{0}\left(q^{2}\right) \frac{\epsilon^{\lambda} \cdot q}{q^{2}} q^{\mu}+\left(m_{B}+m_{B^{* \prime}}\right) A_{1}\left(q^{2}\right)\left(\epsilon^{\lambda \mu}-\frac{\epsilon^{\lambda} \cdot q}{q^{2}} q^{\mu}\right) \\
& +A_{2}\left(q^{2}\right) \frac{\epsilon^{\lambda} \cdot q}{m_{B}+m_{B^{* \prime}}}\left[\left(p_{B}+p_{B^{* \prime}}\right)^{\mu}+\frac{m_{B}^{2}-m_{B^{* \prime}}^{2}}{q^{2}} q^{\mu}\right], \tag{4.22}
\end{align*}
$$

where $q=p^{\prime}-p$ is the transfer momentum. In the zero recoil kinematic configuration which corresponds to $\vec{p}=\vec{p}^{\prime}=\overrightarrow{0}$, one has $q_{\max }^{2}=\left(m_{B^{* \prime}}-m_{B}\right)^{2}$ and we are left with the form factor $A_{1}$ :

$$
\begin{equation*}
\left\langle B^{0}(p)\right| A^{i}\left|B^{* /+}\left(p^{\prime}, \epsilon^{\lambda}\right)\right\rangle=\left(m_{B}+m_{B^{* \prime}}\right) A_{1}\left(q_{\max }^{2}\right) \epsilon^{\lambda i} \tag{4.23}
\end{equation*}
$$

Then, taking the non relativistic normalization of states, $|H\rangle=\sqrt{2 m_{H}}|H\rangle_{\mathrm{HQET}}$, we arrive at

$$
\begin{equation*}
\left\langle B^{0}(p)\right| A^{i}\left|B^{*++}\left(p^{\prime}, \epsilon^{\lambda}\right)\right\rangle_{\mathrm{HQET}}=\frac{m_{B}+m_{B^{* \prime}}}{2 \sqrt{m_{B} m_{B^{* \prime}}}} A_{1}\left(q_{\max }^{2}\right) \epsilon^{\lambda i} \tag{4.24}
\end{equation*}
$$

Finally, choosing the quantization axis along the $z$ direction and the polarization vector $\epsilon^{\mu}(0)=(0,0,0,1)$ we get

$$
\begin{equation*}
\left\langle B^{0}(p)\right| A^{3}\left|B^{* /+}\left(p^{\prime}, \epsilon^{\lambda}\right)\right\rangle_{\mathrm{HQET}}=A_{1}\left(q_{\max }^{2}\right) \equiv g_{12} \tag{4.25}
\end{equation*}
$$

where the result is valid in the static limit. In the next section, I will explain how this form factor, called $g_{12}$, can be extracted on the lattice using three-point correlation function.

## Relation to the $g_{B^{* \prime} B \pi}$ coupling

I now discuss the relationship between the form factor $A_{1}\left(q_{\max }^{2}\right)$ and the $g_{B^{* \prime} B \pi}$ coupling. Taking the divergence $q_{\mu} A^{\mu}$ of the transition amplitude (4.22), the second and third terms vanish and we obtain

$$
\begin{equation*}
\left\langle B^{0}(p)\right| q_{\mu} A^{\mu}\left|B^{*++}\left(p^{\prime}, \epsilon^{\lambda}\right)\right\rangle=2 m_{B^{*}} A_{0}\left(q^{2}\right) \epsilon^{\lambda} \cdot q \tag{4.26}
\end{equation*}
$$

so that, from eq. 4.21)

$$
g_{B^{* \prime} B \pi} \underset{q^{2} \rightarrow m_{\pi}^{2}}{=}-2 m_{B^{* \prime}} A_{0}\left(q^{2}\right) \frac{m_{\pi}^{2}-q^{2}}{f_{\pi} m_{\pi}^{2}}
$$

Since the form factor $A_{0}$ has a pole at the pion mass, the extrapolation to $q^{2}=m_{\pi}^{2}$ is not easy. However, since the parametrization of the transition amplitude contains an unphysical pole at $q^{2}=0$, the form factors have to obey the following condition

$$
2 m_{B^{*}} A_{0}(0)=\left(m_{B}+m_{B^{* \prime}}\right) A_{1}(0)+\left(m_{B}-m_{B^{* \prime}}\right) A_{2}(0)
$$

which can be used to express $A_{0}$ in terms of the two form factors $A_{1}$ and $A_{2}$. If, in addition, we assume a small $q^{2}$ dependence of the form factors then we arrive at

$$
\begin{equation*}
g_{B^{* \prime} B \pi} \approx-\frac{\left(m_{B}+m_{B^{* \prime}}\right)}{f_{\pi}} A_{1}(0)-\frac{\left(m_{B}-m_{B^{* \prime}}\right)}{f_{\pi}} A_{2}(0) . \tag{4.27}
\end{equation*}
$$

Therefore, on the lattice, we don't directly compute the coupling constant $g_{B^{*} B \pi}$ but rather the form factor $A_{1}$ at $q^{2}=q_{\max }^{2}$. To obtain the coupling constant, a first step would be to compute the distribution in $r$ of the axial density, namely

$$
\begin{equation*}
f_{A}(\vec{r}) \equiv\left\langle B^{* \prime}\right|\left[\bar{\psi}_{l} \gamma^{i} \gamma^{5} \psi_{l}\right](\vec{r})|B\rangle \quad, \quad A_{1}(0)=4 \pi \int_{0}^{\infty} r^{2} f_{A}(r) e^{i \vec{q} \cdot \vec{r}} d r \tag{4.28}
\end{equation*}
$$

where $r$ is the distance between the heavy quark line and the current insertion (see Figure 4.4, , to extrapolate the form factor $A_{1}$ at $q^{2}=m_{\pi}^{2}$. A similar extrapolation has been carried out in ref. [158] where the authors computed the radial distribution of the vector, axial and scalar density for the form factors of the heavy-light mesons, but not with radially excited states. Finally, the contribution of the form factor $A_{2}$ is expected to be less important due to the mass difference appearing in eq. (4.27). In particular, in the case of the $g_{B^{*} B \pi}$ coupling, the contribution of this form factor vanishes in the static limit of HQET since $m_{B}=m_{B^{*}}$ and in our case,

$$
\frac{m_{B}-m_{B^{* \prime}}}{m_{B}+m_{B^{* \prime}}} \sim 4 \% .
$$

### 4.3 Computation on the Lattice

### 4.3.1 Estimators

In this section, I explain how the matrix element 4.25 can be extracted on the lattice using the Generalized Eigenvalue Problem. The two-point correlation functions associated to the pseudoscalar $B$ and vector $B^{*}$ mesons are

$$
C_{P}^{(2)}(t)=\left\langle P(t) P^{\dagger}(0)\right\rangle \quad, \quad C_{V}^{(2)}(t)=\frac{1}{3} \sum_{k=1}^{3}\left\langle V_{k}(t) V_{k}^{\dagger}(0)\right\rangle
$$



Figure 4.4 - Three-point correlation for the computation of the distribution in $r$ of the axial density $f_{A}(\vec{r})$.
where $P(x)=\bar{\psi}_{h}(x) \gamma_{5} \psi_{l}(x)$ and $V_{k}(x)=\bar{\psi}_{h}(x) \gamma_{k} \psi_{l}(x)$ are respectively the heavy-light pseudoscalar and vector currents. Here, $\psi_{h}$ refers to the heavy quark and $\psi_{l}$ to the light quark. Thanks to the Heavy Quark Symmetry, the two-point correlation functions are equal and only one of them has to be computed (therefore, the subscript $P$ or $V$ will be dropped in the following). We will also need the following three-point correlation function

$$
\begin{equation*}
C^{(3)}\left(t, t_{1}\right)=\frac{1}{3} \sum_{k=1}^{3}\left\langle V_{k}(t) A_{k}\left(t_{1}\right) P^{\dagger}(0)\right\rangle \tag{4.29}
\end{equation*}
$$

where $A_{\mu}(x)=Z_{A} \bar{\psi}_{l}(x) \gamma_{\mu} \gamma_{5} \psi_{l}(x)$ is the light to light axial current and the normalization factor $Z_{A}$ has been computed non-perturbatively by the ALPHA collaboration [159, 52].

We can now use the results of the GEVP introduced in Section 2.5 to compute efficiently the matrix element $\langle B| A_{i}(0)\left|B_{i}^{* \prime}\right\rangle$. The basis of interpolating operators $\mathcal{O}^{(i)}(t)$ is based on different levels of Gaussian smearing and the details of the parameters are given in Section 4.4. The associated two and three-point correlation matrices are written

$$
\begin{aligned}
C_{i j}^{(2)}(t) & =\left\langle\mathcal{O}^{(i)}(t) \mathcal{O}^{(j) \dagger}(0)\right\rangle, \\
C_{i j}^{(3)}\left(t, t_{1}\right) & =\left\langle V_{k}^{(i)}(t) A_{k}\left(t_{1}\right) P^{(j) \dagger}(0)\right\rangle .
\end{aligned}
$$

First we solve the GEVP for the two-point correlation functions

$$
\begin{equation*}
C^{(2)}(t) v_{n}\left(t, t_{0}\right)=\lambda_{n}\left(t, t_{0}\right) C^{(2)}\left(t_{0}\right) v_{n}\left(t, t_{0}\right), \tag{4.30}
\end{equation*}
$$

then, we use the eigenvectors, the eigenvalues and eq. (2.30) to obtain the following estimator:

$$
\begin{aligned}
\left\langle B_{n}\right| A_{i}(0)\left|B_{m, i}^{*}\right\rangle & =\langle 0| \widehat{Q}_{n}^{\mathrm{eff}}\left(t-t_{1}, t_{0}\right) e^{-H\left(t-t_{1}, t_{0}\right)} \widehat{A}_{i} e^{-H t_{1}}\left(\widehat{Q}_{m}^{\mathrm{eff}}\left(t_{1}, t_{0}\right)\right)^{\dagger}|0\rangle \\
& =R_{n}\left(t-t_{1}, t_{0}\right) R_{m}\left(t_{1}, t_{0}\right)\left(v_{n}\left(t-t_{1}, t_{0}\right), C^{(3)}\left(t, t_{1}\right) v_{n}\left(t_{1}, t_{0}\right)\right) \\
& =\mathcal{M}_{n m}^{\mathrm{GEVP}}
\end{aligned}
$$

where, as before, $(\cdot, \cdot)$ is the inner product over eigenvector indices. When the convention $t_{0}=t-1$ is used, I do not write explicitly the dependence on $t_{0}$ of the eigenvalues and eigenvectors and they are simply written $\lambda_{n}(t)$ and $v_{n}(t)$. Finally, with $t_{2}=t-t_{1}$, we obtain:

$$
\begin{equation*}
\mathcal{M}_{m n}^{\mathrm{GEVP}}\left(t_{2}, t_{1}\right)=\frac{\left(v_{m}\left(t_{2}\right), C^{(3)}\left(t_{1}+t_{2}, t_{1}\right) v_{n}\left(t_{1}\right)\right) \lambda_{m}\left(t_{2}+1\right)^{-t_{2} / 2} \lambda_{n}\left(t_{1}+1\right)^{-t_{1} / 2}}{\left(v_{m}\left(t_{2}\right), C^{(2)}\left(t_{2}\right) v_{m}\left(t_{2}\right)\right)^{1 / 2}\left(v_{n}\left(t_{1}\right), C^{(2)}\left(t_{1}\right) v_{n}\left(t_{1}\right)\right)^{1 / 2}}, \tag{4.31}
\end{equation*}
$$

and one can show that the rate of convergence is given by 160

$$
\mathcal{M}_{m n}^{\mathrm{GEVP}}=\mathcal{M}_{m n}+\mathcal{O}\left(e^{-\Delta_{N+1, m} t_{2}}, e^{-\Delta_{N+1, n} t_{1}}\right),
$$

where $\mathcal{M}_{m n}=\left\langle B_{n}\right| A_{i}(0)\left|B_{m}^{*}\right\rangle$ and $B_{n}$ is the $n^{\text {th }}$ excited state $(n=1$ corresponds to the ground state). In this work, we choose the particular value $t_{1}=t_{2}$ to obtain the best convergence rate. In ref. [160], the authors also proposed an improved estimator obtained by summing over the insertion time $t_{1}$ :
$\mathcal{M}_{m n}^{\mathrm{sGEVP}}\left(t, t_{0}\right)=-\partial_{t}\left(\frac{\left(v_{m}\left(t, t_{0}\right),\left[K\left(t, t_{0}\right) / \lambda_{n}\left(t, t_{0}\right)-K\left(t_{0}, t_{0}\right)\right] v_{n}\left(t, t_{0}\right)\right)}{\left(v_{m}\left(t, t_{0}\right), C\left(t_{0}\right) v_{m}\left(t, t_{0}\right)\right)^{1 / 2}\left(v_{n}\left(t, t_{0}\right), C\left(t_{0}\right) v_{n}\left(t, t_{0}\right)\right)^{1 / 2}} e^{\Sigma_{m n}\left(t_{0}, t_{0}\right) t_{0} / 2}\right)$
where

$$
\Sigma_{m n}\left(t, t_{0}\right)=E_{n}\left(t, t_{0}\right)-E_{m}\left(t, t_{0}\right),
$$

is the difference of energy between the $m^{\text {th }}$ and $n^{\text {th }}$ states and

$$
K_{i j}\left(t, t_{0}\right)=\sum_{t_{1}} e^{-\left(t-t_{1}\right) \Sigma\left(t, t_{0}\right)} C_{i j}^{(3)}\left(t, t_{1}\right),
$$

is the summed three-point correlation function. The advantage of this estimator is that the new rate of convergence is

$$
\begin{aligned}
\mathcal{M}_{m n}^{\mathrm{sGEVP}} & =\mathcal{M}_{m n}+\mathcal{O}\left(t e^{-\Delta_{N+1, n} t}\right) & & n>m \\
& =\mathcal{M}_{m n}+\mathcal{O}\left(e^{-\Delta_{N+1, m} t}\right) & & n<m
\end{aligned}
$$

where $t=t_{1}+t_{2}$. A proof of this result is given in Appendix B where I have calculated the time dependence of the corrections at first order in $\epsilon$ using the following decomposition

$$
C^{(2)}(t)=C_{0}^{(2)}(t)+\epsilon C_{1}^{(2)}(t)=\sum_{n=1}^{N} \psi_{n i} \psi_{n j} e^{-E_{n} t}+\sum_{n=N+1}^{\infty} \psi_{n i} \psi_{n j} e^{-E_{n} t}
$$

Finally, the sign of the eigenvectors has been fixed by imposing the positivity of the 'decay constant'

$$
f_{B_{n}} \equiv\left\langle B_{n}\right| A_{0}|0\rangle=\frac{\sum_{i} C_{L, i}^{(2)}(t) v_{n, i}\left(t, t_{0}\right) \lambda_{n}\left(t_{0}+1, t_{0}\right)^{-t / 2}}{\sqrt{\left(v_{n}\left(t, t_{0}\right), C^{(2)}(t) v_{n}\left(t, t_{0}\right)\right)}}
$$

where the two-point correlation function $C_{L}^{(2)}$ is defined similarly to eq. 3.56.

### 4.3.2 Two- and three-point correlation functions

To compute the two-point and three-point correlation functions, we use interpolating fields for static-light mesons of the so-called Gaussian smeared-form 46

$$
O_{i}\left(x_{0}\right)=\sum_{\vec{x}} \mathcal{O}(x)=\sum_{\vec{x}} \bar{\psi}_{h}(x) \Gamma\left(1+\kappa_{G} a^{2} \Delta\right)^{n_{i}} \psi_{l}(x)=\sum_{\vec{x}} \bar{\psi}_{h}(x) \Gamma \psi_{l}^{(i)}(x),
$$



Figure 4.5 - Three-point correlation function $C^{(3)}\left(t, t_{1}\right)$.
where $\kappa_{G}=0.1$ is a hopping parameter, $n_{i}$ is the number of applications of the operator $\left(1+\kappa_{G} a^{2} \Delta\right)$, and $\Delta$ the gauge-covariant 3-D Laplacian constructed from three-times APE-blocked links [43]. $n_{i}$ is chosen such that the radius $r_{i} \equiv 2 a \sqrt{\kappa_{G} n_{i}}$ of the "wavefunction" is smaller than 0.6 fm .

To compute the three-point correlation function on the lattice, we first perform the Wick contractions in the fermionic expectation value according to eq. (2.6). Since we work at zero spatial momentum, we sum over all spatial lattice points. In the following there is no summation over $k$ but, at the end, we average the result over $k=1,2,3$ :

$$
\begin{aligned}
C^{(3)}\left(t, t_{1}\right) & =\frac{1}{V^{3}} \sum_{\vec{x}, \vec{y}, \vec{z}} \sum_{t_{x}} Z_{A}\left\langle V_{k}\left(\vec{z}, t+t_{x}\right) A_{k}\left(\vec{y}, t_{1}+t_{x}\right) P^{\dagger}\left(\vec{x}, t_{x}\right)\right\rangle \\
& =\frac{1}{V^{3}} \sum_{\vec{x}, \vec{y}, \vec{z}} \sum_{t_{x}} Z_{A}\left\langle\bar{\psi}_{h}(z) \gamma_{k} \psi_{l}(z) \cdot \bar{\psi}_{l}(y) \gamma_{k} \gamma_{5} \psi_{l}(y) \cdot \vec{\psi}_{l}(x) \gamma_{5} \psi_{h}(x)\right\rangle \\
& =-\frac{1}{V^{3}} \sum_{\vec{x}, \vec{y}, \vec{z}} \sum_{t_{x}} Z_{A} \operatorname{Tr}\left[G_{h}(x ; z) \gamma_{k} G_{l}(z ; y) \gamma_{k} \gamma_{5} G_{l}(y, x) \gamma_{5}\right],
\end{aligned}
$$

where only one Wick contraction is considered among the light quarks. Indeed, one light quark-antiquark pair corresponds to the up quark and the other one to the down quark, therefore the quark propagators are formally different even if numerically they are the same (the quark masses are degenerate). The result is illustrated in Figure 4.5. We can now use the $\gamma_{5}$-hermiticity of the light propagator, namely $G_{l}(x, y)=\gamma_{5} G_{l}^{\dagger}(y, x) \gamma_{5}$, to have both light propagators starting at the same space-time point. The heavy quark propagator is also replaced by its explicit form, given by eq. (3.16). Finally, we arrive at

$$
C^{(3)}\left(t, t_{1}\right)=-\frac{1}{V^{3}} \sum_{\vec{x}, \vec{y}, \vec{z}} \sum_{t_{x}} Z_{A} \operatorname{Tr}\left[\delta(\vec{x}-\vec{z}) \mathcal{P}(z, x)^{\dagger} P_{+} \gamma_{k} G_{l}(z ; y) \gamma_{k} G_{l}^{\dagger}(x, y)\right] .
$$

The light quark propagator is evaluated by using stochastic sources with full time dilution as explained in Section 2.3 and the $N_{s}$ diluted sources are labeled by the index $s$. We place one stochastic source $\eta_{s}$ in $y$ and perform two inversions, one with the source $\eta_{s}(y)$ and one with the source $\gamma_{i} \eta_{s}(y)$. The solution vectors are respectively $\psi_{s}$ and $\widetilde{\psi}_{s}$ :

$$
\psi_{s}(x)=\sum_{y} G_{l}(x, y) \eta_{s}(y) \quad, \quad \widetilde{\psi}_{s}(x)=\sum_{y} G_{l}(x, y) \gamma_{k} \eta_{s}(y)
$$

Then, using the properties of the stochastic sources of Section 2.3, we obtain
$\frac{1}{N_{s}} \sum_{s} \psi_{s}(z) \widetilde{\psi}_{s}^{\dagger}(x)=\frac{1}{N_{s}} \sum_{s} \sum_{\overrightarrow{y_{1}, y_{2}}} G_{l}\left(z, y_{1}\right) \eta_{s}\left(y_{1}\right) \eta_{s}\left(y_{2}\right)^{\dagger} \gamma_{k} G_{l}\left(x, y_{2}\right)^{\dagger}=\sum_{\vec{y}} G_{l}(z, y) \gamma_{k} G_{l}(x, y)^{\dagger}$.
and finally, the three-point correlation function is

$$
C^{(3)}\left(t, t_{1}\right)=-\frac{1}{N_{s}} \sum_{s} \frac{1}{V^{2}} \sum_{\vec{x}} Z_{A} \operatorname{Tr}\left[\left(P_{+} \mathcal{P}\left(\vec{x}, t+t_{x} ; \vec{x}, t_{x}\right) \widetilde{\psi}_{s}\left(\vec{x}, t_{x}\right)\right)^{\dagger}\left(\gamma_{k} \psi_{s}\left(\vec{x}, t+t_{x}\right)\right)\right] .
$$

In practice, we use a single full-diluted source on each gauge configuration (therefore, there is one secondary source per time slice and $s \in[1, T]$ ), except on the CLS ensemble E5g where we have four stochastic sources for each gauge configuration. The two-point correlation function

$$
C^{(2)}(t)=\left.\left\langle\frac{1}{V^{2}} \sum_{\vec{y}, \vec{x}} P(y) P^{\dagger}(x)\right\rangle\right|_{y_{0}=x_{0}+t},
$$

is computed similarly and we obtain:

$$
\begin{align*}
C^{(2)}(t) & =-\frac{1}{V^{2}} \sum_{\vec{y}, \vec{x}} \bar{\psi}_{h}(x) \gamma_{5} \psi_{l}(x) \bar{\psi}_{l}(y) \gamma_{5} \psi_{h}(y) \\
& =\frac{1}{V^{2}} \sum_{\vec{y}, \vec{x}} \operatorname{Tr}\left[G_{h}(y, x) \gamma_{5} G_{l}(x, y) \gamma_{5}\right] \\
& =\frac{1}{N_{s}} \sum_{s} \frac{1}{V} \sum_{\vec{x}} \operatorname{Tr}\left[\left(\mathcal{P}(x, y) P_{+} \gamma_{5} \eta_{s}(y)\right)^{\dagger}\left(\gamma_{5} \psi_{s}(x)\right)\right] . \tag{4.33}
\end{align*}
$$

### 4.4 Simulation parameters

In this work, we used a subset of the CLS ensembles used for the computation of the $b$-quark mass. These simulations use non-perturbatively $\mathcal{O}(a)$-improved $N_{f}=2$ Wilson-Clover action, the plaquette gauge action and the HYP2 discretization for the static quark action. The parameters of the ensembles used in this work are collected in Table 4.2. Three lattice spacings ( $0.05 \mathrm{fm} \lesssim a \lesssim 0.08 \mathrm{fm}$ ) are considered with pion masses in the range [310, 440] MeV. Finally, the statistical error is estimated from the jackknife procedure introduced in Section 2.7 .

| CLS | $\beta$ | $L^{3} \times T$ | $\kappa$ | $a(\mathrm{fm})$ | $m_{\pi}(\mathrm{MeV})$ | $\# \mathrm{cfgs}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| A5 | 5.2 | $32^{3} \times 64$ | 0.13594 | 0.075 | 330 | 500 |
| E59 | 5.3 | $32^{3} \times 64$ | 0.13625 | 0.065 | 440 | 500 |
| F6 |  | $48^{3} \times 96$ | 0.13635 |  | 310 | 600 |
| N6 | 5.5 | $48^{3} \times 96$ | 0.13667 | 0.048 | 340 | 400 |

Table 4.2 - Parameters of the simulations: the bare coupling $\beta=6 / g_{0}^{2}$, the resolution of the lattice, the hopping parameter $\kappa$, the lattice spacing $a$ in physical units, the pion mass and the number of gauge configurations.

### 4.5 Lattice results

To reduce the statistical uncertainty in the ratio 4.32, we have taken the asymptotic value of the energy splittings $\Sigma_{m n}^{\infty}=E_{n}-E_{m}$ and an example of plateau for $\Sigma_{12}^{\infty}$ is shown in Figure 4.6 .


Figure 4.6 - Plateau of $\Sigma_{12}(t)=E_{2}^{\text {eff }}(t)-E_{1}^{\text {eff }}(t)$ for the CLS ensemble E5g.
In Figure 4.7, I also plot the effective energy given by eq. 2.27) for the different energy levels obtained by solving the GEVP. The fact that a good signal is observed even for the second excited state indicates that the second energy level, corresponding to the $B^{* /}$ meson, is correctly extracted from the GEVP.


Figure 4.7 - Effective energy for the first three levels using the GEVP. On the left for the ensemble E5g and on the right for the ensemble F6.

The results for $\Sigma_{12}^{\infty}$ on each lattice ensemble are given in Table 4.3. The error we quote includes the discrepancy between plateaus that we extract for different time ranges

$$
\left[t_{\min }, t_{\max }\right] \quad, \quad\left[t_{\min } \pm 0.2 r_{0}, t_{\max } \pm 0.2 r_{0}\right]
$$

where the Sommer scale $r_{0}$ [105] is about 0.5 fm [52].
We have solved both $3 \times 3$ and $4 \times 4$ GEVP systems and checked the stability of the results when the local operator is included, as shown in Figure 4.8. Hereafter we will present results for a $3 \times 3$ matrix of correlators with values of $r_{i} \equiv$
$\{0.19 \mathrm{fm}, 0.39 \mathrm{fm}, 0.62 \mathrm{fm}\}$. To check the dependence on $t_{0}$, to which the higher excited states contribution is sensitive, we have both fixed it at a small value (typically, $t_{0}=2 a$ ) and let it vary as $t-a$. Though the uncertainty is a bit larger, we have confirmed the


Figure 4.8 - Dependence of bare $g_{12}$ on the size of the GEVP (left) and on the radius of wave functions (right) for the CLS ensemble E5g.
finding of [160] that using sGEVP (4.32) seems beneficial compared to the standard GEVP approach 4.31) to more strongly suppress contamination from higher excited states in the hadronic matrix element we measure. As illustrated in Figure 4.9, plateaus obtained from the GEVP and sGEVP are compatible: -0.25(1) for GEVP and -0.23(2) for sGEVP, with one additional point in the plateau of the sGEVP. Therefore, in the following we give results using the sGEVP only.


Figure 4.9 - Plateaus of bare $g_{12}$ extracted by GEVP (left) and sGEVP (right) for the CLS ensemble E5g.

After applying a non-perturbative procedure to renormalize the axial light-light current [159, 52], we are ready to extrapolate to the continuum limit. Inspired by Heavy Meson Chiral Perturbation Theory at leading order [151, 154 and thanks to the $\mathcal{O}(a)$ improvement of the three-point correlation functions, we apply two fit forms:

$$
\begin{align*}
g_{12}\left(a, m_{\pi}\right) & =C_{0}+C_{1}\left(a / a_{\beta=5.3}\right)^{2}+C_{2}\left(m_{\pi} / m_{\pi}^{\exp }\right)^{2}  \tag{4.34}\\
g_{12}\left(a, m_{\pi}\right) & =C_{0}^{\prime}+C_{1}^{\prime}\left(a / a_{\beta=5.3}\right)^{2} \tag{4.35}
\end{align*}
$$

We show in Figure 4.10 the continuum extrapolation (4.34) of $g_{12}$. We observe quite large cut-off effects $(\sim 30 \%$ at $\beta=5.3$ ), it is thus crucial to have several lattice spacings. We obtain finally, using (4.34) as the best estimate of the central value,

$$
\begin{equation*}
g_{12}=-0.17(3)(2), \tag{4.36}
\end{equation*}
$$

where the first error is statistical, and the second error corresponds to the chiral uncertainty that we evaluate from the discrepancy between (4.34) and 4.35). We collect in Table 4.3 the value of $g_{12}$ at each lattice point and the fit parameters for (4.34) and 4.35) are given in Table 4.4.

|  | A5 | E5g | F6 | N6 |
| :---: | :---: | :---: | :---: | :---: |
| $a \Sigma_{12}^{\infty}$ | $0.255(8)$ | $0.222(8)$ | $0.216(12)$ | $0.173(7)$ |
| $g_{12}$ | $-0.245(29)$ | $-0.186(8)$ | $-0.207(15)$ | $-0.181(12)$ |

Table 4.3 - Values of the mass splitting $a \Sigma_{12}^{\infty}$ in lattice units and the coupling $g_{12}$ for the different ensembles


Figure 4.10 - Continuum and chiral extrapolation of $g_{12}$.

|  | fit $\sqrt{4.34}$ | fit $\lfloor 4.35$ |
| :---: | :---: | :---: |
| $C_{0}$ | $-0.178(29)$ | $-0.155(26)$ |
| $C_{1}$ | $-14.6(7.3)$ | $-9.2(6.6)$ |
| $C_{2}$ | $0.29(16)$ | $\times$ |

Table 4.4 - Fit parameters of eqs. (4.34, (4.35).

### 4.6 Decay thresholds

In simulations with light dynamical quarks, the onset of multi-hadron thresholds due to the emission of pions must be considered when examining excited $B$ meson properties. Such thresholds significantly complicate the extraction of hadron-to-hadron matrix elements from the two- and three-point correlation functions considered here. In this section, we study the possibility of such strong decays on our lattices. Since parity and angular momentum are conserved, we have:

$$
P_{B^{* \prime}}=P_{H} \times P_{\pi} \times(-1)^{L} \quad, \quad J_{B^{* \prime}}=L+J_{H}+S_{\pi}
$$

where $P$ is the parity of the state. Since $P_{\pi}=-1, S_{\pi}=0, P_{B^{* \prime}}=-1$ and $J_{B^{* \prime}}=1$ the above relations become

$$
\begin{aligned}
& 1=P_{H} \times(-1)^{L} \\
& 1=L+J_{H}
\end{aligned}
$$

and we are left with only two possibilities. Either $L=0$, then $P_{H}=1$ and $J_{H}=1$, and the state corresponds to $H=B_{1}^{*}$. Either $L=1$, then $P_{H}=-1$ and $J_{H}=0$ which corresponds to the state $H=B$.

## Decay $B^{* \prime} \rightarrow B_{1}^{*} \pi$

The threshold for this decay is $m_{B^{* \prime}}=m_{B_{1}^{*}}+m_{\pi}$ and, according to the results listed in Table 4.3, we have $230 \mathrm{MeV} \leq \Sigma_{12}-m_{\pi} \leq 360 \mathrm{MeV}$. If we assume that $400 \mathrm{MeV} \lesssim$ $m_{B_{1}^{*}}-m_{B} \lesssim 500 \mathrm{MeV}$ in the pion mass range $[310,440] \mathrm{MeV}$, (as has been found in a recent lattice study of the static light meson spectrum [161), we conclude that our analysis is safe from these threshold effects. These statements are also in good agreement with our result for the scalar $B_{0}^{*}$ meson presented in the next chapter. Indeed, in the static limit of HQET, the mesons $B_{1}^{*}$ and $B_{0}^{*}$ are degenerate.

Decay $B^{* \prime} \rightarrow B(\vec{p}) \pi(-\vec{p})$
Since the heavy quark is static, this decay is not possible in our simulations.

### 4.7 Diagonal couplings $\mathrm{g}_{11}$ and $\mathrm{g}_{22}$

With our data, we can also extract the diagonal couplings $g_{11}$ and $g_{22}$. In particular $g_{11}$ is related to the $g_{B^{*} B \pi}$ coupling in the Heavy Chiral Lagrangian (4.19) and represents the hadronic matrix element of the light axial current between the meson states


Figure 4.11 - Plateau of bare $g_{11}$ for the CLS ensemble E5g (left) and its extrapolation to the continuum and chiral limit (right).


Figure 4.12 - Plateau of bare $g_{22}$ for the CLS ensemble E5g (left) and its extrapolation to the continuum and chiral limit (right).
belonging to the doublet $J^{P}=\left(0^{-}, 1^{-}\right)$. Indeed, in the symmetric case and in the static limit of HQET, the contribution from the factor $A_{2}$ in eq. (4.27) vanishes thanks to the mass degeneracy. Moreover, in the symmetric case, where $n=m$, the estimators given by eqs. (4.31), 4.32) become

$$
\begin{gather*}
\mathcal{M}_{n n}^{\mathrm{GEVP}}\left(t_{2}, t_{1}\right)=\frac{\left(v_{n}\left(t_{2}\right), C^{(3)}\left(t_{1}+t_{2}, t_{1}\right) v_{n}\left(t_{1}\right)\right)}{\left(v_{n}\left(t_{2}\right), C^{(2)}\left(t_{1}+t_{2}\right) v_{n}\left(t_{2}\right)\right)}  \tag{4.37}\\
\mathcal{M}_{n n}^{\mathrm{GGEVP}}\left(t, t_{0}\right)=-\partial_{t}\left(\frac{\left(v_{n}\left(t, t_{0}\right),\left[K\left(t, t_{0}\right) / \lambda_{n}\left(t, t_{0}\right)-K\left(t_{0}, t_{0}\right)\right] v_{n}\left(t, t_{0}\right)\right)}{\left(v_{n}\left(t, t_{0}\right), C\left(t_{0}\right) v_{n}\left(t, t_{0}\right)\right)}\right) . \tag{4.38}
\end{gather*}
$$

We show in Figure 4.11 a typical plateau of the bare coupling $g_{11}$ and the extrapolation to the continuum and chiral limit. That extrapolation is smooth, with a negligible dependence on $m_{\pi}$, and we obtain from the fit form (4.34)

$$
\begin{equation*}
g_{11}=0.52(2), \tag{4.39}
\end{equation*}
$$

| CLS | $g_{11}$ | $g_{22}$ |
| :---: | :---: | :---: |
| A5 | $0.541(5)$ | $0.492(19)$ |
| E5g | $0.535(8)$ | $0.455(10)$ |
| F6 | $0.528(4)$ | $0.474(26)$ |
| N6 | $0.532(6)$ | $0.434(23)$ |
| physical point | $0.516(12)(5)(10)$ | $0.385(24)(28)$ |

Table 4.5 - Value of $g_{11}$ and $g_{22}$ at the lattice points and at the physical point. The third error on $g_{11}$ is an estimate of the effects of higher excited states.
this result is in excellent agreement with a computation by the ALPHA Collaboration focused on that quantity [100]. We have added an error of $2 \%$ due to higher excited states which is estimated from plateaus at early times with a range ending at $\sim r_{0}$. Following the same strategy, we show in Figure 4.12 a typical plateau of the bare coupling $g_{22}$ and the extrapolation to the continuum and chiral limit, once again quite smooth, with an almost absent dependence on the sea quark mass. We obtain from the fit form 4.35)

$$
\begin{equation*}
g_{22}=0.38(4) . \tag{4.40}
\end{equation*}
$$

Remarkably, the "diagonal" couplings $g_{11}$ and $g_{22}$ are significantly larger than the offdiagonal one $g_{12}$. This suggests that neglecting the contribution from $B^{\prime}$ mesons to the three-point light-cone sum rule used to obtain $g_{B^{*} B \pi}$ introduces uncontrolled systematics. Note that the decay constant $f_{B^{* \prime}}$ itself is large compared to $f_{B}$ [162, 104]. For completeness we have collected in Table 4.5 the values of $g_{11}$ and $g_{22}$ at each lattice point and at the physical point and the fit parameters of (4.34) and (4.35) are given in Table 4.6

|  | $g_{11}$ |  |  | $g_{22}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | fit (4.34) | fit 4.35 |  | fit 4.34) | fit $\sqrt{4.35}$ |
| $C_{0}$ | $0.515(13)$ | $0.521(9)$ |  | $0.416(27)$ | $0.385(24)$ |
| $C_{1}$ | $0.012(9)$ | $0.012(9)$ |  | $0.074(25)$ | $0.076(26)$ |
| $C_{2}$ | $0.0011(15)$ | $\times$ |  | $-0.0033(33)$ | $\times$ |

Table 4.6 - Fit parameters of eqs. (4.34) and (4.35)

## Conclusion

We have performed a first estimate of the axial form factor $A_{1}\left(q_{\max }^{2}\right) \equiv g_{12}$ parameterizing at zero recoil the decay $B^{* \prime} \rightarrow B$ in the static limit of HQET from $N_{f}=2$
lattice simulations. Four lattice ensembles at three lattice spacings and pion masses in the range $[310-440] \mathrm{MeV}$ were used to perform the continuum and chiral extrapolation. Assuming the positivity of decay constants $f_{B}$ and $f_{B^{* \prime}}$, we have obtained a negative value for this form factor. It is almost three times smaller than the $g_{11}$ coupling: we obtain $g_{12}=-0.17(4)$ while $g_{11}=0.52(2)$. Moreover we find $g_{22}=0.38(4)$, which is not strongly suppressed with respect to $g_{11}$. Our work is a first hint of confirmation of the statement made in ref. [125] to explain the small value of $g_{D^{*} D \pi}$ computed analytically when compared to experiment. This computation using light-cone Borel sum rules may have been too naive. Following ref. [158], a next step in our general study of excited static-light meson states would be the measurement of $A_{1}(0)$ by computing the distribution in $r$ of the axial density $f_{A}(r) \equiv\left\langle B^{* \prime}\right| \bar{\psi}_{l}\left[\gamma^{i} \gamma^{5} \psi_{l}\right](r)|B\rangle$ from which we can obtain $A_{1}(0)=4 \pi \int_{0}^{\infty} r^{2} f_{A}(r) e^{i \vec{q} \cdot \vec{r}} d r$ (see the discussion in Section 4.2.3).

## Chapter 5

## Computation of the soft pion coupling $h$
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## Introduction

In this chapter, I present the results on the computation of the soft pion coupling $h$ which parametrizes the $B_{0}^{*} \rightarrow B \pi$ hadronic transition in the Heavy Meson Chiral Lagrangian (4.19).

On the lattice, the inversion of the Dirac operator 1.27) gets more and more difficult as the light quark mass becomes small. Therefore, most simulations are performed at unphysical light quark masses and the results are extrapolated using fit formulae inspired by chiral perturbation theory. In the case of heavy-light mesons, one can use the Heavy Meson Chiral Perturbation Theory discussed in the previous chapter. In particular, the coupling $g$ represents the hadronic matrix element between mesons belonging to the negative parity doublet $J^{P}=\left(0^{-}, 1^{-}\right)$and appears in chiral loops like the one depicted in Figure 5.1. Such terms were already used for the extrapolation of the $B$ meson decay constant in Chapter 3. However, on the lattice, since the pion mass is not so small compared to the mass difference between the scalar and pseudoscalar $B$ mesons, similar chiral loops including positive parity states $J^{P}=\left(0^{+}, 1^{+}\right)$should also be considered. Therefore, the knowledge of $h$ is important, especially since this coupling is larger than $g$ [115. Finally, there is a third kind of diagrams that should also be considered, they involve the $J^{P}=\left(0^{+}, 1^{+}\right)$states and the corresponding coupling is denoted by $\widetilde{g}$, however this coupling is relatively small [115.


Figure 5.1 - Chiral loop diagrams contributing to the self-energy of the heavy meson. Double lines correspond to heavy meson propagators and dashed lines correspond to pion propagators. Each vertex is proportional to the effective coupling $g$ or $h$.

The general method to deal with resonance states and strong decays on the lattice has been developed in refs. [163, 164]. The strategy is to compute the spectrum in the considered channel ( $J^{P}=0^{+}$in our case) and to compare it with the expected results for free particles. Indeed, due to the finite size of the lattice, asymptotic states do not exist and the two particles interact with each other. However, the energy shifts between the
interacting case and the free case, and due to interactions in finite volume, are related to the scattering phase shift in infinite volume, itself related to the mass and the width of the unstable particle. This procedure has been successfully applied in the case of light resonances like the $\rho$ meson and, more recently, in the case of the $D$ meson [165] but, due to the high numerical cost of the method, only one lattice ensemble was considered. In this work, we follow an alternative approach proposed in ref. [166] to compute the coupling constant associated with the hadronic transition $B_{0}^{*} \rightarrow B \pi$ when we are near threshold.

### 5.1 Strategy

The computation of the effective coupling $h$ could be performed similarly to $g_{12}$ in the previous chapter. This strategy has been followed in ref. [115] where the authors have evaluated the corresponding three-point correlation functions and constructed ratios which converge to the corresponding matrix element. However, since the coupling relates two heavy-light mesons that are not degenerate in mass, one obtains the form factor at $q_{\max }^{2}=\left(m_{B_{0}^{*}}-m_{B}\right)^{2}$ and the result has to be extrapolated to the kinematical limit $q^{2} \rightarrow 0$. This can be done by analyzing the radial distribution in $r$ of the axial density as explained in the previous chapter (see eq. (4.28)). Here, we follow a different approach based on the computation of two-point correlation functions.

### 5.1.1 Definition of the coupling

The effective coupling $h$ in the Heavy Meson Chiral Lagrangian 4.19) can be related to the coupling constant $g_{B_{0}^{*} B \pi}$ which parametrizes the hadronic transition $B_{0}^{*} \rightarrow B \pi$. The computation is similar to the one presented in Section 4.2 .2 and, in the static limit, we obtain

$$
\begin{equation*}
g_{B_{0}^{*} B \pi}=\left\langle\pi^{ \pm}(q) B\left(p^{\prime}\right) \mid B_{0}^{*}(p)\right\rangle=\sqrt{m_{B} m_{B_{0}^{*}}} \frac{m_{B_{0}^{*}}^{2}-m_{B}^{2}}{m_{B_{0}^{*}}} \frac{h}{f_{\pi}}, \tag{5.1}
\end{equation*}
$$

where $f_{\pi}=130 \mathrm{MeV}$ is the pion decay constant.

### 5.1.2 Relation between continuum and lattice observables

In the next section, I will explain how the matrix element $x=\left\langle B_{0}^{*} \mid B \pi\right\rangle$ can be extracted from the lattice by studying the mixing of hadronic states using two-point correlation functions. This matrix element is related to the coupling $g_{B_{0}^{*} B \pi}$ through eq. (5.1) but the proportionality factor depends on the normalization of states. To obtain this normalization factor on the lattice, the authors in ref. [167] proposed to use the Fermi golden rule.

## In the continuum

In the continuum theory, the two-body differential decay rate is given by

$$
\mathrm{d} \Gamma\left(B_{0}^{*} \rightarrow B \pi\right)=\frac{1}{2 m_{B_{0}^{*}}}\left(\prod_{i=1}^{2} \frac{\mathrm{~d}^{3} p_{i}}{(2 \pi)^{3}} \frac{1}{2 E_{i}}\right)\left|\mathcal{A}\left(B_{0}^{*} \rightarrow B \pi\right)\right|^{2}(2 \pi)^{4} \delta^{(4)}\left(p_{B_{0}^{*}}-p_{B}-p_{\pi}\right),
$$

where $\mathcal{A}$ is the S -matrix amplitude associated with the process $B_{0}^{*} \rightarrow B \pi$ and $p_{i}$ are the 4 -momentum of the particles. In the center of mass frame, assuming the amplitude $\mathcal{A}$ is independent of the exchanged momentum, we can perform the integration over the phase space to obtain

$$
\begin{equation*}
\Gamma\left(B_{0}^{*} \rightarrow B \pi\right)=\frac{|\vec{k}|}{8 \pi m_{B_{0}^{*}}^{2}} g_{B_{0}^{*} B \pi}^{2}, \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
|\vec{k}|=\frac{\sqrt{\left(m_{B_{0}^{*}}^{2}-\left(m_{B}+m_{\pi}\right)^{2}\right)\left(m_{B_{0}^{*}}^{2}-\left(m_{B}-m_{\pi}\right)^{2}\right)}}{2 m_{B_{0}^{*}}} \tag{5.3}
\end{equation*}
$$

is the momentum of the particles in the center of mass frame.

## On the lattice

On the lattice, the Fermi golden rule reads

$$
\Gamma\left(B_{0}^{*} \rightarrow B \pi\right)=(2 \pi) x^{2} \rho
$$

where $x=\left\langle B_{0}^{*} \mid B \pi\right\rangle$ and $\rho$ is the density of states, corresponding to the number of final states with a pion of momentum $k$ :

$$
\rho=\frac{L^{3} k E_{\pi}}{2 \pi^{2}}
$$

Finally, the proportionality factor between the transition rate and the matrix element ax computed on the lattice is given by

$$
\begin{equation*}
\frac{\Gamma\left(B_{0}^{*} \rightarrow B \pi\right)}{k}=\frac{1}{\pi}\left(\frac{L}{a}\right)^{3}\left(a E_{\pi}\right) \times(a x)^{2} \tag{5.4}
\end{equation*}
$$

where $a E_{\pi}$ is the pion mass computed on the lattice. Therefore, if $a x$ is known on the lattice, we can use eqs. (5.4), (5.2) to obtain the coupling $g_{B_{0}^{*} B \pi}$, itself related to $h$ via eq. (5.1). In the next section, lexplain how $a x$ is computed on the lattice.

### 5.1.3 Extraction of $a x$

The two lightest states with quantum numbers $J^{P}=0^{+}$are the scalar $B$ meson and the two-body state $B(\overrightarrow{0}) \pi(\overrightarrow{0})$ where the pion has relative momentum zero. Due to the finite extent of the lattice, the momenta of the particles take only discrete values $\vec{p}=\frac{2 \pi}{L} \vec{n}$ where $\vec{n} \in \mathbb{Z}$ and the spectrum above threshold is not continuous. In practice, this spectrum is also far from being continuous: in the case of the CLS ensemble E5g which corresponds to a volume of $\sim 2 \mathrm{fm}$ (Table 5.1), the first two-pion states have energies $E_{\pi}(\vec{p}=\overrightarrow{0})=m_{\pi}=440 \mathrm{MeV}$ and $E_{\pi}\left(p=\frac{2 \pi}{L}\right)=\sqrt{m_{\pi}^{2}+\vec{p}^{2}} \approx 740 \mathrm{MeV}$ respectively.

I follow the ideas presented in ref. [168] and in refs. [169, 167]. Assuming for the moment that the states are normalized to one and inserting the spectral decomposition
in the two-point correlation function, we obtain

$$
\begin{align*}
C_{B_{0}^{*}-B \pi}(t) & =\sum_{t_{1}}\langle 0| \mathcal{O}^{B_{0}^{*}}\left|B_{0}^{*}\right\rangle x\langle B \pi| \mathcal{O}^{B \pi}|0\rangle e^{-m_{B_{0}^{*}}^{*} t_{1}} e^{-E_{B \pi}\left(t-t_{1}\right)} \\
& +\sum_{t_{1}, t_{2}, t_{3}}\langle 0| \mathcal{O}^{B_{0}^{*}}\left|B_{0}^{*}\right\rangle x^{3}\langle B \pi| \mathcal{O}^{B \pi}|0\rangle e^{-m_{B_{0}^{*}} t_{1}} e^{-E_{B \pi}\left(t_{2}-t_{1}\right)} e^{-m_{B_{0}^{*}\left(t_{3}-t_{2}\right)}} e^{-E_{B \pi}\left(t-t_{3}\right)} \\
& +\mathcal{O}\left(x^{5}\right)+\text { excited states } \tag{5.5}
\end{align*}
$$

where the contribution from excited states has been neglected and will be discussed later. Higher order terms, $\mathcal{O}\left(x^{5}\right)$, corresponding to multiple interactions, have also been neglected. I will show that $x \ll 1$ in our simulations so that this assumption is indeed perfectly correct within our level of precision. Finally, in the case of degenerate states ( $m_{B_{0}^{*}} \approx E_{B \pi}$ ), the previous equation becomes

$$
\begin{equation*}
C_{B_{0}^{*}-B \pi}(t)=\langle 0| \mathcal{O}^{B_{0}^{*}}\left|B_{0}^{*}\right\rangle x\langle B \pi| \mathcal{O}^{B \pi}|0\rangle \times t e^{-m_{B_{0}^{*}} t} . \tag{5.6}
\end{equation*}
$$

Therefore, one can extract the matrix element $a x$ by analyzing the asymptotic behavior of the ratio $R(t)$ defined by

$$
\begin{equation*}
R(t)=\frac{C_{B_{0}^{*}-B \pi}(t)}{\left(C_{B_{0}^{*}-B_{0}^{*}}(t) C_{B \pi-B \pi}(t)\right)^{1 / 2}} \approx x t \tag{5.7}
\end{equation*}
$$

where $C_{B_{0}^{*}-B_{0}^{*}}(t)$ and $C_{B \pi-B \pi}(t)$ are two-point correlation functions constructed with the interpolating operators $\mathcal{O}^{B_{0}^{*}}$ and $\mathcal{O}^{B \pi}$ respectively. When the energy of the two eigenstates are not exactly the same, the result depends on the mass difference $\Delta=$ $m_{B_{0}^{*}}-E_{B \pi}$. For the linear term in $x$, the time dependence can be computed explicitly and one obtains the same formula after the following substitution

$$
\begin{equation*}
t \longrightarrow \frac{2}{\Delta} \sinh \left(\frac{\Delta}{2} t\right)=t+\frac{\Delta^{2} t^{3}}{24}+\mathcal{O}\left(\Delta^{4}\right) \tag{5.8}
\end{equation*}
$$

I will show in Section 5.4.2 that these corrections are very small with our lattice ensembles thanks to the smallness of the mass difference $\Delta$.

## Excited states

So far, the contribution from excited states has been completely neglected. However, as stressed in ref. [168], their contribution should be carefully studied. Neglecting multiple interactions as in eq. (5.6), but considering the excited states contribution, we obtain

$$
C_{B_{0}^{*}-B \pi}(t)=\sum_{n m} \sum_{t_{1}}\langle 0| \mathcal{O}^{B_{0}^{*}}\left|X_{n}\right\rangle x_{n m}\left\langle X_{m}\right| \mathcal{O}^{B \pi}|0\rangle e^{-E_{n} t_{1}} e^{-E_{m}\left(t-t_{1}\right)},
$$

where $x_{n m}=\left\langle X_{n} \mid X_{m}\right\rangle$. Here, $X_{1}=B_{0}^{*}, X_{2}=B \pi$ and $X_{n}, n>2$ correspond to higher excited states sorted in ascending order of energy. Clearly, since the time insertion $t_{1}$ is implicitly summed over (contrary to the three-point correlation function studied in the previous chapter, there is no explicit dependence on $t_{1}$ ), the contribution from the excited states cannot be disentangled from the ground state contribution if we are far from threshold.

To simplify the discussion, let us assume that $E=m_{B_{0}^{*}}=E_{B \pi}$, a good approximation in our case. Then, the contribution of an excited state, with energy $E_{3}$, has the form (here, I assume that this state has a non-negligible overlap with $\mathcal{O}^{B_{0}^{*}}$, the symmetric case corresponding to a non-negligible overlap with $\mathcal{O}^{B \pi}$ is similar):

$$
\begin{aligned}
\sum_{t_{1}}\langle 0| \mathcal{O}^{B_{0}^{*}}\left|X_{3}\right\rangle & x_{32}\langle B \pi| \mathcal{O}^{B \pi}|0\rangle e^{-E_{3} t_{1}} e^{-E\left(t-t_{1}\right)} \\
& =\langle 0| \mathcal{O}^{B_{0}^{*}}\left|X_{3}\right\rangle x_{32}\langle B \pi| \mathcal{O}^{B \pi}|0\rangle e^{-E t} \sum_{t_{1}} e^{\left(E_{3}-E\right) t_{1}} \\
& =\langle 0| \mathcal{O}^{B_{0}^{*}}\left|B_{0}^{*}\right\rangle x\langle B \pi| \mathcal{O}^{B \pi}|0\rangle e^{-E t} \times \frac{\langle 0| \mathcal{O}^{B_{0}^{*}}\left|X_{3}\right\rangle}{\langle 0| \mathcal{O}_{0}^{B_{0}^{*}}\left|B_{0}^{*}\right\rangle} \frac{x_{32}}{x} \sum_{t_{1}} e^{\left(E_{3}-E\right) t_{1}},
\end{aligned}
$$

where, in the last line, I have factorized out the ground state contribution. Since $E_{3}>E$, the last sum over $t_{1}$ converges rapidly to a constant. Therefore, comparing this result with the one obtained in eq. (5.6), we see that excited states contributions to $C_{B_{0}^{*}-B \pi}(t)$ are suppressed by a factor $t$ (to be compared with the usual exponential suppression in the general case, see eq. (2.22). So, taking excited states into account, we get

$$
\begin{equation*}
R(t)=\frac{C_{B_{0}^{*}-B \pi}(t)}{\left(C_{B_{0}^{*}-B_{0}^{*}}(t) C_{B \pi-B \pi}(t)\right)^{1 / 2}} \approx A+x t \tag{5.9}
\end{equation*}
$$

plus corrections which decrease exponentially with time.

## Generalized Eigenvalue Problem (GEVP)

The Generalized Eigenvalue Problem discussed in Section 2.5 can help to reduce the contamination from excited states by reducing their overlap factor with the interpolating operators $\mathcal{O}^{B_{0}^{*}}$ and $\mathcal{O}^{B \pi}$. In this case, the estimator is given by

$$
\begin{equation*}
R^{\operatorname{GEvP}}(t)=\frac{\left(v_{B_{0}^{*}}(t), C_{B_{0}^{*}-B \pi}(t), v_{B \pi}(t)\right)}{\sqrt{\left(v_{B_{0}^{*}}(t), C_{B_{0}^{*}-B_{0}^{*}}(t), v_{B_{0}^{*}}(t)\right) \times\left(v_{B \pi}(t), C_{B \pi-B \pi}(t), v_{B \pi}(t)\right)}}, \tag{5.10}
\end{equation*}
$$

where the eigenvectors are computed using the best combination of interpolating operators. At large times, where the excited states contribution is small, the discrete derivative

$$
x^{\mathrm{eff}}(t)=\partial_{t} R^{\mathrm{GEVP}}(t)=\frac{R^{\mathrm{GEVP}}(t+a)-R^{\mathrm{GEVP}}(t)}{a}
$$

should converge to a plateau.

### 5.2 Lattice setup

Similarly to the previous chapter, we use a subset of the CLS ensembles presented in Chapter 3. From the experimental results summarized in Section 4.1.1, the mass difference between the ground state $B$ meson and the scalar $B_{0}^{*}$ meson is expected to be of the order of $\sim 400 \mathrm{MeV}$. Therefore, since our pion masses lie in the range [280-440] MeV, we are near threshold and the method presented in the previous section is perfectly suited.

| CLS | $\beta$ | $L^{3} \times T$ | $\kappa$ | $a(\mathrm{fm})$ | $m_{\pi}(\mathrm{MeV})$ | \# cfgs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B6 | 5.2 | $48^{3} \times 96$ | 0.13597 | 0.075 | 280 | 250 |
| E5 | 5.3 | $32^{3} \times 64$ | 0.13625 | 0.065 | 440 | 450 |
| F6 |  | $48^{3} \times 96$ | 0.13635 |  | 310 | 300 |
| N6 | 5.5 | $48^{3} \times 96$ | 0.13667 | 0.048 | 340 | 250 |

Table 5.1 - Simulations parameters: the bare coupling constant $\beta=6 / g_{0}^{2}$, spatial extent in lattice units $L$ (with $T=2 L$ ), hopping parameter $\kappa$, lattice spacing $a$ in physical units, pion mass $m_{\pi}$ and number of configurations.

The quark-antiquark interpolating operators have the same quantum numbers as the $B(\overrightarrow{0}) \pi(\overrightarrow{0})$ system but couple only weakly to this state. Therefore, I have also considered meson-meson interpolating operators which are expected to have a better overlap with the two particle states. In our case, for isospin $I=1 / 2$, they are formally given by

$$
\mathcal{O}^{B \pi}=\left|\frac{1}{2}, \frac{1}{2}\right\rangle=\sqrt{\frac{2}{3}} \pi^{+}(0) B^{-}(0)-\sqrt{\frac{1}{3}} \pi^{0}(0) \bar{B}^{0}(0),
$$

with

$$
\begin{aligned}
\bar{B}^{0}=\bar{d} b=\left|\frac{1}{2},+\frac{1}{2}\right\rangle & \pi^{+}=\bar{d} u=|1,1\rangle, \\
B^{-}=\bar{u} b=\left|\frac{1}{2},-\frac{1}{2}\right\rangle & \pi^{0}=\frac{1}{\sqrt{2}}(\bar{u} u-\bar{d} d)=|1,0\rangle .
\end{aligned}
$$

### 5.2.1 The interpolating operators basis

The quark-antiquark interpolating operators correspond to

$$
\mathcal{O}_{\Gamma, n}^{B}(t)=\frac{1}{V} \sum_{\vec{x}}\left[\bar{d}^{(n)}(x) \Gamma b(x)\right]=\frac{1}{V} \sum_{\vec{x}} \bar{\psi}_{l}^{(n)}(x) \Gamma \psi_{h}(x),
$$

where $\Gamma$ is chosen such that $\mathcal{O}_{\Gamma, n}^{B}$ has the quantum numbers $J^{P}=0^{+}$for the scalar meson and $J^{P}=0^{-}$for the pseudoscalar meson, and are listed in Table 5.2. $\psi_{l}^{(n)}$ corresponds to the light field $\psi_{l}$ after $R_{n}$ iterations of Gaussian smearing

$$
\psi_{l}^{(n)}(x)=\left(1+\kappa_{G} a^{2} \Delta\right)^{R_{n}} \psi_{l}(x) .
$$

I have implemented two different kinds of operators: the local operators where $\Gamma=\gamma_{0}$ or $\Gamma=\gamma_{5}$ and the non-local operators where $\Gamma=\gamma_{i} \overleftarrow{\nabla}_{i}^{s}$ or $\Gamma=\gamma_{i} \gamma_{0} \gamma_{5} \overleftarrow{\nabla}_{i}^{s}$ where $\nabla_{i}^{s}$ is the symmetrized covariant derivative applied on the light quark. Finally, writing $\bar{\Gamma}=\gamma_{0} \Gamma^{\dagger} \gamma_{0}$, one obtains

$$
\mathcal{O}_{\Gamma, n}^{B \dagger}(t)=\frac{1}{V} \sum_{\vec{x}} \bar{\psi}_{h}(x) \bar{\Gamma} \psi_{l}^{(n)}(x) .
$$

In the case of meson-meson interpolating operators, I have only considered local interpolating fields with gaussian smearing applied to the light field. Therefore, with $\Gamma=\gamma_{5}$, I obtain

$$
\begin{array}{r}
\mathcal{O}_{\Gamma, n}^{B \pi}=\frac{1}{V^{2}} \sum_{\vec{x}_{i}} \sqrt{\frac{2}{3}}\left[\bar{d}\left(x_{1}\right) \Gamma u\left(x_{1}\right)\right]\left[\bar{u}^{(n)}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]-\sqrt{\frac{1}{6}}\left[\bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma d\left(x_{1}\right)\right] \\
\times\left[\bar{d}^{(n)}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right],
\end{array}
$$

and

$$
\begin{array}{r}
\mathcal{O}_{\Gamma, n}^{B \pi \dagger}=\frac{1}{V^{2}} \sum_{\vec{x}_{i}} \sqrt{\frac{2}{3}}\left[\bar{b}\left(x_{2}\right) \bar{\Gamma} u^{(n)}\left(x_{2}\right)\right]\left[\bar{u}\left(x_{1}\right) \bar{\Gamma} d\left(x_{1}\right)\right]-\sqrt{\frac{1}{6}}\left[\bar{b}\left(x_{2}\right) \bar{\Gamma} d^{(n)}\left(x_{2}\right)\right]\left[\bar{u}\left(x_{1}\right) \bar{\Gamma} u\left(x_{1}\right)\right. \\
\left.-\bar{d}\left(x_{1}\right) \bar{\Gamma} d\left(x_{1}\right)\right] .
\end{array}
$$

| $J^{P}$ | Local |  |  |  | Non local |  |  |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| $0^{-}$ | $\Gamma=\gamma_{5}$ | $\Gamma^{\dagger}=\Gamma$ | $\bar{\Gamma}=-\Gamma$ | $\Gamma=\gamma_{i} \gamma_{0} \gamma_{5} \overleftarrow{\nabla}_{i}^{s}$ | $\Gamma^{\dagger}=-\vec{\Gamma}$ | $\bar{\Gamma}=-\vec{\Gamma}$ |  |
| $0^{+}$ | $\Gamma=\gamma_{0}$ | $\Gamma^{\dagger}=\Gamma$ | $\bar{\Gamma}=\Gamma$ | $\Gamma=\gamma_{i} \overleftarrow{\nabla}_{i}^{s}$ | $\Gamma^{\dagger}=\vec{\Gamma}$ | $\bar{\Gamma}=-\vec{\Gamma}$ |  |

Table 5.2 - Local and non-local interpolating operators used in this chapter for the pseudoscalar and scalar $B$ meson.

### 5.2.2 Wick contractions

## - $B-B$ correlation functions

Correlation functions with quark-antiquark interpolating operators are computed for both scalar and pseudoscalar quantum numbers. They are given by

$$
\begin{equation*}
C_{B-B}^{n m}(t)=\left\langle\mathcal{O}_{\Gamma_{1}, n}^{B}(t) \mathcal{O}_{\Gamma_{2}, m}^{B}(0)^{\dagger}\right\rangle=-\frac{1}{V^{2}} \sum_{\vec{x}, \vec{y}} \operatorname{Tr}\left[G_{l}^{m n}(y, x) \Gamma_{1} G_{h}(x, y) \bar{\Gamma}_{2}\right] \tag{5.11}
\end{equation*}
$$

and correspond to the diagram depicted in Figure 5.2.


Figure 5.2 - Diagram corresponding to the two-point correlation function $C_{B-B}^{n m}(t)$.

## - $B \pi-B \pi$ correlation functions

In this case, only local operators are considered and we obtain $\left(\Gamma=\gamma_{5}\right)$ :

$$
\begin{array}{r}
\left\langle\mathcal{O}_{\Gamma, n}^{B \pi}(t) \mathcal{O}_{\Gamma, m}^{B \pi}(0)^{\dagger}\right\rangle=\frac{2}{3 V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}}\left\langle\left[\bar{d}\left(x_{1}\right) \Gamma u\left(x_{1}\right)\right]\left[\bar{u}^{(n)}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} u^{(m)}\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right]\right\rangle \\
\quad+\frac{1}{6 V^{4}} \sum_{\vec{x}_{i}, \bar{y}_{i}}\left[\bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma d\left(x_{1}\right)\right]\left[\bar{d}^{(n)}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} d^{(m)}\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} u\left(y_{1}\right)\right. \\
\left.-\bar{d}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right] \\
\quad-\frac{1}{3 V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}}\left[\bar{d}\left(x_{1}\right) \Gamma u\left(x_{1}\right)\right]\left[\bar{u}^{(n)}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} d^{(m)}\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} u\left(y_{1}\right)-\bar{d}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right] \\
\quad-\frac{1}{3 V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}}\left[\bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma d\left(x_{1}\right)\right]\left[\bar{d}^{(n)}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} u^{(m)}\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right]
\end{array}
$$

where the details of the Wick contractions are given in Appendix C. The result reads

$$
\begin{align*}
C_{B \pi-B \pi}^{n m}(t)= & \frac{\alpha}{V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}} \operatorname{Tr}\left[G_{l}\left(y_{1}, x_{1}\right) \Gamma G_{l}\left(x_{1}, y_{1}\right) \bar{\Gamma}\right] \operatorname{Tr}\left[G_{h}\left(y_{2}, x_{2}\right) \Gamma G_{l}^{n m}\left(x_{2}, y_{2}\right) \bar{\Gamma}\right]  \tag{5.12}\\
& +\frac{\beta}{V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}} \operatorname{Tr}\left[G_{l}\left(y_{1}, x_{1}\right) \Gamma G_{l}^{0 n}\left(x_{1}, x_{2}\right) \Gamma G_{h}\left(x_{2}, y_{2}\right) \bar{\Gamma} G_{l}^{m 0}\left(y_{2}, y_{1}\right) \bar{\Gamma}\right]  \tag{5.13}\\
& +\frac{\gamma}{V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}} \operatorname{Tr}\left[G_{l}^{0 n}\left(y_{1}, x_{2}\right) \Gamma G_{h}\left(x_{2}, y_{2}\right) \bar{\Gamma} G_{l}^{m 0}\left(y_{2}, x_{1}\right) \Gamma G_{l}\left(x_{1}, y_{1}\right) \bar{\Gamma}\right] \tag{5.14}
\end{align*}
$$

where $\alpha=1, \beta=-3 / 2$ and $\gamma=1 / 2$. They are associated with the direct, box and cross diagrams depicted in Figure 5.3 .


Figure 5.3 - Direct, box and cross diagrams for the $C_{B \pi-B \pi}^{n m}(t)$ correlation functions.

## - $B \pi-B_{0}^{*}$ et $B_{0}^{*}-B \pi$ correlation functions

Finally, we need to compute the crossed correlation functions with both quarkantiquark and meson-meson interpolating operators (Figure 5.4). Here $\Gamma_{1}=\gamma_{5}$ has the quantum numbers of the pseudoscalar meson and $\Gamma_{2}$ has the quantum numbers of
the scalar meson:

$$
\begin{aligned}
\left\langle\mathcal{O}_{\Gamma_{1}, n}^{B \pi}(t) \mathcal{O}_{\Gamma_{2}, m}^{B_{0}^{*} \dagger}(0)\right\rangle & =\sqrt{\frac{2}{3}} \frac{1}{V^{3}} \sum_{\overrightarrow{x_{i}, \vec{y}}}\left\langle\left[\bar{d}\left(x_{1}\right) \Gamma_{1} u\left(x_{1}\right)\right]\left[\bar{u}^{(n)}\left(x_{2}\right) \Gamma_{1} b\left(x_{2}\right)\right]\left[\bar{b}(y) \bar{\Gamma}_{2} d^{(m)}(y)\right]\right\rangle \\
& -\sqrt{\frac{1}{6}} \frac{1}{V^{3}} \sum_{\vec{x}_{i}, \vec{y}}\left[\bar{u}\left(x_{1}\right) \Gamma_{1} u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma_{1} d\left(x_{1}\right)\right]\left[\bar{d}^{(n)}\left(x_{2}\right) \Gamma_{1} b\left(x_{2}\right)\right]\left[\bar{b}(y) \bar{\Gamma}_{2} d^{(m)}(y)\right]
\end{aligned}
$$

and the result of the Wick contractions reads

$$
\begin{equation*}
C_{B \pi-B_{0}^{*}}^{n m}(t)=-\frac{1}{V^{3}} \sqrt{\frac{3}{2}} \sum_{\vec{x}_{i}, \vec{y}} \operatorname{Tr}\left[G_{l}^{m 0}\left(y, x_{1}\right) \Gamma_{1} G_{l}^{0 n}\left(x_{1}, x_{2}\right) \Gamma_{1} G_{h}\left(x_{2}, y\right) \bar{\Gamma}_{2}\right] . \tag{5.15}
\end{equation*}
$$

Similarly, the correlation function $C_{B_{0}^{*}-B \pi}^{n m}(t)$ is given by

$$
\begin{aligned}
\left\langle\mathcal{O}_{\Gamma_{2}, n}^{B_{0}^{*}}(t) \mathcal{O}_{\Gamma_{1}, m}^{B \pi \dagger}(0)\right\rangle & =\sqrt{\frac{2}{3}} \frac{1}{V^{3}} \sum_{\overrightarrow{y_{i}, \vec{x}}}\left\langle\left[\bar{d}^{(n)}(x) \Gamma_{2} b(x)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma}_{1} u^{(m)}\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma}_{1} d\left(y_{1}\right)\right]\right\rangle \\
& -\sqrt{\frac{1}{6}} \frac{1}{V^{3}} \sum_{\overrightarrow{y_{i}, \vec{x}}}\left[\bar{d}^{(n)}(x) \Gamma_{2} b(x)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma}_{1} d^{(m)}\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma}_{1} u\left(y_{1}\right)-\bar{d}\left(y_{1}\right) \bar{\Gamma}_{1} d\left(y_{1}\right)\right]
\end{aligned}
$$

and, after performing the Wick contractions, we get

$$
\begin{equation*}
C_{B_{0}^{*}-B \pi}^{n m}(t)=-\frac{1}{V^{3}} \sqrt{\frac{3}{2}} \sum_{\overrightarrow{y_{i}}, \vec{x}} \operatorname{Tr}\left[G_{l}^{m 0}\left(y_{2}, y_{1}\right) \bar{\Gamma}_{1} G_{l}^{0 n}\left(y_{1}, x\right) \Gamma_{2} G_{h}\left(x, y_{2}\right) \bar{\Gamma}_{1}\right] \tag{5.16}
\end{equation*}
$$



Figure 5.4 - Triangle diagrams for the $C_{B \pi-B_{0}^{*}}^{n m}(t)$ and $C_{B_{0}^{*}-B \pi}^{n m}(t)$ correlation functions.

### 5.2.3 Lattice computation

The light quark propagator is evaluated by using stochastic sources with full-time dilution as explained in Section 2.3 and the solution vector, corresponding to the source $\eta$, is denoted $\psi_{\eta}$. The heavy quark propagator in the static limit is given by eq. (3.16) and is trivial to evaluate since no matrix inversion is required.

The two-point correlation functions for the $B$ meson, with quark-antiquark interpolating operators, are given by

$$
\begin{aligned}
C_{B-B}^{n m}(t) & =-\frac{1}{V^{2}} \sum_{\vec{x}, \vec{y}} \operatorname{Tr}\left[G_{l}^{m n}(y, x) \Gamma_{1} G_{h}(x, y) \bar{\Gamma}_{2}\right] \delta\left(t+t_{y}-t_{x}\right) \\
& = \pm\left.\frac{1}{V N_{s}} \sum_{\vec{x}, s} \operatorname{Tr}\left[\left(P_{+} \mathcal{P}(y, x) \Gamma_{1} \eta^{(n)}(x)\right)^{\dagger}\left(\Gamma_{2} \psi_{\eta}^{(m)}(y)\right)\right]\right|_{\vec{x}=\vec{y}} \delta\left(t+t_{y}-t_{x}\right)
\end{aligned}
$$

where the trace is taken over Dirac and color indices. The global sign $\pm$ depends on the choice of the interpolating operator and the results are summarized in Table 5.3 ,

| $J^{P}$ | loc-loc | loc-der | der-loc | der-der |
| :---: | :---: | :---: | :---: | :---: |
| $0^{-}$ | + | + | - | - |
| $0^{+}$ | - | + | - | + |

Table 5.3 - Global sign of the two-point correlation functions $C_{B-B}^{n m}(t)$. The abbreviations loc and der correspond to local and derivative interpolating operators respectively.

The correlation functions with meson-meson interpolating operators require at least two inversions of the Dirac operator. The solution vector $\psi_{\eta}$ is multiplied by the matrix $\gamma_{5}$ and used as a secondary source, the new solution is denoted $\psi_{\tilde{\eta}}$

$$
\psi_{\tilde{\eta}}(x)=\sum_{\overrightarrow{y_{1}}} G_{l}\left(x, y_{1}\right) \gamma_{5} \psi_{\eta}\left(y_{1}\right)=\sum_{\overrightarrow{y_{1}}, \vec{x}_{1}} G_{l}\left(x, y_{1}\right) \gamma_{5} G_{l}\left(y_{1}, x_{1}\right) \eta\left(x_{1}\right) .
$$

Therefore, $\psi_{\tilde{\eta}}\left(y_{2}\right)$ is an estimator of the product of two propagators $G_{l}\left(y_{2}, y_{1}\right) \gamma_{5} G_{l}\left(y_{1}, x_{1}\right)$. Using the $\gamma_{5}$-hermiticity of the propagator, $G_{l}(x, y)=\gamma_{5} G_{l}^{\dagger}(y, x) \gamma_{5}$, we find

$$
\begin{align*}
C_{\mathrm{box}}^{n m}(t) & =\frac{1}{V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}} \operatorname{Tr}\left[G_{h}\left(x_{2}, y_{2}\right) \gamma_{5} G_{l}^{m 0}\left(y_{2}, y_{1}\right) \gamma_{5} G_{l}\left(y_{1}, x_{1}\right) \gamma_{5} G_{l}^{0 n}\left(x_{1}, x_{2}\right) \gamma_{5}\right] \delta\left(t+t_{y}-t_{x}\right) \\
& =\frac{1}{V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}} \operatorname{Tr}\left[G_{h}\left(x_{2}, y_{2}\right) \gamma_{5} G_{l}^{m 0}\left(y_{2}, y_{1}\right) \gamma_{5} G_{l}\left(y_{1}, x_{1}\right) G_{l}^{n 0}\left(x_{2}, x_{1}\right)^{\dagger}\right] \delta\left(t+t_{y}-t_{x}\right) \\
& =\frac{1}{V^{4} N_{s}} \sum_{\overrightarrow{x_{2}, \vec{y}_{2}, s}} \operatorname{Tr}\left[G_{h}\left(x_{2}, y_{2}\right) \gamma_{5} \psi_{\tilde{\eta}}^{(m)}\left(y_{2}\right) \psi_{\eta}^{(n) \dagger}\left(x_{2}\right)\right] \delta\left(t+t_{y}-t_{x}\right) \\
& =\left.\frac{1}{V^{3} N_{s}} \sum_{\vec{x}_{2}, s} \operatorname{Tr}\left[\left(P_{+} \mathcal{P}\left(y_{2}, x_{2}\right) \psi_{\eta}^{(n)}\left(x_{2}\right)\right)^{\dagger}\left(\gamma_{5} \psi_{\tilde{\eta}}^{(m)}\left(y_{2}\right)\right)\right]\right|_{\vec{x}_{2}=\overrightarrow{y_{2}}} \delta\left(t+t_{y}-t_{x}\right), \tag{5.17}
\end{align*}
$$

and for the cross diagram

$$
\begin{align*}
C_{\text {cross }}^{n m}(t) & =\frac{1}{V^{4}} \sum_{x_{i}} \operatorname{Tr}\left[G_{h}\left(x_{2}, y_{2}\right) \gamma_{5} G_{l}^{m 0}\left(y_{2}, x_{1}\right) \gamma_{5} G_{l}\left(x_{1}, y_{1}\right) \gamma_{5} G_{l}^{0 n}\left(y_{1}, x_{2}\right) \gamma_{5}\right] \delta\left(t+t_{y}-t_{x}\right) \\
& =\frac{1}{V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}} \operatorname{Tr}\left[G_{h}\left(x_{2}, y_{2}\right) \gamma_{5} G_{l}^{m 0}\left(y_{2}, x_{1}\right)\left(G_{l}^{n 0}\left(x_{2}, y_{1}\right) \gamma_{5} G_{l}\left(y_{1}, x_{1}\right)\right)^{\dagger}\right] \delta\left(t+t_{y}-t_{x}\right) \\
& =\frac{1}{V^{4} N_{s}} \sum_{\overrightarrow{x_{2}}, \vec{y}_{2}, s} \operatorname{Tr}\left[G_{h}\left(x_{2}, y_{2}\right) \gamma_{5} \psi_{\eta}^{(m)}\left(y_{2}\right) \psi_{\tilde{\eta}}^{(n) \dagger}\left(x_{2}\right)\right] \delta\left(t+t_{y}-t_{x}\right) \\
& =\left.\frac{1}{V^{3} N_{s}} \sum_{\vec{x}_{2}, s} \operatorname{Tr}\left[\left(P_{+} \mathcal{P}\left(y_{2}, x_{2}\right) \psi_{\tilde{\eta}}^{(n)}\left(x_{2}\right)\right)^{\dagger}\left(\gamma_{5} \psi_{\eta}^{(m)}\left(y_{2}\right)\right)\right]\right|_{\vec{x}_{2}=\overrightarrow{y_{2}}} \delta\left(t+t_{y}-t_{x}\right) . \tag{5.18}
\end{align*}
$$

The box and cross diagrams are much more expensive to compute numerically since they require a second inversion of the Dirac operator for each intermediate time.

Finally, we have to consider the case where one interpolating operator $\left(\Gamma_{1}=\gamma_{5}\right)$ is a quark-antiquark operator and the other one is a meson-meson operator $\left(\Gamma_{2}\right)$

$$
\begin{aligned}
C_{B \pi-B_{0}^{*}}^{n m}(t) & =-\sqrt{\frac{3}{2}} \frac{1}{V^{3}} \sum_{\vec{x}_{i}, \vec{y}} \operatorname{Tr}\left[G_{h}\left(x_{2}, y\right) \bar{\Gamma}_{2} G_{l}^{m 0}\left(y, x_{1}\right) \gamma_{5} G_{l}^{0 n}\left(x_{1}, x_{2}\right) \gamma_{5}\right] \delta\left(t+t_{y}-t_{x}\right) \\
& = \pm\left.\sqrt{\frac{3}{2}} \frac{1}{V^{2} N_{s}} \sum_{\vec{x}_{2}, s} \operatorname{Tr}\left[\left(P_{+} \mathcal{P}\left(y, x_{2}\right) \psi_{\eta}^{(n)}\left(x_{2}\right)\right)^{\dagger}\left(\Gamma_{2} \psi_{\eta}^{(m)}(y)\right)\right]\right|_{\vec{x}_{2}=\vec{y}} \delta\left(t+t_{y}-t_{x}\right),
\end{aligned}
$$

where the minus or plus signs correspond to local and derivative interpolating operators respectively. Similarly, for the second diagram, we obtain

$$
\begin{align*}
C_{B_{0}^{*}-B \pi}^{n m}(t) & =-\sqrt{\frac{3}{2}} \frac{1}{V^{3}} \sum_{\vec{x}, \vec{y}_{i}} \operatorname{Tr}\left[G_{h}\left(x, y_{2}\right) \gamma_{5} G_{l}^{m 0}\left(y_{2}, y_{1}\right) \gamma_{5} G_{l}^{0 n}\left(y_{1}, x\right) \Gamma_{2}\right] \delta\left(t+t_{y}-t_{x}\right) \\
& = \pm\left.\sqrt{\frac{3}{2}} \frac{1}{V^{2} N_{s}} \sum_{\vec{x}, s} \operatorname{Tr}\left[\left(P_{-} \mathcal{P}\left(y_{2}, x\right) \Gamma_{2}^{\dagger} \psi_{\eta}^{(n)}(x)\right)^{\dagger}\left(\psi_{\eta}^{(m)}\left(y_{2}\right)\right)\right]\right|_{\vec{x}=\vec{y}_{2}} \delta\left(t+t_{y}-t_{x}\right), \tag{5.19}
\end{align*}
$$

and in this case, the minus (plus) sign corresponds to local (derivative) interpolating operators. To keep the same notation as before (the stochastic source in $x$ ), I write

$$
C_{B_{0}^{*}-B \pi}^{n m}(t)=+\left.\sqrt{\frac{3}{2}} \frac{1}{V^{2} N_{s}} \sum_{\vec{z}, \vec{x}_{2}, s} \operatorname{Tr}\left[\left(P_{-} \mathcal{P}\left(x_{2}, z\right) \Gamma_{2} \psi_{\eta}^{(n)}(z)\right)^{\dagger}\left(\psi_{\eta}^{(m)}\left(x_{2}\right)\right)\right]\right|_{\vec{x}_{2}=\bar{z}} \delta\left(t+t_{x}-t_{z}\right) .
$$

For these correlation functions, I have also tested an other estimator where the first solution vector $\psi_{\eta}(x)$ is used as a secondary source. The solution is then denoted $\psi_{\tilde{\eta}}$ and we find

$$
\begin{align*}
C_{B_{0}^{*}-B \pi}^{n m}(t) & =-\sqrt{\frac{3}{2}} \frac{1}{V^{3}} \sum_{\vec{x}, \vec{y}_{i}} \operatorname{Tr}\left[G_{h}\left(x, y_{2}\right) \gamma_{5} G_{l}^{m 0}\left(y_{2}, y_{1}\right) \gamma_{5} G_{l}^{0 n}\left(y_{1}, x\right) \Gamma_{2}\right] \delta\left(t+t_{y}-t_{x}\right) \\
& =-\sqrt{\frac{3}{2}} \frac{1}{V^{3} N_{s}} \sum_{\vec{x}, \vec{y}_{2}, s} \operatorname{Tr}\left[G_{h}\left(x, y_{2}\right) \gamma_{5} \psi_{\tilde{\eta}}^{(m)}\left(y_{2}\right) \eta^{(n) \dagger}(x) \Gamma_{2}\right] \delta\left(t+t_{y}-t_{x}\right) \\
& =-\left.\sqrt{\frac{3}{2}} \frac{1}{V^{2} N_{s}} \sum_{\vec{x}, s} \operatorname{Tr}\left[\left(P_{+} \mathcal{P}\left(y_{2}, x\right) \Gamma_{2} \eta^{(n)}(x)\right)^{\dagger}\left(\gamma_{5} \psi_{\tilde{\eta}}^{(m)}\left(y_{2}\right)\right)\right]\right|_{\vec{x}=\vec{y}_{2}} \delta\left(t+t_{y}-t_{x}\right) \tag{5.20}
\end{align*}
$$

In the next section, I discuss which method offers the best results.

### 5.3 Signal analysis

### 5.3.1 Correlation functions

In Figure 5.5. I plot the evolution of the statistical errors for the correlation functions $C_{B_{0}^{*}-B \pi}(t)$ for local and derivative interpolating operators. The statistical error is rather independent of the number of smearing iterations.


Figure 5.5 - The right (left) plot shows the evolution of the statistical error for $C_{B_{0}^{*}-B \pi}(t)$ in percent for local (derivative) interpolating operators and for the different levels of smearing. The results correspond to the lattice ensemble E5g.

### 5.3.2 One-end trick

As explained in the previous section, the correlation function $C_{B_{0}^{*}-B \pi}(t)$ has been computed using two different methods. In the first method, I perform only one source inversion and use the $\gamma_{5}$-hermiticity of the propagator to evaluate the two light-quark propagators (see eq. (5.19). In the second method, I use the first solution vector as a secondary source and perform a second inversion of the Dirac operator to evaluate the product of the two quark propagators (see eq. (5.20). In Figure 5.6. I compare the growth of the statistical error with time for both methods. The first method is clearly the optimal choice with our sources and statistics, therefore I will only use this one in the next sections.


Figure 5.6 - Comparison of the statistical error (in percent) for the correlation functions $C_{B_{0}^{*}-B \pi}(t)$ for the two different methods explained in the text (HYP1 action). The black points correspond to the one-end-trick and the red one to the double inversion of the lattice Dirac operator. On the left, for local interpolating operators. On the right, for derivative interpolating operators. The results correspond to the lattice ensemble E5g.

### 5.4 Results

### 5.4.1 Contribution from Box and Cross diagrams

In the case of the ensemble E5g, we have also computed the box and cross diagrams respectively given by eqs. (5.17), (5.18). As can be seen from Figure 5.7, their contributions are rather small compared to the direct one.


Figure 5.7 - Contributions from direct, cross and box diagrams to the two-point correlation function. The direct diagram in black gives the dominant contribution.

Neglecting the box and cross diagrams, I obtain $a x=0.0241(10)$ and $h=0.84(5)$ for the HYP1 action. When they are taken into account, I find $a x=0.0228(10)$ and $h=0.78(5)$. Therefore the two results are compatible within our errors and the computation of these diagrams does not seem necessary at our level of precision.


Figure 5.8 - Values of $x^{\mathrm{eff}}(t)$. On the left: neglecting the box and cross diagrams, on the right: taking into account the box and cross diagrams.

### 5.4.2 Contribution from the mismatch $\Delta=m_{B_{0}^{*}}-E_{B \pi} \neq 0$

I have computed the mass difference between the scalar and the pseudoscalar mesons on our lattice ensemble. The results are summarized in Table 5.4. In all cases, the
quantity $a \Delta=a m_{B_{0}^{*}}-a E_{B \pi}$ is very small and the corrections in eq. 5.8), proportional to $\Delta^{2} t^{3}$, are negligible. Indeed, we have

$$
\frac{3 t^{2} \Delta^{2}}{24} \ll 1 \quad \text { for } \quad t \in[0-20]
$$

and the deviation from a constant cannot be seen within our error bars. It should be stressed that, on the lattice, we don't have directly access to the mass of the resonance and a more careful study should be done. Nevertheless, the deviations are expected to be small and should not change the conclusion. The linear behavior of the triangle diagram for ensemble E5g and N6 is depicted in Figure 5.9.

| CLS | HYP | $a m_{B_{0}^{*}}-a m_{B}$ | $a m_{\pi}$ | $a \Delta$ |
| :---: | :---: | :---: | :---: | :---: |
| B6 | HYP1 | $0.143(4)$ | $0.1073(7)$ | $0.036(4)$ |
|  | HYP2 | $0.141(4)$ | $0.1073(7)$ | $0.034(4)$ |
| E5 | HYP1 | $0.133(6)$ | $0.1454(5)$ | $-0.012(6)$ |
|  | HYP2 | $0.133(6)$ | $0.1454(5)$ | $-0.012(6)$ |
| F6 | HYP1 | $0.130(8)$ | $0.1036(5)$ | $0.026(8)$ |
|  | HYP2 | $0.129(3)$ | $0.1036(5)$ | $0.025(3)$ |
| N6 | HYP1 | $0.094(3)$ | $0.0837(4)$ | $0.010(3)$ |
|  | HYP2 | $0.092(3)$ | $0.0837(4)$ | $0.008(3)$ |

Table 5.4 - Mass splitting, $a \Delta=a m_{B_{0}^{*}}-a E_{B \pi}$, between the scalar $B_{0}^{*}$ meson and the two particles state $B(\overrightarrow{0}) \pi(\overrightarrow{0})$ for each CLS ensemble.


Figure 5.9 - Evolution of $R^{\mathrm{GEVP}}(t)$ with $t / a$ for the CLS ensembles E5g and N6 (black dots). The red line corresponds to a linear fit where the excited states contribution is negligible.

### 5.4.3 Extrapolations

The value of $h$, computed using the strategy described in Section 5.1 for each ensemble, are given in Table 5.5 and the plateaus for $x^{\text {eff }}(t)$ are plotted in Figure 5.10.


Figure 5.10 - Plateaus for $x^{\text {eff }}(t)$ obtained by using eq. 5.10) for each ensemble (HYP1 action). From the upper left to the lower right: B6, E5, F6 and N6. I used $t_{0}=5$ for $t>t_{0}$ and $t_{0}=t-1$ elsewhere.

The values obtained by using HYP1 and HYP2 actions are perfectly compatible and no dependence on the heavy quark discretization can be stated. Moreover, the data show clear plateaus and thus, to the accuracy of our results, the excited states contribution is small. Since there is no clear dependence on the lattice spacing, I used three different formulae for the chiral extrapolation
$h=h_{0}$,
$h=h_{0}+C\left(m_{\pi}^{2}-\left(m_{\pi}^{\exp }\right)^{2}\right)$,
$h=h_{0}\left[1-\frac{3}{4} \frac{3 \widehat{g}^{2}+3 \widetilde{g}^{2}+2 \widetilde{g} \widetilde{g}}{\left(4 \pi f_{\pi}\right)^{2}}\left(m_{\pi}^{2} \log \left(m_{\pi}^{2}\right)-\left(m_{\pi}^{\exp }\right)^{2} \log \left(\left(m_{\pi}^{\exp }\right)^{2}\right)\right)\right]+C\left(m_{\pi}^{2}-\left(m_{\pi}^{\exp }\right)^{2}\right)$,
where, in the third formula, I take into account the first order corrections in chiral perturbation theory computed in ref. [170] and where $\widehat{g}=0.489(32)$ is the $B^{*} B \pi$ coupling determined in ref. [100], $\widetilde{g}=-0.19(2)(1)$ is the $B_{1}^{*} B_{0}^{*} \pi$ coupling [115] and $f_{\pi}=130.4 \mathrm{MeV}$ is the pion decay constant. The quark mass dependence is very small and the influence of the chiral logarithms does not change our result significantly. Our final result is

$$
\begin{equation*}
h_{0}=0.86(4)(2), \tag{5.24}
\end{equation*}
$$

where the first error is statistical and the second error corresponds to the uncertainty that we evaluate from the discrepancy between the fit formulae (5.21) and (5.22). The

| CLS | HYP | $a x$ | $h$ |
| :---: | :---: | :---: | :---: |
| B6 | HYP1 | $-0.0156(4)$ | $0.86(4)$ |
|  | HYP2 | $-0.0156(4)$ | $0.86(4)$ |
| E5 | HYP1 | $-0.0241(10)$ | $0.84(5)$ |
|  | HYP2 | $-0.0238(9)$ | $0.83(5)$ |
| F66 | HYP1 | $-0.0159(3)$ | $0.86(3)$ |
|  | HYP2 | $-0.0161(3)$ | $0.87(3)$ |
| N6 | HYP1 | $-0.0174(6)$ | $0.85(4)$ |
|  | HYP2 | $-0.0172(6)$ | $0.85(3)$ |

Table 5.5 - Raw data for $a x$ and $h$ for each CLS ensemble and heavy quark action HYPi.
chiral extrapolation is shown in Figure 5.11 and the fit parameters are collected in Table 5.6


Figure 5.11 - Chiral extrapolation of the effective coupling $h$. The dashed blue line corresponds to the constant fit (5.21), the black line corresponds to the linear fit formula (5.22) and the dashed red line corresponds to the fit formula (5.23) with the expression derived in $\mathrm{HM} \chi$ PT. Plain and empty circle correspond respectively to HYP1 and HYP2 discretizations.

Rigorously, in the fit formulae (5.23), we have neglected the contribution from the heavy-light states of opposite parity computed in ref. [170]. They have been studied

|  | fit5.21 fit 5.22 fit 5.23 <br> $h_{0}$ $0.85(3)$ $0.88(4)$ <br> $C\left(\mathrm{GeV}^{-2}\right)$ $\times$ $-0.86(4)$ |  |
| :---: | :---: | :---: | :---: |

Table 5.6 - Fit parameters of eqs. (5.21), 5.22).
in ref. 115. Neglecting them corresponds to the assumption $m_{\pi} \ll \Delta=m_{B_{0}^{*}}-m_{B}$. Since, for our lattice ensembles, the pion mass lies in the range [280-440] MeV and the mass difference between the scalar $B$ meson and the ground state $B$ meson is of the order of $\Delta \sim 400 \mathrm{MeV}$, the contribution from positive parity states cannot be neglected. Therefore, we also tried the fit formula

$$
\begin{align*}
& h=h_{0}\left[1-\frac{3}{4} \frac{3 \widehat{g}^{2}+3 \widetilde{g}^{2}+2 \widehat{g} \widetilde{g}}{\left(4 \pi f_{\pi}\right)^{2}}\left(m_{\pi}^{2} \log \left(m_{\pi}^{2}\right)-\left(m_{\pi}^{\exp }\right)^{2} \log \left(\left(m_{\pi}^{\exp }\right)^{2}\right)\right)\right. \\
& \left.-\frac{h^{2}}{(4 \pi f)^{2}}\left(\frac{m_{\pi}^{2}}{2 \Delta^{2}} m_{\pi}^{2} \log \left(m_{\pi}^{2}\right)-\frac{\left(m_{\pi}^{\exp }\right)^{2}}{2\left(\Delta^{\exp }\right)^{2}}\left(m_{\pi}^{\exp }\right)^{2} \log \left(\left(m_{\pi}^{\exp }\right)^{2}\right)\right)\right]+C\left(m_{\pi}^{2}-\left(m_{\pi}^{\exp }\right)^{2}\right), \tag{5.25}
\end{align*}
$$

where the couplings $\widehat{g}$ and $\widetilde{g}$ are fixed to the previous values and the mass difference $\Delta$ is given in Table 5.4. The result is

$$
\begin{equation*}
h_{0}=0.87(4), \tag{5.26}
\end{equation*}
$$

and is also perfectly compatible with our previous result (5.24).

### 5.5 Discussions

In refs. [168, 169], the authors proposed an independent method to evaluate the coupling $h$. Indeed, one can show that the connected contribution to the correlation function $C_{B_{0}^{*}-B \pi}(t)$, which include box (5.17) and cross (5.18) diagrams, has the following behavior

$$
\begin{equation*}
\widetilde{R}(t)=\frac{\left(v_{B \pi}(t), C_{\text {connected }}(t), v_{B \pi}(t)\right)}{\left(v_{B \pi}(t), C_{B \pi-B \pi}(t), v_{B \pi}(t)\right)}=B+\frac{1}{2} x^{2} t^{2}+\mathcal{O}(t), \tag{5.27}
\end{equation*}
$$

where

$$
C_{\text {conected }}(t)=-\frac{3}{2} C_{\mathrm{box}}(t)+\frac{1}{2} C_{\text {cross }}(t) .
$$

These diagrams have been computed only for the CLS ensemble E5g and the function $\widetilde{R}(t)$ is plotted in Figure 5.12 . The results are quite precise and the linear dependence in eq. (5.27) cannot be neglected. Taking this into account, the result reads

$$
|a x|=0.0237(8),
$$

and is in perfect agreement with the one obtained by the previous method (see Table 5.5). To determine the statistical error, I used a jackknife analysis and varied the fit range from $t \in[9-18]$ to $t \in[13-18]$ where the result is stable.


Figure 5.12 - Function $\widetilde{R}(t)$ for the CLS ensemble E5g.

This coupling was first computed on the lattice in ref. [115] and the authors quote two results for the two different actions used in their work: $h_{0}=0.69(2)\left({ }_{-}^{+11}\right)$ and $h_{0}=$ $0.58(2)\left({ }_{-2}^{+6}\right)$. They obtain lower results than us but this difference might be explained by the larger quark masses used in ref. [115] where the chiral extrapolation tends to lower the extrapolated value. Our result is also a bit larger than the QCD sum rules estimate. In ref. [171], the parameter $g_{B_{0}^{*} B \pi}$ has been computed and the authors found $h=0.56(28)$. In ref. [172], $g_{B_{0}^{*} B \pi}$ has also been computed in the framework of QCD sum rules and the authors quote $g_{B_{0}^{*} B \pi}=24(7) \mathrm{GeV}$ corresponding to $h_{0}=0.74(23)$.

Finally, we can compare our results with decays of heavy-light mesons with a charm quark for which the spectrum is more accurately known. However, the static approximation is expected to give only a rough estimate since $1 / m$ corrections are probably sizable. For example, in the case of the $D$ meson decay constant, the authors in ref. [173] found heavy quark spin breaking effects larger than $20 \%$. The PDG 2 quotes a value of $m_{D_{0}^{*}}=2318(29) \mathrm{MeV}$ for the mass of the scalar $D$ meson and a total decay width of $267(40) \mathrm{MeV}$ which leads to $\Gamma / k=0.68(11)$ and $h_{0}=0.74(8)$ (here, I assume that the branching ratio $D_{0}^{*} \rightarrow D \pi$ is $\approx 100 \%$ as expected). This result is smaller that the one obtain in this work but compatible within error bars.

## Conclusion

I have presented a lattice computation of the soft pion coupling $h$ which parametrizes the hadronic transition $B_{0}^{*} \rightarrow B \pi$. We used four lattice ensembles to control both discretization effects and chiral extrapolation. Our result reads $h=0.86(4)(2)$ where the first error is statistical and the second error includes the systematics. In particular, for the ensemble E5g where the box and cross diagrams have been computed, an independent cross-check was possible and a compatible result was obtained. Our value is larger than the one previously obtained in ref. [115] where larger pion masses were used, but
it is compatible with the experimental results for the $D$ mesons.
A next step would be to compute the coupling constant $\widetilde{g}$ which parametrizes the hadronic matrix element $B_{1}^{*} \rightarrow B_{0}^{*} \pi$. It is similar to the soft coupling $g$, introduced in the previous chapter, but for the positive parity states $J^{P}=\left(0^{+}, 1^{+}\right)$. The effective couplings $g, h$ and $\widetilde{g}$ could then be used in the chiral extrapolations of the pseudoscalar and scalar $B$ meson decay constant. This work is in progress.

## Chapter 6

## Mass and decay constant of the radially excited $D$ meson
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## Introduction

The spectrum of $D$ and $B$ mesons has the same structure and was discussed in Chapter 4 (see Figure 4.2). In the charm sector, the orbital excitations have been measured experimentally and a new state, with quantum numbers $J^{P}=0^{-}$, has been observed by the BaBar Collaboration [6] and is compatible with the first radial excitation $\left(D^{\prime}\right)$. The measured mass, $m_{D^{\prime}}=2539(8) \mathrm{MeV}$, turned out to be close to the quark model prediction $m_{D^{\prime}}=2580 \mathrm{MeV}[174]$ but the measured width $\Gamma\left(D^{\prime}\right)=130(18) \mathrm{MeV}$ appears to be much larger than the quark model prediction of ref. [175] and the identification of the state is still an open question.

Another intriguing fact concerns the weak properties of the $D$ meson. The so called " $1 / 2$ vs. $3 / 2$ " puzzle is the fact that experimentally, one observes $\Gamma\left(B \rightarrow D_{1 / 2} \ell \nu\right)^{\exp } \approx$ $\Gamma\left(B \rightarrow D_{3 / 2} \ell \nu\right)^{\exp }$ while the theory predicts $\Gamma\left(B \rightarrow D_{1 / 2} \ell \nu\right)^{\text {th }} \ll \Gamma\left(B \rightarrow D_{3 / 2} \ell \nu\right)^{\mathrm{th}}$ [176, 177, 178, 179]. Here, $D_{1 / 2}$ and $D_{3 / 2}$ refer to states belonging to the positive parity doublets $J^{P}=\left(0^{+}, 1^{+}\right)_{1 / 2}$ and $J^{P}=\left(1^{+}, 2^{+}\right)_{3 / 2}$ respectively (see Table 4.1). It was suggested in ref. [7] that a potentially large $\mathcal{B}\left(B \rightarrow D^{\prime} \ell \nu\right)$ could help to solve this issue since the subsequent $\Gamma\left(D^{\prime} \rightarrow D_{1 / 2} \pi\right)$ is much larger than $\Gamma\left(D^{\prime} \rightarrow D_{3 / 2} \pi\right)$ because the emerging pion is in its s-wave and d-wave respectively. Indeed, a large $\mathcal{B}\left(B \rightarrow D^{\prime} \ell \nu\right)$ would result in an excess of the detected $\Gamma\left(B \rightarrow D_{1 / 2} \ell \nu\right)$ with respect to $\Gamma\left(B \rightarrow D_{3 / 2} \ell \nu\right)$. To test this proposition, the authors in ref. [5] developed the possibility to check experimentally on the $B \rightarrow D$ hadronic decays the size of the form factor $f_{+}^{R}\left(q^{2}\right)$, that parameterizes the $B \rightarrow D^{\prime}$ weak transition matrix element, using the factorization approximation [180] (here as in the following, the superscript $R$ denotes the radial excitation). Indeed, for the so-called Class I decays [181, 180], the factorization amplitude associated to the branching ratio $\mathcal{B}\left(\bar{B}^{0} \rightarrow D^{\prime+} \pi^{-}\right)$becomes

$$
A_{\mathrm{fact}}^{I}=-i \frac{G_{F}}{\sqrt{2}} V_{c b} V_{u d}^{*} a_{1} f_{\pi} \times\left(m_{B}^{2}-m_{D^{\prime}}^{2}\right) f_{0}^{R}\left(m_{\pi}^{2}\right)
$$

where $f_{0}^{R}\left(m_{\pi}^{2}\right) \approx f_{0}^{R}(0)=f_{+}^{R}(0)$ is the $B \rightarrow D^{\prime}$ form factor and $a_{1}$ is a Wilson coefficient that contains information about physics at short distances. For Class III decays, the factorization amplitude associated to the branching ratio $\mathcal{B}\left(B^{-} \rightarrow D^{\prime 0} \pi^{-}\right)$is

$$
A_{\mathrm{fact}}^{I I I}=-i \frac{G_{F}}{\sqrt{2}} V_{c b} V_{u d}^{*}\left[a_{1} f_{\pi} \times\left(m_{B}^{2}-m_{D^{\prime}}^{2}\right) f_{0}^{R}\left(m_{\pi}^{2}\right)+a_{2} f_{D^{\prime}} \times\left(m_{B}^{2}-m_{\pi}^{2}\right) f_{0}^{B \rightarrow \pi}\left(m_{D^{\prime}}\right)^{2}\right]
$$

where $f_{0}^{B \rightarrow \pi}$ is the $B \rightarrow \pi \ell \nu$ decay form factor and $a_{2}$ is another Wilson coefficient. When combined with the results for the more familiar decay $\mathcal{B}\left(\bar{B}^{0} \rightarrow D^{+} \pi^{-}\right)$, one gets for the Class I decays

$$
\begin{equation*}
\text { Class I: } \frac{\mathcal{B}\left(\bar{B}^{0} \rightarrow D^{\prime+} \pi^{-}\right)}{\mathcal{B}\left(\bar{B}^{0} \rightarrow D^{+} \pi^{-}\right)}=\left(\frac{m_{B}^{2}-m_{D^{\prime}}^{2}}{m_{B}^{2}-m_{D}^{2}}\right)\left(\frac{\lambda\left(m_{B}, m_{D^{\prime}}, m_{\pi}\right.}{\lambda\left(m_{B}, m_{D}, m_{\pi}\right.}\right)^{1 / 2}\left|\frac{f_{+}^{R}(0)}{f_{+}(0)}\right|^{2}, \tag{6.1}
\end{equation*}
$$

where the phase space term $\lambda(x, y, z)$ is given in ref. [5] and $f_{+}(0)$ is the $B \rightarrow D$ form factor which has been measured experimentally. Similarly, taking the ratio between Class III and Class I decays, one finds

$$
\begin{equation*}
\text { Class III: } \frac{\mathcal{B}\left(\bar{B}^{-} \rightarrow D^{\prime 0} \pi^{-}\right)}{\mathcal{B}\left(\bar{B}^{0} \rightarrow D^{\prime+} \pi^{-}\right)}=\frac{\tau_{B^{-}}}{\tau_{\bar{B}^{0}}}\left[1+\frac{a_{2}}{a_{1}} \frac{m_{B}^{2}-m_{\pi}^{2}}{m_{B}^{2}-m_{D^{\prime}}^{2}} \frac{f_{0}^{B \rightarrow \pi}\left(m_{D^{\prime}}^{2}\right)}{f_{+}^{R}(0)} \frac{f_{D^{\prime}}}{f_{D}} \frac{f_{D}}{f_{\pi}}\right]^{2} . \tag{6.2}
\end{equation*}
$$

Therefore, using the experimental data, one can predict the value of $f_{+}^{R}(0)$ in terms of $\mathcal{B}\left(\bar{B}^{0} \rightarrow D^{\prime+} \pi^{-}\right)$and $\mathcal{B}\left(\bar{B}^{-} \rightarrow D^{\prime 0} \pi^{-}\right)$if the values of the mass and decay constant of the radial excitation are known. One can then conclude that, if indeed $f_{+}^{R}(0)$ is large, then the previous branching ratio $\mathcal{B}\left(\bar{B}^{0} \rightarrow D^{\prime+} \pi^{-}\right)$can be accessible from experiment.

### 6.1 Computation of the masses and decay constants of $D_{(s)}$ and $D_{(s)}^{\prime}$

The mass and decay constant of heavy-light hadrons with a charmed quark can be extracted on the lattice from the following two-point correlation function

$$
\begin{equation*}
C(t)=\sum_{\vec{x}}\left\langle O_{\Gamma}(\overrightarrow{0}, 0) O_{\Gamma}^{\dagger}(\vec{x}, t)\right\rangle=-\left\langle\sum_{\vec{x}} \operatorname{Tr}\left[\Gamma G_{c}(0, x) \Gamma G_{q}(x, 0)\right]\right\rangle \tag{6.3}
\end{equation*}
$$

where $O_{\Gamma}=\bar{c} \Gamma q$ is the bilinear quark operator, with $c$ and $q$ being the charm and the light quark field respectively, and $\Gamma$ is chosen to ensure the coupling to the state with desired quantum numbers. In our study $q$ is either the strange quark, or it coincides with the light sea quark. In the above notation $G_{q}(x, 0) \equiv\langle q(x) \bar{q}(0)\rangle$ is the quark propagator computed in the background gauge field configuration by inverting the Wilson-Dirac operator of MtmQCD on the lattice (see Section 1.5.5). The quark propagators are computed by using stochastic sources, and in the computation of the correlation functions we used the so-called one-end trick [182].

The simplest and the most convenient choice is to use the local operators $O_{\Gamma}=$ $P_{5}=\bar{c} \gamma_{5} q$, and extract the mass and decay constant of the lowest lying state from the exponential fall-off of the correlation function (6.3). Indeed, for large time separations

$$
\begin{equation*}
C_{55}(t)=\left\langle\sum_{\vec{x}} P_{5}(\vec{x} ; t) P_{5}^{\dagger}(\overrightarrow{0} ; 0)\right\rangle \xrightarrow{t \gg 0}\left|Z_{D_{q}}\right|^{2} \frac{\cosh \left[m_{D_{q}}(T / 2-t)\right]}{m_{D_{q}}} e^{-m_{D_{q}} T / 2} \tag{6.4}
\end{equation*}
$$

with $T$ being the size of the temporal extension of the lattice, and $Z_{D_{q}}=\langle 0| P_{5}\left|D_{q}\right\rangle$ is the overlap between the ground state and the interpolating operator and is related to the decay constant $f_{D_{q}}$ via the axial Ward identity

$$
\begin{equation*}
\left(\mu_{c}+\mu_{q}\right)\langle 0| P_{5}\left|D_{q}\right\rangle=m_{D_{q}}^{2} f_{D_{q}} \tag{6.5}
\end{equation*}
$$

In eq. (6.4) we used the symmetry of the correlation function with respect to $t \leftrightarrow T-t$ of our periodic lattice. Indeed, contrary to eq. 2.22, both quarks can propagate forward and backward in time due to periodic boundary conditions resulting in the cosh function instead of the exponential. To extract the radial excitation properties, one can subtract the r.h.s. of eq. (6.4) from the correlator $C_{55}(t)$,

$$
\begin{equation*}
C_{55}^{\prime}(t)=C_{55}(t)-\left|Z_{D_{q}}\right|^{2} \frac{\cosh \left[m_{D_{q}}(T / 2-t)\right]}{m_{D_{q}}} e^{-m_{D_{q}} T / 2} \tag{6.6}
\end{equation*}
$$

and check whether or not there is a plateau of the effective mass, $m_{D_{q}^{\prime}}^{\mathrm{eff}}(t)$, defined as

$$
\begin{equation*}
\frac{\cosh \left[m_{D_{q}^{\prime}}^{\mathrm{eff}}(t)\left(\frac{T}{2}-t\right)\right]}{\cosh \left[m_{D_{q}^{\prime}}^{\mathrm{eff}}(t)\left(\frac{T}{2}-t-1\right)\right]}=\frac{C_{55}^{\prime}(t)}{C_{55}^{\prime}(t+1)} \tag{6.7}
\end{equation*}
$$

and possibly fit to the form similar to eq. (6.4) to extract the mass and the decay constant of $D_{q}^{\prime}$. This strategy can be extended and combined by the computation of correlation functions with different source operators and by fitting them simultaneously.

Another way to proceed, is to use the Generalized Eigenvalue Problem (Section 2.26). This method is particularly well suited for the extraction of the radial excitation properties on the lattice as discussed in the previous chapters. Therefore, we worked with several interpolating operators $O_{k}$ with $\Gamma=\gamma_{5}$ but corresponding to different level of gaussian smearing for the light quark field (see Section 2.6). In particular, we choose the following values for the parameters

$$
\begin{equation*}
\kappa_{G}=0.16, n_{k} \in(0,2,10,32), \alpha=0.5, n_{a}=20 \tag{6.8}
\end{equation*}
$$

where $\kappa_{G}$ and $n_{k}$ refer to the gaussian smearing parameters in eq. 2.35) and $\alpha$ and $n_{a}$ to the APE smearing parameters in eq. (2.33) ( $n_{a}$ is the number of iterations). Note that the choice $n_{k}=0$ corresponds to the local operator which is needed for the computation of physically relevant decay constants. We checked that the correlation function computed with both quark fields smeared is equal to the one obtained with only one field smeared but with twice as many smearing steps, $n_{k}$. However, we observe that the correlation functions computed with both fields smeared are less noisy and for that reason the results presented in this work are obtained by using both $q$ and $c$ fields smeared. The various operators $O_{k}$ can be combined in a matrix of correlation functions:

$$
\begin{equation*}
C_{i j}(t)=\left\langle O_{i}(t) O_{j}^{\dagger}(0)\right\rangle=\sum_{n} \frac{Z_{n i} Z_{n j}^{*}}{m_{D_{q}^{(n)}}} e^{-m_{D_{q}^{(n)}}^{\frac{T}{2}}} \cosh \left[m_{D_{q}^{(n)}}\left(\frac{T}{2}-t\right)\right] . \tag{6.9}
\end{equation*}
$$

The Generalized Eigenvalue Problem (GEVP), presented in Section 2.5, is

$$
\begin{equation*}
C(t) v_{n}\left(t, t_{0}\right)=\lambda_{n}\left(t, t_{0}\right) C\left(t_{0}\right) v_{n}\left(t, t_{0}\right), \tag{6.10}
\end{equation*}
$$

where $\lambda_{n}\left(t, t_{0}\right)$ and $v_{n}\left(t, t_{0}\right)$ are the generalized eigenvalues and eigenvectors respectively. From the eigenvalues, the mass of the $n^{\text {th }}$ state is obtained from

$$
\begin{equation*}
\lambda_{n}\left(t, t_{0}\right)=\frac{\cosh \left[m_{D_{q}^{(n)}}(T / 2-t)\right]}{\cosh \left[m_{D_{q}^{(n)}}\left(T / 2-t_{0}\right)\right]} \tag{6.11}
\end{equation*}
$$

where $n=1$ corresponds to the lowest lying pseudoscalar $D_{q}$ mesons, and $n=2$ to their first radial excitations $D_{q}^{\prime}$. Again, the difference between this formula and the previous one given in Section 2.5 is due to the periodic boundary conditions and the fact that the charm quark is not static. Finally, from eq. (6.11), we consider the following effective mass

$$
\begin{equation*}
m_{D_{q}^{(n)}}^{\mathrm{eff}}(t)=\operatorname{arccosh}\left[\frac{\lambda_{n}\left(t+1, t_{0}\right)+\lambda_{n}\left(t-1, t_{0}\right)}{2 \lambda_{n}\left(t, t_{0}\right)}\right] . \tag{6.12}
\end{equation*}
$$

The eigenvectors are used to construct an optimal interpolating operator for the desired state. In particular, to extract the decay constant one needs the matrix element of the local operator and a state $\left|D_{q}^{(n)}\right\rangle$. Similarly to eq. 2.28, it is obtained by considering

$$
\begin{equation*}
\left\langle D_{q}^{(n)}\right| O_{L}^{\dagger}|0\rangle^{\mathrm{eff}}(t)=\frac{\sqrt{A_{n}} \sum_{i}\left(C_{L}(t), v_{n}\left(t, t_{0}\right)\right)}{\left(v_{n}\left(t, t_{0}\right), C(t) v_{n}\left(t, t_{0}\right)\right)} \xrightarrow{t \gg 0}\left\langle D_{q}^{(n)}\right| O_{L}^{\dagger}|0\rangle, \tag{6.13}
\end{equation*}
$$

where $A_{n} \delta_{n m}=\left\langle D_{q}^{(m)}\right| \widehat{O}^{(n) \dagger}|0\rangle$ and where, as before, the scalar product is defined by $(a, b)=a_{i}^{*} b_{j}$ and the local correlation function by

$$
\begin{equation*}
C_{L i}(t)=\left\langle O_{L}(t) O_{i}^{\dagger}(0)\right\rangle=\left\langle P_{5}(t) O_{i}^{\dagger}(0)\right\rangle \tag{6.14}
\end{equation*}
$$

In the case of MtmQCD on the lattice, the local operator of interest is $O_{L}=P_{5}=\bar{c} \gamma_{5} q$ because $\left(\mu_{q}+\mu_{c}\right) P_{5}$ is renormalization group invariant, and therefore no renormalization constant is needed to compute the pseudoscalar decay constant. ${ }^{1}$ This is not so in the case of Wilson-Clover action where it is more convenient to use $O_{L}=A_{0}=Z_{A}\left(g_{0}^{2}\right) \bar{c} \gamma_{0} \gamma_{5} q$, with $Z_{A}\left(g_{0}^{2}\right)$, the axial current renormalization constant. However, since we shall be interested in the ratio of the decay constants, $f_{D_{q}^{\prime}} / f_{D_{q}}$, one can use $O_{L}=P_{5}$ in the case with the Wilson-Clover action as well.

### 6.2 Simulation details

In this work, we used the ensembles of gauge field configurations produced by the European Twisted Mass Collaboration (ETMC) [182] from the simulations of maximally twisted mass QCD (MtmQCD) [183] with $N_{f}=2$ dynamical quarks degenerate in mass. At fixed lattice spacing, we will also compare the MtmQCD values with the results obtained by using the standard Wilson-Clover action with $N_{f}=2$ dynamical quarks and with those obtained in quenched QCD. The main parameters of the ensembles are collected in Table 6.1 and Table 6.2. We use the results of ref. [184] to fix the charm (c) and strange ( $s$ ) quark masses at each lattice spacing and then compute the correlation functions needed for the extraction of strange and non-strange $D_{q}^{(n)}$-meson properties.

| $\beta$ | $a(\mathrm{fm})$ | $L / a$ | $\mu_{\text {sea1 }}$ | $\mu_{\text {sea } 2}$ | $\mu_{\text {sea } 3}$ | $\mu_{s}$ | $\mu_{c}$ | \# cfgs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3.8 | $0.098(3)$ | 24 | 0.0080 | 0.0110 | $\times$ | $0.0194(7)$ | $0.2331(82)$ | 240 |
| 3.9 | $0.085(3)$ | 24 | 0.0040 | 0.0064 | $\times$ | $0.0177(6)$ | $0.2150(75)$ | 240 |
|  |  | 32 | 0.0030 | 0.0040 | $\times$ | $0.0177(6)$ | $0.2150(75)$ | 150 |
| 4.05 | $0.067(2)$ | 32 | 0.0030 | 0.0040 | 0.0080 | $0.0154(5)$ | $0.1849(65)$ | 150 |
| 4.2 | $0.054(1)$ | 32 | 0.0065 | $\times$ | $\times$ | $0.0129(5)$ | $0.1566(55)$ | 150 |
|  |  | 48 | 0.0020 | $\times$ | $\times$ | $0.0129(5)$ | $0.1566(55)$ | 100 |

Table 6.1 - Lattice ensembles used in this work with the indicated number of gauge field configurations. Lattice spacing is fixed by using the Sommer parameter $r_{0} / a$ [105], with $r_{0}=0.440(12) \mathrm{fm}$ set by matching $f_{\pi}$ obtained on the lattice with its physical value (cf. ref. [184]). Quark mass parameters $\mu$ are given in lattice units.

[^2]| $N_{f}$ | $\beta$ | $L / a$ | $\kappa_{\text {sea }}$ | $\kappa_{s}$ | $\kappa_{c}$ | $\# \mathrm{cfgs}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 6.2 | 24 | $\times$ | 0.1348 | 0.125 | 200 |
| 2 | 5.4 | 24 | 0.13625 | 0.1359 | 0.126 | 160 |

Table 6.2 - Lattice set-up for the results obtained by using the Wilson gauge and the Wilson-Clover quark action. $\kappa_{\text {sea }}, \kappa_{s}$ and $\kappa_{c}$ stand for the value of the hopping parameter of the sea, strange and the charm quark respectively.

### 6.3 Results

### 6.3.1 Plateaus

The effective mass plots are obtained using eq. (6.12). For the case of the lowest lying state $(n=1)$ and the first radial excitation $(n=2)$ the signals are illustrated in Figure 6.1. In the plateau region, each $m_{D_{q}^{\prime}}^{\mathrm{efff}}(t)$ is then fitted to a constant $m_{D_{q}^{\prime}}$. We checked that the results for the first radial excitation remain stable when we change the size of the matrix of correlators. We also checked that from this study we cannot extract a signal for the second radial excitation: only a few points at $t \lesssim 5$ can be seen before the error bars become overwhelmingly large. We also checked that the choice of $t_{0}$ in the GEVP (6.10) does not have any impact on the results presented here. Finally, we also note that the radial excitations extracted on the plateaus of subtracted correlation functions $\sqrt{6.6}$ ) are completely consistent with those obtained from the solution to the GEVP 6.10). Concerning the decay constants they are extracted from the matrix element obtained by using eq. (6.13), and the definition of the decay constant 6.5). The fitting intervals to extract the masses and decay constants for the lowest lying states are

$$
\begin{array}{ll}
t / a \in[8,22]_{\beta=3.8} & , \quad t / a \in[8,22]_{\beta=3.9}, \\
t / a \in[12,26]_{\beta=4.05}, & t / a \in[14,30]_{\beta=4.2},
\end{array}
$$

while for the radially excited states the following fit intervals have been chosen,

$$
\begin{array}{ll}
t / a \in[6,10]_{\beta=3.8} & , \quad t / a \in[9,12]_{\beta=3.9}, \\
t / a \in[9,12]_{\beta=4.05} & , \quad t / a \in[11,14]_{\beta=4.2} .
\end{array}
$$

For some values of the sea quark mass we have a few more points to fit but globally the time intervals noted above are used to obtain the results that we present in Table 6.3 and Table 6.4, in lattice units and for each of the lattice setups employed in this work.

### 6.3.2 Re-evaluation of $f_{D_{s}}$ and $f_{D_{s}} / f_{D}$

The results of ref. [185] included the simulations at three different lattice spacings and the value $f_{D_{s}}=244(8) \mathrm{MeV}$ has been reported. That value has been improved in ref. 65] where the simulations at a smaller lattice spacing have been included in the analysis, leading to $f_{D_{s}}=248(6) \mathrm{MeV}$. Furthermore, while improving the MtmQCD estimate of $f_{D_{s}} / f_{D}$, the authors of ref. 65] also added the systematic uncertainty related to the chiral


Figure 6.1 - Effective mass plots leading to the masses of $D_{s}$ (left column) and $D_{s}^{\prime}$ states (right column), deduced from the matrix of correlation functions as discussed in the text. Plots are provided for all four lattice spacings considered in this work with MtmQCD action.
extrapolation, which was omitted in ref. [185]. Their final result, $f_{D_{s}} / f_{D}=1.17(5)$, allowed to deduce $f_{D}=212(8) \mathrm{MeV}$.

Results in refs. [185, 65] have been obtained from the correlation functions with local source operators only. In the present work we implement several levels of the smearing procedure discussed above, with parameters (6.8), and then combine the resulting correlators in a matrix. Solving the GEVP, together with a slightly modified procedure to extract $f_{D_{s}}$ and $f_{D_{s}} / f_{D}$, yield to more accurate results which is why in this subsection we update the values presented in refs. [185, 65].

To get the physically relevant $f_{D_{s}}$ we need to extrapolate the values we obtained from all of our lattice ensembles (cf. Table 6.4). We choose to combine $f_{D_{s}}$ and $m_{D_{s}}$ in the dimensionless ratio that we then fit to the form,

$$
\begin{equation*}
\left(\frac{f_{D_{s}}}{m_{D_{s}}}\right)^{\text {latt. }}=A_{D_{s}}\left[1+B_{D_{s}} m_{q}+C_{D_{s}}\left(\frac{a}{a_{\beta=3.9}}\right)^{2}\right] \tag{6.15}
\end{equation*}
$$

where $A_{D_{s}}, B_{D_{s}}$ and $C_{D_{s}}$ are obtained from the fit and their values are given in Table 6.5. The above form takes into account the fact that the lattice discretization effects to the

| $\left(L, \beta, \mu_{q}\right)$ | $m_{q}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV})$ | $m_{D_{q}}$ | $m_{D_{q}^{\prime}}$ | $f_{D_{q}}$ | $f_{D_{q}^{\prime}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(24,3.80,0.0080)$ | $0.0398(11)$ | $0.843(1)$ | $1.32(6)$ | $0.136(1)$ | $0.098(8)$ |
| $(24,3.80,0.0110)$ | $0.0547(15)$ | $0.852(1)$ | $1.34(3)$ | $0.139(1)$ | $0.105(6)$ |
| $(32,3.90,0.0040)$ | $0.0216(5)$ | $0.741(1)$ | $1.05(5)$ | $0.110(1)$ | $0.054(8)$ |
| $(24,3.90,0.0064)$ | $0.0345(8)$ | $0.7748(1)$ | $1.09(7)$ | $0.112(1)$ | $0.063(18)$ |
| $(24,3.90,0.0085)$ | $0.0458(11)$ | $0.748(2)$ | $1.06(4)$ | $0.113(1)$ | $0.056(9)$ |
| $(24,3.90,0.0100)$ | $0.0539(13)$ | $0.755(1)$ | $1.10(3)$ | $0.116(1)$ | $0.069(5)$ |
| $(32,4.05,0.0030)$ | $0.0162(4)$ | $0.608(2)$ | $0.95(3)$ | $0.083(1)$ | $0.055(5)$ |
| $(32,4.05,0.0060)$ | $0.0216(5)$ | $0.616(1)$ | $1.02(4)$ | $0.087(1)$ | $0.063(6)$ |
| $(32,4.05,0.0080)$ | $0.0249(7)$ | $0.621(1)$ | $1.02(6)$ | $0.090(1)$ | $0.068(9)$ |
| $(32,4.20,0.0065)$ | $0.049(2)$ | $0.521(1)$ | $0.79(3)$ | $0.071(1)$ | $0.038(4)$ |
| $(48,4.20,0.0020)$ | $0.0150(7)$ | $0.497(1)$ | $0.81(5)$ | $0.064(1)$ | $0.037(7)$ |

Table 6.3 - Masses and decay constants, $m_{D_{q}^{\prime}}$ and $f_{D_{q}^{\prime}}$, as computed from the solution to the GEVP discussed in the text. Note that the light valence quark and the sea quarks are degenerate in mass, $m_{q}$, with the renormalized value given in the $\overline{\mathrm{MS}}$ scheme. Note that the hadron masses and decay constants are given in lattice units while $m_{q}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV})$ is given in physical units [GeV].
hadronic quantities computed in MtmQCD are quadratic in the lattice spacing. Note that we divided by the lattice spacing of $\beta=3.9$ so that the parameter $C_{D_{s}}$ actually indicates a size of discretization effects at $\beta=3.9$. After taking $m_{q} \equiv m_{q}^{\frac{\mathrm{MS}}{}}(2 \mathrm{GeV})$, also listed in Table 6.3, the fit of our data to eq. 6.15) in the continuum limit and at the physical $m_{u, d}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV})=3.6(2) \mathrm{MeV}$ [184], gives

$$
\begin{equation*}
\left(\frac{f_{D_{s}}}{m_{D_{s}}}\right)^{\text {ph. }}=0.1281(11) \tag{6.16}
\end{equation*}
$$

With the help of $m_{D_{s}}^{\mathrm{ph} .}=1968.5(3) \mathrm{MeV}$ [2], we finally have

$$
\begin{equation*}
f_{D_{s}}=252(3) \mathrm{MeV} . \tag{6.17}
\end{equation*}
$$

We checked that this result remains stable if we omit from the continuum extrapolation the results obtained at $\beta=3.8$. This result is also consistent with those obtained from simulations with $N_{f}=2+1$ flavors of staggered quarks in the continuum limit [108], with those computed with $N_{f}=2+1$ flavors of Wilson-Clover quarks at the single lattice spacing [187], as well as with the recent experimental results presented in refs. [188, 189].

As for the $\mathrm{SU}(3)$ light flavor symmetry breaking, the ratio of $f_{D_{s}} / f_{D}$ is combined with the meson masses inspired from the heavy quark expansion,

$$
\begin{equation*}
r_{q}=\frac{\phi_{D_{s}}}{\phi_{D_{q}}} \equiv \sqrt{\frac{m_{D_{s}}}{m_{D_{q}}}} \frac{f_{D_{s}}}{f_{D_{q}}}, \tag{6.18}
\end{equation*}
$$

| $\left(L, \beta, \mu_{q}\right)$ | $m_{D_{s}}$ | $m_{D_{s}^{\prime}}$ | $f_{D_{s}}$ | $f_{D_{s}^{\prime}}$ | $f_{K} / f_{\pi}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(24,3.80,0.0080)$ | $0.8703(8)$ | $1.36(7)$ | $0.1459(9)$ | $0.107(13)$ | $1.075(4)$ |
| $(24,3.80,0.0110)$ | $0.8717(7)$ | $1.35(3)$ | $0.1462(9)$ | $0.109(5)$ | $1.051(3)$ |
| $(32,3.90,0.0040)$ | $0.7708(8)$ | $1.09(4)$ | $0.1206(7)$ | $0.062(7)$ | $1.114(7)$ |
| $(24,3.90,0.0064)$ | $0.7715(8)$ | $1.11(4)$ | $0.1203(5)$ | $0.066(11)$ | $1.072(2)$ |
| $(24,3.90,0.0085)$ | $0.7963(10)$ | $1.09(3)$ | $0.1199(7)$ | $0.064(8)$ | $1.057(2)$ |
| $(24,3.90,0.0100)$ | $0.7713(8)$ | $1.12(2)$ | $0.1214(6)$ | $0.074(4)$ | $1.045(1)$ |
| $(32,4.05,0.0030)$ | $0.6344(11)$ | $0.99(3)$ | $0.0923(7)$ | $0.063(5)$ | $1.129(6)$ |
| $(32,4.05,0.0060)$ | $0.6355(9)$ | $1.03(4)$ | $0.0930(6)$ | $0.066(5)$ | $1.072(1)$ |
| $(32,4.05,0.0080)$ | $0.6361(9)$ | $1.03(5)$ | $0.0941(8)$ | $0.072(8)$ | $1.050(2)$ |
| $(32,4.20,0.0065)$ | $0.5243(7)$ | $0.81(2)$ | $0.0750(6)$ | $0.041(4)$ | $1.049(2)$ |
| $(48,4.20,0.0020)$ | $0.5198(4)$ | $0.82(2)$ | $0.0726(3)$ | $0.042(3)$ | $1.134(6)$ |

Table 6.4 - Similar as in Table 6.3 except that the valence quark mass is fixed to the strange quark mass value. We also list the values of $f_{K} / f_{\pi}$ obtained on each lattice which are extracted in the same way as in ref. [185] and corrected for the small finite volume effects [186]. All data are given in lattice units.
where the index " $q$ " labels the valence light quark, which in our study is mass degenerate with the sea quark. As in refs. [185, 65] we fit our results to a form

$$
\begin{equation*}
r_{q}^{\text {latt. }}=A_{r}\left[1+X \frac{3}{4} \frac{1+3 g^{2}}{(4 \pi f)^{2}} m_{\pi}^{2} \log \left(m_{\pi}^{2}\right)+B_{r} m_{\pi}^{2}+C_{r}\left(\frac{a}{a_{\beta=3.9}}\right)^{2}\right] \tag{6.19}
\end{equation*}
$$

where for $X=0$ we have the expression similar to the one used in eq. 6.15), and for $X=1$ the extrapolation formula includes the chiral logarithmic correction that has been computed in the framework of heavy meson chiral perturbation theory [154. To use the latter formula one needs to fix the value of the soft pion coupling to the doublet of the lowest lying heavy-light mesons, $g$. Here, we took the value of ref. [122] computed on the same sets of gauge field configurations that are used here, and the result is $g=0.53(3)(3)$. The results of the fit of our data to eq. (6.19) are collected in Table 6.5. Here we note that

$$
\begin{align*}
& \text { for } X=0 \quad, \quad \frac{f_{D_{s}}}{f_{D}}=1.128(10) \\
& \text { for } X=1 \quad, \quad \frac{f_{D_{s}}}{f_{D}}=1.227(13) \tag{6.20}
\end{align*}
$$

The logarithmic correction is large and after averaging the last two results, we finally have

$$
\begin{equation*}
\frac{f_{D_{s}}}{f_{D}}=1.177(13)(50) \tag{6.21}
\end{equation*}
$$

from which we can deduce $f_{D}=214(4)(9) \mathrm{MeV}$, where the second error reflects the systematics arising from the chiral extrapolation. In order to circumvent the large


Figure 6.2 - Chiral extrapolation of the ratio of decay constants: Upper curves correspond to the fit of our data for $\phi_{D_{s}} / \phi_{D}$ according to eq. 6.19) with $X=0$ and $X=1$; Lower curves correspond to the chiral extrapolation of the double ratio $\left(\phi_{D_{s}} / \phi_{D}\right) /\left(f_{K} / f_{\pi}\right)$ with the formula (6.23) with $X=0$ and $X=1$. The vertical line indicates the physical pion mass. Dashed (solid) curves depict the extrapolation without (with) inclusion of the chiral logarithms. The symbols corresponding to the lattice data are: $O$ for $\beta=3.80$, $\square$ for $\beta=3.90$, $\bullet$ for $\beta=4.05$, and $\square$ for $\beta=4.20$. Note that the result of the linear extrapolation of the double ratio has been slightly off-set to make it distinguishable from the one in which the chiral logarithms have been included.
logarithmic correction in eq. 6.19), one can study a double ratio [190],

$$
\begin{equation*}
R_{q}=\sqrt{\frac{m_{D_{s}}}{m_{D_{q}}}} \frac{f_{D_{s}} / f_{D_{q}}}{f_{K} / f_{\pi}}, \tag{6.22}
\end{equation*}
$$

for which the logarithmic term is about 10 times smaller than in eq. (6.19),

$$
\begin{equation*}
R_{q}^{\text {latt. }}=A_{R}\left[1+X \frac{9 g^{2}-2}{4(4 \pi f)^{2}} m_{\pi}^{2} \log \left(m_{\pi}^{2}\right)+B_{R} m_{\pi}^{2}+C_{R}\left(\frac{a}{a_{\beta=3.9}}\right)^{2}\right] \tag{6.23}
\end{equation*}
$$

and therefore the difference between the values obtained by setting $X=1$ and $X=0$ is much smaller, which can also be appreciated from the plot shown in Figure 6.2. We get

$$
\begin{equation*}
\frac{f_{D_{s}}}{f_{D}}=0.995(6)(4) \times \frac{f_{K}}{f_{\pi}}, \tag{6.24}
\end{equation*}
$$

where the central value is obtained by averaging the results of extrapolations with $X=0$ and $X=1$, and the second error reflects the error due to chiral extrapolation. The results of the fit of our data to eq. (6.23) are listed in Table 6.5. Following the same strategy described in ref. [185], from the results for $f_{K} / f_{\pi}$ listed in Table 6.4 we obtain $f_{K} / f_{\pi}=1.23(1)$, which then gives ${ }^{2}$

$$
\begin{equation*}
\frac{f_{D_{s}}}{f_{D}}=1.23(1)(1) \tag{6.25}
\end{equation*}
$$

[^3]| Quantity ( $Q$ ) | Fit form | $A_{Q}$ | $B_{Q}$ | $C_{Q}$ |
| :---: | :---: | :---: | :---: | :---: |
| $f_{D_{s}} / m_{D_{s}}$ | eq. 6.15 | 0.1278(11) | 0.4(2) | 0.21(1) |
| $r=\phi_{D_{s}} / \phi_{D}$ | eq. 6.19 $[X=0]$ | 1.165(10) | -0.34(3) | $0.006(5)$ |
| $r=\phi_{D_{s}} / \phi_{D}$ | eq. 6.19 [ $X=1$ ] | 1.319(14) | 0.06(3) | 0.002(5) |
| $R=r /\left(f_{K} / f_{\pi}\right)$ | eq. (6.23) $[X=0]$ | $1.018(6)$ | -0.013(22) | -0.002(4) |
| $R=r /\left(f_{K} / f_{\pi}\right)$ | eq. (6.23 [ $X=1]$ | $1.029(7)$ | 0.021(24) | -0.002(4) |
| $m_{D^{\prime}} / m_{D}$ | eq. 6.27 ) | 1.55(9) | 0.6(1.5) | -0.04(5) |
| $m_{D_{s}^{\prime}} / m_{D_{s}}$ | eq. 6.27 ) | 1.53(7) | 1.0(1.2) | -0.05(4) |
| $f_{D^{\prime}} / f_{D}$ | eq. 6.27 ) | 0.50(12) | 1.7(5.6) | $0.24(23)$ |
| $f_{D_{s}^{\prime}} / f_{D_{s}}$ | eq. 6.27 ) | 0.52(9) | 1.5(4.6) | 0.19(21) |

Table 6.5 - Fit results of the quantities computed in this chapter on the lattice.
that combined with $f_{D_{s}}$ in eq. (6.17) gives

$$
\begin{equation*}
f_{D}=205(5)(2) \mathrm{MeV} \tag{6.26}
\end{equation*}
$$

We note also that the above result remains remarkably stable if the data on our coarser lattices (corresponding to $\beta=3.8$ ) are left out from the chiral and continuum extrapolation.

### 6.3.3 Ratios $m_{D_{(s)}^{\prime}} / m_{D_{(s)}}$ and $f_{D_{(s)}^{\prime}} / f_{D_{(s)}}$

We now discuss the masses and the decay constants of the radially excited $D$-mesons. We focus on the dimensionless $m_{D_{q}^{\prime}} / m_{D_{q}}$ and $f_{D_{q}^{\prime}} / f_{D_{q}}$ ratios, that are easily built from our results presented in Table 6.3 (non-strange) and Table 6.4 (strange). In the following we denote by $\mathcal{F}$ one of the four quantities discussed in this section, namely $m_{D^{\prime}} / m_{D}$, $m_{D_{s}^{\prime}} / m_{D_{s}}, f_{D^{\prime}} / f_{D}$, and $f_{D_{s}^{\prime}} / f_{D_{s}}$, and fit each to the form similar to eq. 6.15),

$$
\begin{equation*}
\mathcal{F}^{\text {latt. }}=A_{\mathcal{F}}\left[1+B_{\mathcal{F}} m_{q}+C_{\mathcal{F}}\left(\frac{a}{a_{\beta=3.9}}\right)^{2}\right] \tag{6.27}
\end{equation*}
$$

We get the following physically relevant results,

$$
\begin{array}{ll}
\frac{m_{D_{s}^{\prime}}}{m_{D_{s}}}=1.53(7) \quad, \quad \frac{f_{D_{s}^{\prime}}}{f_{D_{s}}}=0.53(9) \\
\frac{m_{D^{\prime}}}{m_{D}}=1.56(9) \quad, \quad \frac{f_{D^{\prime}}}{f_{D}}=0.50(12) \tag{6.28}
\end{array}
$$

An illustration of that fit in the case of $m_{D^{\prime}} / m_{D}$ and $f_{D^{\prime}} / f_{D}$ is provided in Figure 6.3, while the values of $A_{\mathcal{F}}, B_{\mathcal{F}}$, and $C_{\mathcal{F}}$ for all four quantities can be found in Table 6.5. We observe that the above ratios do not exhibit a regular behavior in $a^{2}$, and are practically independent of the light quark mass.


Figure 6.3 - Chiral extrapolation of the ratios $m_{D^{\prime}} / m_{D}$ and $f_{D^{\prime}} / f_{D}$ by using eq. (6.27). Dashed lines correspond to central values of various lattice spacings, and the bands indicate the error bars of extrapolation. The symbols of the lattice data points are the same as in Figure 6.2.

For that reason it is tempting to fit our data to a constant, i.e. to impose $B_{\mathcal{F}}=$ $C_{\mathcal{F}}=0$ in eq. (6.27). We obtain

$$
\begin{array}{ll}
\frac{m_{D_{s}^{\prime}}}{m_{D_{s}}}=1.52(2) \quad, \quad \frac{f_{D_{s}^{\prime}}}{f_{D_{s}}}=0.65(3) \\
\frac{m_{D^{\prime}}}{m_{D}}=1.56(9) \quad, \quad \frac{f_{D^{\prime}}}{f_{D}}=0.65(3) . \tag{6.29}
\end{array}
$$

In other words the mass ratios remain stable while the ratios of decay constants change quite considerably. We decide to take the difference between the central values in eq. (6.28) and in eq. (6.29) as an estimate of systematic uncertainty and after symmetrizing the error bars we finally obtain:

$$
\begin{array}{ll}
\frac{m_{D_{s}^{\prime}}}{m_{D_{s}}}=1.53(7) \quad, \quad \frac{f_{D_{s}^{\prime}}}{f_{D_{s}}}=0.59(11) \\
\frac{m_{D^{\prime}}}{m_{D}}=1.55(9) \quad, \quad \frac{f_{D^{\prime}}}{f_{D}}=0.57(16) \tag{6.30}
\end{array}
$$

With respect to the mass of the state suggested to be interpreted as $D^{\prime}$ and measured at BaBar, $m_{D^{\prime}} / m_{D}=1.36$, our result is significantly larger.

One could suspect that tuning the twisting angle to its maximal value on the lattice could be made only up to discretization effects which then induce a pollution to the extraction of the desired hadron state by the state with opposite parity. However, since that pollution is an $\mathcal{O}\left(a^{2}\right)$ effect [183] and since we perform the extrapolation to the continuum limit, that argument could not be used to explain the potential discrepancy between our findings and the value measured at BaBar.

To further study this issue, we used the data at fixed lattice spacing (corresponding to $\beta=4.05$ ) and compared them with the results obtained by using the Wilson-Clover quark action with $N_{f}=2$ light flavors at nearly equal lattice spacing. ${ }^{3}$ The results are

$$
\begin{array}{lll}
\mathrm{MtmQCD}: & \frac{m_{D_{s}^{\prime}}}{m_{D_{s}}}=1.55(6) \quad, \quad \frac{f_{D_{s}^{\prime}}}{f_{D_{s}}}=0.69(5) \\
\text { Clover : } & \frac{m_{D_{s}^{\prime}}}{m_{D_{s}}}=1.48(7) \quad, \quad \frac{f_{D_{s}^{\prime}}}{f_{D_{s}}}=0.77(9) \tag{6.32}
\end{array}
$$

In other words, at fixed lattice spacing and fixed light sea quark mass $\left[m_{q}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV}) \simeq\right.$ $25 \mathrm{MeV}]$, the results for $m_{D_{s}^{\prime}} / m_{D_{s}}$ and $f_{D_{s}^{\prime}} / f_{D_{s}}$ obtained by using MtmQCD action are consistent with those obtained with the Wilson-Clover action. We therefore conclude that, within the above error bars, the mass of the radial excitation obtained on the lattice with $N_{f}=2$ dynamical quarks is larger than the state measured by BaBar.

Another potential difficulty when computing the properties of higher excited states on the lattice with light dynamical quarks is that the decay channels with emission of a pion might open up and modify the value of the extracted mass and decay constant. In the problem at hand, such channels are $D^{\prime} \rightarrow D^{*} \pi$ and/or $D^{\prime} \rightarrow D_{0}^{*} \pi$ in the case of non-strange radial excitation, and $D_{s}^{\prime} \rightarrow D^{*} K$ or $D_{s}^{\prime} \rightarrow D_{s 0}^{*} K$ for the strange radial excitation. That difficulty does not exist in quenched QCD ( $N_{f}=0$ ) which is why we produced a set of quenched QCD configurations at a similar lattice spacing (cf. Table 6.2) and computed the mass and decay constant of $D_{s}$ meson and its radial excitation by following the same steps as described above. We have

$$
\begin{align*}
& \mathrm{N}_{\mathrm{f}}=0: \frac{m_{D_{s}^{\prime}}}{m_{D_{s}}}=1.41(9) \quad, \quad \frac{f_{D_{s}^{\prime}}}{f_{D_{s}}}=0.67(12),  \tag{6.33}\\
& \mathrm{N}_{\mathrm{f}}=2: \frac{m_{D_{s}^{\prime}}}{m_{D_{s}}}=1.48(7) \quad, \quad \frac{f_{D_{s}^{\prime}}}{f_{D_{s}}}=0.77(9) \tag{6.34}
\end{align*}
$$

From our data we cannot see the effects of the sea quark mass. We therefore conclude that within the statistical errors of this study the radially excited $D^{\prime}$ state is heavier than the one measured by BaBar as well as the one predicted by the constituent quark model of ref. [174]. It should be emphasized that this conclusion is based on the comparison made for the case of the strange valence light quark. We did not explore the lighter quarks to be able to make stronger statement for the non-strange $m_{D^{\prime}} / m_{D}$. We believe more research is needed in that direction, to explore the simulations with very light sea and valence quarks and check whether or not the dependence of $m_{D^{\prime}}$ on the light quark mass changes considerably when close to the chiral limit, similar to the findings of ref. [130] for the Roper resonance. An indication that this indeed could be the case is provided by the results reported in ref. [129], where the simulations at one lattice spacing have been used to compute the spectrum of $D_{(s)}$-mesons. ${ }^{4}$

Concerning our results for the decay constants of the radial excitations, we see from eq. (6.28) that they are considerably smaller than those of the lowest states. This

[^4]situation is qualitatively different from what happens in the heavy quark limit ( $m_{c} \rightarrow$ $\infty)$, in which [162, 104
\[

$$
\begin{equation*}
\lim _{m_{c} \rightarrow \infty}\left(\frac{\sqrt{m_{D_{q}^{\prime}}} f_{D_{q}^{\prime}}}{\sqrt{m_{D_{q}}} f_{D_{q}}}\right)>1, \tag{6.35}
\end{equation*}
$$

\]

while in our case, with the propagating charm quark, the above ratio is smaller than one.

## Conclusion

We computed $m_{D^{\prime}} / m_{D}$ and $f_{D^{\prime}} / f_{D}$ by using the gauge field configurations with $N_{f}=2$ mass-degenerate light quark flavors, generated at four lattice spacings and for several light sea quark masses. We find

$$
\begin{equation*}
\frac{m_{D^{\prime}}}{m_{D}}=1.55(9) \quad, \quad \frac{f_{D^{\prime}}}{f_{D}}=0.57(16) \tag{6.36}
\end{equation*}
$$

If the state observed by BaBar Collaboration is indeed $D^{\prime}$, then our result is larger than theirs, $m_{D^{\prime}} / m_{D}=1.36$. More research on both sides is needed to clarify the (potential) discrepancy. On the lattice QCD side it would be interesting to check whether or not $m_{D^{\prime}} / m_{D}$ becomes sensitive to the variation of the light quark mass in the region with very light quarks (closer to the chiral limit), the region not explored in the present study. Such a situation, that a hadron mass strongly depends on the sea quark mass when the latter is close to the chiral limit, was observed in the case of the Roper resonance on the lattice [130]. Concerning the interpretation of the state observed by BaBar at $2539(8) \mathrm{MeV}$, it is important to understand why its width is much larger than predicted. As a starting point one could verify if the predictions of ref. [175] remain stable if one uses different sets of wave functions (for example those of the model of ref. [174]) or different models.

We also improved the computation of the decay constants $f_{D_{(s)}}$ by relying on the chiral and continuum extrapolation of the ratios $f_{D_{s}} / m_{D_{s}}$ and $\left(\phi_{D_{s}} / \phi_{D}\right) /\left(f_{K} / f_{\pi}\right)$. More specifically we obtain:

$$
\begin{equation*}
f_{D_{s}}=252(3) \mathrm{MeV} \quad, \quad \frac{f_{D_{s}}}{f_{D}}=1.23(1)(1) \tag{6.37}
\end{equation*}
$$

where the second error in the latter result reflects the uncertainty due to inclusion/omission of the chiral logarithms in the light mass extrapolation to the physical limit. These two results give $f_{D}=205(5)(2) \mathrm{MeV} .{ }^{5}$

We can finally use our results in equations (6.1) and (6.2) to predict the value of the form factor $f_{+}^{R}(0)$ in terms of the branching ratios $\mathcal{B}\left(\bar{B}^{0} \rightarrow D^{\prime+} \pi^{-}\right)$and $\mathcal{B}\left(\bar{B}^{-} \rightarrow D^{\prime 0} \pi^{-}\right)$. Using the value $\left|V_{c b}\right| f_{+}\left(q^{2}\right) \approx\left|V_{c b}\right| f_{+}(0)=0.02642(8)$ from the BaBar Collaboration [195] and $\left|V_{c b}\right|=0.0411(16)$ [196], one obtains $f_{+}(0)=0.64(2)$ and we finally get

$$
\begin{aligned}
& \mathcal{B}\left(\bar{B}^{0} \rightarrow D^{\prime+} \pi^{-}\right)=\left[3.6(6) \times 10^{-3}\right]\left|f_{+}^{R}(0)\right|^{2}, \\
& \mathcal{B}\left(B^{-} \rightarrow D^{\prime 0} \pi^{-}\right)=\left[3.8(7) \times 10^{-3}\right]\left[1+\frac{0.16(5)}{f_{+}^{R}(0)}\right]^{2}\left|f_{+}^{R}(0)\right|^{2},
\end{aligned}
$$

5. Recent estimates of the vector meson decay constants $f_{D_{s}^{*}}, f_{D_{s}^{*}} / f_{D^{*}}$, can be found in ref. [173].
where, in the last ratio, the quantity $a_{2} / a_{1}$ is extracted from the measured branching ratios $\mathcal{B}\left(B^{-} \rightarrow D^{0} \pi^{-}\right)=0.481(15) \%$ and $\mathcal{B}\left(\bar{B}^{0} \rightarrow D^{+} \pi^{-}\right)=0.268(13) \%$ [2].

## Conclusion

In this thesis, I have presented the results of our study on the heavy-light $B$ and $D$ mesons from lattice QCD with two dynamical quarks. In Chapters 3-5, the heavy $b$ quark was simulated using the Heavy Quark Effective Theory (HQET) at static and first orders in the inverse quark mass and we used the Wilson Clover regularization for the light quarks. All results were extrapolated to the continuum and chiral limits analyzing a subset of the CLS lattice ensembles [69] and since physical volumes are large, $L m_{\pi}>4$, volume effects are expected to be negligible. In the last chapter, the $D$ meson was simulated using the Twisted Mass formulation at maximal twist on ensembles provided by the ETM Collaboration.

In the first project, I have presented the results on the computation of the $b$-quark mass and $B$ meson decay constant in the framework of HQET at static and first orders in the inverse heavy quark mass. We used the HQET parameters of ref. [68], computed non-perturbatively at different values of the heavy quark mass and in a large range of values, including the physical mass. The $b$-quark mass is then obtained by interpolating hadronic quantities, typically the mass of the heavy-light meson, at the physical $B$ meson mass. All steps are carried out non-perturbatively except for the conversion of the RGI quark mass in the $\overline{\mathrm{MS}}$ scheme where the comparison with other results is easier. A particular attention was paid to the determination of the total error where all correlations have been taken into account. Systematic errors from the different extrapolations are also estimated using ten ensembles in a large range of lattice spacings [0.05-0.075] fm and pion masses down to 194 MeV . Our result reads $\bar{m}_{b}^{\overline{\mathrm{MS}}}\left(\bar{m}_{b}^{\overline{\mathrm{MS}}}\right)=4.21(11) \mathrm{GeV}$ and is in agreement with the value cited by the PDG [2]. First order corrections in the HQET expansion are found to be small, making us confident that higher order corrections can be neglected at our level of accuracy. Moreover, comparing our result with previous quenched data obtained by the ALPHA Collaboration, no significant dependence on the number of active flavors can be stated. Finally, we used the HQET parameters, interpolated at the physical point, to compute other phenomenological interesting quantities like the $B$ and $B_{s}$ meson decay constants. Our results are $f_{B}=186(13)(2)_{\chi} \mathrm{MeV}$, $f_{B_{s}}=224(14)(2)_{\chi} \mathrm{MeV}$ and $f_{B_{s}} / f_{B}=1.203(62)(19)_{\chi}$ where, in the last ratio, many systematic errors cancel. Our results are in agreement with the FLAG averages [106] and the first order corrections in the $1 / m$ expansion are small compared to the total error. These quantities allow us to predict the values of the CKM matrix elements $\left|V_{u b}\right|$ and $\left|V_{t b}^{*} V_{t s}\right|$ using the up-to-date experimental data for the branching ratios $\mathcal{B}\left(B^{-} \rightarrow \tau^{-} \bar{\nu}_{\tau}\right)$ and $\mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-}\right)$.

In the second project presented in this thesis, I have studied the coupling constant associated to the hadronic transition $B^{* \prime} \rightarrow B \pi$ where $B^{* \prime}$ is the first radial excitation of the $B^{*}$ meson. On the lattice, dealing with excited states is more complicated since the dominant contribution to the correlation functions comes from the ground state and the

Generalized Eigenvalue Problem is particularly well suited. Our result, extrapolated to the continuum and chiral limits is $g_{12}=-0.17(4)$, in agreement with a previous statement made in ref. 125 to explain the discrepancy between the sum rules estimates [197] and the experimental data for $g_{D^{*} D \pi}$. Then, we studied the scalar $B$ meson on the lattice. Quark-antiquark, but also meson-meson interpolating operators have been implemented. The later are needed to extract information about the two-meson state composed of a pseudoscalar $B$ meson and a pion. Studying the two point correlation function between a scalar $B$ meson at time $t=0$ and a two-meson state at time $t$, we were able to extract the soft pion coupling $h$. Our result, $h=0.86(4)(2)$ shows a small dependence on the light quark mass and on the lattice spacing such that the extrapolations are smooth. No experimental data are presently available for the $B$ meson but our result is compatible with the one for the $D$ meson even if higher order corrections from the HQET expansion are expected to be sizable in the charm sector.

Finally, in the future, the HQET parameters could be used to compute other quantities like the mass splitting between the pseudoscalar and the vector $B$ mesons. Also, a lattice computation of the soft pion coupling $\widetilde{g}$ and of the scalar $B$ meson constant would enable us to test the influence of positive parity states in the chiral extrapolations of lattice data based on the Heavy Meson Chiral Lagrangian presented in Chapter 4. In particular, in Chapter 3, only negative parity states were taken into account in the extrapolation of the $B$ meson decay constant, via the coupling $\widehat{g}$. Since $h$ is rather large and the mass splitting between the scalar and the pseudoscalar $B$ meson is not large compared to pion mass, its influence may be noticeable.

In the last project, I have presented our results for the mass and decay constant of the radially excited $D$ meson. A signal, compatible with this state, has been measured by the BaBar Collaboration [6] but with a decay width much larger than predicted by quark models [175]. We have computed the mass of this meson on the lattice and obtained $m_{D^{\prime}} / m_{D}=1.55(9)$, a value larger than experiment. Our result, obtained using the Twisted Mass formulation, is stable when compared to the result obtained with other lattice regularizations. Moreover, to test the influence of the potentially dangerous strong decays on the lattice, we performed a cross-check using quenched simulations and a compatible result was obtained. Therefore, additional efforts are necessary to explain the discrepancy between experiment and theory. Finally we have also computed the decay constant of the radially excited $D$ meson and we obtained $f_{D^{\prime}} / f_{D}=0.57(16)$. This quantity, with the mass $m_{D^{\prime}}$, can be used to compute the form factor $f_{+}^{R}(0)$, which governs the weak decays to the $D^{\prime}$ meson, in terms of the branching ratios $\mathcal{B}\left(\bar{B}^{0} \rightarrow D^{\prime+} \pi^{-}\right)$and $\mathcal{B}\left(\bar{B}^{-} \rightarrow D^{\prime 0} \pi^{-}\right)$. If $f_{+}^{R}(0)$ is indeed large, as proposed in refs. [7, 5] to explain the " $1 / 2$ vs. $3 / 2$ " puzzle, then the previous strong decays should be accessible experimentally and could be used to check whether or not the assumption of a large $f_{+}^{R}(0)$ is true.

## Appendices

## Appendix A

## Definitions and conventions

In Minkowski space-time, I use the following metric convention

$$
\eta_{\mu \nu}=\{+,-,-,-\}
$$

so that $x^{\mu}=\left(x^{0}, \mathbf{x}\right), x_{\mu}=\left(x^{0},-\mathbf{x}\right)$ and $p \cdot x=p^{0} x^{0}-\mathbf{p} \cdot \mathbf{x}$. In the Euclidean space-time, the metric becomes $\delta_{\mu \nu}$. In this work, repeated indices are understood to be summed except if stated otherwise. $L$ and $T$ are respectively the spatial and temporal extent of the lattice and $a$ is the lattice spacing.

## A. 1 The Dirac Algebra

In Minkowski space-time, the gamma matrices $\gamma_{\mu}$ are defined by the anti-commutation relations $\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=2 \eta_{\mu \nu}$ of a Clifford algebra. It is also convenient to define the matrix $\gamma_{5}$ and the total antisymmetric tensor $\sigma_{\mu \nu}$ respectively given by

$$
\gamma_{5}=i \gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3} \quad \text { and } \quad \sigma_{\mu \nu}=\frac{i}{2}\left[\gamma_{\mu}, \gamma_{\nu}\right] .
$$

In the chiral representation, one has

$$
\gamma^{0}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad, \quad \gamma^{i}=\left(\begin{array}{cc}
0 & \sigma_{i} \\
-\sigma_{i} & 0
\end{array}\right) \quad, \quad \gamma^{5}=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right)
$$

and in the Dirac representation,

$$
\gamma^{0}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \quad, \quad \gamma^{i}=\left(\begin{array}{cc}
0 & \sigma_{i} \\
-\sigma_{i} & 0
\end{array}\right) \quad, \quad \gamma^{5}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

In Euclidean space-time, the gamma matrices $\gamma_{\mu}^{E}$ must satisfy the Clifford algebra with respect to the metric $\delta_{\mu \nu}$, namely $\left\{\gamma_{\mu}^{E}, \gamma_{\nu}^{E}\right\}=2 \delta_{\mu \nu}$. The Euclidean matrices $\gamma_{\mu}^{E}$ are obtained from previous one by the substitution

$$
\gamma_{0}^{E}=\gamma_{0} \quad, \quad \gamma_{i}^{E}=-i \gamma_{i} \quad, \quad \gamma_{5}^{E}=\gamma_{0}^{E} \gamma_{1}^{E} \gamma_{2}^{E} \gamma_{3}^{E}
$$

and satisfy to the following relations

$$
\begin{aligned}
& \left(\gamma_{\mu}^{E}\right)^{\dagger}=\gamma_{\mu}^{E} \quad, \quad\left(\gamma_{5}^{E}\right)^{\dagger}=\gamma_{5}^{E} \\
& \left(\gamma_{\mu}^{E}\right)^{2}=\mathbb{1} \quad, \quad\left(\gamma_{5}^{E}\right)^{2}=\mathbb{1} .
\end{aligned}
$$

Moreover, the matrix $\gamma_{5}^{E}$ anti-commutes with all matrices $\gamma_{\mu}^{E},\left\{\gamma_{5}^{E}, \gamma_{\mu}^{E}\right\}=0$. Finally, a basis of the Dirac-Clifford Algebra is given by the sixteen linearly independent matrices

$$
\left\{\mathbb{1}, \gamma_{\mu}, \sigma_{\mu \nu}, \gamma_{\mu} \gamma_{5}, \gamma_{5}\right\},
$$

which transform respectively as a scalar, a vector, a tensor, a pseudo-vector and a pseudo-scalar quantity under space-time transformations. Two possible representations are the chiral and Dirac representations.

## Chiral representation

$$
\gamma_{0}^{E}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad, \quad \gamma_{i}^{E}=\left(\begin{array}{cc}
0 & i \sigma_{i} \\
-i \sigma_{i} & 0
\end{array}\right) \quad, \quad \gamma_{5}^{E}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

## Dirac representation

$$
\gamma_{0}^{E}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \quad, \quad \gamma_{i}^{E}=\left(\begin{array}{cc}
0 & i \sigma_{i} \\
-i \sigma_{i} & 0
\end{array}\right) \quad, \quad \gamma_{5}^{E}=\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right)
$$

## A. 2 Lattice derivatives

The discrete forward and backward derivatives are defined by

$$
\begin{align*}
& \partial_{\mu} \psi(x)=\frac{1}{a}[\psi(x+a \hat{\mu})-\psi(x)],  \tag{A.1}\\
& \partial_{\mu}^{*} \psi(x)=\frac{1}{a}[\psi(x)-\psi(x-a \hat{\mu})] . \tag{A.2}
\end{align*}
$$

Similarly, the covariant derivative operators acting on fermions are

$$
\begin{align*}
& \nabla_{\mu} \psi(x)=\frac{1}{a}\left[U_{\mu}(x) \psi(x+a \hat{\mu})-\psi(x)\right]  \tag{A.3}\\
& \nabla_{\mu}^{*} \psi(x)=\frac{1}{a}\left[\psi(x)-U_{\mu}(x-a \hat{\mu})^{-1} \psi(x-a \hat{\mu})\right]  \tag{A.4}\\
& \bar{\psi}(x) \overleftarrow{\nabla}_{\mu}=\frac{1}{a}\left[\bar{\psi}(x+a \hat{\mu}) U_{\mu}(x)^{-1}-\bar{\psi}(x)\right]  \tag{A.5}\\
& \bar{\psi}(x) \overleftarrow{\nabla}_{\mu}^{*}=\frac{1}{a}\left[\bar{\psi}(x)-\bar{\psi}(x-a \hat{\mu}) U_{\mu}(x-a \hat{\mu})\right] . \tag{A.6}
\end{align*}
$$

The symmetric covariant derivative is then given by

$$
\begin{equation*}
\widetilde{\nabla}_{\mu} \psi(x)=\frac{\nabla_{\mu}+\nabla_{\mu}^{*}}{2} \psi(x)=\frac{1}{2 a}\left[U_{\mu}(x) \psi(x+a \hat{\mu})-U_{\mu}(x-a \hat{\mu})^{-1} \psi(x-a \hat{\mu})\right], \tag{A.7}
\end{equation*}
$$

and is useful to maintain the hermiticity of the Hamiltonian operator. Finally, the Laplace operator is defined via

$$
\Delta=-\nabla_{\mu} \nabla_{\mu}^{*}
$$

and is explicitly given by

$$
\begin{equation*}
\Delta \psi(x)=\frac{1}{a^{2}} \sum_{\mu=1}^{4}\left[U_{\mu}(x) \psi(x+a \hat{\mu})-2 \psi(x)+U_{\mu}(x-a \hat{\mu})^{-1} \psi(x-a \hat{\mu})\right] \tag{A.8}
\end{equation*}
$$

When the Laplace operator acts on space indices only, the same notation is used but $i$ runs from 1 to 3

$$
\begin{equation*}
\Delta \psi(x)=\frac{1}{a^{2}} \sum_{i=1}^{3}\left[U_{i}(x) \psi(x+a \hat{i})-2 \psi(x)+U_{i}(x-a \hat{i})^{-1} \psi(x-a \hat{i})\right] . \tag{A.9}
\end{equation*}
$$

## A. 3 The group $\operatorname{SU}(3)$

The special unitary group $\mathrm{SU}(3)$ in a non-abelian Lie group of dimension 8. It is a compact group and the generators are defined by the following commutation relations

$$
\left[T_{i}, T_{j}\right]=i f_{i j k} T_{k},
$$

where $f_{i j k}$, the structure constants of the group, are given in ref. 88. In the fundamental representation, a conventional choice for the generators $T_{i}$ is given by $T_{i}=\frac{1}{2} \lambda_{i}$ where $\lambda_{i}$ are the eight Gell-Mann matrices

$$
\begin{gathered}
\lambda_{1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \lambda_{2}=\left(\begin{array}{ccc}
0 & -i & 0 \\
i & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \lambda_{3}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right) \\
\lambda_{4}=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) \quad, \quad \lambda_{5}=\left(\begin{array}{ccc}
0 & 0 & -i \\
0 & 0 & 0 \\
i & 0 & 0
\end{array}\right) \quad, \quad \lambda_{6}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right) \\
\lambda_{7}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -i \\
0 & i & 0
\end{array}\right) \quad, \quad \lambda_{8}=\frac{1}{\sqrt{3}}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{array}\right) .
\end{gathered}
$$

Finally, the generators $T_{i}$ obey the following relations

$$
\operatorname{Tr}\left(T_{i} T_{j}\right)=\frac{1}{2} \delta_{i j} \quad, \quad\left(T_{i}\right)^{\dagger}=T_{i}
$$

## A. 4 Fourier transformation

In the continuum, the Fourier transform of a function $f$ (and its inverse) are defined by

$$
\widetilde{f}(k)=\int \frac{\mathrm{d}^{4} x}{(2 \pi)^{4}} e^{-i k \cdot x} f(x) \quad, \quad f(x)=\int \mathrm{d}^{4} k e^{i k \cdot x} \widetilde{f}(k)
$$

and the delta function obeys

$$
\int \mathrm{d}^{n} x \delta^{(n)}(x)=1 \quad, \quad \int \mathrm{~d}^{4} x e^{i k \cdot x}=2 \pi \delta^{(4)}(k)
$$

Similarly, on the lattice, fields in momentum space are defined by

$$
\widetilde{\psi}(k)=a^{4} \sum_{x} e^{-i k x} \psi(x) \quad, \quad \psi(x)=\frac{1}{(a L)^{3}(a T)} \sum_{k} e^{i k x} \widetilde{\psi}(k) .
$$

## Appendix B

## Convergence rate in the sGEVP

In this section, I discuss the time dependence of $\mathcal{M}_{m n}^{\mathrm{sGEVP}}$ given by eq. (4.32) and used to extract the matrix element $\mathcal{M}_{m n}=\left\langle B_{n}\right| A_{i}(0)\left|B_{m}^{*}\right\rangle$ where $B_{n}$ is the $n^{\text {th }}$ excited state ( $n=1$ corresponds to the ground state). To simplify the notations, the lattice spacing is set to $a=1$.
$\mathcal{M}_{m n}^{\mathrm{sGEVP}}\left(t, t_{0}\right)=-\partial_{t}\left(\frac{\left(v_{m}\left(t, t_{0}\right),\left[K\left(t, t_{0}\right) / \lambda_{n}\left(t, t_{0}\right)-K\left(t_{0}, t_{0}\right)\right] v_{n}\left(t, t_{0}\right)\right)}{\left(v_{n}\left(t, t_{0}\right), C\left(t_{0}\right) v_{n}\left(t, t_{0}\right)\right)^{1 / 2}\left(v_{m}\left(t, t_{0}\right), C\left(t_{0}\right) v_{m}\left(t, t_{0}\right)\right)^{1 / 2}} e^{\Sigma\left(t_{0}, t_{0}\right) t_{0} / 2}\right)$.

## B. 1 Conventions

We have followed the strategy of ref. [42] to treat in perturbation theory the full GEVP, with an exact computation of the $N$ lowest states:

$$
\begin{equation*}
C_{i j}(t)=\left\langle\mathcal{O}_{i}(t) \mathcal{O}_{j}(0)\right\rangle=C_{i j}^{(0)}(t)+\epsilon C_{i j}^{(1)}(t)=\sum_{n=1}^{N} e^{-E_{n} t} \psi_{n i} \psi_{n j}+\sum_{n=N+1}^{\infty} e^{-E_{n} t} \psi_{n i} \psi_{n j} \tag{B.1}
\end{equation*}
$$

where $\psi_{n i}=\langle 0| \mathcal{O}_{i}|n\rangle$ and $|n\rangle$ are the eigenstates of the transfer matrix with energy $E_{n}$. In the previous equation, $\epsilon$ is the expansion parameter and

$$
\begin{aligned}
& v_{n}\left(t, t_{0}\right)=v_{n}^{(0)}+\epsilon v_{n}^{(1)}\left(t, t_{0}\right), \\
& \lambda_{n}\left(t, t_{0}\right)=\lambda_{n}^{(0)}+\epsilon \lambda_{n}^{(1)}\left(t, t_{0}\right),
\end{aligned}
$$

are the eigenvectors and eigenvalues of the Generalized Eigenvalue Problem

$$
\begin{equation*}
C(t) v_{n}\left(t, t_{0}\right)=\lambda_{n}\left(t, t_{0}\right) C\left(t_{0}\right) v_{n}\left(t, t_{0}\right) . \tag{B.2}
\end{equation*}
$$

Eigenvectors are normalized such that

$$
\begin{aligned}
\left(v_{m}^{(0)}, C^{(0)}\left(t_{0}\right) v_{n}^{(0)}\right) & =\rho_{n} \delta_{n m}, \\
\left(v_{n}^{(1)}, C^{(0)}\left(t_{0}\right) v_{n}^{(0)}\right) & =0,
\end{aligned}
$$

where $\rho_{n}=e^{-E_{n} t}$. Introducing the dual vectors $u_{n}$ defined by

$$
\left(u_{n}, \psi_{m}\right)=\sum_{i=1}^{N} u_{n i} \psi_{m i}=\delta_{n m} \quad \forall n \leq N
$$

we note, from equations B.1 and B.2, that

$$
C^{(0)}(t) u_{n}=e^{-E_{n} t} \psi_{n} \quad, \quad v_{n}^{(0)}\left(t, t_{0}\right)=u_{n} \quad, \quad \lambda_{n}^{(0)}\left(t, t_{0}\right)=e^{-E_{n}\left(t-t_{0}\right)}
$$

Then, at zeroth-order, the matrix element is

$$
\mathcal{M}_{m n}^{\mathrm{eff}, s, 0}=\partial_{t}\left\{\frac{\left(u_{m},\left[K\left(t, t_{0}\right) / \lambda_{n}^{(0)}\left(t, t_{0}\right)-K\left(t_{0}, t_{0}\right)\right] u_{n}\right)}{\left[\left(u_{m}, C\left(t_{0}\right) u_{m}\right)\left(u_{m}, C\left(t_{0}\right) u_{m}\right)\right]^{1 / 2}}\right\}=\mathcal{M}_{m n}
$$

with

$$
\begin{aligned}
& \left(u_{m}, K\left(t, t_{0}\right) u_{n}\right)=\sum_{t_{1}} e^{-\Sigma_{m n}\left(t-t_{1}\right)}\left(u_{m}, C^{(3)}\left(t, t_{1}\right) u_{n}\right)=t \times \mathcal{M}_{n m} e^{-E_{n} t} \\
& \left(u_{n}, C\left(t_{0}\right) u_{n}\right)=\rho_{n}=e^{-E_{n} t_{0}}
\end{aligned}
$$

and where $\Sigma_{m n}=E_{n}-E_{m}$.

## B. 2 First order corrections

At first order in $\epsilon$, we have

$$
\begin{aligned}
\lambda_{n}^{(1)} & =\rho_{n}^{-1}\left(v_{n}^{(0)}, \Delta_{n} v_{n}^{(0)}\right), \\
v_{n}^{(1)} & =\sum_{m \neq n} v_{m}^{(0)} \rho_{m}^{-1} \frac{\left(v_{m}^{(0)}, \Delta_{n} v_{n}^{(0)}\right)}{\lambda_{n}^{(0)}-\lambda_{m}^{(0)}}=\sum_{n \neq m} \alpha_{n m} v_{m}^{(0)},
\end{aligned}
$$

where $\Delta_{n}=C^{(1)}(t)-\lambda_{n}(t) C^{(1)}\left(t_{0}\right)$ and $\rho_{n}=e^{-E_{n} t_{0}}$. With $c_{n, m, l}=\left(u_{n}, \psi_{l}\right)\left(u_{m}, \psi_{l}\right)$ we get

$$
\begin{aligned}
\epsilon \frac{\lambda_{n}^{(1)}\left(t, t_{0}\right)}{\lambda_{n}^{(0)}\left(t, t_{0}\right)} & =-\sum_{l>N} c_{n, n, l} e^{-\left(E_{l}-E_{n}\right) t_{0}}\left[1-e^{-\left(E_{l}-E_{n}\right)\left(t-t_{0}\right)}\right], \\
\epsilon \alpha_{n m}\left(t, t_{0}\right) & =-\sum_{l>N} c_{n, m, l} \frac{1-e^{-\left(E_{l}-E_{n}\right)\left(t-t_{0}\right)}}{1-e^{-\left(E_{m}-E_{n}\right)\left(t-t_{0}\right)}} e^{-\left(E_{l}-E_{m}\right) t_{0}} .
\end{aligned}
$$

Finally the normalization conditions read

$$
\left(v_{n}\left(t, t_{0}\right), C\left(t_{0}\right) v_{n}\left(t, t_{0}\right)=\rho_{n}+\epsilon\left(v_{n}^{(0)}, C^{(1)}\left(t_{0}\right) v_{n}^{(0)}\right)\right.
$$

We are ready to develop eq. (4.32) to first order in $\epsilon$ :

$$
\begin{aligned}
\mathcal{M}_{m n}^{\mathrm{eff}, s} & =\partial_{t}\left\{\frac{\left\langle v_{m}\left(t, t_{0}\right),\left[K\left(t, t_{0}\right) / \lambda_{n}\left(t, t_{0}\right)-K\left(t_{0}, t_{0}\right)\right] v_{n}\left(t, t_{0}\right)\right\rangle}{\left[\left\langle v_{m}\left(t, t_{0}\right), C^{(2)}\left(t_{0}\right) v_{m}\left(t, t_{0}\right)\right\rangle\left\langle v_{n}\left(t, t_{0}\right), C^{(2)}\left(t_{0}\right) v_{n}\left(t, t_{0}\right)\right\rangle\right]^{1 / 2}} e^{\frac{t_{0}}{2} \Sigma\left(t_{0}, t_{0}\right)}\right\} \\
& =\mathcal{M}_{m n}^{\mathrm{eff}, s, 0}+\epsilon \mathcal{M}_{m n}^{\mathrm{eff}, s, 1},
\end{aligned}
$$

and the sub-leading order reads

$$
\epsilon \mathcal{M}_{m n}^{\mathrm{eff}, s, 1}=\epsilon \partial_{t} \sum_{a=1}^{5} T_{a}
$$

## First correction:

The first sub-leading correction reads

$$
\begin{aligned}
&\left.\left.T_{1}=-\frac{\lambda_{n}^{(1)}\left(t, t_{0}\right)}{\left(\lambda_{n}^{(0)}\left(t, t_{0}\right)\right)^{2}} \frac{\left(v_{m}^{(0)}\left(t, t_{0}\right), K(t,\right.}{} t_{0}\right) v_{n}^{(0)}\left(t, t_{0}\right)\right) \\
&\left(\rho_{n} \rho_{m}\right)^{1 / 2} e^{\frac{t_{0}}{2} \Sigma\left(t_{0}, t_{0}\right)} \\
&=-\frac{\lambda_{n}^{(1)}\left(t, t_{0}\right)}{\lambda_{n}^{(0)}\left(t, t_{0}\right)}\left(v_{m}^{(0)}\left(t, t_{0}\right), K\left(t, t_{0}\right) v_{n}^{(0)}\left(t, t_{0}\right)\right) e^{E_{n} t} .
\end{aligned}
$$

and is given by

$$
T_{1}=-\mathcal{M}_{m n} t \times \frac{\lambda_{n}^{(1)}\left(t, t_{0}\right)}{\lambda_{n}^{(0)}\left(t, t_{0}\right)} \sim c_{n, n, N+1} \mathcal{M}_{m n} \times t e^{-\Delta_{N+1, n} t_{0}}\left[1-e^{-\Delta_{N+1, n}\left(t-t_{0}\right)}\right]
$$

Defining the discrete derivative $\partial_{t} A=A(t+1)-A(t)$, and taking at the end of the computation $t_{0}=t-1$, we get

$$
\partial_{t} T_{1} \sim c_{n, n, N+1} \mathcal{M}_{m n}\left(1-e^{-\Delta_{N+1, n}}\right) \times\left(t+1+e^{\Delta_{N+1, n}}\right) e^{-\Delta_{N+1, n} t} .
$$

## Second correction:

The second sub-leading contribution reads

$$
\begin{aligned}
T_{2}=\frac{\left(v_{m}^{(1)}\left(t, t_{0}\right),\left[K\left(t, t_{0}\right) / \lambda_{n}^{(0)}\left(t, t_{0}\right)-K\left(t_{0}, t_{0}\right)\right] v_{n}^{(0)}\left(t, t_{0}\right)\right)}{\left(\rho_{n} \rho_{m}\right)^{1 / 2}} e^{\frac{t_{0}}{2} \Sigma\left(t_{0}, t_{0}\right)} \\
=\left(v_{m}^{(1)}\left(t, t_{0}\right),\left[K\left(t, t_{0}\right) e^{E_{n} t}-K\left(t_{0}, t_{0}\right) e^{E_{n} t_{0}}\right] v_{n}^{(0)}\left(t, t_{0}\right)\right)
\end{aligned}
$$

With some algebra, we deduce

$$
\begin{aligned}
\left(v_{p}^{(0)}\left(t, t_{0}\right), K\left(t, t_{0}\right) v_{n}^{(0)}\left(t, t_{0}\right)\right) e^{E_{n} t} & =\sum_{t_{1}} e^{-\left(t-t_{1}\right)\left(E_{n}-E_{m}\right)} \sum_{r s}\left(u_{p}, \psi_{r}\right)\left(\psi_{s}, u_{n}\right) \mathcal{M}_{r s} e^{-E_{r}\left(t-t_{1}\right)} e^{-E_{s} t_{1}} e^{E_{n} t} \\
& =\sum_{t_{1}} e^{-\left(t-t_{1}\right)\left(E_{n}-E_{m}\right)} \mathcal{M}_{p n} e^{-E_{p}\left(t-t_{1}\right)} e^{-E_{n} t_{1}} e^{E_{n} t} \\
& =\sum_{t_{1}} \mathcal{M}_{p n} e^{-\left(E_{p}-E_{m}\right) t_{1}}
\end{aligned}
$$

and

$$
\left(v_{p}^{(0)}\left(t, t_{0}\right),\left[K\left(t, t_{0}\right) e^{E_{n} t}-K\left(t_{0}, t_{0}\right) e^{E_{n} t_{0}}\right] v_{n}^{(0)}\left(t, t_{0}\right)\right)=\sum_{t_{1}=t_{0}+1}^{t} \mathcal{M}_{p n} e^{-\left(E_{p}-E_{m}\right) t_{1}}
$$

Finally,

$$
\begin{gathered}
T_{2}=\sum_{p \neq m}\left[\alpha_{m p}\left(t, t_{0}\right) \sum_{t_{1}=t_{0}+1}^{t} \mathcal{M}_{p n} e^{-\left(E_{p}-E_{m}\right) t_{1}}\right] \\
\partial_{t} T_{2}=\sum_{p \neq m}\left[\left(\alpha_{m p}\left(t+1, t_{0}\right)-\alpha_{m p}\left(t, t_{0}\right)\right) \sum_{t_{1}=t_{0}+1}^{t} \mathcal{M}_{p n} e^{-\left(E_{p}-E_{m}\right) t_{1}}+\alpha_{m p}\left(t+1, t_{0}\right) \mathcal{M}_{p n}\right. \\
\left.e^{-\left(E_{p}-E_{m}\right)(t+1)}\right]
\end{gathered}
$$

Setting $t_{0}=t-1$, the first term of the previous equation reads

$$
\begin{aligned}
& \sum_{p \neq m}\left(\alpha_{m p}\left(t+1, t_{0}\right)-\alpha_{m p}\left(t, t_{0}\right)\right) \times \sum_{t_{1}=t_{0}+1}^{t} \mathcal{M}_{p n} e^{-\left(E_{p}-E_{m}\right) t_{1}} \\
& \sim-\sum_{p \neq m}\left[c_{m, p, N+1} e^{-\left(E_{N+1}-E_{p}\right)(t-1)} \times\left(\frac{1-e^{-2\left(E_{N+1}-E_{m}\right)}}{1-e^{-2\left(E_{p}-E_{m}\right)}}-\frac{1-e^{-\left(E_{N+1}-E_{m}\right)}}{1-e^{-\left(E_{p}-E_{m}\right)}}\right)\right] \times \mathcal{M}_{p n} e^{-\left(E_{p}-E_{m}\right) t} \\
& \sim-e^{-\left(E_{N+1}-E_{m}\right) t} \sum_{p \neq m}\left[c_{m, p, N+1} \mathcal{M}_{p n} e^{\left(E_{N+1}-E_{p}\right)} \times\left(\frac{1-e^{-2\left(E_{N+1}-E_{m}\right)}}{1-e^{-2\left(E_{p}-E_{m}\right)}}-\frac{1-e^{-\left(E_{N+1}-E_{m}\right)}}{1-e^{-\left(E_{p}-E_{m}\right)}}\right)\right]
\end{aligned}
$$

and the second term reads

$$
\begin{aligned}
\sum_{p \neq m} \alpha_{m p}\left(t+1, t_{0}\right) & \mathcal{M}_{p n} e^{-\left(E_{p}-E_{m}\right)(t+1)} \\
& \sim-\sum_{p \neq m} e^{-\left(E_{N+1}-E_{p}\right)(t-1)} \frac{1-e^{-2\left(E_{N+1}-E_{m}\right)}}{1-e^{-2\left(E_{p}-E_{m}\right)}} c_{m, p, N+1} \mathcal{M}_{p n} \times e^{-\left(E_{p}-E_{m}\right)(t+1)} \\
& \sim-e^{-\left(E_{N+1}-E_{m}\right) t} \sum_{p \neq m} e^{\left(E_{N+1}+E_{m}-2 E_{p}\right)} \frac{1-e^{-2\left(E_{N+1}-E_{m}\right)}}{1-e^{-2\left(E_{p}-E_{m}\right)}} c_{m, p, N+1} \mathcal{M}_{p n} .
\end{aligned}
$$

Finally, we find

$$
\partial_{t} T_{2}=e^{-\Delta_{N+1, m} t} \sum_{p \neq m} c_{m, p, N+1} \mathcal{M}_{p n} \frac{1-e^{-\left(E_{N+1}-E_{m}\right)}}{1-e^{-\left(E_{m}-E_{p}\right)}} .
$$

## Third correction:

The third contribution

$$
T_{3}=\frac{\left(v_{m}^{(0)}\left(t, t_{0}\right),\left[K\left(t, t_{0}\right) / \lambda_{n}^{(0)}\left(t, t_{0}\right)-K\left(t_{0}, t_{0}\right)\right] v_{n}^{(1)}\left(t, t_{0}\right)\right)}{\left(\rho_{n} \rho_{m}\right)^{1 / 2}} e^{\frac{t_{0}}{2} \Sigma\left(t_{0}, t_{0}\right)}
$$

is obtained in the same manner as $\partial_{t} T_{2}$ after permutation of the indices $m$ and $n$.

## Fourth correction:

The fourth sub-leading contribution reads

$$
T_{4}=\frac{1}{\lambda_{n}^{(0)}\left(t, t_{0}\right)} \frac{\left(v_{m}^{(0)}\left(t, t_{0}\right), K^{(1)}\left(t, t_{0}\right) v_{n}^{(0)}\left(t, t_{0}\right)\right)}{\left(\rho_{n} \rho_{m}\right)^{1 / 2}} e^{\frac{t_{0}}{2} \Sigma\left(t_{0}, t_{0}\right)}=\left(v_{m}^{(0)}\left(t, t_{0}\right), K^{(1)}\left(t, t_{0}\right) v_{n}^{(0)}\left(t, t_{0}\right)\right) e^{E_{n} t} .
$$

With some algebra we deduce

$$
\begin{aligned}
&\left(v_{m}^{(0)}\left(t, t_{0}\right), K^{(1)}\left(t, t_{0}\right) v_{n}^{(0)}\left(t, t_{0}\right)\right)= \sum_{t_{1}} e^{-\left(E_{n}-E_{m}\right)\left(t-t_{1}\right)} \sum_{(r \mid s)>N}\left(u_{m}, \psi_{r}\right)\left(\psi_{s}, u_{n}\right) \mathcal{M}_{r s} e^{-E_{r}\left(t-t_{1}\right)} e^{-E_{s} t_{1}} \\
&=+\sum_{t_{1}} e^{-\left(E_{n}-E_{m}\right)\left(t-t_{1}\right)}\left(u_{m}, \psi_{N+1}\right) \mathcal{M}_{N+1, n} e^{-E_{N+1}\left(t-t_{1}\right)} e^{-E_{n} t_{1}} \\
&+\sum_{t_{1}} e^{-\left(E_{n}-E_{m}\right)\left(t-t_{1}\right)}\left(u_{n}, \psi_{N+1}\right) \mathcal{M}_{N+1, m} e^{-E_{m}\left(t-t_{1}\right)} e^{-E_{N+1} t_{1}} \\
&+\sum_{t_{1}} e^{-\left(E_{n}-E_{m}\right)\left(t-t_{1}\right)} \sum_{(r \& s)>N}\left(u_{n}, \psi_{r}\right)\left(u_{m}, \psi_{s}\right) \mathcal{M}_{r, s} e^{-E_{r}\left(t-t_{1}\right)} e^{-E_{s} t_{1}} \\
&=+\sum_{t_{1}} e^{-\left(E_{n}-E_{m}\right) t_{1}}\left(u_{m}, \psi_{N+1}\right) \mathcal{M}_{N+1, n} e^{-E_{N+1} t_{1}} e^{-E_{n}\left(t-t_{1}\right)} \\
&+\sum_{t_{1}} e^{-E_{n}\left(t-t_{1}\right)}\left(u_{n}, \psi_{N+1}\right) \mathcal{M}_{N+1, m} e^{-E_{N+1} t_{1}} \\
&+\sum_{t_{1}} e^{-\left(E_{n}-E_{m}\right)\left(t-t_{1}\right)}\left(u_{n}, \psi_{N+1}\right)\left(u_{m}, \psi_{N+1}\right) \mathcal{M}_{N+1, N+1} e^{-E_{N+1} t} \\
&+ e^{-E_{n} t}\left(u_{m}, \psi_{N+1}\right) \mathcal{M}_{N+1, n} \sum_{t_{1}} e^{-\left(E_{N+1}-E_{m}\right) t_{1}} \\
&+e^{-E_{n} t}\left(u_{n}, \psi_{N+1}\right) \mathcal{M}_{N+1, m} \sum_{t_{1}} e^{-\left(E_{N+1}-E_{n}\right) t_{1}} \\
&+c_{n, m, N+1} \mathcal{M}_{N+1, N+1} e^{-E_{N+1} t} \sum_{t_{1}} e^{-\left(E_{n}-E_{m}\right) t_{1}}
\end{aligned}
$$

and we obtain

$$
\begin{aligned}
\partial_{t} T_{4} \sim & +\left\langle u_{m}, \psi_{N+1}\right\rangle \mathcal{M}_{N+1, n} e^{-\Delta_{N+1, m}(t+1)} \\
& +\left\langle u_{n}, \psi_{N+1}\right\rangle \mathcal{M}_{N+1, m} e^{-\Delta_{N+1, n}(t+1)} \\
& -c_{n, m, N+1} \mathcal{M}_{N+1, N+1} \frac{e^{-\left(E_{N+1}-E_{n}\right)}-1}{e^{-\left(E_{n}-E_{m}\right)}-1} e^{-\Delta_{N+1, n} t} \\
& -c_{n, m, N+1} \mathcal{M}_{N+1, N+1} \frac{e^{-\left(E_{N+1}-E_{m}\right)}-1}{e^{-\left(E_{m}-E_{n}\right)}-1} e^{-\Delta_{N+1, m} t}
\end{aligned}
$$

## Fifth correction:

Finally, the last sub-leading contribution reads

$$
\begin{aligned}
T_{5} & =-t \mathcal{M}_{m n} \times\left(\frac{\left\langle v_{m}^{(0)}, C^{(2,1)}\left(t_{0}\right) v_{m}^{(0)}\right\rangle}{2 \rho_{m}}+\frac{\left\langle v_{n}^{(0)}, C^{(2,1)}\left(t_{0}\right) v_{n}^{(0)}\right\rangle}{2 \rho_{n}}\right) \\
& \sim-t \mathcal{M}_{m n} \times\left(\frac{1}{2} c_{m, m, N+1} e^{-\left(E_{N+1}-E_{m}\right) t_{0}}+\frac{1}{2} c_{n, n, N+1} e^{-\left(E_{N+1}-E_{n}\right) t_{0}}\right),
\end{aligned}
$$

and with $t_{0}=t-1$, we get

$$
\partial_{t} T_{5} \sim-\frac{\mathcal{M}_{m n}}{2} \times\left(c_{m, m, N+1} e^{-\Delta_{N+1, m}(t-1)}+c_{n, n, N+1} e^{-\Delta_{N+1, n}(t-1)}\right)
$$

## Conclusion

We see that for $n>m$ the dominating contribution $T_{1}$ to $\epsilon M_{m n}^{\mathrm{eff}, s, 1}$ is in $t e^{-\Delta_{N+1, n} t}$ with sub-leading terms $T_{2}-T_{5}$ while for $n<m$ the leading contribution is in $e^{-\Delta_{N+1, m} t}$.

## B. 3 Numerical tests

We have tested numerically our finding in the toy model of ref. [160], with $r_{0} E_{n}=n$, $r_{0}=0.3$, the $3 \times 5$ matrix of couplings

$$
\psi=\langle 0| \mathcal{O}_{i}|n\rangle=\left(\begin{array}{ccccc}
0.92 & 0.03 & -0.10 & -0.01 & -0.02 \\
0.84 & 0.42 & 0.03 & -0.06 & 0.00 \\
0.56 & 0.54 & 0.48 & 0.26 & 0.04
\end{array}\right)
$$

and the hadronic matrix elements

$$
M_{n n}=0.7 \frac{6}{n+5} \quad, \quad M_{n, m+n}=\frac{M_{n n}}{3 m}
$$

The comparison between the analytical formulae and the numerical solution is plotted in Figure B.1. It is encouraging to obtain such good agreement after $t=8$.


Figure B. 1 - Analytical formulae for $R_{m n}^{\text {sGEVP }}$ compared to the numerical solution of our toy model.

## Appendix C

## Wick contractions

In this appendix, I give the details of the Wick contractions for the meson-meson correlation functions used in Chapter 5 for the computation of the soft pion coupling $h$. The correlation function we are interested in is

$$
C(t)=\left\langle\mathcal{O}_{\Gamma}^{B \pi}(t) \mathcal{O}_{\Gamma}^{B \pi}(0)^{\dagger}\right\rangle
$$

where the interpolating operator $\mathcal{O}_{\Gamma}^{B \pi}(t)$, projecting in zero momentum, is given by

$$
\begin{array}{r}
\mathcal{O}_{\Gamma, n}^{B \pi}=\frac{1}{V^{2}} \sum_{\vec{x}_{i}} \sqrt{\frac{2}{3}}\left[\bar{d}\left(x_{1}\right) \Gamma u\left(x_{1}\right)\right]\left[\bar{u}^{(n)}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]-\sqrt{\frac{1}{6}}\left[\bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma d\left(x_{1}\right)\right] \\
\times\left[\bar{d}^{(n)}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right] .
\end{array}
$$

The correlation function is the sum of four terms:

$$
\begin{aligned}
C(t)= & \left\langle\mathcal{O}_{\Gamma}^{B \pi}(t) \mathcal{O}_{\Gamma}^{B \pi}(0)^{\dagger}\right\rangle \\
= & \frac{2}{3 V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}}\left\langle\left[\bar{d}\left(x_{1}\right) \Gamma u\left(x_{1}\right)\right]\left[\bar{u}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} u\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right]\right\rangle \\
+ & \frac{1}{6 V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}}\left[\bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma d\left(x_{1}\right)\right]\left[\bar{d}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} d\left(y_{2}\right)\right] \\
& \quad \times\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} u\left(y_{1}\right)-\bar{d}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right] \\
& \frac{1}{3 V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}}\left[\bar{d}\left(x_{1}\right) \Gamma u\left(x_{1}\right)\right]\left[\bar{u}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} d\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} u\left(y_{1}\right)-\bar{d}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right] \\
& -\frac{1}{3 V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}}\left[\bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma d\left(x_{1}\right)\right]\left[\bar{d}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} u\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right]
\end{aligned}
$$

with $\Gamma=\gamma_{5}=-\bar{\Gamma}$. The light and heavy quark propagators are respectively given by

$$
\sqrt{\psi_{l}(x)} \bar{\psi}_{l}(y)=G_{l}(x, y) \quad, \quad \sqrt{\psi_{h}(x)} \bar{\psi}_{h}(y)=G_{h}(x, y)
$$

where $\psi_{l}(x)=u(x), d(x)$ and $\psi_{h}(x)=b(x)$. In particular since up and down quarks are assumed to be degenerate, both up and down propagators are numerically the same. However, only quarks of the same flavour can be Wick-contracted.

## First contribution

$$
\begin{aligned}
&\left.\Gamma \bar{d}\left(x_{1}\right) \Gamma u\left(x_{1}\right)\right]\left[\bar{u}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} u\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right] \\
&=-\operatorname{Tr}\left[G_{d}\left(y_{1}, x_{1}\right) \Gamma G_{u}\left(x_{1}, x_{2}\right) \Gamma G_{b}\left(x_{2}, y_{2}\right) \bar{\Gamma} G_{u}\left(y_{2}, y_{1}\right) \bar{\Gamma}\right]
\end{aligned}
$$



## Second contribution

In the brackets corresponding to the neutral pion, Wick contractions between quarks $u$ and $\bar{u}$ or between quarks $d$ and $\bar{d}$ at the same space-time point cancel with each other and their contributions vanish due to isospin symmetry.

$$
\begin{array}{r}
\left.\stackrel{\left.\bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma \sqrt{\left.d\left(x_{1}\right)\right][\bar{d}}\left(x_{2}\right) \Gamma \overline{\left.\Gamma\left(x_{2}\right)\right][\bar{b}}\left(y_{2}\right) \bar{\Gamma} d\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} u\left(y_{1}\right)-\bar{d}\left(y_{1}\right) \bar{\Gamma}\right.}{ } d\left(y_{1}\right)\right] \\
=-\operatorname{Tr}\left[G_{d}\left(y_{1}, x_{1}\right) \Gamma G_{d}\left(x_{1}, x_{2}\right) \Gamma G_{b}\left(x_{2}, y_{2}\right) \bar{\Gamma} G_{d}\left(y_{2}, y_{1}\right) \bar{\Gamma}\right]
\end{array}
$$

$$
\begin{aligned}
& {\left[\bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma d\left(x_{1}\right)\right]\left[\bar{d}\left(x_{2}\right) \Gamma \overline{\left.\boxed{c}\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} d\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} u\left(y_{1}\right)-\bar{d}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right]}\right.} \\
& =+2 \times \operatorname{Tr}\left[G_{d}\left(y_{1}, x_{1}\right) \Gamma G_{d}\left(x_{1}, y_{1}\right) \bar{\Gamma}\right] \operatorname{Tr}\left[G_{d}\left(y_{2}, x_{2}\right) \Gamma G_{b}\left(x_{2}, y_{2}\right) \bar{\Gamma}\right]
\end{aligned}
$$

The factor two comes from the same contraction pattern but with quarks $u\left(x_{1}\right)$ and $\bar{u}\left(x_{1}\right)$ contracted with quarks $\bar{u}\left(y_{1}\right)$ and $u\left(y_{1}\right)$ respectively.

$$
\begin{aligned}
& {\left[\bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma d\left(x_{1}\right)\right]\left[\bar{d}\left(x_{2}\right) \Gamma \overline{\left.\Gamma\left(x_{2}\right)\right][\bar{b}}\left(y_{2}\right) \bar{\Gamma} d\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} u\left(y_{1}\right)-\bar{d}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right]} \\
& =-\operatorname{Tr}\left[G_{d}\left(y_{1}, x_{2}\right) \Gamma G_{b}\left(x_{2}, y_{2}\right) \bar{\Gamma} G_{d}\left(y_{2}, x_{1}\right) \Gamma G_{d}\left(x_{1}, y_{1}\right) \bar{\Gamma}\right]
\end{aligned}
$$

## Third contribution

$$
\begin{aligned}
& \left.\qquad \begin{array}{rl}
{\left[\bar{d}\left(x_{1}\right) \Gamma u\left(x_{1}\right)\right]\left[\bar{u}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right]\left[\bar{b}\left(y_{2}\right) \bar{\Gamma} d\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} u\left(y_{1}\right)-\bar{d}\right.} \\
\left(y_{1}\right) \\
\Gamma
\end{array}\left(y_{1}\right)\right] \\
& \\
& =+\operatorname{Tr}\left[G_{d}\left(y_{1}, x_{1}\right) \Gamma G_{u}\left(x_{1}, x_{2}\right) \Gamma G_{b}\left(x_{2}, y_{2}\right) \bar{\Gamma} G_{d}\left(y_{2}, y_{1}\right) \bar{\Gamma}\right]
\end{aligned}
$$


where, as before, contractions between up and down quarks in the last bracket are not considered due to isospin symmetry.

## Fourth contribution

$$
\begin{aligned}
& {\left[\bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\overline{\left.\bar{d}\left(x_{1}\right) \Gamma \overline{\left.d\left(x_{1}\right)\right][\bar{d}}\left(x_{2}\right) \Gamma \overline{\left.b\left(x_{2}\right)\right][\bar{b}}\left(y_{2}\right) \bar{\Gamma} u\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma}\right.} d\left(y_{1}\right)\right]} \\
& =+\operatorname{Tr}\left[G_{d}\left(y_{1}, x_{1}\right) \Gamma G_{d}\left(x_{1}, x_{2}\right) \Gamma G_{b}\left(x_{2}, y_{2}\right) \bar{\Gamma} G_{u}\left(y_{2}, y_{1}\right) \bar{\Gamma}\right] \\
& \begin{array}{c}
\begin{array}{r}
\left.\Gamma \bar{u}\left(x_{1}\right) \Gamma u\left(x_{1}\right)-\bar{d}\left(x_{1}\right) \Gamma d\left(x_{1}\right)\right]\left[\bar{d}\left(x_{2}\right) \Gamma b\left(x_{2}\right)\right][\bar{b} \\
\left.\left(y_{2}\right) \bar{\Gamma} u\left(y_{2}\right)\right]\left[\bar{u}\left(y_{1}\right) \bar{\Gamma} d\left(y_{1}\right)\right] \\
\\
=-\operatorname{Tr}\left[G_{d}\left(y_{1}, x_{2}\right) \Gamma G_{b}\left(x_{2}, y_{2}\right) \bar{\Gamma} G_{u}\left(y_{2}, x_{1}\right) \Gamma G_{u}\left(x_{1}, y_{1}\right) \bar{\Gamma}\right]
\end{array}
\end{array}
\end{aligned}
$$

## Conclusion :

The meson-meson two-point correlation function is the sum of three terms with coefficients $\alpha=1, \beta=-3 / 2$ and $\gamma=1 / 2$ :

$$
\begin{aligned}
C_{B \pi-B \pi}(t)= & \frac{\alpha}{V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}} \operatorname{Tr}\left[G_{l}\left(y_{1}, x_{1}\right) \Gamma G_{l}\left(x_{1}, y_{1}\right) \bar{\Gamma}\right] \times \operatorname{Tr}\left[G_{h}\left(y_{2}, x_{2}\right) \Gamma G_{l}\left(x_{2}, y_{2}\right) \bar{\Gamma}\right] \\
& +\frac{\beta}{V^{4}} \sum_{\vec{x}_{i}, \vec{y}_{i}} \operatorname{Tr}\left[G_{l}\left(y_{1}, x_{1}\right) \Gamma G_{l}\left(x_{1}, x_{2}\right) \Gamma G_{h}\left(x_{2}, y_{2}\right) \bar{\Gamma} G_{l}\left(y_{2}, y_{1}\right) \bar{\Gamma}\right] \\
& +\frac{\gamma}{V^{4}} \sum_{\overrightarrow{x_{i}}, \vec{y}_{i}} \operatorname{Tr}\left[G_{l}\left(y_{1}, x_{2}\right) \Gamma G_{h}\left(x_{2}, y_{2}\right) \bar{\Gamma} G_{l}\left(y_{2}, x_{1}\right) \Gamma G_{l}\left(x_{1}, y_{1}\right) \bar{\Gamma}\right] .
\end{aligned}
$$

They correspond to the direct, box and cross diagrams respectively (Figure 5.3).

## Appendix D

## Renormalization

## D. 1 The renormalization group

The renormalized parameters of the Lagrangian $\left(\bar{g}\right.$ and $\left.\bar{m}_{i}\right)$ are function of the scale $\mu$. However, in renormalizable theories, physical predictions should be independent of this mass scale and therefore satisfy the following renormalization group equation

$$
\frac{\mathrm{d} P}{\mathrm{~d} \mu}=0 \Leftrightarrow\left(\mu \frac{\partial}{\partial_{\mu}}+\beta(\bar{g}) \frac{\partial}{\partial \bar{g}}+\tau(\bar{g}) \bar{m} \frac{\partial}{\partial \bar{m}}-\gamma_{Q}(\bar{g})\right) P(\bar{g}(\mu), \bar{m}(\mu), \mu)=0
$$

where the beta function $\beta$, the anomalous dimension of the mass $\tau$ and the anomalous dimension of the field $\gamma_{Q}$ are respectively defined by

$$
\beta(\bar{g})=\mu \frac{\partial \bar{g}}{\partial \mu} \quad, \quad \tau(\bar{g})=\frac{\mu}{\bar{m}} \frac{\partial \bar{m}}{\partial \mu} \quad, \quad \gamma_{Q}(\bar{g})=\frac{\mu}{2 Z} \frac{\partial Z}{\partial \mu},
$$

and where $Z$ is the wave function renormalization factor.

## D. 2 Perturbative running of the strong coupling and quark masses

The $\beta$ and $\tau$ functions can be computed in perturbation theory (but they are also perfectly well defined non-perturbatively), their expansions read

$$
\beta(\bar{g})=-b_{0} \bar{g}^{3}-b_{1} \bar{g}^{5}-b_{2} \bar{g}^{7}+\mathcal{O}\left(g^{9}\right) \quad, \quad \tau(\bar{g})=-d_{0} \bar{g}^{2}-d_{1} \bar{g}^{4}+\mathcal{O}\left(g^{6}\right),
$$

and the parameters $b_{0}, b_{1}$ et $d_{0}$ are scheme independent (for massless renormalization schemes). One can define the Lambda parameter and the renormalization group invariant mass (RGI) by

$$
\begin{gather*}
\Lambda=\mu\left(b_{0} \bar{g}^{2}\right)^{-b_{1} / 2 b_{0}^{2}} \exp \left(-\frac{1}{2 b_{0} \bar{g}^{2}}\right) \times \exp \left\{-\int_{0}^{\bar{g}(\mu)} \mathrm{d} x\left[\frac{1}{\beta(x)}+\frac{1}{b_{0} x^{3}}-\frac{b_{1}}{b_{0}^{2} x}\right]\right\},  \tag{D.1}\\
M_{i}=\bar{m}_{i}(\mu)\left(2 b_{0} \bar{g}^{2}(\mu)\right)^{-d_{0} / 2 b_{0}} \times \exp \left\{-\int_{0}^{\bar{g}(\mu)} \mathrm{d} x\left[\frac{\tau(x)}{\beta(x)}-\frac{d_{0}}{b_{0} x}\right]\right\} . \tag{D.2}
\end{gather*}
$$

The quantities $\Lambda$ and $M_{i}$ are Renormalization Group Invariant (RGI) and do not depend on the renormalization scale. In particular they satisfy the renormalization group equation (D.3)

$$
\begin{equation*}
\left\{\mu \frac{\partial}{\partial \mu}+\beta(\bar{g}) \frac{\partial}{\partial \bar{g}}+\tau(\bar{g}) \bar{m} \frac{\partial}{\partial \bar{m}}\right\} P=0 . \tag{D.3}
\end{equation*}
$$

The mass $M_{i}$ is also scheme independent but not $\Lambda$. The relationship between $\Lambda$ and $\Lambda^{\prime}$ in two different renormalization schemes is exactly given by the one loop calculation

$$
\Lambda^{\prime}=\Lambda e^{c_{1} /\left(2 b_{0}\right)}
$$

where $c_{1}$ is defined by

$$
\bar{g}^{\prime}=\bar{g}\left(1+c_{1} \bar{g}^{3}+\ldots\right) .
$$

## D. 3 Tables

## Coefficients of the $\beta$ function in the $\overline{M S}$ scheme

The coefficients $b_{0}$ and $b_{1}$ are scheme independent and the other coefficients are given by [102]:
$b_{0}=\frac{1}{(4 \pi)^{2}}\left(11-\frac{2}{3} N_{f}\right)$,
$b_{1}=\frac{1}{(4 \pi)^{4}}\left(102-\frac{38}{3} N_{f}\right)$,
$b_{2}=\frac{1}{(4 \pi)^{6}}\left(\frac{2857}{2}-\frac{5033}{18} N_{f}+\frac{325}{54} N_{f}^{2}\right)$,
$b_{3}=\frac{1}{(4 \pi)^{8}}\left(\left[\frac{149753}{6}+3564 \xi_{3}\right]-\left[\frac{1078361}{162}+\frac{6508}{27} \xi_{3}\right] N_{f}+\left[\frac{50065}{162}+\frac{6472}{81} \xi_{3}\right] N_{f}^{2}+\frac{1093}{729} N_{f}^{3}\right)$,
where $N_{f}$ is the number of active flavours.

## Coefficients of the $\tau$ function in the $\overline{M S}$ scheme

The first coefficient of the quark mass anomalous dimension, $d_{0}$, is scheme independent. The other coefficients are known up to five loops in the $\overline{\mathrm{MS}}$ scheme [198, 103]:
$d_{0}=\frac{8}{(4 \pi)^{2}}$,
$d_{1}=\frac{1}{(4 \pi)^{4}}\left(\frac{404}{3}-\frac{40}{9} N_{f}\right)$,
$d_{2}=\frac{1}{(4 \pi)^{6}}\left(2498-\left[\frac{4432}{27}+\frac{320}{3} \xi_{3}\right] N_{f}-\frac{280}{81} N_{f}^{2}\right)$,
$d_{3}=\frac{1}{(4 \pi)^{8}}\left(\left[\frac{9206110}{162}+\frac{271360}{27} \xi_{3}-17600 \xi_{5}\right]+\left[-\frac{183446}{27}-\frac{68384}{9} \xi_{3}+1760 \xi_{4}+\frac{36800}{9} \xi_{5}\right] N_{f}\right.$
$\left.+\left[\frac{10484}{243}+\frac{1600}{9} \xi_{3}-\frac{320}{3} \xi_{4}\right] N_{f}^{2}+\left[-\frac{664}{243}+\frac{128}{27}\right] N_{f}^{3}\right)$,

$$
\begin{aligned}
d_{4} & =\frac{1}{(4 \pi)^{10}}\left(\frac{99512327}{162}+\frac{46402466}{243} \xi_{3}+96800 \xi_{3}^{2}-\frac{698126}{9} \xi_{4}-\frac{231757160}{243} \xi_{5}+242000 \xi_{6}\right. \\
& +412720 \xi_{7}+N_{f}\left[-\frac{150736283}{1458}-\frac{12538016}{81} \xi_{3}-\frac{75680}{9} \xi_{3}^{2}+\frac{2038742}{27} \xi_{4}+\frac{49876180}{243} \xi_{5}\right. \\
& \left.-\frac{638000}{9} \xi_{6}-\frac{1820000}{27} \xi_{7}\right]+N_{f}^{2}\left[\frac{1320742}{729}+\frac{2010824}{243} \xi_{3}+\frac{46400}{27} \xi_{3}^{2}-\frac{166300}{27} \xi_{4}-\frac{264040}{81} \xi_{5}\right. \\
& \left.\left.+\frac{92000}{27} \xi_{6}\right]+N_{f}^{3}\left[\frac{91865}{1458}+\frac{12848}{81} \xi_{3}+\frac{448}{9} \xi_{4}-\frac{5120}{27} \xi_{5}\right]+N_{f}^{4}\left[-\frac{260}{243}-\frac{320}{243} \xi_{3}+\frac{64}{27} \xi_{4}\right]\right) .
\end{aligned}
$$

## Coefficients in the Schrödinger Functional scheme

The parameters $b_{0}, b_{1}$ and $d_{0}$ are scheme independent, so they are the same in the SF and $\overline{\mathrm{MS}}$ schemes. The parameter $b_{2}$ and $d_{1}$ have been computed respectively in 199 and [200]:

$$
\begin{aligned}
& b_{2}=\frac{1}{(4 \pi)^{3}}\left(0.483(7)-0.275(5) N_{f}+0.0361(5) N_{f}^{2}-0.00175(1) N_{f}^{3}\right) \\
& d_{1}=d_{0}\left(0.0271+0.0105 N_{f}\right) .
\end{aligned}
$$

Finally, the relation between the $\Lambda$ parameter in the SF and $\overline{\mathrm{MS}}$ schemes is 201

$$
\Lambda_{\overline{\mathrm{MS}}}^{(2)}=2.382035(3) \Lambda_{\mathrm{SF}}^{(2)} .
$$

## D. 4 Other conventions

The $\beta$ and $\tau$ functions can be defined in terms of $\bar{\alpha}=\bar{g}^{2} /(4 \pi)$ :

$$
\beta(\bar{\alpha})=\mu^{2} \frac{\mathrm{~d} \bar{\alpha}}{\mathrm{~d} \mu^{2}}=-\sum_{i \geq 0} \beta_{i}\left(\frac{\bar{\alpha}}{\pi}\right)^{i+2} \quad, \quad b_{i}=\frac{\beta_{i}}{\left(4 \pi^{2}\right)^{i+1}},
$$

and

$$
\gamma(\bar{\alpha}) \bar{m}_{i}=\mu^{2} \frac{\mathrm{~d} \bar{m}_{i}}{\mathrm{~d} \mu^{2}}=-\bar{m} \sum_{i \geq 0} \gamma_{i}\left(\frac{\bar{\alpha}}{\pi}\right)^{i+1} \quad, \quad d_{i}=\frac{2 \gamma_{i}}{\left(4 \pi^{2}\right)^{i+1}} .
$$

A different convention to define the RGI mass $\hat{m}$ is also used in ref. [101, the relation between $\hat{m}$ and $M$ is given by

$$
\begin{equation*}
\hat{m}=\lim _{\mu \rightarrow \infty} \bar{m}_{i}(\mu)\left(\frac{\bar{\alpha}(\mu)}{\pi}\right)^{-\frac{\gamma_{0}}{\beta_{0}}}=\left(\frac{1}{8 \pi^{2} b_{0}}\right)^{-\frac{d_{0}}{2 b_{0}}} M \tag{D.4}
\end{equation*}
$$
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[^0]:    1. Here and in the following, Dirac indices are denoted by Greek indices $(\alpha, \beta, \ldots)$ and color by Latin indices $(a, b, c, \ldots)$
[^1]:    1. The conversion factor between fm and MeV is $1 \mathrm{fm}^{-1}=197.327 \mathrm{MeV}$
[^2]:    1. $\mu_{q, c}$ is the quark mass parameter.
[^3]:    2. In addition to the results considered in ref. [185], in this analysis we also included the values of $f_{K} / f_{\pi}$ obtained at $\beta=4.20$.
[^4]:    3. The gauge field configurations with Wilson-Clover action have been produced by the QCDSF Collaboration [191, 192]. See Table 6.2,
    4. Very recently two preliminary studies appeared in refs. [193, 194]. They do not report the numerical values for $m_{D_{(s)}^{\prime}}$ but from the plots provided we could see that their $m_{D^{\prime}}$ is larger than the mass of the state observed at BaBar, 2538(8) MeV.
