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Abstract

Our goal is to assist users in understanding SPARQL query performance, query
results, and derivations on Linked Data.

To help users in understanding query performance, we provide query perfor-
mance predictions based on the query execution history. We present a machine
learning approach to predict query performances. We do not use statistics about
the underlying data for our predictions. This makes our approach suitable for the
Linked Data scenario where statistics about the underlying data is often missing
such as when the data is controlled by external parties.

To help users in understanding query results, we provide provenance-based query
result explanations. We present a non-annotation-based approach to generate why-
provenance for SPARQL query results. Our approach does not require any re-
engineering of the query processor, the data model, or the query language. We use
the existing SPARQL 1.1 constructs to generate provenance by querying the data.
This makes our approach suitable for Linked Data. We also present a user study to
examine the impact of query result explanations.

Finally to help users in understanding derivations on Linked Data, we introduce
the concept of Linked Explanations. We publish explanation metadata as Linked
Data. This allows explaining derived data in Linked Data by following the links of
the data used in the derivation and the links of their explanation metadata. We
present an extension of the W3C PROV ontology to describe explanation meta-
data. We also present an approach to summarize these explanations to help users
filter information in the explanation, and have an understanding of what important

information was used in the derivation.
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CHAPTER 1

Introduction

Contents
1.1 Context . ... ... . i i i i i e 1
1.2 Research Questions . ... ... ... ..., 2
1.3 Contributions . . . . . .. ... L 0 Lo 4
1.4 Thesis Outline . .. ... .. ... ... 0., 5
1.5 Publications. . . . . . .. . . i i i e 7

1.1 Context

The Web is evolving from a Web of Documents to a Web of Data. Thanks to the
W3C Linking Open Data initiative, in the recent years we have seen a sharp growth
of publishing Linked Data from community driven efforts, governmental bodies, so-
cial networking sites, scientific communities, and corporate bodies [Bonatti 2011].
Data publishers from these different domains publish their data in an interlinked
fashion using the RDF data model and provide SPARQL endpoints to enable query-
ing their data, which enables creating a global data space. This presents tremendous
potential for integrating disparate data to support a new generation of intelligent
applications [Schwarte 2011|. Integrating Linked Data by means of querying may
include complex workloads with resource intensive queries. Managing these work-
loads is vital for effective integration of Linked Data. To this end, understanding

query behavior prior to query execution can help users such as knowledge base ad-
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ministrators or application developers in workload management tasks such as con-
figuration, organization, inspection, and optimization [Mateen 2014|. Furthermore,
in the open environment of the Web where heterogeneous Linked Data is exchanged,
integrated, and materialized in distributed repositories behind SPARQL endpoints,
understanding query result derivations is essential to make trust judgments, to val-
idate or invalidate results [Theoharis 2011, Wylot 2014]. Query result explanations
enable this understanding by providing information such as which source triples
contributed to results, how these source triples were combined, and which data sets
these source triples came from. In addition, applications can consume Linked Data,
some of which can be derived by other applications, and reason on their consumed
data to produce results or even produce more Linked Data. In this setting, it is
essential to explain not only the reasoning by the applications but also the deriva-
tions of the consumed data, to help users to understand how results or new Linked
Data were derived. This kind of explanations can become very large when appli-
cations consume a large amount of data or the consumed data has a long chain
of derivations. In this context, providing explanations with details about all the
derivations may overwhelm users with too much information. They may want to
have the ability to focus on specific parts of an explanation, filter information from

an explanation, or get short explanations with important information.

In the next section, we discuss the issues considering the context we provided so

far and identify the research questions.

1.2 Research Questions

The overall research question we address in this thesis is:

RQ. How to assist users in understanding query behavior and results in

the context of consuming Linked Data?
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We break down this question into several sub-questions. First, we address the
problem of understanding query behavior in the context of Linked Data. To enable
query behavior understanding, we aim at providing predicted query performance
metrics to the users. Users such as knowledge base administrators can use this
understanding in use-cases such as effective workload management to meet specific
Quality of Service (QoS) requirements. The research question in this context is as

follows:

RQ1. How to predict query performance metrics on SPARQL endpoints

that provide Linked Data querying services?

Second, we address the problem of providing result explanations to assist users in
understanding result derivations. This improved understanding may lead to better
trust on the system that produces the result. There are two cases for understanding
results in the context of consuming Linked Data: SPARQL query results and results
produced by applications.

For SPARQL query results, the main challenge is to provide explanations for
queries on SPARQL endpoints which are administrated and controlled by external
parties. Hence, re-engineering the underlying data model, the query language, or
the query processor to generate explanation related metadata during the query
processing is not possible in this scenario. In addition, we investigate the impact of
query result explanations in the context of consuming Linked Data. The research

questions concerning these issues are as follows:

RQ2. How to provide explanations for SPARQL query results on

SPARQL endpoints that provide Linked Data querying services?
RQ3. What are the impacts of query result explanations?

For results produced by applications, the main challenge is to provide explana-
tion facilities considering the distributed and decentralized architecture of the Web.

Applications can consume data that are distributed across the Web. The consumed
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data in this context can be also some derived data. We investigate how to provide
explanation in such a scenario — explaining not only the reasoning by the applica-
tions but also the derivations of consumed data. Furthermore, providing detailed
explanations may overwhelm users with too much information — specially the non-
expert users. In this context, the challenge is to summarize explanations to provide

short explanations. Considering these issues, the research questions are as follows:

RQ4. How to provide explanations for results produced by applications

that consume Linked Data?

RQ5. How to summarize explanations for results produced by applica-

tions that consume Linked Data?

1.3 Contributions

We have five major contributions:

e To address the research question RQ1, we present an approach to predict
SPARQL query performance without using statistics about the underlying
data. We learn query performance from previously executed queries using ma-
chine learning techniques. We discuss how to model SPARQL query features
as feature vectors for machine learning algorithms such as k-nearest neighbors
algorithm (k-NN) and support vector machine (SVM). In our experimental
setting, we predict query execution time as a query performance metric with

high accuracy.

e To address the research question RQ2, we present a non-annotation approach
to generate why-provenance for SPARQL query results. We show the feasibility
of our approach by an experiment to generate why-provenance for common
Linked Data queries. We generate SPARQL query result explanations from

the why-provenance of query results.
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e To address the research question RQ3, we present a user study to evaluate
the impact of query result explanations. We conduct the study in a federated
query processing setting for Linked Data. Our study shows that query result
explanations improve users’ user experience — where user experience is defined

as understanding and trust.

e To address the research question RQ4, we present an approach to explain
Linked Data — i.e. explaining distributed reasoning in decentralized fashion.
We present the Ratio4TA' vocabulary and introduce the notion of Linked

Explanations.

e To address the research question RQ5, we present an approach to summarize
explanations for Linked Data. We presented five measures to summarize ex-
planations and evaluate different combinations of these measures. The evalua-
tion shows that our approach produces high quality rankings for summarizing

explanation statements.

1.4 Thesis Outline

This thesis contains a background and state of the art of the related literature, an ap-
proach to SPARQL query performance prediction, an approach to explain SPARQL
query results, a user study to evaluate the impact of query result explanations, an
approach to explain results produced by Linked Data applications, and an approach
to summarize explanations for Linked Data applications. The chapters in the rest

of this thesis are organized as follows:

% Chapter 2 provides a background of the related topics, and the state of the
art on user assistance in querying and user assistance in result understanding.
We identify the research trends in the areas of user assistance in querying and

user assistance in result understanding, and outline the focus of this thesis.

"http://ns.inria.fr /ratiodta/
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% Chapter 3 describes our approach to query performance prediction to assist
users in understanding query behavior on SPARQL endpoints that provide
Linked Data querying services. We present a machine learning approach to
predict SPARQL query performance metrics prior to query execution. We
discuss how to model SPARQL query features as feature vectors for machine
learning algorithms such as k-nearest neighbors algorithm (k-NN) and support
vector machine (SVM). We present an experiment with common Linked Data

queries and discuss our results.

% Chapter 4 describes our approach to explain SPARQL query results. We
present a non-annotation approach to generate why-provenance for SPARQL
query result. We present an experiment with common Linked Data queries
to show the feasibility of our algorithm. We present an explanation-aware
federated query processor prototype and use our why-provenance algorithm to

generate explanations for its query results.

% Chapter 5 describes our user study to evaluate the impact of query result

explanations in the Linked Data federated query processing scenario.

% Chapter 6 describes our approach to explain results produced by applications
that consume Linked Data. We introduce an ontology to describe explana-
tion metadata and introduce the notion of Linked Explanations — publishing

explanation metadata as Linked Data.
% Chapter 7 describes our approach to summarize explanations produced by
applications that consume Linked Data. We discuss our summarization mea-

sures and present an evaluation of our summarization approach.

% Chapter 8 summarizes our contributions and describes our perspectives.
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1.5 Publications

The publications resulted from this thesis are as follows:

Query Performance Prediction

1. Rakebul Hasan and Fabien Gandon. A Machine Learning Approach
to SPARQL Query Performance Prediction. In Proceedings of the
IEEE/WIC/ACM International Conference on Web Intelligence 2014 (WI
2014), August 2014.

2. Rakebul Hasan and Fabien Gandon. Predicting SPARQL Query Performance.
Poster, the 11th Extended Semantic Web Conference (ESWC 2014). May
2014.

SPARQL Query Result Explanation

3. Rakebul Hasan, Kemele M. Endris and Fabien Gandon. SPARQL Query Re-
sult Explanation for Linked Data. In Semantic Web Collaborative Spaces
Workshop 2014 (SWCS 2014), co-located with the 13th International Seman-
tic Web Conference (ISWC 2014), October 2014.

Explanation for Linked Data

4. Rakebul Hasan. Generating and Summarizing Explanations for Linked Data.
In Proceedings of the Extended Semantic Web Conference 2014 (ESWC 2014),
May 2014.

5. Rakebul Hasan and Fabien Gandon. A Brief Review of Explanation in the Se-
mantic Web. In Workshop on Explanation-aware Computing (ExaCt 2012),
co-located with the European Conference on Artificial Intelligence (ECAI
2012), August 2012.

6. Rakebul Hasan and Fabien Gandon. Linking Justifications in the Collabora-

tive Semantic Web Applications. In the Semantic Web Collaborative Spaces
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Workshop 2012 (SWCS 2012), co-located with the 21st International World
Wide Web Conference 2012 (WWW 2012), April 2012.

Doctoral Symposium

7. Rakebul Hasan. Predicting SPARQL Query Performance and Explaining
Linked Data. In PhD Symposium of the Extended Semantic Web Confer-

ence 2014 (ESWC 2014), May 2014.
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2.1 Introduction

In this chapter, we review the topics required for the background knowledge for
this thesis and provide a state of the art review of the related literature. We first
provide a brief history of the evolution of the Web. Second, we discuss the Linked
Data principles with a focus on publishing and consuming Linked Data. Third,
we review the literature on user assistance in querying. Furthermore, we review
the literature on user assistance in understanding results. Finally, we discuss the

research trends and challenges, and the focus of this thesis.

2.1.1 Publication

We published the result of this chapter as a full research (survey) pa-
per [Hasan 2012b| in the Explanation-aware Computing Workshop 2012 (ExaCt

2012) at European Conference on Artificial Intelligence 2012 (ECAI 2012).

2.2 From the Web of Document to the Web of Data

The Web has evolved from its early days of the Web of Documents to the modern
Web of Data. Tim Berners-Lee in his original proposal of the “World Wide Web”
(WWW) |Berners-Lee 1990] introduced WWW as a hypertext application to cross-
link documents all over the world using the Internet. The basic idea of the WWW
is that a client application called the Web browser can access a document in another
computer by sending a message over the Internet to a Web server application. In
response to a client’s access request message, the Web server sends back a repre-
sentation of the document — written in the Hypertext Markup Language (HTML).
HTML allows adding hyperlinks to other documents at different locations on the
Web. The location of a Web document (Web page) is named using a Universal
Resource Locator (URL). When a user clicks on a hyperlink, the Web browser sends

a message to the Web server at the IP address associated with the URL, requesting



2.2. From the Web of Document to the Web of Data 11

a representation of the HTML document at the given location from the Web server.
The Web server sends back the HTML source code of the requested document and
the browser displays it to the user. A turning point for the WWW was the in-
troduction of the Mosaic web browser!' in 1993. It could display both textual and
graphical contents. This lead to a rapid growth of the usage of the WWW. In the
core of the notion of the WWW is the idea of an open community: anyone can
say anything about any topic (known as the AAA slogan). This openness led to
the wider adaption and development of the Web with a comprehensive coverage of
topics. However, during the early phases of the WWW, most Web documents were
static — with no option for the users to contribute to the content of the documents.

As Simperl et al [Simperl 2013] describe, the second phase of WWW develop-
ment began around 2000 with the introduction of technologies for allowing users to
interact with the Web pages and contribute to their contents. This lead to the de-
velopment and adaptation of a wide range of social websites including blogs, wikis,
product reviews, and crowdsourcing. The Web users, previously consumers of the
Web contents, became prosumers capable of contributing to the contents of the Web.
With this, the AAA slogan became even more prevalent.

In 2001, Berners-Lee et al. [Berners-Lee 2001] proposed a further development
of the Web called the Semantic Web. They pointed out that the existing Web was
not usable by computer applications the same way they are usable by people. For
example, a person can look at different Web pages providing textual information
on flight schedules, hotels, weather, and so on, and plan a trip. However, reliably
extracting such information from text-based Web pages is hard for computer appli-
cations. The main aim of the Semantic Web is to support a distributed Web of data
rather than a distributed Web of documents. This means that instead of having
one Web document link to another Web document, one data item can link to an-
other data item using different types of relations. This enables content providers to

publish human-readable Web documents along with machine-readable description

"http://www.livinginternet.com/w/wi_mosaic.htm
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of the data. With this vision, the Semantic Web initiative resulted in standards for
publishing data on the Web and consuming those data to allow computer applica-
tions to combine data from different sources the same way a person can combine
information from different textual Web pages to perform a task.

In 2006 Berners-Lee proposed a set principles [Berners-Lee 2006a] — known as
the Linked Data principles — for publishing data on the Semantic Web. This resulted
in a sharp growth of published data on the Semantic Web following the Linked Data

principles — from 2 billion triples in 2007 to over 30 billion triples in 2011.

2.3 Linked Data

The term Linked Data refers to a set of best practices — proposed by Berners-Lee
in his Web architecture note Linked Data [Berners-Lee 2006a] — for publishing and
interlinking data on the Web [Heath 2011|. The basic idea of Linked Data is to use
the Web architecture to share Semantic Web data. Before discussing the Linked
Data principles, we briefly introduce the RDF data model for representing data on
the Semantic Web and the SPARQL query language to query data on the Semantic
Web. For a more detailed introduction to RDF and SPARQL, we refer the readers
to the cited W3C specification documents [RDF 2014a, SPA 2013b].

2.3.1 RDF

The Resource Description Framework (RDF) data model is a W3C recom-
mended standard for representing information about resources on the World Wide
Web [RDF 2014a]. RDF is a graph-based data model where vertices represent enti-

ties and edges represent relationships between entities.

Definition 1 (RDF graph) Let I be the set of IRIs, L be the set of literals, and
B be the set of blank nodes. An RDF triple (s,p,0) is a member of the set (I UB) X
I x (IULUB). An RDF graph is a set of RDF triples. For an RDF triple (s,p,0),
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the element s is called subject, the element p is called predicate, and the element o

1s called object.

2.3.2 SPARQL

SPARQL is the W3C recommended query language for RDF. As the SPARQL 1.1
specification describes [SPA 2013b|, SPARQL query solving is based on graph pat-
tern matching. SPARQL queries allow specifying sets of triple patterns known as
basic graph patterns. Triple patterns are similar to RDF triples but the subject,
predicate, and object can be variables. A basic graph pattern may match a sub-
graph from the RDF data and substitute the variables by RDF terms from the
matched subgraph. The native SPARQL query engines perform a series of steps to
execute a query [SPA 2013b|. First, parsing the query string into an abstract syntax
form. Next, transforming the abstract syntax to SPARQL abstract query. Finally,

optimizing and evaluating the SPARQL abstract query on an RDF data set.

Definition 2 (SPARQL abstract query) A SPARQL abstract query is a tuple
(E, DS, QF) where E is a SPARQL algebra expression, DS is an RDF data set, QF

s a query form.

The algebra expression E is evaluated against RDF graphs in the RDF data set
DS. The query form QF (SELECT, CONSTRUCT, ASK, DESCRIBE) uses the
solutions from pattern matching to provide result sets or RDF' graphs. The alge-
bra expression F includes graph patterns and operators such as FILTER, JOIN,
and ORDER BY 2. SPARQL allows forming graph patterns by combining smaller
patterns: basic graph patterns, group graph patterns, optional graph patterns, al-
ternative graph patterns, and patterns on named graphs. A basic graph pattern

contains a set of triple patterns.

Definition 3 (Triple pattern) A triple pattern is a member of the set: (T'UV') x
(IUV)x (TUV). The set of RDF terms T is the set I UL U B. The set V is the

2 Algebra operators: http://www.w3.org/TR/sparqlil-query/#sparglAlgebra


http://www.w3.org/TR/sparql11-query/

14 Chapter 2. Background and State of the Art

set of query variables where V is infinite and disjoint from T .

A group graph pattern combines all other types of graph patterns. An optional graph
pattern contains a graph pattern which is optional to match for a query solution.
Alternative graph patterns provide a means to take union of the solutions of two or
more graph patterns. Patterns on named graphs provide a means to match patterns
against selected graphs when querying a collection of graphs. The outer-most graph
pattern in a SPARQL query is known as the query pattern. A query pattern is a

group graph pattern.

2.3.3 The Linked Data Principles

The Linked Data principles were proposed by Berners-Lee in his Web architecture

note Linked Data [Berners-Lee 2006a]. The principles are the following:
1. Use URIs as names for things.
2. Use HTTP URIs, so that people can look up those names.

3. When someone looks up a URI, provide useful information, using the standards

(RDF, SPARQL).
4. Include links to other URISs, so that they can discover more things.

The first principle advocates using URIs to identify real world objects (e.g. peo-
ple, places, and cars) and abstract concepts (e.g. relationships between objects, the
set of all red cars, and the color red). The second Linked Data principle advocates
combining the use of HI'TP — the universal access mechanism of the Web — and
URIs to enable dereferencing the URIs of objects and abstract concepts over the
HTTP protocol to retrieve descriptions of the objects and abstract concepts. The
third Linked Data principle advocates the use of a single data model (RDF) for pub-
lishing data to enable different applications to process the data. In addition, data

providers may provide access to their data via SPARQL endpoints. This enables



2.3. Linked Data 15

providing search APIs over their data sets. The fourth principle advocates linking
any type of things using their URIs. For example, a link may be created between
a person and a place. This is analogous to hyperlinks in the Web of documents.
However, the links are typed relationships in Linked Data. This enables creating a
global data space as the URIs may refer to descriptions of things hosted in different

Web servers distributed across the Web.

Indeed, many data publishers have adopted these principles to publish their data
on the Web. An important development in this context is the W3C Linking Open
Data (LOD) initiative® which promotes publishing open data sets as Linked Data
— known as the LOD cloud. Figure 2.1 shows the LOD cloud diagram?. It shows
the data sets that have been published as Linked Data by the contributors of the
Linking Open Data project and other individuals and organizations, as of September
2011. A node in this diagram represents a distinct data set. An arc from a data
set to another data set indicates that there are RDF links from the data set to
the other data set. A bidirectional arc between two data sets indicates that there
are outward links between both data sets. Larger nodes correspond to a greater
number of triples. Heavier arcs represent a greater number of links between two
data sets. As of September 2011, the LOD cloud contains 295 data sets classified

into 7 domains totaling 31,634,213,770 triples altogether®.

2.3.4 Publishing Linked Data

Publishing Linked Data requires adopting the Linked Data principles we discussed
in Section 2.3.3. Heath and Bizer [Heath 2011] discuss the design considerations
for preparing data to publish them as Linked Data and serving Linked Data for

consumers. We outline them in this section.

Shttp://www.w3.org/wiki/SweolG/TaskForces/CommunityProjects/LinkingOpenData

4 Attribution: “Linking Open Data cloud diagram, by Richard Cyganiak and Anja Jentzsch.
http://lod-cloud.net/”

*http://lod-cloud.net/state/


http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
http://lod-cloud.net/
http://lod-cloud.net/state/
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Figure 2.1: Linking Open Data cloud diagram.
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2.3.4.1 Design Considerations

Heath and Bizer break down the design considerations for preparing data to publish
as Linked Data into three areas: naming things with URIs; describing things with

RDF; and making links to other data sets.

Naming Things with URIs. The first Linked Data principle advocates using
URIs as names for things. These things can be real-world objects such as
a person, a place, a building, or more abstract concepts such as a scientific
concept. Names for these things make it possible to refer to each of them. The
second Linked Data principle advocates using HT'TP URIs to enable names to
be looked up by any HTTP client. Using HTTP URIs as names means that
a data publisher chooses part of an http:// namesapce that he/she controls —
possibly by owning the domain name, running a Web server for the domain
name, and minting URIs in this namespace for naming things. To promote
linking to a data set, data publishers follow some simple rules for minting sta-
ble and persistent URIs. First, a data publisher should not use a namespace
on which he/she does not have control — to enable URI dereferencing. Second,
URIs should not include implementation details that may change over time.
Finally, creating URIs based on keys that are meaningful in the domain of a
data set — e.g. using the ISBN as part of the URI for a book rather than using

its internal database key.

Describing Things with RDF. The third Linked Data principle advocates pro-
viding useful information when someone looks up a URI. RDF provides an
abstract data model for describing resources using triples in a data set. RDF
does not provide domain specific terms for describing real world objects
and their relationships. For this, taxonomies, vocabularies, and ontologies
are used. These taxonomies, vocabularies, and ontologies are expressed in

SKOS (Simple Knowledge Organization System) [SKO 2009], RDFS (RDF
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Schema) [RDF 2014c|, and OWL (Web Ontology Language) [OWL 2014].
SKOS allow expressing conceptual hierarchies, known as taxonomies. RDFS
and OWL allows describing conceptual models using classes and properties.
Furthermore, it is desirable to reuse terms from existing vocabularies. This
makes it easier for applications — which are tuned to well known vocabularies
— to consume data. When someone dereference the URI for a resource, the

related triples for that resource are provided in the response.

Making Links to Other Data Sets. It is essential to create links within and be-
tween data sets to ensure every resource in a data set is discoverable, and that
it is well integrated with the Web. It is important that external data sets
link to the resources in a new data set published as Linked Data. This allows
crawlers and applications to discover newly published data sets. However,
third parties owning the external data sets may need convincing about the
value of linking to a new data set. DBpedia® can be considered as an example
of this which allows third parties to include triples with links to their data
sets. It is equally important that a new data set links to resources in external
data sets. This enables discovering additional data about resources in external
data sets by dereferencing their URIs. In addition, those external data sets
may include links to some resources in other external data sets, which leads

to discovering even more data.

2.3.4.2 Serving Linked Data

The primary mechanism to serve Linked Data is by making URIs defererenceable.
In addition, a large number of Linked Data publishers provide SPARQL endpoints

for directly querying the data.

Making URIs Defererenceable. HI'TP URIs are naturally dereferenceable.

HTTP clients can look up a HI'TP URI and retrieve the description of the

Shttp://dbpedia.org/
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resource that the URI identifies. This mechanism applies to HT'TP URIs that
identify classical HTML documents, as well as HI'TP URIs that identify real-
world objects and abstract concepts in the Linked Data context. Resource de-
scriptions are embodied in the form of Web documents. The common practice
is to represent the descriptions for human consumption as HTML and the de-
scriptions for machine consumption as RDF data. In fact, data publishers use
different URIs to identify a real-word object and the document that describes
it, to eliminate ambiguity. This allows making separate statements about an
object and about the document that describes it. Different representations of
resources are achieved using HTTP content negotiation [Fielding 1999]. The
basic idea of content negotiation is that HTTP clients indicate the types of
documents they prefer in HT'TP headers of each request. Servers select the ap-
propriate representation for the response of a request by inspecting the HT'TP

header of the request.

SPARQL Endpoints. A SPARQL endpoint is a SPARQL query service via HT'TP
that implements the SPARQL Protocol [SPA 2013a]. The SPARQL Protocol
defines how to send SPARQL queries and update operations to a SPARQL
service via HTTP. It also specifies the HT'TP responses for a SPARQL query
and an update operation. Public SPARQL endpoints serving Linked Data
usually do not support the SPARQL update operation. A large fragment
of Linked Data is served using SPARQL endpoints. As of September 2011,
68.14% of the data sets (201 out of 295 data sets) in the LOD cloud’ provide
SPARQL endpoints.

2.3.5 Consuming Linked Data

In this section, we outline the aspects related to consuming Linked Data discussed

by Heath and Bizer [Heath 2011]. Data published as Linked Data becomes part of

"http://lod-cloud.net/state/#access
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a global data space. In general, applications use Linked Data from this global data

space exploiting the following properties:

Standardized Data Representation and Access. Linked Data is published in
a self-descriptive manner, using a standardized data model and standardized
data access mechanisms. In comparison to Web 2.0 APIs, data integration

becomes easier for Linked Data.

Openness of the Web of Data. The inherently open architecture of Linked
Data enables new data source discovery at runtime — automatically discov-

ering new data sources as they become available.

2.3.5.1 Linked Data Applications

Heath and Bizer classifies the current generation of Linked Data applications into

two categories: generic applications and domain-specific applications.

Generic Linked Data applications. Generic Linked Data applications process
data from any domain. Examples of generic Linked Data applications are:
Linked Data browsers and Linked Data search engines. Traditional Web
browsers allow users to navigate between HTML Web pages by following hy-
perlinks. Similarly, Linked Data browsers allow users to navigate between
data sources by following links of RDF resources. In this way, a user can begin
navigation in one data source and may progressively traverse the Web of Data
by following links of RDF resources. Examples of Linked Data browsers in-
clude Disco®, Tabulator? [Berners-Lee 2006b]|, and LinkSailor!?. Linked Data
search engines crawl Linked Data from the Web, and provide query inter-
faces over the aggregated data. Examples of Linked Data search engines in-

clude Sig.ma!! [Tummarello 2010], Falcons'? [Cheng 2009], and Semantic Web

Shttp://wifo5-03.informatik.uni-mannheim.de/bizer/ngdj/disco/
%http://mes.github.io/marbles/

Ohttp://linksailor.com/nav

"http://sig.ma/
2http://iws.seu.edu.cn/services/falcons/documentsearch/
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Search Engine (SWSE)!? [Harth 2008]. The aim of these services is to pro-
vide crawling and indexing infrastructure for Linked Data applications — so
that each application does not have to implement them. Services with slightly
different emphases include Sindice! [Tummarello 2007] which provides access
to documents containing instance data; and Swoogle!® and Watson'¢ which

provide query interfaces to find ontologies.

Domain-specific applications. There are various Linked Data applications cov-
ering specific user communities. The websites data.gov!” and data.gov.uk!'®
provide lists of Linked Data applications which combine and visualize govern-
ment data to increase government transparency. dayta.me!® and paggr?® are
examples of Linked Data applications for personal information management
and recommendation. Talis Aspire?! [Clarke 2009] is an example of Linked
Data application for education domain which helps users to create and manage
learning materials. Other examples of domain-specific Linked Data applica-
tions include DBpedia Mobile?? [Becker 2009] for tourism domain; NCBO Re-
source Index?? and Diseasome Map?? for Life Science domain; and Researcher

Map?® for social networks domain.

2.3.5.2 Architecture of Linked Data Applications

Heath and Bizer discuss three architectural patterns for Linked Data applications:

the crawling pattern, the on-the-fly dereferencing pattern, and the query federation

Bhttp://www.suse.org/

Ypttp://sindice.com/

Bhttp://swoogle . umbc . edu/
http://kmi-web05.open.ac.uk/0Overview.html
"http://www.data.gov/communities/node/116/apps
Bhttp://data.gov.uk/apps

Yhttp://dayta.me/

Onttp://paggr.com/

2http: //www.w3.org/2001/sw/sweo/public/UseCases/Talis/
2nttp://wiki.dbpedia.org/DBpediaMobile
Znttp://bioportal .bioontology.org/resources
*nttp://diseasome.eu/map.html
nttp://researchersmap.informatik.hu-berlin.de/
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http://data.gov.uk/apps
http://dayta.me/
http://paggr.com/
http://www.w3.org/2001/sw/sweo/public/UseCases/Talis/
http://wiki.dbpedia.org/DBpediaMobile
http://bioportal.bioontology.org/resources
http://diseasome.eu/map.html
http://researchersmap.informatik.hu-berlin.de/
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pattern.

The Crawling Pattern. This pattern mimics the crawling pattern of classical
Web search engines. Applications first crawl the Web of Data by traversing
links of RDF resources, then they integrate and cleanse the crawled data, and
provide and integrated view of the crawled data. The advantages of the crawl-
ing pattern is twofold: new data is discovered at run-time and complex queries
over the large amount of integrated data can be executed with a reasonable
performance. The disadvantage of the crawling pattern is that applications

need to replicate the data locally and they often work with stale data.

The On-The-Fly Dereferencing Pattern. A typical use-case for this pattern is
implementing a Linked Data browser application. The applications that im-
plement this pattern dereference URIs and follows RDF resource links the
moment they require the data. The advantage of this pattern is that appli-
cations always process fresh data. The disadvantage of this pattern is that
complex operations might require dereferencing a large number of URIs and

hence they are slow.

The Query Federation Pattern. The applications that implement this pattern
directly send queries (or parts of queries) to a fixed set of SPARQL endpoints
— therefore this pattern can be only implemented if the data sources provide
SPARQL endpoints in addition to dereferenceable URIs. The advantage of
this pattern is that applications do not need to replicate the data locally and
hence they always process fresh data. A major problem in this pattern is
that finding efficient query execution plans over large number of SPARQL
endpoints is difficult — causing significant downgrade in performance when the
number of SPARQL endpoints grows. Therefore, this pattern is suitable for

scenarios where the number of data sources — SPARQL endpoints — is small.
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2.4 User Assistance in Querying

Assisting users in querying has been studied from different point of views. Stojanovic
et al. [Stojanovic 2004] propose a query refinement approach to help users refine
queries according to their needs in a step-by-step fashion. The authors argue that
this approach is suitable for modeling information retrieval tasks on ontology based
systems. Nandi et al. [Nandi 2007| present an automatic query completion approach
for relational and XML databases to help users construct queries without prior
knowle