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A B S T R A C T

Technological advances achieved over the past decade in the fields of microsystems
and wireless communications have enabled the development of small size and low
cost sensor nodes equipped with wireless communication capabilities able to es-
tablish a wireless sensor network (WSN). Each sensor node is typically equipped
with one or several sensing unit, a data processing unit, a wireless communication
interface and a battery. The challenges raised by WSNs has lead to the emergence
of a new research domain which focuses on the study and deployment of such a
networks in order to offer the required remote monitoring and control solutions
for complex and unreachable environment. WSNs have found application in a
wide range of different domains, including home and structural health monitor-
ing, military surveillance, and biomedical health monitoring. These applications
usually impose stringent constraints on the WSN lifetime which is expected to last
several years. To reach this objective, it is necessary to reduce the overall energy
consumption of the sensor node and to find an additional source of energy as well.
To address the last point, energy harvesting from the environment seems to be a
an efficient approach to sustain WSNs operations. However, energy harvesting
devices, which must also be small, are usually unable to ensure a continuous op-
eration of sensor nodes. Thus, it is necessary to adapt the WSN consumption and
activity to the low and unpredictable energy scavenged. The work presented in this
thesis focuses on the issue of simulation and power consumption of autonomous
sensor nodes. We have first developed, HarvWSNet, a co-simulation framework
combining WSNet and Matlab that provides adequate tools to accurately simulate
heterogenous protocols (based on discrete-time events) and energy harvesting sys-
tems (based on continuous-time events). We have demonstrated that HarvWSNet
allows a rapid evaluation of energy-harvesting WSNs deployment scenarios that
may accelerate the time-to-market for these systems. Thanks to the accurate energy
models (battery, supercapacitor, etc.) implemented in this platform, we have stud-
ied and evaluated a large scale deployment of solar and wind energy-harvesting
WSNs. Our second contribution focuses on the implementation of energy-aware re-
configuration strategies in the radio transceiver which is usually considered as the
most energy hungry component in a sensor node. These strategies are intended to
reduce the excessive power consumption of the radio transceiver when the channel
conditions are favorable. To this end, we have a new simulation framework called
EnvAdapt (based also on WSNet) dedicated to the evaluation of reconfigurable
radio transceivers for WSNs. In EnvAdapt, we have implemented the required
radio transceiver behavioral and power consumption models that allows the eval-
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uation of the impact of radio transceiver reconfiguration on the communication
performance and lifetime of WSNs.

R É S U M É

Les progrès technologiques accomplis durant ces dernières décennies dans les
domaines des microsystèmes et des radiocommunications nous permettent de
réaliser des composants communicants miniaturisés à faible coût afin de constituer
des réseaux de capteurs sans fil. Typiquement, chacun de ces composants intègre
une ou plusieurs unités de mesures (capteur), une unité de traitement de don-
nées, une unité de communication radio et une batterie. De ce fait, un nouveau
domaine de recherche s’est créé pour étudier le déploiement de ces réseaux afin
d’offrir des solutions de surveillance et de contrôle à distance, notamment dans
des environnements complexes ou inaccessibles. Les domaines d’application de
ces capteurs sont très variés, allant de la domotique au militaire en passant par le
médical et les infrastructures civiles. Souvent, ces applications impliquent des con-
traintes sévères en terme d’autonomie qui idéalement devrait atteindre plusieurs
dizaines d’années. Pour atteindre cet objectif, il est à la fois nécessaire de réduire
la consommation énergétique du nœud capteur et de trouver d’autres solutions
d’alimentation en énergie pour le nœud. Pour adresser ce deuxième point, la
récupération d’énergie à partir de l’environnement (solaire, vibratoire, thermique,
etc.) semble représenter une solution idéale pour alimenter un noeud capteur,
bien que celui-ci doive s’adapter aux faibles quantités d’énergie récupérées par
ces systèmes, ainsi qu’à leurs variations et intermittences. Ces travaux de thèse
s’intéressent donc à la problématique de la simulation et de la réduction de la
consommation des nœuds de capteurs sans-fil et autonomes en énergie. Dans
un premier temps, nous avons développé la plateforme HarvWSNet, un environ-
nement de co-simulation alliant le simulateur de réseaux WSNet et Matlab perme-
ttant ainsi la modélisation précise et la simulation hétérogène des protocoles de
communication (typiquement à évènements discrets) et des systèmes de récupéra-
tion d’énergie (qui possèdent typiquement un comportement à temps continu).
Nous avons démontré que cette plateforme permet de réaliser très rapidement des
études de pré-prototypage de scénarios applicatifs de déploiement et ainsi réduire
le temps de conception de ces nouvelles technologies. Grâce à la modélisation pré-
cise des éléments du système de récupération d’énergie (batterie, supercapacité,
etc.) permise par cette plateforme, nous avons étudié et évalué la durée de vie de
déploiements à large échelle de réseaux de capteurs alimentés par des systèmes
de récupération d’énergie (solaire et éolien). La deuxième contribution de cette
thèse concerne l’étude et l’implémentation de stratégies de reconfiguration dans
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l’interface de communication radio, qui est souvent la principale source de con-
sommation d’énergie d’un capteur, afin de permettre au nœud et/ou au réseau de
minimiser sa consommation lorsque le bilan de liaison RF est favorable. A cette fin,
nous avons proposé une approche originale grâce au développement d’un simula-
teur de réseau dédié, EnvAdapt (basé sur WSNet). Dans cette nouvelle plateforme,
des modèles de consommation des différents blocs du transceiver radio et des al-
gorithmes de reconfiguration ont été implémentés afin d’étudier l’impact de la re-
configuration des performances de la radio sur la qualité de service et l’autonomie
d’un réseau de capteurs.
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1
M O T I V AT I O N , A N D C O N T R I B U T I O N S O F T H E T H E S I S

The beginning of the 90th was marked by the appearance of the internet as we
know it today. The deployment of this heavy network contributed to the modifi-
cation of our life positively. In the 2000, we assisted to the emergence of the web
2.0 and social networks. This internet targeting the "connection of humains" repre-
sents a natural extension of internet in humain life. Y ears later, the idea of connect-
ing everyday obj ects appeared naturally. This concept was mostly catalyz ed by the
achievements of semiconductor industry with the miniaturiz ation of integrated
circuits.

In 2005, the ITU ( International Telecommunication Unit) published a compre-
hensive report on the "Internet of Things" ( IoT) and its expansion to real world
and to obj ects from technical, economical and ethical views [ 1] . The main aim of
the IoT is to integrate everyday obj ects that surround us to the virtual world of in-
formation technology and make them a proactive actors of the internet. Figure 1.1
shows the new "Any THING" axis where the thing- to- thing and Human- to- Thing
connectivity is added to complete the Human- to- Human and Human- to- Machine
interaction. This axis clearly opens up a new services opportunities and new infor-
mation sources that will be introduced in the connected network.

Figure 1.1: The ITU view of the new telecommunication environment [ 1] .
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1.1 motivation

1.1 motivation

IoT technology is expected to be a major growth field for both the semiconductor
and internet markets. Such technology is expected to improve the productivity,
efficiency, and security of various applications in our society [22]. Moreover, and
more importantly, one of the most crucial building block of the IoT paradigm is
wireless sensor networks (WSN) which consists of unattended nodes that sense the
environment, collect data measurements, and relay them to a management entity.
The major challenge facing the vision of IoT is to build large-scale autonomous
WSNs that will interact with the objects and cloud services. In fact, WSNs are
inherently resource-constrained components with a limited computational power,
limited amount of memory, and short communication and sensing ranges [23]. All
these constraints are often due to the limited storage capacity of a sensor node.
The evolution of battery technologies is unable to follow the increasing process-
ing and communication requierment of battery power devices such as WSNs. As
shown in Figure 1.2, there exists a huge gap between the energy density resulting
from battery technology evolution, and the increasing energy requirements of pro-
cessing devices. A major challenge therefore is to find another source of energy
that can sustain sensor node operations such as energy harvesting.

has reached its capacity limit, lithium
ion continues to make small gains.
Although lithium ion has not yet hit the
theoretical capacity limit, the industry
consensus is that future gains will be
unlikely to close the power gap. The
limitations in the overall performance
of lithium batteries depend on the
intrinsic performances of the materials
(anode, cathode, and electrolyte) and
the technology aspects (material pro-
cessing, electrode fabrication, and
battery conception), taking into con-
sideration of the environment of each
material in the complete cell.

Lithium batteries are barely ade-
quate for many of the demanding
applications. Further performance
enhancements are expected to be
incremental. The path to these im-
provements is through improved ma-
terials, safety, and control electronics.
The scale-up to large format batteries
with capacities of the hundreds of Wh
and KWh will need enhanced safety
and packaging. While for small bat-
teries the built-in safety measures are
proven and well established, the
requirements for notebook computers,
power tools, and automotive applica-
tion need to be reaffirmed and ensured.
A more desirable approach will be to
build in safety with materials engineer-
ing and not to depend exclusively on

safety electronics. Further advances are
needed in engineering suitable safe
materials systems without degrading
other battery parameters.

Materials dictate the performance
of portable energy sources. New
materials hold the key to fundamental
advances in energy conversion and
storage. Nanostructured materials are
becoming increasingly important for
electrochemical energy storage. Na-
nomaterials in particular offer unique
properties as electrodes and electro-
lytes for lithium batteries. There are
several potential advantages associat-
ed with the development of nanoelec-
trodes for lithium batteries including
the better accommodation of the
strain of lithium insertion/removal,
improving cycle life, higher electrode/
electrolyte contact area leading to
higher charge/discharge rates, short
path lengths for electronic and lithi-
um ion transport leading to higher
power, and new reactions not possible
with bulk materials. Progress in lith-
ium batteries relies as much on im-
provements in the electrolyte as it
does on the electrodes. Solid polymer
electrolytes represent the ultimate in
terms of desirable properties for
batteries. The most desirable polymer
electrolytes are those formed by
solvent-free membranes. The poor

ionic conductivity of these materials
at room temperature has prevented
them from realizing their otherwise
high promise. Though nanostructured
materials offer a variety of advantages,
the challenge lies in mitigating unde-
sirable electrode/electrolyte reactions
(due to high surface area) and finding
easy and economically viable synthe-
sis methods (as they are complex at
present).

There are few alternatives for
rechargeable batteries for portable
electronics. Likely alternatives in-
clude fuel cells and thin-film bat-
teries. Unlike batteries, fuel cells are
energy conversion devices. Projected
specific energy and volumetric density
for fuel cells are on par or superior to
rechargeable batteries. While proton
exchange membrane fuel cells are
widely used in large capacity applica-
tions, significant miniaturization of the
fuel cell and associated components will
be needed for their use in portable
electronics. There have been large-
scale investments in fuel cell related
research, which should accelerate
development of fuel cell technology
for portable electronics. Another area
that has witnessed significant recent
activities is thin film rechargeable
lithium batteries. Thin film batteries
are solid-state devices with high energy
density and cycle life. They use similar
materials and chemistry found in
lithium ion batteries, but utilizes thin
film processing and integrated solu-
tions to bring these to the substrate
level. However, the technology has not
yet reached into high volume manu-
facturing. Despite the tremendous
advances in fuel cells and thin-film
batteries, there are no near-term
solutions for the worsening energy gap.

Battery technology has become a
critical bottleneck in determining the
overall performance of portable elec-
tronics. Efficient power management
techniques, battery efficient architec-
tures, and the integration of low
power drain components have become
important aspects of mobile systems
design. The increasingly widening gap
requires a paradigm shift in the way
portable energy systems are viewed. h

Fig. 1. Relative improvement in the energy density of lithium ion batteries versus the
areal density of hard disk drives and the number of transistors in Intel microprocessors
(Data from Intel Corp, Matsushita Batteries, and Hitachi Storage Technologies).
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Vol. 95, No. 11, November 2007 | Proceedings of the IEEE 2107

Figure 1.2: Relative improvement in the energy density of lithium ion batteries vs. the
areal density of hard disk drives and the number of transistors in Intel micro-
processors [2].

A typical sensor node such as eZ430-RF2500 [24] can last about 3 years on two
AA batteries for a communication duty cycle of 1s. In real life applications, sensor
nodes are required to last more than 15 years without service interruption. The
energy consumption in sensor nodes is shared between the following components:
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1.2 thesis contributions

(1) consumption due to sensor transducer, (2) consumption due to microcontroller
processing, and, finally, (3) consumption due to the radio transceiver. The most
energy hungry component in a sensor node is the radio transceiver, for example,
Hill et al. [25] found that each bit transmitted by a sensor node consumes about as
much power as executing 800 to 1000 instructions.

1.2 thesis contributions

The work presented in this thesis manly focuses on the lifetime issue of WSNs.
With regard to the previously mentioned challenges facing the proliferation of
WSNs and IoT, we describe in the following the main contributions of this thesis.

• Contribution 1: Simulation of Energy Harvesting WSNs - Chapter 3

In order to evaluate the deployment scenarios of energy harvesting sensor nodes,
we propose, HarvWSNet, a co-simulation framework based on WSNet and MAT-
LAB that provides adequate tools for evaluating energy-harvesting WSNs lifetime.
The framework allows for the simulation of multi-node network scenarios while in-
cluding a detailed description of each node’s energy harvesting and management
subsystem, and its time-varying environmental parameters.

• Contribution 2: Power-Reconfigurable Transceiver for WSNs - Chapter 4

Wireless transceivers must perform adequately when the channel conditions are
in worst case. However, when signal and interference conditions are favorable,
the transceiver may consume more energy than required. Therefore, a recon- fig-
urable transceiver (transmitter + receiver), able to adjust its corresponding power
consumption to the time-varying signal and interference conditions, could have a
decisive impact on the lifetime of the sensor node. In this chapter, we propose a
reconfigurable transceiver model whose purpose is to enable the study of recon-
figuration strategies for future environment- and energy-aware WSNs. The model
used are based on Figure of Merits of measured circuits and can easily be im-
plemented in a wireless network simulation in order to validate the value of a
reconfigurable architecture in real-world deployment scenarios.

• Contribution 3: EnvAdapt Simulation Framework for Power Reconfigurable

Transceivers - Chapter 5

We propose, EnvAdapt, a simulation framework for WSN, implementing the
required models and reconfiguration strategies for tunable transceivers. The main
objective of this framework is to evaluate the transceiver reconfiguration strategies
and their impact on WSNs lifetime with respect to the channel models and other
network protocols algorithms of the MAC and routing layers.
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2.1 introduction

With the recent advances achieved over the last decade in highly integrated micro-
electronics, sensors and actuators, and low power wireless communication tech-
nologies, wireless sensor networks (WSN) have gained significant interest from
both academic and industrial communities due to their potential to monitor and
control the physical world from remote locations which can be difficult to reach.

Wireless sensor networks (WSN) have an enormous potential for changing in-
dustry function, enhancing people’s daily lives, and monitoring ecological envi-
ronment. They have already been used in a wide variety of applications such as in-
dustrial machine and process control, building and facility automation, fire rescue
and medical monitoring, wild life tracking and agriculture monitoring. However,
implementing such networks remains a challenging task due to hard requirements
in terms of data processing and transmission capabilities as well as computational
power and energy resources.

In this chapter, we present a general state of the art related to the major topics
covered by this thesis: application domains of WSNs, energy-harvesting technolo-
gies and power consumption issues in WSNs.

5



2.2 history of wsns and related applications

2.2 history of wsns and related applications

To understand the requirements and tradeoffs of WSNs, it is helpful to briefly ex-
amine their origin and history. The early research and development in WSNs was
initially driven by military applications. The first development of WSNs started
at around 1980 by the Distributed Sensor Networks (DSN) program at the De-
fense Advanced Research Projects Agency (DARPA) in the USA [26]. This research
program explored the challenges involved in implementing many spatially dis-
tributed low-cost and autonomous sensor nodes that collaborate with each other.
The research results and testbeds generated many WSNs systems with uses mainly
in the military domain. Examples of WSN applications include acoustic tracking
sensors for low-flying aircrafts and Remote Battlefield Sensor Systems (REMBASS)
[27]. At this time, the solutions proposed were very expensive and were dedicated
only to military purposes. Even though researchers in the 1980s and early 1990s
had in mind a global vision of a WSN, the processing workstations and commu-
nications technologies were not yet available to support their goals. The WSN
research remained in the defense area until the end of 1990s and early 2000s when
the first low-cost sensor nodes were developed [28].

From these years onward, the increasing miniaturisation of microelectromechan-
ical systems and radio frequency devices paved the way to a new era of mobile
networks and resulted in the emergence of many other potential applications,
ranging from industrial to health care. One outcome of these advances was the
Smart Dust project [28] developed at the University of California at Los Angeles,
which focused on the development of highly miniature sensor nodes called motes.
This project demonstrated that a complete system composed of a micro-controller,
wireless transceiver, sensors, and interface circuits can be integrated in a single
tiny CMOS chip that has the size of a grain of sand. Another research effort was
the PicoRadio project [29] initiated in 1999 to support the development of low-cost
and low-energy ad-hoc wireless networks that can power themselves from the en-
ergy sources available in their operating environment, such as vibrational or solar
energy.

During the same time, the IEEE catalyzed the development of WSNs by defining
the new IEEE 802.15.4 standard targeting low cost, low-power and low-data rate
wireless personal networks. This standard defined the specifications of new wire-
less Medium Access Control (MAC) and Physical layer (PHY). To stimulate the
WSN market, a group of companies formed an alliance called the ZigBee Alliance
that focuses on the development of the ZigBee protocols based on IEEE 802.15.4
standard. The main objective of the ZigBee Alliance is to describe a protocol stack
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architecture that guarantees interoperability among devices produced by different
companies. In addition to Z igBee, many other standards have been proposed such
as Enocean, 6LoPAN, W ireless HART, ANT, RF4CE, etc. [ 30] .

Currently, W SNs are viewed as the most important technology of the 21st cen-
tury due to the variety of possible applications [ 26] . A W SN may consist of many
types of sensors that monitor different physical information including humidity,
temperature, light, movement, mechanical stress, etc. As shown in Figure 2.1 [ 3] ,
a huge number of applications are possible.

Figure 2.1: Future applications of W SNs [ 3] .

These applications can be broken down into five main categories ( Figure 2.2) : in-
dustrial, home monitoring, health care, environmental, and military applications.

• Industrial applications: The industrial sector is continuously looking for
more efficient ways to improve production q uality and reduce costs while
minimiz ing waste of energy and materials. Thus, it is not surprising that
several organiz ations, such as CISCO [ 31] , are excited about the possibili-
ties of using W SNs to monitor and enhance each step of product including
production, delivery and consumption. Sensor nodes can offer real- time ac-
cess to information about eq uipment or plants, and prevent disruption of
infrastructures [ 32] . Unlike wired networks, W SNs are excellent candidates
for monitoring of the entire life of a product, step by step from raw material
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WSNs
Applications

Industrial Health

Environmental

Home

Military

Figure 2.2: Application domains of WSNs.

provision used for its fabrication to its final assembling. The equipment to
be monitored by WSNs can include assembly machines [33], product parts,
logistics and transportation (containers or vehicles) [34], warehouses palettes
localisation [35], and end-user assets.

• Home monitoring: The field of home monitoring represents another poten-
tial area for using WSNs. Sensor nodes can transform a traditional home
into a "smart home" that is aware of its occupants’ special needs and respond
accordingly. A future smart home will be able to regulate the rooms’ tem-
perature, control air quality, adjust lighting, and even play music that fits
with a particular resident. This automation would obviously minimize the
building’s energy consumption as-well. Sensor networks can also improve
the security of the house by sending an alarm message to the resident when
it detects intruders, gas leakage, fire occurrence or other security incidents.
Moreover, a smart home may even be able to provide data to firefighters
about structural integrity of the building and prevent areas that may collapse.
The flexibility and easy installation of WSNs can ease the implementation of
such houses and contribute to the digital future of humanity.

• Health care: WSN technology could potentially provide better health-care
delivery for different segments of the population. Health professionals are
always looking for new techniques that provide the best care to patients.
Thus, WSNs may change the interaction between the medical staff and their
patients. The medical domain has produced many implementations of sen-
sor nodes ranging from equipment and patient health monitoring to wireless
medicine injection and control [36]. There are many health monitoring prod-
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ucts implementing WSNs such as SmartVest [37], AMON [38], Wealthy [39].
These systems transmit wirelessly and continuously physiological parame-
ters about the health of the patient (e.g. monitoring of vital signs, blood
glucose, organ monitor, cancer detector [23], etc.) so that the health care pro-
fessionals can diagnose and assure timely interventions.

• Environmental monitoring: The growing concerns about ecology and the
impact of humanity on climate change and global warming is pushing scien-
tists to use WSNs for environment protection. WSNs can facilitate the mea-
surement of a large variety of environmental data [40] for a huge number
of applications such as agriculture, meteorology, geology, zoology, etc. The
advantage of using WSNs in such applications is mainly due to the need
for acquiring large amounts of data in each region that would be difficult
to obtain using existing technologies. Based on this data, researchers and
engineers can build efficient models that can describe the behavior of the
environment and potentially predict disasters.

• Military applications: As stated previously, the beginning of WSNs devel-
opment focused on military applications [41]. One of the most important
characteristics of WSNs that make them prominent for military applications
is their ability to autonomously reorganize themselves to form a network
capable of routing measurement data to the commanders. From defense’s
perspective, WSNs represent an important technology necessary for main-
taining soldiers safe in the battlefield [42]. In addition, WSNs could provide
more useful information such as enemy troop movement detection, moni-
tor the health of soldiers, coordinate resources and defense, gunfire origin
detection, monitor critical equipment, etc.

Today, many of the WSNs applications described in this section are widespread.
Given the usefulness of such networks in our lives, WSNs will continue their pro-
liferation in every domain, and the number of their applications in the future will
be limited only by imagination [43]. In this section, we reviewed the history and
some of the well-known WSNs applications. More specifically, we considered five
application fields namely industrial, home monitoring, healthcare, environmental,
and military. In the next section, we present the architecture of a sensor node
architecture and the corresponding building-blocks.

2.3 requirements and challenges of wsns - toward autonomous

wsns

In this section, we focus on the requirements and challenges facing the building
and deployment of WSNs. As discussed in the previous sections, in order to han-
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dle a wide range of applications types, an autonomous sensor node hardware and
implementation is required to address the following requirements:

• Low Cost: The utility and scalability of a WSN highly depends on its density,
which means large numbers of sensor nodes in the deployment area. There-
fore, to make the deployment cost effective, the cost of individual sensor
nodes should be extremely low.

• Low Power: For high density WSNs, battery replacement can be difficult,
expensive, or even impossible in harsh environments. Nodes must be able to
ensure a permanent connectivity and coverage for long periods, ideally up
to 10 years, without service interruption.

• Small Size: WSNs are desired to replace cables that are often impracticable.
Therefore, the size of the sensor node must be small enough so that the WSN
monitors the environment in an unobtrusive and transparent manner.

The real requirements and challenges of a WSN heavily depends on the ap-
plication domain. Nevertheless, many applications are concerned with two main
challenges that will be addressed in this thesis. Firstly, since most sensor nodes
are battery-powered, it is important to tackle the limitations of batteries and their
replacement. Thus, to guarantee an energy autonomy for sensor nodes, energy
harvesting represents an efficient solution that may results in a self-powered node.
Secondly, reducing the excessive power consumption of the radio transceiver is
of primary importance to assure a long lifetime to networks that are unable to
harvest energy from their environment or that harvest very little energy or in an
intermittent manner.

2.4 architecture of a wsn node

As shown in Figure 2.3, a sensor node is composed of four major blocks: processing
unit, communication interface, sensors and power supply.

• Microcontroller: Since the main functionalities of a sensor node consists in
communicating, processing and gathering sensor data, sensor nodes must
be equipped with a microcontroller unit (MCU). The MCU is responsible
for execution of algorithms and communication protocols, controlling of the
sensor and actuators, processing of gathered data, and it can be used also for
the management of the energy harvesting block [44]. The MCU is required
to be energy-efficient with a very short wake-up time.

• Transceiver: Wireless communications between sensor nodes and also with
the base station are carried by means of a wireless transceiver interface. A
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Power Supply

Energy Storage

Power Management

Energy Harvesting Sensor/Transducer

Radio Transceiver

Microcontroller

Environment Parameters 
(Heat, motion, irradiance, etc.)

Figure 2.3: Block diagram of a sensor node.

wireless transceiver implements all the necessary functionalities to convert
bits data to radio waves and vice- versa. There exists many wireless stan-
dards operating in different freq uency bands such as Z igBee, Bluetooth Low
Energy ( BLE) , Ultra- W ide Band ( UW B) , etc.

• Sensors and actuators: Environment and target application is monitored us-
ing sensors which are responsible of converting physical world information
into electrical signals. There exists a plethora of sensor nodes that measure
environmental parameters such as light, temperature, gas content in the air,
sound, etc. These sensors can be classified as either analog or digital depend-
ing on the characteristics and speed req uirements of the microcontroller and
actuators used.

• Power supply: The power supply block has the functionality of supplying
the req uired energy to power the sensor node. W hile typically consisting of
a battery, it might also consists of an energy harvesting block which scav-
enges environmental energy, a power manager which is usually based on
DC- DC converters that regulate the harvested energy, and finally a storage
element responsible for storing the energy needed by the sensor node when
the environmental energy to harvest is unavailable.

e x ample : simpli c iti sensor node

In order to assess the lifetime issue in a W SN, we consider the TI eZ 430- RF2500

sensor node which combines the MSP430 MCU and the CC2500 low power radio
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transceiver. This node consumes about 6- 10µA during deep sleep mode and 15-
20mA in full operation mode. Figure 2.4 shows the current consumption profile
of the sensor node during temperature measurement and data transmission to a
base station.
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Figure 2.4: Current consumption profile of the eZ 430- CC2500 platform.

1 Temperature Measurement

2 V cc Measurement

3 Temperature & V cc Calculation

4 O scillator activation

5 Transceiver Power O n

6 Data prepare

7 PLL synchroniz ation

8 Clear channel assessment

9 Rx to Tx switching

10 Data Tx

11 Sleep mode switching

Table 2.1: eZ 430- CC2500 consumption states.

The execution time of this application is about 2.8ms and the average current
consumed by the sensor node I O N- avg is 12.33mA. To assess the lifetime of the
application, we consider two AAA batteries with a nominal capacity of 1000mAh.
The application lifetime is calculated by:
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Application Lifetime =
Cbattery

IApplication-avg
=

1000 [mAh]

12.33 [mA]
(2.1)

' 3 days

To reduce this excessive current consumption, the sensor node should reduce
the amount of transmission of its temperature measurement to a base station (i.e.
at a period of 1 second). Thus, the sensor node lifetime is given by:

Application Lifetime =
Cbattery

IApplication-avg
=

1000 [mAh]
(ION-avg⇥tON)+(IOFF-avg⇥tOFF)

tON)+tOFF)

(2.2)

=
1000 [mAh]

(12.33[mA]⇥2.88[ms])+(1.3[µA]⇥(1[s]-2.88[ms]))
1[s]

' 3 years

In this example, the calculated lifetime of the sensor node is 3 years. This result
seems to be overestimated for two reasons: The first one is due to the hypothesis
that the battery voltage is always sufficient to supply the sensor node. The second
is related to the leakage of the battery which was not taken into account. This
example clearly shows that a network supplied only by batteries has a very lim-
ited lifespan. Therefore, in order to maximize network operation without battery
replacement, it is necessary to reduce the power consumption of each component
of the sensor node or add an additional energy source such as energy harvesting.

2.5 energy harvesting and storage in wsn

Energy harvesting is a technique where ambient energy is captured from multiple
sources and converted into electrical energy. During the last decades, solar and
wind energy have been widely used to provide electrical energy to industry and ur-
ban applications due to their high power yield. Recently, researchers have actively
investigated the adaptation of such renewable energies to WSNs. Since WSNs are
expected to be deployed in harsh or inaccessible environments for many years,
several research works have focused on the diversification of energy sources for
powering autonomous sensor nodes. In this section, we briefly overview existing
environmental energy sources and storage elements for WSNs.

2.5.1 Sources of Environmental Energy

Environmental energy harvesting represents a viable option to increase the au-
tonomy of WSNs where batteries are hard or impossible to recharge or replace.
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Several factors make them a key choice for perennial operation of sensor nodes:
(1) The recent advancement in low-power electronics has significantly reduced
the power consumption of sensor nodes. Hence, ambient harvested energy may
provide a long-term solution and reduce the dependency on batteries. (2) Energy
autonomous WSNs are easy to install and do not require any wiring cables. Conse-
quently, the heavy installation cost and battery replacement can be reduced greatly
[45]. There are various sources of ambient energy available for energy harvesting
as shown in Figure 2.5. These energy sources can be categorized into five types:
mechanical, thermal, solar, wind, and radiofrequency.
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FIGURE 1.15
Energy harvesting sources and their energy harvesters. (Adapted from J.P. Thomas, M.A. Qid-
wai, and J.C. Kellogg, “Energy scavenging for small-scale unmanned systems,” Journal of Power
Sources, vol.159, pp. 1494–1509, 2006 [27].)

renewable energy sources available at the specific application areas, like an
outdoor bright sunny day with a rich amount of solar energy, along a coastal
area with a lot of wind energy, on a bridge structure with travelling vehicles
and strong vibrations, and so on. In addition, there could also be the possibil-
ity of two or more energy sources available for harvesting at the same time.
As such, EH technology can provide numerous benefits to the end user, and
some of the major benefits of EH suitable for WSNs are stated and elaborated
in the following list [27, 28]. An EH solution can do the following:

1. Reduce the dependency on battery power. With the advancement of
microelectronics technology, power consumption of the sensor nodes
is decreasing, hence, harvested ambient/environmental energy may
be sufficient to eliminate the battery completely.

2. Reduce installation cost. Self-powered wireless sensor nodes do not
require power cable wiring and conduits; hence, they are very easy
to install and reduce the high installation cost.

3. Reduce maintenance cost. EH allows for the sensor nodes to function
unattended once deployed and eliminates service visits to replace
batteries.

4. Provide sensing and actuation capabilities on a continuous basis in
hard-to-access hazardous environments.

Figure 2.5: Energy harvesting sources and their energy harvesters [4].

2.5.1.1 Solar Energy Harvesting

Solar energy is the most popular ambient energy due to its high power density [46].
Consequently, a huge number of research work has focused on the design of micro-
solar PV and energy harvesting hardware to efficiently make use of solar energy
[6] [5] [8]. Solar harvesting consists in converting the incident light into electrical
power using photovoltaic (PV) panels. Figure 2.6 shows a typical solar energy
harvester which consists of a PV panel and DC-DC converter that maximizes the
energy transfer to a load.

The two first prototypes of solar harvesting sensor nodes were Heliomote [6]
and Prometheus [5]. In these systems, built with off-the shelf components, the
solar panel is directly connected to the storage device (supercapacitor & Li-ion
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Figure 2.6: Simple diagram of a solar energy harvester.

battery in Prometheus, and NiHM battery in Heliomote) . The Prometheus and
Heliomote systems are depicted in Figure 2.7.

( a) Heliomote [ 6] . ( b) Prometheus [ 5] .

Figure 2.7: Examples of solar energy harvesting sensor nodes ( a) Prometheus [ 5] and ( b)
Heliomote [ 6] .

To achieve a high conversion efficiency, a power management system is req uired
in order to adapt the operating point of the PV panel to the variations of light con-
ditions, so that the maximum power ( PMPP ) is always maintained. Everlast and
Ambimax are examples of solar energy harvesting sensor nodes implementing
such power management systems. The Everlast sensor node implements a system
that estimates the maximum voltage power point ( VMPP ) based on the open- circuit
voltage ( VOC ) of the solar panel. The global architecture of this system is repre-
sented in Figure 2.8. The pulse freq uency modulated ( PFM) regulator consists of a
buck- converter and a step- up regulator. Its main function is to transfer the energy
to the supercapacitor stage. The Everlast sensor node claims a lifetime of 20 years
at a duty cycle of 50 % and a data rate of 1 Mbits/s.

Ambimax [ 8] ( Figure 2.9) is a sensor node which obtains its energy from both
solar and wind harvesting systems. The MPPT system of Ambimax uses a photo-
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Fig. 4. Block diagram of Everlast’s energy harvesting subsystem[34].

perform harvesting-aware performance adaptation. An analysis
of the heliomote harvesting architecture shows that if the
battery size is enough to accommodate the variability in
harvested energy and the rate of consumption of power is less
than the rate of sourced power, then perpetual operation can be
achieved. A thorough and complete mathematical analysis of
these conditions is presented in [20]. Section IV discusses in
more detail, the implications of energy harvesting on wireless
sensor node applications.
Fleck1[46] is also a single-stage-storage solar energy har-

vesting system using NiMH batteries. Fleck1 is an integrated
node and uses an ATmega128[47] processor and Nordic
nRF903 radio chip[48] (operating at 433MHz). The solar panel
measures 100cm

2 and outputs 2100mWh/day. Experiments
with Fleck1 showed that using a DC-DC converter or regulator
to power the node from the battery is useful because it allows
the node to be powered for longer, powering the circuit even
at low voltage like 1.2V. This is especially useful if the node
is batteryless, i.e., uses super-capacitors instead of batteries.
2) Nodes with Supercapacitor-based Storage: Everlast[34]

is a supercapacitor-operated wireless sensor node and does
not use batteries for energy storage. It attempts to break
the performance-lifetime trade off by using a 100F super-
capacitor having 300J energy storage, a low supply current
MCU (PIC16LF747[49] - from 25µA at 31.25kHz to 930µA
at 8MHz) and a low power transceiver supporting 1Mbps data
stream (Nordic nRF2401[50] - 0dBm power, typically 13mA
supply current at 3V). Everlast is an integrated system with
sensors, radio, micro-controller and the energy harvesting sub-
system, unlike Heliomote and HydroWatch, which are add-ons
for existing platforms. Figure 4 shows the block diagram of
the energy harvesting sub-system of Everlast.
As shown in Figure 4, the components of Everlast’s energy

scavenging subsystem are: a solar cell, a super-capacitor, PFM
controller and PFM regulator. Everlast uses a pulse frequency
modulated (PFM) regulator to charge the super-capacitor. The
function of the PFM regulator is to charge a capacitor and
then transfer the energy to the output load super-capacitor.
The PFM regulator consists of a buck converter and a step-

Fig. 5. Prometheus energy harvesting architecture [25].

up regulator. Connecting a super-capacitor directly to the
solar panel results in the solar voltage falling to the super-
capacitor voltage, instead of the super-capacitor charging up.
So a switched-capacitor circuit (with a smaller capacitor of
1µF) and buck converter is used to efficiently charge the load
super-capacitor of 100F. When the solar voltage exceeds the
specified reference VMPP

5, the PFM controller (comparator)
pulses the PFM regulator, denoted as “Switch control” signal
in Figure 4. This causes flow of charge from input capacitor
into the buck converter’s inductor and into the load super-
capacitor, thus charging it. Once the super-capacitor is fully
charged, the PFM controller shuts down the PFM regulator by
comparing its voltage to a 2.5V reference voltage and sending
the “Shutdown” signal. Using this technique, Everlast claims
a lifetime of 20 years at 50% duty cycle and 1Mbps data rate.
Solar-Biscuit[51] is another example of a solar-energy har-

vesting node using super-capacitors. It is an integrated node
and uses the PIC 18LF452 microchip[52] and a Chipcon
CC1000 radio[53]. A 5V, 1F super-capacitor is directly con-
nected to the 5cm ⇥ 5cm solar-panel. Unlike Everlast, Solar-
Biscuit has no regulation of voltage on input or output sides
of the (super-capacitor) storage.
Sunflower[35] is another implementation of a solar energy

harvesting node that uses super-capacitors. It uses four PIN
photo diodes, a miniature super-capacitor (0.2F) and has a
form-factor of 0.9 inch ⇥ 1.2 inch. It uses a MSP430F1232
microcontroller[54] which has a power draw of 540µW when
active, at a operating voltage of 2.7V. Similar to Everlast,
Sunflower employs a switching regulator to charge the super-
capacitor from the photo diodes.
3) Nodes with Tiered Storage: Prometheus [25] is a double-

storage energy harvesting system for scavenging solar energy
using the TelosB platform[43], [45]. It uses two 22F super-
capacitors in series as primary storage and a 200mAh Lithium
polymer battery as the secondary storage. A solar panel
measuring 3.23in ⇥ 1.45in with a power output of 130mW,
is used to charge the super-capacitors. During times of excess

5MPP (Maximal Power Point) is the voltage and current combination that
maximizes power output under given sunlight and temperature conditions and
VMPP is the voltage at MPP.

(a) Block diagram of the Everlast’s energy har-
vesting subsystem [7].

(b) Everlast prototype board [7].

Figure 2.8: The Everlast prototype node and its block diagram [7].

sensor to detect the ambient light conditions coupled with a hysteresis comparator
that forces the solar panel to work in its maximum power point.

(a) Ambimax sensor node [8]. (b) Ambimax hardware board [8].

Figure 2.9: The Ambimax prototype node and its hardware board [8].

PowWow [9] is an energy harvesting sensor node based on an MSP430 micro-
controller and a CC2420 RF transceiver. This sensor node has the ability to harvest
energy from solar and thermal energy using a power manager based on based on
the LTC3108. This power manager adapts the sensor node communication duty
cycle according to the estimation of harvested energy and the consumed energy
provided by an energy monitor. The experiments showed that the thermal energy-
harvesting system [47] can power the sensor node using the wasted heat of a
personal computer adapter.

These sensor nodes prototypes have successfully proven that solar energy har-
vesting is able to provide electrical power to wireless sensor nodes. In practice
however, implementation of a solar energy harvesting system must take into ac-
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Figure 2.10: Generic architecture of the PowW ow sensor node [ 9] .

count many factors such as availability of the light source, electrical characteristics
and the siz e of the PV cell used, capacity of the storage element, and power con-
sumption of the other sensor node components.

2.5.1.2 Wind Energy Harvesting

Similarly to solar energy, wind energy harvesting has been widely used for high-
power applications where wide turbines are used to generate electrical energy. In
the W SNs context, there has been only few research efforts that attempt to develop
small scale wind energy harvesters to power W SNs deployed in indoor applica-
tions such as underground tunnels. In these research works, we distinguish two
approaches for wind energy harvesting: The first one is a direct approach where
traditional wind turbines are used, and the second one is an indirect approach
which uses piez oelectric materials to generate electrical power from air- fl ow en-
ergy.

The Ambimax sensor node [ 8] ( Figure 2.9) and the work presented in [ 48] uses
a direct approach to sustain electrical power for the sensor node. The results have
shown promising results of power densities that can be harvested from air velocity.
The global architecture of a wind energy harvester is represented in Figure 2.11.
It consists of three main blocks: ( 1) a wind turbine coupled with an electrical
generator, ( 2) a power management unit, which consists of power conditioning
circuitry ( AC- DC/DC- DC converters and MPPT) and energy storage stage, and ( 3)
the sensor node which consists of a microcontroller, sensors, and radio transceiver.

Similarly, in other research works, Priya et al. [ 10] have developed a windmill
that uses a piez oelectric bimorph transducer to generate electricity from air- fl ow
energy. Figure 2.12 shows the schematic of the piez oelectric bimorph and the fab-
ricated windmill.
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sensor node, and able to harvest sufficient energy from weak and uncertain
wind energy sources to sustain the operation of the sensor node for a long
period of time.

2.1 Direct Wind Energy Harvesting (WEH) Approach
Using a Wind Turbine Generator

To better understand the functionality and performance of the direct WEH
system, the circuit architecture of a wind-powered wireless sensor node is
presented in Figure 2.1. The wind-powered sensor node in Figure 2.1 con-
sists of three main building blocks: (1) an energy harvester incorporating the
wind turbine coupled to the electrical generator; (2) a power management
unit, which consists of a power conditioning circuit and energy storage, and
(3) the wireless sensor node itself.

For a space-efficient WEH system operating at low wind speeds, the AC (al-
ternating current) voltage Vp (peak), generated by the wind turbine generator
is in the range of 1 to 3 V, which is relatively smaller than that of the large wind
turbine with a megawatt power rating and an output voltage of hundreds of
volts [55]. It is thus challenging for the AC-DC (direct current) rectifier using
conventional silicon-based diodes, which has a high on-state voltage drop Von
of 0.7 to 1 V, to rectify and convert the low-amplitude AC voltage into a form
usable by the electronic circuits. Based on the instantaneous output DC volt-
age given by Vdc = Vp − 2 ∗ Von, it can be seen that the efficiency of the AC-DC
rectifier using diodes is especially low for the small-scale WEH system. To
overcome this challenge, metal-oxide-semiconductor field-effect transistors
(MOSFETs) are used in place of the conventional diodes because the voltage
drop across a MOSFET is smaller than that with a diode. A MOSFET-based
active rectifier using comparators to sense the zero crossings of the input AC
voltage has been proposed in the literature [63–65] to achieve high AC-DC
power conversion efficiency in very-low-voltage applications. The problem
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FIGURE 2.1
Functional block diagram of a wind energy harvesting (WEH) wireless sensor node.

Figure 2.11: Block diagram of a wind energy harvesting for wireless sensor node [8].

the resonance a piezoelectric material with high figure of
merit (d.g) was selected. Table I shows the material
constants for the conventional hard and soft ceramics. It
can be clearly seen from this table that soft materials have
higher figure of merit and consequently APC 855 was
selected as the transducer material.

Piezoelectric bimorph transducer structure was selected
because of the following advantages in terms of suitability
for windmill:
1. Bimorphs have enough mechanical strength in the high

vibration conditions of frequency 1–10Hz. In this limit
the applied load on the bimorph can be of the order of
few newtons. Laboratory scale measurements have
shown that a bimorph vibrating under a force of 2N
at low frequencies of 10Hz do not suffer from any
mechanical degradation.

2. The piezoelectric voltage coefficient of bimorph is high
so the charge developed under fully loaded condition is
high.

3. The maximum displacement of the bimorph is signifi-
cant due to the high level of bending force that can be
applied. Hence, the mechanical energy that can be
transferred to the bimorph is high.

4. The manufacturing cost of bimorph is very low.
Figure 1 shows the picture of the fabricated windmill.

Twelve bimorph transducers were arranged around the
circumference of the center shaft as shown in Fig. 2 in a pipe
of diameter 114mm and width 60mm. Each bimorph was
adjusted such that it just touches the tip of the triangular
stopper. The dimensions of each individual bimorph were
60! 20! 0:6mm3 with a free length of 53mm. The

resonance frequency and capacitance for this size of
bimorph was measured to be 65Hz and 170 nF respectively.
The displacement of the bimorph under the maximum torque
was equal to the gap between the stoppers and thus it
oscillates between these gaps. As the bimorph is pressed
against the stopper it produces charge through direct
piezoelectric effect. Thus, continuous back and forth
oscillation of bimorph between the two stoppers will
continuously generate electricity. The transducer bearings
were designed to be with very low friction. The structure
shown in Fig. 2 was mounted on a central windmill shaft as
shown in Fig. 3(a). The windmill shaft was rotated by the
motion of the wind using the camshaft mechanism as shown
in Fig. 3(b). The wind flow causes the fan to rotate. The
torque generated from the rotation of the fan is transferred to
the windmill shaft by using a cam of height equal to the
circumferential distance between the two stoppers and a
hanging weight of 23.5 gm in the form of beam. Thus,
rotation of the fan results in generation of the oscillatory
motion of the weight (similar to pendulum) and this motion
is transferred to the windmill shaft which oscillates the
stoppers.

The working prototype shown in Fig. 1 was evaluated for
its performance. After the completion of the windmill
assembly it was found that one of the bimorph had an
electrode delamination and other eleven were fully func-
tional. Hence, these eleven bimorphs were used for the
measurement. Before the operation of the windmill, the
bimorphs were pre stressed to have a bending of 1.77mm at
the tip touching the stopper. The output power increases with
the prestress level however the rotation of the fan becomes
proportionately difficult. Thus, the pre stress level was
adjusted such that the fan could be rotated easily in the
normal wind flow conditions. Figure 4(a) shows the signal
waveform generated from the windmill at the frequency of
4.2Hz measured across the 4.6 k! resistor. A peak voltage
of 3.75V was obtained in this case. Figure 4(b) shows the
frequency dependence of the rectified output voltage. The
rectification circuit used for the measurement is shown in
Fig. 5. The peak voltage increases with frequency of the
oscillation which is expected as more electrical energy is

Table I. Piezoelectric constants of the hard and soft ceramics.

Properties APC 840 APC 850 APC 855

"X33="o 1000 1750 3250

"X11="o 1100 1594 3465

"d31 (pC/N) 93 175 270

d33 (pC/N) 218 400 580

g33 (10"3 m2/C) 24.6 26 19.5

"g31 (10"3 m2/C) 9.5 12.4 8.8

g33.d33 (10"15 m2/N) 5362.8 10400 11310

g31.d31 (10"15 m2/N) 883.5 2170 2376

Qm 500 80 75

Fig. 1. Picture of the fabricated prototype ‘‘Piezoelectric Windmill’’.

Piezoelectric
bimorph

PVC Plastic

Ball bearing

Windmill
Shaft

Stopper

Fig. 2. Schematic of the piezoelectric bimorph arrangement in the
windmill and the method for applying oscillatory stress.
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(a) Piezoelectric bimorph transducer. (b) Piezoelectric windmill prototype.

Figure 2.12: Piezoelectric bimorph and windmill prototype used for wind energy harvest-
ing [10].

The power densities delivered by air-flow harvesters may exceed the required
energy by a sensor node, thus, an adequate power management system is manda-
tory to regulate the power delivered by these systems. However, the size of the
wind turbine is still an obstacle for the proliferation of wind energy harvesters
compared to the dimension of a sensor node.

2.5.1.3 Thermoelectric Energy Harvesting

Thermal energy is the most abundant and is found in many applications and
environments. Typical examples of these include heat from industrial machines,
home appliances, vehicle exhausts, human body [49], etc. Converting such energy
into electrical energy may lead to the highly desirable self-powered WSNs. In
this context, thermoelectric generators (TEG) were developed in order to produce
electrical power from heat flow by exploiting two main effects: Seebeck and Peltier
effects.
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5.2.1.3 The Thomson Effect
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along a single material can occur when the material is subjected to a temperature 
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Figure 2.13: Thermoelectric effects [ 11] .

The Seebeck effect consists of generating a voltage along a semiconductor when
it is subj ected to a temperature gradient as shown in Figure 2.13a. O n the other
hand, the Peltier effect, inverse of the Seebeck effect, refl ects the fact that when
carriers fl ow through a conductor/semiconductor, they also carry heat as shown
in Figure 2.13b.

Several researchers and companies have developed different approaches and
microsystems to recover heat fl ow energy. In [ 50] , the authors developed a thermo-
electric converter for low power- electronic circuits, targeting power consumption
ranges from hundreds of microwatts to a few milliwatts. Seiko has developed
the Thermic wristwatch ( Figure 2.14) which uses 10 thermoelectric modules to
generate some microwatts to run its clock movement from the thermal gradient
provided by body heat.
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from dynamic thermal conditions.5 Re-
search into novel thermoelectric and
thermionic materials and the development
of new kinds of devices, such as thermal
diodes and micron-gap thermophoto-
voltaics, aspires to improve device perfor-
mance. Energy conversion, however, lim-
its available thermopile arrays, which
attain efficiencies well under 10 percent for
200 degrees Celsius to 20 degrees Celsius,
but below 1 percent for 40 degrees Celsius
to 20 degrees Celsius.6 Accordingly,
thermoelectric generators can deliver sig-
nificant power with high-temperature
sources (such as a hot exhaust pipe) but
are much more limited for wearable appli-
cations or temperate environments.

Nonetheless, companies have intro-
duced a few wearable thermoelectric
products over the last years. For exam-
ple, the Seiko Thermic wristwatch (see
Figure 2) uses 10 thermoelectric mod-
ules to generate sufficient microwatts to
run its mechanical clock movement from
the small thermal gradient provided by
body heat over ambient temperature.

Applied Digital Solutions’ Thermo Life
is a thermoelectric generator measuring
0.5 cm2 in area by 1.6 millimeter thick-
ness. Comprising a dense array of Bi2Te3
thermopiles (most efficient at tempera-
tures of 0 to 100 degrees Celsius) de-
posited onto thin film, it can generate 10
µA at 3 V (6 V open circuit) with only 5
degrees Celsius of temperature difference
(according to a personal communica-
tion from Ingo Stark of Applied Digi-
tal Solutions’ Thermo Life Energy
Corp.). Accordingly, Thermo Life gen-
erators can power low-drain biosensor
electronics when in contact with the skin.
These systems typically come with bat-
teries that store extra energy produced
during periods of higher !T so they can
continue to run during warmer, less effi-
cient ambient temperatures.

Vibrational excitation
From the subtle vibrations of floors

and walls that nearby machinery causes
to the severe excitation of an automobile
chassis or jet engine housing, mechanical

stimuli are common in many settings but
can vary widely in frequency and ampli-
tude. Inventors have long designed sys-
tems to harvest this energy, usually by
exploiting the oscillation of a proof mass
resonantly tuned to the environment’s
dominant mechanical frequency.

Self-winding watches use the motion
of the user’s body to wind their mecha-
nisms. Abraham-Louis Perrelet created
the first known self-winding pedometer
watch around 1770, although indica-
tions suggest that others might have
made earlier versions in the 1600s.7

Widespread adoption of these systems
didn’t occur until after the 1930s, when
watch cases could be hermetically sealed
to protect the mechanism from dust. A
modern self-winding wristwatch con-
tains an approximately 2-gram rotary-
proof mass mounted off-center on a spin-
dle. As the user moves during the day, the
mass spins and winds the mechanism.

Figure 3 shows diagrams of two elec-
tronic self-winding watch mechanisms. In
the ETA Autoquartz, a proof mass winds

1.7 mm 2.14 mm

2.14 mm 2.36 mm

Thermoelectric module

Booster
integrated circuit Arm

1.27 mm
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Figure 2. The Seiko Thermic wristwatch: (a) the product; (b) a cross-sectional diagram; (c) thermoelectric modules; (d) a thermopile
array. Copyright by Seiko Instruments.Figure 2.14: The Seiko Thermic wristwatch: ( a) the product; ( b) a cross- sectional diagram;
( c) thermoelectric modules; ( d) a thermopile array [ 12] .
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2.5.1.4 Piezoelectric Energy Harvesting

Energy harvesting from vibrations and movement has recently become promising
for powering sensor nodes. Indeed, many urban environments, such as railways,
highways, bridges and also human bodies are subjected to vibrations. To power
sensor nodes from these ambient vibrations, many researchers have successfully
built and tested several prototypes based on piezoelectric materials [51] [52] [53].
A typical example of piezoelectric energy harvesting is shown in Figure 2.15 where
the piezoelectric generator was included in the heel of a shoe to generate electrical
power as humans walk about [13].

Figure 2.15: Piezoelectric-powered shoes with mounted electronics[13].

Enerbee [54] has developed a piezo-magnetic system able to generate electri-
cal energy from omni-directional movements. The energy harvested can power a
ZigBee or Bluetooth Low Energy sensor node.

2.5.1.5 Radiofrequency Energy Harvesting

Every day, millions of people around the world are using a huge number of wire-
less technologies such as cell-phones, hand-held devices, WiFi access points, etc.
All of these devices are using radio-frequency waves to communicate. Thus, har-
vesting these RF signals may be a promising solution if the harvested energy is
sufficient to power sensor nodes. In this context, several researchers around the
world have explored the feasibility of RF harvesting systems. In [55], the authors
have implemented an RF energy harvester in the Mica2 sensor node. The sensor
node adapts its communication duty cycle to the harvested energy. In [14], the
authors showed that energy transmitted by a nearby TV station, at a distance of
4km, can power a temperature sensor as shown in Figure 2.16. The antenna of a
size of around 30 cm by 20 cm, can harvest 60 µW, which gives an energy density
of 0.1µW/cm2. Furthermore, some commercial products have also surfaced such
as Powercast [56], aiming to bring RF energy harvesting to WSNs deployments.

20



2.5 energy harvesting and storage in wsn

Figure 2.16: Prototype of RF energy harvesting from a nearby TV tower [14].

2.5.2 Energy Storage Components

Energy storage is a very critical issue when conceiving an autonomous WSNs.
Actually, there are only two energy storage technologies available to the mass
market: batteries and supercapacitors. Due to their high energy density, batter-
ies are the most common storage element and they are usually used as a pri-
mary buffer stage for most WSNs. However, batteries have a limited number of
charge/discharge cycles and require elaborate charging and control circuits to pre-
vent them from overcharge/over-discharge or even overheating and combustion.
On the other hand, supercapacitors offer a longer lifetime due to the infinite num-
ber of charge/discharge cycles. They are usually used as secondary storage ele-
ments due to their low energy density. However, supercapcitors are expensive and
suffer from higher self-discharge.

2.5.3 Architecture of Energy Management Systems for WSNs

As noted before, energy is a very scarce resource in WSNs which puts stringent
efficiency requirements on the power management system which is responsible
of sensor node power supply. The energy management system has mainly three
functions: (1) transfer effectively the harvested energy to the storage load or to
the sensor node, (2) adapt the impedance of the energy transducer to the external
load, and (3) manage and regulate the output voltage of one or many scavengers.
The power management system must be able to adapt to the activity of the sensor
node and supply large peak currents during transmission or reception while min-
imizing quiescent currents during the sensor node inactivity.

In the literature, only few power management systems have been proposed. In
[8], Park et al. propose to power the Ambimax sensor node by combining both
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solar and wind energy harvesting. The power management system is based on
a MPPT tracking using hysteresis comparator and a boost regulator responsible
for battery charging. In [ 57] , the authors propose a power estimator and man-
agement system able to identify the most power consuming elements and energy
availability prediction for W SNs. In [ 15] Christmann et al. propose an energy har-
vesting and power management platform combining four energy harvesters which
extracts photovoltaic, thermal, vibration, and RF energy. The platform includes
also the power management blocks for each energy source. Figure 2.17 shows the
global architecture of the Managy platform.

Figure 2.17: Architecture of the Managy Energy Harvesting Platform [ 15] .

2.6 trans c eiver power c onsumption

This section focuses on the problematic of power consumption in the radio transceiver
which is responsible for wireless communication between the sensor nodes. A
transceiver consists of a transmitter, a receiver, and all the circuitry responsible
for signal processing such as modulator/demodulator, filtering, signal conversion,
etc. Given the limited amount of data exchanged between sensor nodes, the wire-
less transceivers for W SNs usually employ low data rates ranging from 100kb/s
to few MB/s. Generally, these transceivers work typically in half duplex mode to
reduce the usage of radio channel which is also considered as scarce resource. In
fact, wireless transceivers can be classified into three categories which depend on
the freq uency band used. The first category concerns conventional narrow band
transceivers which operate in the 2.4 GHz ISM freq uency band and implement one
of the low- rate standards such as Z igBee or Bluetooth with its low energy variant
( BLE) . The second category is formed by the sub- GHz transceivers operating in
the ISM 433 MHz , 868 MHz and 915 MHz bands and are based on IEEE 802.15.4
and proprietary standards [ 58] . Finally, the third group consists of ultra- wide band
transceivers operating in bands ranging from 3.1 GHz to 10.6 GHz , and occupying
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a bandwidth of several GHz . Recently, a new standard IEEE 802.15.6 [ 59] targeting
wireless body area networks ( W BAN) and including a PHY layer which supports
both narrow band and ultra wide band communications was proposed.
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Figure 2.18: Current consumption distribution in the eZ 430- RF2500.

The wireless transceiver is typically the most energy hungry component in a
W SN node. For the eZ 430- RF2500 sensor node, the current consumption distribu-
tion in the active mode is shown in Figure 2.18.

Since in the active mode the wireless transceiver consumes the largest fraction
of the power of the node, the natural way to reduce its power consumption is to
use a duty- cycling techniq ue which consists in turning on the sensor node compo-
nents for a very short period to perform the target functions, and then placing the
components in a deep sleep mode. In this context, a huge number of MAC [ 60]
[ 61] [ 62] and routing protocols [ 63] [ 64] [ 65] have been designed to exploit this
techniq ue. The results obtained in these works showed a drastic reduction of the
average power consumption by orders of magnitude. In practice however, there
are two main problems with duty- cycling: Firstly, determining the exact wake- up
time for sensor nodes is significantly affected by the problem of clock drift. In the
W SN literature, this is known as rendezvous time [ 66] . Secondly, several critical ap-
plication such as emergency detection, disaster relief, target tracking, and so on,
req uire a permanent interaction between the sensor nodes and the base station
without the latency inherent to duty- cycling.

Clearly, reducing the power consumption of the active mode of the transceiver
is a key method to reach the req uirements of autonomous W SNs. Therefore, the
second part of this research is devoted to the study of new- low power strategies
that focus on the reduction of the transceiver power consumption as function of
the conditions of communication channel.
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2.7 conclusion

Wireless sensor networks hold great promise in applications ranging from environ-
mental and structural monitoring to industrial control and human health monitor-
ing. However, almost all of WSNs available on the market still operate on batteries.
Such a situation presents a substantial roadblock to the proliferation of WSNs due
to the long lifetimes and small form factors needed by sensor nodes that batteries
fail to provide. Energy harvesting will thus be the key choice for the development
of autonomous WSNs. The characteristics of the most promising energy harvest-
ing technologies and the fundamental energy subsystems have been overviewed
in this Chapter. In the next Chapter, we present a co-simulation framework able to
evaluate the lifetime of sensor nodes with heterogeneous harvesting capabilities.
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3.1 introduction - prototyping vs . simulation

Lifetime evaluation of sensor networks is a difficult task. Indeed, to evaluate the
feasibility of an energy harvesting WSN applicative scenario, all of the system
components, including the energy harvesting subsystem, the wireless sensor node
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and the networking protocols, must be validated simultaneously. To this end, sev-
eral approaches for performance evaluation of networks and systems are used:
mathematical models, prototyping, hardware/software emulation, and computer
simulations. Figure 3.1 shows the main approaches used for W SNs evaluation and
their hybrid approaches. Each approach has its strength and weaknesses. The first
approach is mathematical models which provides a description of systems based
on a large number of variables each with its probability distribution and their
interconnecting eq uations [ 67] [ 68] . This complexity makes it usually difficult to
identify the global behavior of the system [ 69] .

Real 
Plateforms

HW/SW 
Emulation

Co-simulation 
frameworks

Evaluation Approaches 
for WSNs

PrototypingSimulationMathematical 
Models

Figure 3.1: Evaluation approaches for W SNs.

The second approach is prototyping which is considered as the natural way for
evaluating wireless protocols, applications and network lifetime. This approach
consists in building a testbed network using existing hardware platforms and eval-
uating its performance in a real environment. Usually, a testbed provides the most
accurate data about the system because it runs real hardware and takes into ac-
count the factors that impact the sensor lifetime such as the available energy in the
environment of the sensor node, leakage currents, radio propagation environment,
etc. However, setting up a real- world large scale testbed composed of hundreds of
wireless sensor nodes is a time consuming task and req uires access to a huge de-
ployment surface as well as important financial and human resources. Currently,
there exists numerous real- world plateforms such as Senslab [ 70] , Sensorscope
[ 71] , GreenO rbs [ 72] and W isebed [ 73] . The main obj ective of these infrastructures
is to provide researchers the ability to build and deploy their applications with
all contraints of a real deployment without wasting time. For example, Senslab
lets the user to select remotely the number of nodes, radio characteristics, network
topology, implementation time, etc. [ 74] . Even if these infrastructures represent
a key choice for algorithms and protocols testing, they are, however, limited to
existing hardware and still use batteries as source of energy for sensor nodes.
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Since prototyping in realistic environments is laborious and making testbeds of
such systems usually impossible due to technical and financial constraints, com-
puter simulation remains the most affordable and the most used methodology
to evaluate sensor networks [75]. The main advantages of simulation over other
approaches are as follows:

• It can be used in the evaluation of existing and non-existing hardware and
protocol stacks;

• It can be used to study the internal states and parameters of components
such as microcontrollers, transceivers, energy storage devices, etc., to which
we typically do not have access;

• It can be easily controlled in order to study specific factors that affect the
WSN’s deployment scenario;

• It can be cheap. Simulation does not require expensive testbeds or large
amount of human resources;

• It provides the capability of running the same scenario several times with
different combinations of environmental and hardware factors in order to
assess their impact on the network performance;

• It allows a fast evaluation of network lifetime that can last many years in a
real-world deployment.

The successful evaluation of WSN scenarios using simulation requires that the
simulation results match the behavior of the corresponding WSN in a real-world
deployment. Consequently, this implies that accurate models of various parts of
sensor node and its environment, such as radio links, interference, mobility, en-
ergy storage, etc., be implemented in the network simulator.

Due to the lack of realistic environment and hardware models used in simula-
tion, the majority of existing WSNs simulators are unable to reproduce the behav-
ior of the real system. This is particularly due to the assumptions made and the
simplified models used such as linear battery model, omnidirectional and symmet-
rical radio transmissions or propagation without shadowing or fading phenomena.
These assumptions lead to simulation results that fail to replicate the experimental
results [76]. In [75], the authors surveyed papers published in Mobihoc Conference
between 2000 and 2005 and found a lack of rigor in the models used and in the
simulation methodology. The survey concludes that more than 85% of the pub-
lished papers are not repeatable because of scarcity of documentation concerning
the simulators used, erroneous simulation input parameters and inappropriate
propagation and mobility models. They highlighted that in the process of protocol
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evaluation, researchers must validate the simulation models using a real testbed
experimentation. Similarly, Andel et al. [ 77] q uestioned the lack of accuracy of the
simulation studies. They point out that "properly validating simulation models
against the intended or real- world implementation and environment can mitigate
many of the problems of simulation" such as unrealistic models and incorrect sim-
ulation parameters.

To fully understand the complexity of designing a W SN and developing scenar-
ios which work in real- life, it is necessary to develop accurate models that capture
the real behavior of a sensor node and calibrate them using real- world prototypes.
A compromise between simulation and prototyping is emulation. Emulation is a
hybrid approach that combines both software simulations and hardware experi-
mentation. In [ 78] and [ 79] , the authors discuss the advantages and drawbacks of
emulation with respect to simulation and prototyping. However, existing emula-
tion platforms such as PowerTO SSIM [ 80] implement simplified energy models
and do not support the simulation of energy harvesting systems.

3.2 an overview of availab le simulation frameworks for eh - wsns

An autonomous W SN consists of nodes that harvest environmental energy to per-
petually sustain interaction with real- world applications as shown in Figure 3.2.
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Figure 3.2: Illustration of the interaction between a W SN and the physical world.

To evaluate the performance of protocols and the feasibility of W SN deploy-
ment scenarios, researchers around the world have developed in recent years a
wide variety of simulation frameworks. These simulators focus mainly on proto-
col modeling and differ in many aspects such as coding language ( C, C+ + , J ava,
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etc.), graphical interface, scalability, performance, accuracy, re-usability, hardware
& software emulation, documentation, etc.

The most popular WSN simulators are NS-3 [81], OPNET [82], WSNet [83], and
Castalia [84] a simulator based on OMNet++. To meet the demand of simulating
a large number of sensor nodes, all of these simulators are based on event-driven
simulation technique. In event-driven simulation, the simulation time and node
states are updated only when an event occurs (i.e. packet reception, transmission,
etc.). This approach allows the simulator to process a huge number of events but
fails to deal with continuous-time systems such as energy harvesters.

Moreover, most of these network simulators offer only a linear battery model
[84] where the energy is decremented at each power consuming event. It is diffi-
cult, using such a simple model, to account for the complex behavior of an energy
harvesting unit also including the storage devices. Modeling such a unit requires
taking into account the time varying environmental parameters, the harvester and
converter efficiencies, the power management algorithms and the battery charge
and discharge behavior. In addition, the network and energy harvesting events
may be completely uncorrelated.

To enable the simultaneous simulation of network protocols and continuous-
time physical systems, there are two main approaches: The first approach consists
in extending the features of existing simulators and enhancing their capabilities for
continuous-time simulation. The second approach involves the integration of spe-
cific tools designed for the simulation of physical systems within a co-simulation
framework.

3.2.1 Extended Simulators

In this section, we briefly introduce several tools based on the extended simulator
approach.

3.2.1.1 TrueTime Toolbox

TrueTime [85] is a Matlab/Simulink-based simulator that provides models for the
simulation of real-time networks and is widely used to simulate networked em-
bedded control systems. TrueTime has been extended to support networks such
as Bluetooth and ZigBee [86], and recently integrated with PiccSIM [87] that will
be described in later.
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Compared to existing WSN simulators, the network simulation models used
in TrueTime are quite simplistic and support only the simulation of physical and
medium access layers. This limits its usage in the simulation of WSNs that require
higher-layer network protocols.

3.2.1.2 Proweler

Prowler [88] is a probabilistic discrete-event simulator running under Matlab which
can simulate WSNs, especially MICA [89] motes, from the application to the phys-
ical layer. This simulator provides an accurate radio layer including fading models
with packet collisions, static and dynamic asymmetric radio links. However, this
simulator lacks several important features such as accurate energy models and
many radio and MAC functionalities of the IEEE 802.15.4 standard.

3.2.1.3 GreenCastalia

GreenCastalia [90] is an extension of the energy model of the Castalia simulation
framework targeting the simulation of energy harvesting WSNs. The energy mod-
ule of GreenCastalia consists of three submodules:

• Energy harvester, which models the energy harvesting system;

• Energy storage, which represents an energy storage device such as batteries
or supercapacitors;

• Energy manager, which models the control of storage charging and utiliza-
tion.

GreenCastalia is a promising simulator and a good starting point for the simula-
tion of energy-harvesting WSNs, but its current implementation is based only on
simple models that fail to capture the real-world behavior of an energy harvesting
system, such as the characteristics of the power management system (i.e. AC-DC
or DC-DC converters), or the limited number of battery charge/discharge cycles.

3.2.1.4 Energy Harvesting Module for the NS-3 Simulator

In [91], the authors propose an extension of the energy module of the NS-3 sim-
ulator to support the simulation of energy harvesting WSNs. The energy module
implemented in NS-3 is based on analytical models of a solar energy harvester
and supercapacitors. The simulations performed show a good accuracy between
the measurements and the analytical models, however, the global architecture of
this simulator leaks the modularity capabilities essential to support the simulation
of multi-source energy harvesting and multiple energy storage models.
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3.2.1.5 IDEA1

IDEA1 [92] is a simulation framework aiming at the performance evaluation of
sensor networks at a high level while taking into account every hardware and
software component of a sensor node. IDEA1 is written in SystemC and is similar
to existing emulators such as TOSSIM [93] and Avrora [94]. This simulator contains
a library of numerous microcontrollers (Atmel ATMega128, PIC16LF88) and RF
transceivers (TI CC2420, CC1000) that are modeled as finite state machines. In
addition, these components are modeled as finite state machines. The accuracy of
this simulator has been validated with experimental results and its performance
has been compared to the NS-2 simulator.

3.2.2 Co-simulation Frameworks

This section is devoted to the review the available co-simulation platforms combin-
ing both a network simulator and a physical system simulator. The main challenge
facing each co-simulation framework is to accurately model and simulate each
component of a sensor node with a very low simulation time overhead implying
an efficient synchronization protocol between the two tools.

3.2.2.1 COSMO

COSMO [95] is a co-simulation framework based on Matlab and OMNet++ which
was developed to study the impact of 3-D indoor channels on wireless networks.
Channel models developed in Matlab are compiled to shared libraries and headers
files, and integrated into OMNet++. This approach does not require a synchroniza-
tion technique, but may be, however, time consuming due to the process of recom-
pilation of the OMNet++ or Matlab models being modified. Moreover, COSMO
is not adapted to the simulation of EH-WSN requiring interactive simulation and
clock synchronization between the WSN simulator and the energy harvesting sys-
tem.

3.2.2.2 Piccsim

Piccsim [96] stands for Platform for integrated communications and control design, Sim-
ulation, Implementation and Modeling, is a co-simulation platform dedicated for re-
search on wireless networked control systems. This co-simulation platform con-
sists of one computer running NS-2 simulator and another computer running the
PiccSIM toolchain and MATLAB/SIMULINK. The co-simulation and the commu-
nication between the two computers are coordinated by TCP/UDP packets using
the Piccsim Toolchain. However, this platform does not support yet the simulation
of energy harvesting WSNs.
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3.2.2.3 OPNET-Simulink

The OPNET-SIMULINK co-simulation platform [97] combines OPNET and Mat-
lab to study the effect of node movement on wireless networked control systems.
Similarly to Piccsim, this platform requires two computers, the first running OP-
NET and the second running Matlab. Both simulators are executed in parallel and
are synchronized using UDP sockets. In both of these co-simulation platforms,
much development effort is needed to implement the synchronization mechanism
between the two computers.

3.3 challenges for energy harvesting wsn modelling and simula-
tion

The simulation of WSNs involves modeling its different building blocks includ-
ing hardware (i.e. micro-controller, transceiver), software (i.e. OS, middle-ware,
firmware), and energy sources. Different languages and computation models are
often used to describe these blocks. This often results in multi-language heteroge-
neous simulators. While homogeneous approaches exist, where a single language
is used to describe the entire system, the main issue here consists in model simpli-
fications that may not correctly describe the behavior of each subsystem, especially
for a heterogeneous system like an EH-WSN.

In the case of energy harvesting WSN, the main problem faced is to simulate
the network protocols in parallel with the environmental parameters, energy har-
vester, conditioning circuits and storage blocks. Such an integral role of energy in
WSNs motivates many questions. Is there an energy module model that can be re-
used for all simulation scenarios in WSNs? If so, what are the parameters of this
model? In our opinion, the variety of environmental energy sources and storage el-
ements implies that there cannot be a unique energy module model suitable for all
WSNs simulation scenarios. If this is the case, then the next question is: Does the
chosen energy module model, from the huge number of energy transducers and
storage elements available, fulfill the network lifetime objective for the applicative
scenario? Energy harvesting subsystems are not easy to model in existing WSN
simulators. Some, particularly those involving realistic properties of the energy
harvester and the environmental data [15] [98], are very challenging to implement
in a network simulator using a high level programming language such as C/C++
or Java. How can we ease this difficulty? How can we make the energy module
module models accurate and realistic?

These are some of the questions that form the basis of the research contributions
presented in this chapter.
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3.4 the harvwsnet c o - simulation framework

3.4.1 Co-simulation framework

The co- simulation framework presented in this chapter aims to provide a compre-
hensive solution to simulate energy harvesting W SNs. The co- simulation frame-
work, HarvW SNet, combines the two following simulators:

• Matlab is the most freq uently used simulator in research and industry. This
simulator offers a wide range of accurate models and lots of powerful tool-
boxes dedicated to the simulation and analysis of continuous- time systems;

• W SNet is a precise W SNs simulator which offers sufficiently detailed models
of the radio channel and physical layer [ 21] .

In HarvW SNet, the MATLAB environment is used for modeling the energy har-
vesting system and for data visualiz ation while W SNet is used to implement the
communication protocol layers and simulate the network behavior. Since W SNet
does not provide any facility to directly connect to Matlab, the maj or extension
of the W SNet simulator was the addition of a communication interface by mean
of TCP sockets that permit data to be exchanged periodically with Matlab. The
goal of HarvW SNet is to evaluate the power charge/discharge profile of energy
harvesting nodes in realistic scenarios. To this end, the simple battery model of
W SNet is replaced by a function which calls directly the energy harvesting system
implemented in MATLAB. The global architecture of the proposed framework is
represented in Figure 3.3.
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Figure 3.3: Structure of HarvW SNet.

In the co- simulation process, both MATLAB and W SNet operate paralelly and
interactively. A simple synchroniz ation process between these tools was imple-
mented in HarvW SNet which req uires only a single computer. The simulation is
controlled by W SNet which defines the master clock and is responsible for clock
synchroniz ation.
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Even if, in HarvW SNet, Matlab is used to model only the energy harvesting
subsystem, the link between W SNet and Matlab could be exploited for other tasks,
e.g. to simulate complex channel models or elaborate RF transceiver models or for
data visualiz ation and hence open up a wide range of additional capabilities for
W SNet.

3.4.2 Energy Harvesting Subsystems

The energy harvesting system implemented in Matlab is completely modular and
can adapt to any type of harvested energy from simple to more complex models. In
addition, the architecture of the energy harvesting system supports multi- source
energy harvesting capabilities, and allows the sensor node to harvest from dif-
ferent energy sources. Figure 3.4 illustrates the general architecture of the energy
harvesting system.
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Figure 3.4: General structure of the energy harvesting system.

The energy harvesting system consists of four blocks:

• Energy source contains data files that fully describe the energy available in
the environment of the sensor node such as solar irradiance, temperature,
vibrations, etc. These data files are called directly by the energy transducer.

• Energy transducer converts the data fed by the energy source block to an elec-
trical energy and includes also all the circuitry ( i.e. AC- DC, DC- DC convert-
ers, MPPT functions) responsible for enhancing the transducer ’ s efficiency
and producing the desired output voltage.

• Power manager is responsible for controlling and routing the energy from
the energy transducer to the energy storage units and/or to the sensor node.
This block may have energy measurement capabilities that track the voltage
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status of the energy transducer and energy storage elements. The power man-
ager provides to WSNet information about the instantaneous power avail-
able for the powering of the sensor node.

• Energy storage, composed of either batteries or supercapacitors, are devices
that store the energy collected by the energy transducer and supply energy
to the sensor node if/when it is not powered by the collected ambient energy.

To accelerate the simulation process, the Matlab model can be compiled into a
MEX function which is also called directly by WSNet through the TCP socket.

3.4.3 Co-simulation process

An energy harvester is a dynamic system in which the battery state-of-charge
(SOC) and energy harvested change in a continuous manner with respect to time.
On the other hand, WSNet is a discrete-event driven simulator that handles events
that are unevenly distributed in time due to the stochastic nature of packet genera-
tion. We therefore define two types of events at which WSNet invokes Matlab. The
first, called synchronization events, are scheduled at fixed intervals and dedicated
to maintaining the synchronization of the simulation clocks between WSNet and
Matlab. The second type of events, called communication events, arise when a node
is in one of the following states: transmitting, receiving and listening, or in any
other power consuming state.

Loading M
atlab

Start of 
simulation

Matlab 
time

WSNet 
time

Initializing 
energy harvesters

t = 0

t = Ti

Initialization com
plete

Event Tx: N
ode i @

Ti

Synchronisation event

N
ode i: B

attery cycles = 0

Communication event 

Initialization phase Simulation phase

Energy H
arvested &

 SO
C

N
ode i: Energy H

arvested &
 SO

C

t = Tk

t = Tj
Event R

x: N
ode i @

Ti
N

ode i: Energy H
arvested &

 SO
C

Figure 3.5: Interactive co-simulation of WSNet and MATLAB.
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The following steps and Figure 3.5 provide an overview of a typical exchange
between WSNet and Matlab: During the initialization phase which takes place at
the initial time but before the actual simulation starts, WSNet creates the nodes
specified in the simulation configuration file and requests a connection to the Mat-
lab engine via sockets. Once the connection is setup, Matlab initializes the energy
harvesting system that corresponds to each simulated node and associates the pre-
defined environmental data in accordance with the location of each node. After
initialization, WSNet begins the simulation at time zero and passes the clock to
Matlab each T seconds allowing the energy harvester of each node to calculate
the scavenged power, the battery SOC and the number of remaining charge/dis-
charge cycles. The period T is controlled by WSNet and is chosen as a function
of the communication duty-cycle and the environmental data type. When a node
transmits or receives a packet, WSNet sends a notification to Matlab and waits
until the Matlab calculation is done before continuing. The notification includes
the node number, the kind of event (e.g. reception or transmission), the event du-
ration, and the current to draw from the battery. Otherwise, if the node is not
receiving nor transmitting data, the energy harvesting system considers that the
node is in idle mode and draws the current corresponding to this state. When the
battery associated to a node reaches its maximum number of charge/discharge
cycles, Matlab sends a notification to WSNet indicating that the node is not opera-
tional and should be removed from the network.

In the following sections, we describe two case studies using HarvWSNet, the
first one focuses on the lifetime estimation of a solar energy harvesting WSN while
the second is dedicated to the evaluation of the feasibility of a structural health
monitoring WSN using air-flow energy harvesting. The models used in the two
case studies are based on the datasheets of COTS devices.

3.5 case study 1 : solar powered green house temperature moni-
toring

The application scenario described in this section is a solar powered sensor net-
work for temperature monitoring in a green house. The main constraint in this
scenario is the energy consumption.

3.5.1 Solar Energy Harvester Module

The aim of this section is to develop a model that not only is as realistic as possible
but also that closely resembles existing energy harvesting platforms. The flexibility
of the HarvWSNet framework eases the development of highly complex models
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that can be refined to take into account advanced power management and pre-
diction strategies. Since the applicative scenario that will be described below is
temperature monitoring application in a greenhouse, the energy scavenger chosen
is a solar harvester consisting of a photovoltaic ( PV ) panel, a battery and a power
manager as illustrated in Figure 3.6. Thus, the environmental data used are solar
irradiance and temperature. This information is loaded at the initializ ation phase
( Figure 3.5) .
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Initial SOC 
and Cycles

Figure 3.6: Global architecture of the energy harvesting system.

W hen MATLAB receives a synchroniz ation or a communication event, the solar
harvester system calculates the solar energy scavenged, the state- of- charge ( SO C)
and remaining cycles of battery as function of the environment data, the current
drawn by the node, the duration and type of power consuming event, and both
the initial SO C and battery cycles. The models for the PV panel, battery and power
manager will be described next.

3.5.2 Solar Harvester Modeling

Using the irradiance and temperature data, the solar harvester estimates accu-
rately the current and voltage that is delivered to the sensor node or to the battery.
Figure 3.7 represents the circuit diagram of the solar harvester which consists of a
photovoltaic panel and a maximum power point ( MPP) block.

IPanel

VPanel C
! L

ILoad

VLoad

MPPT 
Control

PWM

VD

IPanel

VPanel

ILoad

VLoad

Q

Rin

PV Panel MPP Tracker

Irradiance

Figure 3.7: Block diagram of solar energy harvesting system.
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3.5.2.1 PV Panel Modeling

A PV panel is composed of numerous connected PV cells. The electrical model for
a PV cell is typically modeled using the one-diode model as shown in Figure 3.8,
where IPH denotes the photo-generated current and RS and RP are series and shunt
resistances.

RS

RP

IPH

IPanel

VPanelD

Figure 3.8: Equivalent electrical circuit of a photovoltaic cell.

Manufacturers typically provide only few operational data for photovoltaic pan-
els, such as the open circuit voltage (Voc), the short circuit current (Isc), the max-
imum power point voltage (Vmpp) and current (Impp), the temperature drift co-
efficients at open circuit voltage and short circuit current. The PV panel MULTI-
COMP MC-SP0.8-NF-GCS provides a nominal output power of 800 mW under full
outdoor irradiance. Assuming that the resistance RP is infinite, the current voltage
characteristic of the PV panel may be written as [99]:

IPanel = IPH - IS ·


exp
✓
q (VPanel + IPanel · RS)

NSakT

◆
- 1

�
(3.1)

where NS is the number of cells in series, IS is the saturation diode current, a is
the diode quality factor, T is the absolute temperature and q and k are the electron
charge and Boltzmann constant, respectively. The three parameters IPH, IS and
RS can be determined from the operational data provided on the manufacturer
datasheet [100].

Since the available solar energy varies with time of day, a maximum power
point (MPP) tracking mechanism is essential to take full advantage of available
solar energy by continuously delivering the highest possible power to the battery
or to the node. As shown in Figure 3.9, the I-V characteristic of the PV panel is
nonlinear and changes with irradiance.

3.5.2.2 MPPT Modeling

The MPP tracker block consists of two parts: a DC-DC buck-boost converter and an
MPP tracking (MPPT) control algorithm. The function of the DC/DC converter is
to provide appropriate power to the load (battery or node) and compute the MPP
according to the control algorithm. The converter input resistance Rin, which is
the load resistance presented to the PV panel, varies according to the duty cycle D
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Figure 3.9: PV panel current-voltage and power-voltage characteristic.

of the pulse width modulation (PWM) signal delivered by the MPPT control block
and is therefore given as [101].

Rin =

✓
1-D

D

◆2 VLoad

ILoad
(3.2)

where VLoad and ILoad are respectively the converter output current and voltage.
The output voltage delivered to the load is given by

VLoad =
D

1-D
VPV (3.3)

The MPPT controller is implemented using the widely used algorithm Perturb
and Observe (P&O) [102]. This algorithm measures the power generated by the
PV panel and finds and tracks its maximal value by varying the converter duty
cycle.

3.5.3 Battery Model

There exist several models in the literature that capture battery charge/discharge
behavior with reasonable reliability. For its simplicity and accuracy, we consider
only the electrical circuit model based on previous work done by [103]. This model
can predict both the I- V performance and the lifetime, and includes two impor-
tant battery properties: the capacity fading effect due to charge-discharge cycles
and temperature. The equivalent circuit model of the battery is represented in Fig-
ure 3.10, where Voc, Vbattery and Ibattery are, respectively, the output open circuit
voltage, the output voltage and the current of the battery.
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Figure 3.10: The electrical battery model.

The battery used in the application below (TCL PL-383562) has a capacity of
850 mAh, with 400 cycles of charge and discharge. The expression of battery state
of charge (SOC) is described by

SOC = SOCinit -

Z
Ibattery

Cusable
dt (3.4)

where the SOCinit is the initial battery SOC and Cusable the usable battery capacity
which is given as

Cusable = Cinit.(1- Calendar life losses - Cycle life losses) (3.5)

where Cinit is the initial battery capacity, Calendar life losses is the storage losses
occurring when the battery is not used and Cycle life losses is the capacity fading
due to cycle number.

The parameters of the two RC networks vary as a function of the SOC. The total
impedance of the RC network is

ZBattery(SOC) = Rseries + Rcycle (3.6)

+RTransient_L

✓
1- exp

✓
-

t

RTransient_LCTransient_L

◆◆

+RTransient_S

✓
1- exp

✓
-

t

RTransient_SCTransient_S

◆◆

Therefore, the battery I-V characteristic can be expressed as a function of voltage
drop due to the battery equivalent internal impedance ZBattery and Voc.

Vbattery = Voc - ibattery ⇥ZBattery(SOC) (3.7)

The battery is charged each day by the PV panel and is discharged by the load
during the night. A battery cycle occurs when the battery is completely discharged
and then fully recharged. We consider that the lifetime of a battery is the number
of charge-discharge cycles that the battery will sustain. The battery is supposed to
be unusable when its capacity drops to 80% of its original rated capacity.
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3.5.4 Power Manager

The power manager adopted is based on an ideal controller which manages the
energy harvested and node power supply mode ( solar harvester or battery) while
ensuring that the battery is not overcharged nor over- discharged ( 10% 6 SO C
6 95% ) . Additionally, this power manager periodically indicates to W SNet the
energy source used, either solar harvester or battery. This information allows the
sensor node to adapt its operations to the available power supply. The fl owchart
of the power manager is shown in Figure 3.11.

Figure 3.11: Flowchart of the power manager.

Here, VThr1

= 3.6V and VThr2

= 4V are chosen with respect to the operating
voltage of the sensor node and the battery. At reception of a synchroniz ation or
communication event from W SNet, the power manager measures the voltage de-
livered by the solar harvester. This voltage and the battery terminal voltage are
compared to the configured thresholds VThr1

and VThr2

, the power manager de-
termines which power source, either solar harvester or battery, should power the
node. If the scavenged voltage is higher than VThr2

, the power manager connects
the solar harvester to the node and charges the battery only if the battery SO C
is below 95% . O therwise, if the PV panel voltage is lower than VThr2

but higher
than VThr1

, the power manager connects the node directly to the PV panel. In the
case where the voltage is below VThr1

, the node is powered using the battery. Fig-
ure 3.12 shows the evolution of the solar harvester and battery voltages during 4

days, from J uly 1 to J uly 4, based on the solar irradiance data of Grenoble given
by [ 104] .
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Figure 3.12: Evolution of voltage in the energy harvesting system over 4 days.

3.5.5 Simulation Results

In this section, we study the lifetime of a WSN for a temperature monitoring sce-
nario located in a greenhouse using HarvWSNet. The simulated network consists
of 8 sensor nodes distributed in a circular area around a base station as illustrated
in Figure 3.13.

(1)

(2) (4)

(8)
(7)

(6)

(5)

N

E

S

W (3)

Figure 3.13: Simulation set-up.

The communication distance between a sensor node and the base station is 40 m
at a frequency of 2405 MHz and a data rate of 250 kbps (IEEE 802.15.4). The MAC
protocol used is CSMA/CA. All simulated sensor nodes are identical and inte-
grate the following functions: a temperature sensor, a micro-controller for data
processing, an RF transceiver to communicate with the base station, and the en-
ergy harvester described in Section 3.5.1 for power.

We associate different one year irradiance data with each node depending on
its position and solar panel orientation. The base station is assumed to have an
unlimited power source. We consider the power consumption model of the board
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eZ 430- RF2500 combining an RF transceiver CC2500, a micro- controller MSP430

and a temperature sensor [ 24] . The nodes are configured to sense and transmit the
temperature with a 1 second transmission period to the base station. The average
current consumed during sleep mode is given as

Isleep = (Iidle(CC2500) + Iidle(MSP430))⇥
�
TApp - TTx

�

= (1.3[µA])⇥ (1[s]- 0.002383[s]) ( 3.8)

= 1.296 µA.s

Therefore, the average current consumption of the application over 1 second is

Iavg =
�
Isleep + ITx(MSP430)

�
/1[s] ( 3.9)

= (1.296[µA.s] + 35.508[µA.s]) /1[s]

= 36.80 µA
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Figure 3.14: Estimated lifetime of each sensor node.

Figure 3.14 shows the estimated lifetime for each sensor node assuming that
both the power manager and the MPP tracker consume 1 mW . W e observe that
certain nodes have longer lifetimes due to the solar data used which depends on
solar panel orientation. The nodes facing south receive higher solar irradiance than
nodes facing the north. Concerning battery lifetime, we have observed that most
battery charge- discharge cycles are consumed during the winter months where the
nodes do not receive sufficient solar irradiance. Even if the previous observations
are predictable, HarvW SNet is the only simulation platform capable of producing
accurate lifetime proj ections. Most importantly, for the same scenario described
above, the processing time taken to simulate one year using W SNet with a simple
linear battery model is about 3 hours, compared to 4,5 hours using HarvW SNet.
This extra processing time is clearly worth the price since the evaluation of an
energy harvesting node’ s lifetime is impossible using a linear battery model.
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3.6 case study 2 : wind-powered shm application

3.6.1 Scenario Description

As stated in Chapter 2, one of the many applications that can benefit from WSN
is structural health monitoring (SHM). SHM consists of accurately diagnosing the
health of structures in order to prevent potential damages of its materials and
asses its remaining lifetime.

The main goal of this case study is to investigate, using HarvWSNet, the fea-
sibility of a SHM for an industrial client who wishes to monitor the state of its
signalisation equipment installed on the ceiling of a subway metro line. In all,
there are 183 such signalisation stations along the 24.3 kilometers of the line, or
one approximately every 130 meters. The client wishes to monitor the local tem-
perature around each station and detect if a particular equipment has suffered an
impact. A solution consists in attaching to each station a self-powered wireless
SHM (Structural Health Monitoring) node equipped with a temperature sensor
and accelerometer. A possible source of energy in the subway tunnel is the wind
generated by each train passage.

The pre-prototyping simulation must be able to quickly respond to the following
questions: Can the wind generated by the passage of subway trains near each
wind harvester furnish enough energy to power the nodes? If so, what network
architecture is necessary to support this application? Can nodes aggregate and
relay data towards the nearest base station in a multi-hop mesh-type network?
Are intermediate base stations necessary? Note that to minimise costs, the client
prefers a minimal number of base stations. Given a network architecture, can the
application guarantee a minimum data gathering period of 1 second, a minimal
transmission period of 20 seconds, and a maximum data transmission delay of
1 hour? Is the network able to function 24 hours, even if the trains are at a stop
between midnight and 5h00 in the morning? How long can the network continue
working if the train traffic is suddenly stopped?

3.6.2 Scenario component models

In order to model and simulate this scenario, a number of models were required.
These include models for the wind energy harvesting module, for the RF signal
propagation in the tunnel, models for the MAC, routing and power management
protocols, and a model for the train mobility and for the node power consump-
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tion. W henever possible and for better precision, the models are built based on
measured results as described below.

3.6.2.1 Wind Energy Harvester Model

In this scenario, train movement in the tunnel generates wind that is harvested
to supply the sensor nodes. The block diagram of the Matlab model for the
wind- fl ow energy harvester is given in Fig. 3.15. Measurements made by [ 105]
in a Rome metro tunnel with a small 6.3cm diameter micro- wind turbine and an
adaptive rectifier placed on a side wall of the tunnel showed that approximately
Eharvested = 60mJ can be harvested over a 20 second period at each train passage,
assuming that the rectifier is loaded by an MPPT ( Maximum Power Point Track-
ing) block and that the node is placed far from a tunnel entrance. Therefore, in the
model, at each train passage event, a corresponding input power profile is inj ected
into the MPPT block whose role is to present the correct input impedance while
providing a charging current for the 4.7F supercapacitor. Finally, a boost DC/DC
converter provides the 3.3 V olts req uired by the node.

Figure 3.15: W ind- fl ow Energy Harvester Matlab Model.

The MPPT block transfers the input power to the supercapacitor with an effi-
ciency of MPPT ⌘MPPT which depends on the supercapacitor voltage V0(t). The
definition of ⌘MPPT is obtained by fitting onto the measurements presented by
[ 106] of a buck- boost converter operated in Fixed Freq uency- Discontinuous Cur-
rent Mode ( FF- DCM) with a switching freq uency of f = 28kHz which has the best
performance when V0(t) is in the range of 0.9V to 2.3V ( i.e. the most common
range of supercapacitor voltages in our scenario.)

⌘MPPT =0.3424V0(t) + 0.5542, V0(t) < 0.88

=0.5133V0(t)
3 + 2.7098V0(t)

2 - 1.0308V0(t) ( 3.10)

+ 0.7871, V0(t) >= 0.88

The resulting model ( 3.10) is compared to measurements [ 106] in Figure 3.16.
The buck- boost block generates a charging current ICharge defined by
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Figure 3.16: Buck- boost converter efficiency ⌘MPPT as a function of output voltage V0(t)

with switching freq uency of 28kHz.

ICharge =

Zt+THarv

t

⌘MPPTPin
V0(t)

dt ( 3.11)

where Pin is the input power and THarv is the harvesting period ( defined below) .

A crucial part of our harvester model concerns the supercapacitor which suffers
from large redistribution currents which, as explained in [ 16] , are often mistaken
as leakage currents. In our work, correctly modeling these currents is essential
since large leakage currents could completely discharge the supercapacitor during
the hours when no trains are circulating whereas redistribution currents tend to
z ero when steady- state is reached. To correctly account for this effect, [ 16] proposes
the multi- time constant supercapacitor model ( Fig. 3.17) .

Figure 3.17: Supercapacitor Model proposed by [ 16] .

The values of the branch voltages and currents can be obtained by solving the
corresponding system of differential eq uations for each value of Icharge. This is
achieved simply thanks to the ode() function in Matlab. W hen Icharge = 0, only
charge redistribution currents are observed within the supercapacitor. In this work,
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a supercapacitor of 4.7F is used with the model parameters given by [16]. At full-
charge, this supercapacitor has a maximum voltage, VMAX, of 2.3V .

For simplicity, supercapacitor discharge events are treated differently. When re-
quired, the energy consumed Econs is directly removed from the first branch of
the supercapacitor model and the value of V1(t) is updated as follows:

ECV//C1
(t) = ECV//C1

(t- 1)- Econs (3.12)

ECV//C1
(t) =

1

2
⇤ (CV ⇤ V1(t- 1) +C1) ⇤ V1(t)

2 (3.13)

where ECV//C1
(t) is the energy of the CV//C1 branch at time t.

Finally, a DC/DC boost converter is used to supply a stable voltage of 3.3V for
the sensor node. The Texas Instruments DC/DC Boost Converter TPS61221 [17]
with the start-up voltage of 0.7V is used as the basis for our model. If the node has
drained a given current IOUT for a given Duration, the total energy consumed,
assuming a DC/DC efficiency ⌘, is given by

Econs =
IOUT ⇤ 3.3 ⇤Duration

⌘
(3.14)

where ⌘ is modeled (3.15) by fitting onto the measured efficiency of the TPS61221,
supposing that supercapacitor voltage varies around 1.2V (Fig. 3.18).

⌘ =114.16 log(IOUT ) + 245.63, IOUT < 30mA

=2.363 log(IOUT )
3 - 2.719 log(IOUT )

2 (3.15)

+ 0.3273 log(IOUT ) + 82.462, IOUT > 30mA

Figure 3.18: Efficiency of DC/DC boost converter block ⌘ as a function of output current
IOUT . Measurements are from [17].

3.6.2.2 In-Tunnel Propagation Channel Model

RF signal propagation in tunnels has been considerably explored in the literature.
Differently from indoor and outdoor propagation channels, tunnels provide a bet-
ter than free-space average pathloss but with deep fading zones which are often
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of a periodic nature for larger distances. Recently, a geometric channel model for
tunnels based on the Ray Tracing approach was proposed [107]. The model in-
puts are the RF channel center frequency, the tunnel width and height, and finally
the permittivity and conductivity of the wall material. In our application, the tun-
nel vertical and horizontal dimensions are 4m and 7m, respectively, and the wall
permittivity and conductivity are respectively 9✏0F/m and 0.1S/m. The 2.4 GHz
channel model that will be used in the rest of this work is given in Fig. 3.19. Fi-
nally, the presence of a subway train between two sensor nodes is assumed to
cause an additional pathloss TrainATT whose value is swept between 0dB and
100dB (complete signal loss).

Figure 3.19: In-tunnel channel attenuation model at 2.4 GHz.

3.6.2.3 Network Architecture and Routing Model

The average inter-node distance of 130 meters all along the length of the tunnel
clearly points to the use of a peer-to-peer data aggregating and relaying network
architecture. In this first pre-prototyping attempt, nodes are therefore connected
in a chain-like manner to a single base station which is placed at one end of the
tunnel to simplify network maintenance. Since the objective of this work is to
validate the 24 hour viability of the scenario assuming the wireless network is
established, the route discovery protocol is not modeled. Second, since there is
no node mobility, routing tables are established at the beginning of the simulation
and are simply based on maximum received signal power. Since all nodes have the
same emission power of 0dBm, nodes will therefore forward their packets to the
uplink neighbor which has the lowest pathloss link. Note that, due to the channel
model presented previously, this node may not be an immediate neighbor.
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3.6.2.4 Dedicated TDMA-like MAC Protocol

While all nodes in our application employ the 2.4 GHz IEEE802.15.4 physical layer,
in order to minimize idle listening time, a TDMA-like protocol is preferred over
CSMA/CA. Each node is assigned to one of the 183 equal time slots of each trans-
mission period Tperiod. In its assigned time slot, the node transmits to its uplink
node (defined in its routing table) a packet that contains its own sensor data ag-
gregated to that of all of its downlink nodes. Nodes know in which time slot(s)
they must wake up in order to receive the data packets they must relay. Time
slots are assigned such that a relay node receives all of its incoming data before
aggregating and sending its own data. If all packet transmissions are successful,
all of the data generated by the 183 nodes are relayed to the base station within a
single Tperiod. While this protocol requires that all nodes remain synchronized, it
is not difficult to imagine a light-weight mechanism (not modeled here) by which
all nodes follow the time drift of the root node.

Each data packet is constructed based on the IEEE802.15.4 physical layer (bit
rate of 250kbps) which has a 6 byte PHY header and a maximum PSDU (Physical
Layer Service Data Unit) size of 127 bytes. Our MAC protocol overhead includes a
5 byte header and 2 byte CRC (FCS field). Each packet can therefore convey up to
120 bytes of useful data. Every Tperiod, each node fabricates a 5 byte data unit in
which are mapped the node ID, timestamp, sensor data and supercapacitor state.
A PHY data packet can therefore contain up to 24 such data units. Every data
packet is immediately acknowledged using an 11 byte ACK packet. The data con-
tained in unacknowledged packets is placed in a FIFO queue for retransmission in
the follow transmission period. Since every receiving node knows precisely when
it must receive a packet (DATA or ACK), idle listening is minimized using a 100µs

timeout period.

Due to data aggregation, nodes which are nearer to the base station will have a
greater number of data to transmit. In order to avoid data congestion, nodes may
send up to 16 consecutive packets in a single time slot whose duration is fixed at
100ms. This is the time required for transmission of 16 maximum length pack-
ets (133bytes@250kbps = 4.25ms) including packet acknowledgement (352µs),
transceiver turnaround (192µs), radio standby (0.77ms), maximum data process-
ing time (10ms), and guard time (9.5ms). Figures 3.20 and 3.21 illustrate the MAC
protocol used in this scenario.

3.6.2.5 Mobility Model for Trains

As in any subway system, the train passage period varies during the day (Table
3.1). No trains circulate between midnight and 5am. Trains are modeled as nodes
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Figure 3.20: Definition of transmission period.

Figure 3.21: Dedicated MAC protocol - Timeslot definition

that travel at a constant speed of 50km/h in both tunnel directions. There is no
wall separating the two train tracks.

Time Train passage period

0am- 5am No train
5am- 7 : 30am,
10am- 12am,

2pm- 5pm, 7pm- 8pm

240s

7 : 30am- 10am, 12am- 2pm, 5pm- 7pm 90s

8pm- 12pm 480s

Table 3.1: Train passage period.

3.6.2.6 Power Aware Protocols

In this application, the use of a simple network- level power manager ( PM) is con-
sidered. Its aim is to adapt the transmission period of the network as a function
of the residual energy of the nodes. The global PM algorithm running on the
base station observes the 2- bit supercapacitor state data forwarded in each data
unit and adapts the transmission period of the entire network based on the worst
observed energy status ( Figure 3.2) . This decision is transmitted using the ACK
packets which gradually reach all of the downlink nodes. A node applies the new
transmission period decision immediately upon reception.
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Supercapacitor
voltage

Energy status
Transmission

period Tperiod

[1.9V - 2.3V ] Full T0

[1.5V - 1.9V ] High 2T0

[1.1V - 1.5V ] Low 4T0

[0.7V - 1.1V ] Depletion 8T0

Table 3.2: Network-level Power Manager Algorithm.

A simple node-level local power manager is also considered. It is assumed that
a node can change its sensing period TSENSE according to the trend of its super-
capacitor voltage. Starting from a default Tperiod/TSENSE ratio of 20, this ratio is
updated exponentially within the limits [1, 40] whenever the supercapacitor volt-
age increases or decreases by 20mV .

3.6.2.7 Power consumption model

The power consumption model of the node is based on measurements [108] made
on a TI-EZ430-SEH platform [109]. The current consumption and, if applicable,
duration of each state is given in Table 3.3.

Parameters Values Parameters Values

Isleep 1.16µs Tsleep simulation

ITX 22.6mA TTX simulation

IRX 19.32mA TRX simulation

ITurn 20mA TTurn 196µs

IStandby 8.23mA TStandby 0.77ms

IPM 0.88mA TPM 2.5ms

ISensing 1.38mA TSensing 19, 76ms

IProc 1.6mA TProc 61.4µs/byte

Table 3.3: Power consumption model.

Isleep, ITX, IRX, ITurn and IStandby are consumed currents of nodes in sleep,
transmission, reception, turn around and standby states and Tsleep, TTX, TRX,
TTurn and TStandby are the corresponding times passed in those states. ISensing,
IProc and IPM are consumed currents for data sensing, data processing and power
management and TSensing, TProc and TPM are the respective durations of these
tasks. Here the power management task mainly consists in reading the superca-
pacitor voltage on one of the MSP430 ADC ports.
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3.6.3 Pre-prototyping with HarvWSNet

In the present scenario, Matlab and W SNet interact on three types of event: harvest-
ing period event, transmission period event, and train passage event ( Figure 3.22) .
A harvesting period event is used to update the supercapacitor model of each
nodes to account for charge redistribution and harvester charging currents when
applicable. At each transmission period event, W SNet provides Matlab with the
current consumption profile of the nodes in the preceding period and in return re-
ceives the energy status of the nodes ( i.e. residual supercapacitor voltage) . Finally,
when a train passes a sensor node, a train passage event is triggered in which
Matlab updates the harvested power profile of the given node.

Figure 3.22: W SNet and Matlab Interaction.

The choice of harvesting period is a trade- off between simulation duration and
accuracy of supercapacitor voltage update. W hen the harvesting period is small
( 1s) , Matlab and W SNet communicate freq uently heavily impacting the simulation
duration. In contrast, when the harvesting period is large ( 20s) , the simulation
duration is reduced by a factor of 10 but the resulting model is less precise. W ith a
2mV difference observed after 363 train passages ( i.e. the number of train passages
per day) , setting THarv = 20s appears acceptable for the validation of the scenario.

3.6.4 Simulation Results

In this section, a network of 183 wireless sensor nodes ( Node 0 - Node 182) , each
eq uipped with a wind- fl ow energy harvester is considered. Each node is sepa-
rated from its neighbors by a random distance between [60m, 190m] along the
24km subway tunnel which gives an average node distance of 130m. For figure
clarity, Figure 3.23 shows the routed network for only the last 13 nodes closest to
the terminal base station ( Node 183) which is not considered in the scenario.

Unless otherwise stated, the following simulations are run with the default pa-
rameters given in Table 3.4. TSENSE and TPMS are the node’ s sensor activity and
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Figure 3.23: Node position and network connectivity (last 13 nodes).

power management periods, respectively. Note that in case no global (network-
level) power manager is used, Tperiod = T0 (i.e. network functions with a constant
transmission period). In addition, if a local (node-level) power management algo-
rithm is not used, TSENSE = Tperiod (i.e. nodes sense data once per transmission
cycle). Vinit is the value of each node’s supercapacitor voltage at the start of the
simulation. The receiver sensitivity SensRX is defined as the input power level
such that the Packet Error Rate (PER) is 1%. Default simulation duration is 24h.
Simulation begins at 5am and finishes at 5am of the following day.

Table 3.4: Default values of simulation parameters.

Parameter Value Parameter Value

T0 20s Tperiod T0

TSENSE Tperiod TPMS TSENSE

Vinit 1.6V Eharvested 60mJ

TrainATT 100dB SensRX -95dBm

A nominal simulation of the scenario is considered with the parameters in Ta-
ble 3.4 without power management (neither global nor local). The total energy
consumed per node over a 24 hour period is shown in Figure 3.24. Obviously,
nodes closest to the base station and situated on the main connectivity chain have
greater energy consumption due to data aggregation. According to Figure 3.24,
Node 181 has the greatest energy consumption. Figure 3.25 shows the residual su-
percapacitor voltage after a 24h simulation. Logically, the more a node consumes
energy, the lower its residual voltage is. Again, we observe that the energy con-
straint of node 181 is the most important. The network can be considered viable if
every supercapacitor voltage after 24 hours is greater than its initial voltage (1.6V).
Indeed, this means that, over several days, this voltage will tend to increase until
a steady-state is reached.
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Figure 3.24: Total energy consumed per node over 24 hours

Figure 3.26 shows the energy consumed in each node state including transmis-
sion, reception, sleep, sensing and others (which includes radio turn around and
standby, power management, and data processing). For nodes having less data
to transmit (e.g. node 178), energy for transmission and reception is relatively
less important. In contrast, these states occupy an important part of the energy
consumption ratio (i.e. over 85%) for nodes 181 and 182. Note that the energy con-
sumption of node 181 is a little bit higher than that of node 182 though node 182

has a greater number of data to transmit. This is due to the fact that node 181

is an inter-node router and hence dissipates more energy due to radio overheads
(standby, turn around, PHY protocol, acknowledgments).

Figure 3.25: Supercapacitor voltage after 24h simulation.

Using the HarvWSNet framework, many other simulation were run in order
to verify all of the other requirements of the scenario including data delay and
network lifetime in case train traffic suddenly stops. To study the sensitivity of
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Figure 3.26: Energy consumption per node state.

the application to the amount of harvested energy, this last value was varied from
5mJ to 60mJ per train passage. This allowed to observe the value of the global
power management algorithm. Indeed, if a global PM is used, Figure 3.27 shows
the variations of Tperiod over a 24 hour period for different amounts of supplied
energy. When the energy supplied is small, the network functions most of the time
at maximum Tperiod to save energy. However, at 60mJ and 30mJ, the network can
function with smaller Tperiod when the frequent train passages tend to recharge
the supercapacitors.

Figure 3.27: Transmission period of network with global PM.

3.7 conclusion

While simulations are widely used to evaluate protocols and algorithms for WSNs,
available network simulators offer only a simple linear battery model which can
not be used to accurately estimate the lifetime of deployed energy harvesting
nodes in the real world. In this chapter, we have proposed HarvWSNet a co-
simulation framework for energy harvesting wireless sensor networks. HarvWS-
Net is a global tool that combines the strengths of WSNet and Matlab to eval-
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uate energy-aware protocols and hardware for WSNs. WSNet is used for the
multi-node network simulation while MATLAB is used for the simulation of the
energy harvesting system. Both tools are run interactively and synchronized us-
ing TCP sockets. To demonstrate the efficiency of HarvWSNet, two case studies
were defined. The first one simulates solar harvesting WSNs, where a solar energy
harvesting model is implemented in MATLAB based on COTS devices. The sec-
ond one was used to pre-prototype a wind-harvesting WSN for a subway tunnel
structural health monitoring application. It is shown that the wind generated by
the train passages can be harvested to supply the sensor nodes and support a
client’s monitoring application. The simulation results also show the value of us-
ing power-aware protocols to improve network robustness and performance. This
work clearly shows that pre-prototyping can ease the development and minimize
time-to-market of novel energy harvesting wireless sensor network applications.
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4.1 introduction

The previous chapter focused on increasing the autonomy of WSNs by capturing
and transforming the environmental energy into electrical energy that sustains
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the sensor node’ s operation. Indeed, energy harvesting is able to reduce the de-
pendency on battery power but may be unable to carry the burden when ambi-
ent energy is scarce or unavailable for harvesting. Therefore, extending the life-
time of W SNs also implies minimiz ing the power consumption of the RF wireless
transceiver, often the most power- hungry component of a wireless sensor node, as
shown in Figure 4.1.

Figure 4.1: Active mode current consumption in a typical W SN node [ 18]

In the literature, several techniq ues for minimiz ing the power consumption in
W SNs have been proposed. A great deal of research has addressed the power
consumption savings that can be obtained using low power MAC and routing
protocols in addition to savings that can be obtained by a j udicious choice of phys-
ical layer ( bit rate, modulation, etc.) . At the transceiver level, low- power design
approaches for analog [ 58] [ 110] [ 111] [ 112] and digital [ 113] [ 114] [ 115] circuits
have been extensively studied. However, in all of this work concerning the phys-
ical layer implementation, the design methodology typically incorporates large
specification margins to account for the worst- case channel conditions, simulation
corners, and thermal effects. However, a radio transceiver may rarely face such
worst- case environment and conseq uently, consumes more power than req uired
under all operating conditions.

Recently, researchers have proposed to improve the network energy efficiency
by dynamically adj usting the transmission power which typically has a high im-
pact on the node’ s power consumption. An estimation of the link q uality is used
in order to maintain a "good- enough" link between nodes [ 116] . However, on the
other side of the link, receiver reconfiguration has received much less attention in
the literature. Most modern receivers are designed to achieve a minimum signal-
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to-noise ratio (SNR) when the channel conditions are in worst-case (e.g. noise,
interference, multipath). However, when the channel conditions are favorable, the
transceiver may consume more energy than required to meet the target minimum
bit-error-rate (BER). Since worst-case conditions may be rarely or only periodically
experienced in the actual network deployment, a reconfigurable receiver, able to
adjust its performance and power consumption to the instantaneous propagation
conditions of the signal and interference, could provide considerable power sav-
ings.

The primary research goal of this chapter is to analyze the global problematic
facing reconfigurable transceivers. Indeed, it is not enough to simply design re-
configurable circuits. It is of primary importance to identify which new system
components are required to build a reconfigurable transceiver and understand
which are the main design issues faced by RF system and circuit designers.

4.2 sense & react approach and challenges

Traditionally, RF transceiver building blocks are designed to function at a fixed per-
formance level defined during the system design process for a target standard, and
cannot be modified except through physical intervention. In practice, however, the
propagation environment varies with time which means that the received signal
strength varies due to varying propagation losses, multipath effects, and interfer-
ence levels. Conservative RF transceivers operating in these conditions generally
consume much more energy than needed during the majority of time. It is there-
fore desirable to dispose of a flexible radio which can scale its performance with
respect to the channel conditions and application requirements. By continuously
adapting the transceiver performance to the channel circumstances, such reconfig-
urable radios could result in significant energy savings.

A reconfigurable radio has four key features that distinguish it from a traditional
radio: channel sensing, channel analyzing, performance mode deciding and perfor-
mance adjusting. Figure 4.2 illustrates how these features allow a reconfigurable
radio to conceptually react to the radio environment. This illustration is referred to
as the sense & react cycle that is continuously processed by a reconfigurable radio
to observe and analyze the channel condition, select the best performance mode,
and adapt its performance.

sense Sensing refers to the ability of an RF transceiver to monitor the quality
of a radio channel and estimate its related parameters. For example, a hardware
sensing block might provide measurements of noise floor and interference levels
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Sense

Decide

AnalyzeReact Radio 
Environment

Figure 4.2: Functional architecture of a typical sense & react RF transceiver.

in the radio channel. The data output by the sensing block must be sufficiently
accurate to allow exact conclusions to be reached regarding the channel usage in
the radio environment. Moreover, channel sensing must be fast and freq uent in
order to track the variations of the radio environment. Such req uirements may
place stringent req uirements on a hardware implementation in terms of sensing
bandwidth, processing power, RF circuitry, etc.

analy z e The RF transceiver must also be able to analyz e the output of the
sensing block. For example, an analysis block placed directly within the RF transceiver
might be able to distinguish between the desired signal, the interference level and
the noise fl oor based on the sensed radio spectrum. Alternatively, an analysis block
may process information extracted from high level protocols ( MAC or NTW ) . In
the analysis block, the data retrieved from the sensing block is used to build a
metric that indicates the link q uality. For example, this could be the average signal
strength of a packet, the noise in the desired channel or the interference in adj a-
cent channels. As described in Section 4.6.1, there is a huge variety of possible link
q uality metrics that can be defined.

dec ide The third step of the sense & react cycle is to select the performance
mode according to the calculated link q uality metric.

reac t Based on the the performance mode chosen, the react control block de-
fines the parameters of each reconfigurable component of the transceiver for an
upcoming transmission or reception of a frame or a packet.

W hile sense & react represents an interesting approach to drastically reduce the
power consumption of wireless systems without affecting the QoS req uired by
the application, building a fully- functional reconfigurable radio is a difficult chal-
lenge. The RF transceiver is req uired to achieve a sufficient level of reconfigura-

60



4.3 prior work on rec onfi g urab le rf s y stems

bility in order to provide multiple performance modes. This is an additional de-
sign constraint for RF, analog and digital circuit designers and may place severe
req uirements on the noise, linearity, dynamic range, and power consumption of
the transceiver building blocks. In fact, instead of designing a single receiver, the
design team must now actually design a set receivers, each with its uniq ue req uire-
ments. Care must be taken to minimiz e prototype design and test time.

Furthermore, the units responsible for channel sensing, analyz ing and setting
the performance mode are req uired to have a high processing speed and good
robustness in order to make a decision with a relatively low delay and detect
transmission problems before the communication is too degraded. In addition,
the additional power consumption associated with these blocks must be relatively
low to avoid impacting the global system performance.

An additional challenge consists in identifying the blocks which may benefit
from the reconfiguration function. For example, consider Figure 4.3 which shows
a break down of the power consumption of the main blocks of a transceiver. No-
tice how the synthesiz er occupies an important part of the power budget along
with the RF functions ( LNA, mixer and PA) . The challenge here is identifying the
appropriate blocks that will offer considerable power savings while minimiz ing
performance impact.
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Figure 4.3: Distribution of the current consumption in a transceiver: ( a) receiver, ( b) trans-
mitter [ 19] .

4.3 prior work on rec onfi g urab le rf s y stems

As traditional RF transceivers typically function with fixed parameters and are
designed to be application- specific, researchers around the world have deeply ex-
plored the feasibility of reconfigurable wireless systems in which the transmission
and reception parameters ( e.g. operating freq uency band, modulation, waveform,
performance, etc.) can be controlled dynamically. This fl exibility can theoretically
be achieved by a software defined radio ( SDR) in which some or all of the physi-
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cal layer functions are controlled by a software signal processing algorithms [ 117] .
The architecture of an SDR is shown in Figure 4.4.

   ADCLNA

  PA     DAC

DSP
(ASIC, FPGA, 

uP, …)

Rx/Tx 
Switch

Reconfigurable 
ADC/DAC

Baseband Digital 
Processing & Control

Reconfigurable 
LNA/PA

Tx Tx

RxRx
Antenna

Digitally Programmable 
Bandwidth & Resolution

Digitally Programmable 
Power, Band 

Figure 4.4: Architecture of an SDR.

In an SDR, the only analog components are an LNA and an ADC in the receiver,
and a PA and a DAC in the transmitter. All other radio functions are realiz ed us-
ing digital signal processor ( DSP) . O ne widely used SDR implementation is GNU
Radio [ 118] which is a software package that provides many signal processing
blocks and discrete components to build a software radio.

Given the recent advances in CMO S technology and data converters, SDR ap-
pears like a good approach for all types of radios, from cellular to W SNs. How-
ever, since minimal filtering is applied in the RF and analog parts, such a radio
req uires an extremely high- resolution ADC featuring a very high dynamic range
in order to digitiz e any received signal freq uency at the antenna. For example, to
receive signals up to 3 GHz , the ADC req uired should run at 6 GHz ( Nyq uist rate)
with a dynamic range of more than 100 dB. This req uires more than 16 bits of
resolution in the ADC to meet the req uired SNR [ 119] . Unfortunately, given the
state- of- the- art of existing ADCs [ 120] , the power req uired by such an ADC is far
from compatible with a battery- powered sensor node even eq uipped with energy
harvesting capabilities [ 121] .

Another more fl exible radio concept called Cognitive Radio has been deeply stud-
ied in the literature during the last decade. The concept of cognitive radio was first
introduced by Mitola [ 122] and extended later by Haykin [ 123] . Cognition stands
for the capability of a system to sense, analyz e and adapt its parameters to the
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surrounding environment.

(a) Mitola defined the cognitive radio as an ex-
tension of the SDR [122].

(b) Haykin has extended the cognitive radio con-
cept and defined the physical layer commu-
nications and signal processing aspects asso-
ciated with it [123].

Figure 4.5: A comparaison between the cognitive radio concepts of Mitola and Haykin.

The original proposals of Mitola (Figure 4.5-a) and Haykin (Figure 4.5-b) and ex-
isting research in the area of cognitive radio focused mainly on dynamic spectrum
access. Recently, a certain level of flexibility has been implemented in some stan-
dards such as 802.11n which supports different constellation sizes and code rates,
and also operates on different frequencies and bandwidths [124]. However, very
little work has emerged in the field of power-reconfigurable circuit design. The
following sections present a state of the art of RF blocks and low-power strategies
aiming to implement some power/performance flexibility in RF transceivers.

4.3.1 Prior Work on Reconfigurable Transmitters

In the transmission of data from a wireless transmitter to a receiver, the trans-
mission power and data rate determine the range over which the signal can be
intercepted by the receiver and is therefore important in determining the perfor-
mance of a network. Existing low power radio technologies dedicated to WSNs
such as IEEE802.15.4 allow a transmission range in the order of 10 meters to a few
hundred meters in line of sight at data rates from a few kbits/sec to 1 Mbit/sec.
This order of distances is sufficient for several sensor network deployment scenar-
ios. In order to transmit data over larger distances, WSNs typically use multi-hop
relaying techniques.
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Today’s COTS radio transmitters include some flexibility in the transmission
parameters such as radiated power and transmission rate. For example, the TI
CC2420 [125] provides eight programmable transmission power steps ranging
from -24 dBm to 0 dBm. The transmission power and the corresponding current
consumption are represented in Table 4.1.

Table 4.1: TI CC2420 transmission power and corresponding current & power consump-
tion.

PA Level Output Power Current Consumption Power Consumption

[dBm] [mA] [mW]

3 -25 8.5 15.3

7 -15 9.9 17.8

11 -10 11.2 20.1

15 -7 12.5 22.5

19 -5 13.9 25

23 -3 15.2 27.3

27 -1 16.5 29.7

31 0 17.4 31.3

This flexibility in the transmission power has been intensively exploited in or-
der to reduce the excessive power consumption of the transmitter and optimize
the traffic carrying capacity of the network by minimizing the interference gener-
ated with respect to the nodes located in the transmission range. A good deal of
research activity has focused on the establishment of control policies that allow
the sensor nodes to adapt their transmission power level with respect to the other
nodes in their neighborhood [126] [127] [128]. The approach used, known as trans-
mission power control (TPC), allows a transmitter to adapt the radiated power to a
minimum level, which essentially depends on the proximity to the receiver, while
ensuring a good link reliability.

For example, if the MAC protocol allows an exchange of control signals (e.g.
RTS, CTS, beacons, preamble, etc.) between the receiver and the transmitter, the
receiver can send the link quality estimation (LQE) together with these signals so
that the transmitter can adapt its transmission power for future data transmissions.
Alternatively, acknowledgment ACK packets can also be used to vehicle this infor-
mation. Hence, with commercially available circuits, a reconfigurable system can
be defined which minimizes power consumption while adapting to the varying
channel conditions.
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4.3.2 Prior Work on Reconfigurable Receivers

Receiver reconfiguration has received much less attention in the literature. State-
of-the-art research in reconfigurable receivers has, to the best of our knowledge,
only focused on the design of reconfigurable circuits.

Authors in [129] propose a power scalable digital baseband for a low-power IF
receiver that reduces its power consumption by varying the word length and sam-
pling frequency based on the values of estimated interference and signal-to-noise
ratio. Thanks to an exhaustive search by Matlab for different levels of interference
and SNR, the optimal values of bit-width and sampling frequency are stored in a
look-up table. The power consumption figures in the different modes are obtained
using Synopsys Prime Power. The authors show that the power consumption of
the digital base band can vary from 0.49mW to 3.3mW.

In [20], an energy-aware RX front end for low-power 2.4 GHz applications is
presented. By pushing the requirements of the receiver to the low noise amplifier
(LNA), the authors obtain an important amount of controllable power consump-
tion with a single reconfigurable block. The LNA was designed to achieve high
gain and low power consumption while allowing variable performance modes as
shown in Table. 1. Although the LNA of wireless receiver is well-characterized in
these 4 modes, the article does not clearly show how the wireless receiver will
pilot this block under varying signal to noise ratio conditions.

Table 4.2: LNA characteristics from [20] (CMOS 0.18µm)

Function mode 1 2 3 4

Current (mA) 5 3 1.9

SSB Noise figure (dB) 8.8 9.3 12.7 16.5

IIP3 (dBm) -31 -27 -23 -19

Voltage gain (dB) 35.6 34.7 28.7 24.5

In [130] the authors propose a reconfigurable receiver in which the gain and
linearity of an LNA are independently controlled based on the calculated error
vector magnitude (EVM). The authors claim that independently (orthogonally)
tuning the gain and linearity allows an extra power savings of 22% as compared
to a traditional non orthogonal adaptive system.

With the recent development of wake-up receivers, many researchers have also
focused on the design of power scalable on/off keying (OOK) receivers for low
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power event-driven applications. In [131], the authors propose an OOK receiver
scalable in data rates from 1Kbits/s at 64µW to 100Kbits/s at 146µW.

In [132] the authors propose a reconfigurable low noise amplifier (LNA) with
three different levels of performance. The reconfiguration is achieved using an
external DAC that controls the supply voltage. Other power-scalable blocks such
as an analog channel filter and variable gain amplifier (VGA) [133] and analog-
to-digital converters (ADCs) [134] have been proposed with the aim of one day
enabling true receiver reconfiguration.

However, in all of this aforementioned work, little attention is paid to the con-
trol functions employed to pilot the reconfigurable blocks, nor to the impact of
receiver reconfiguration on the global network performance. Indeed, while this in-
novative research is indeed invaluable, evaluating the power savings that could be
obtained using a reconfigurable receiver is difficult since the time-varying signal
and interference propagation conditions so highly depend on the WSN deploy-
ment scenario.

4.4 reconfigurable transceiver architecture

As discussed above, prior work has mainly focused on implementing circuits with
some capacity for reconfiguration. However, very little work has addressed the
challenge of defining a complete reconfigurable transceiver system. In fact, ex-
cluding [129] and [130], most prior work has focused uniquely on the React part
of the Sense & React approach by defining tuning knobs for their circuits.

Our contribution in this section involves the specification at system-level of a
transceiver architecture that implements all of the states of the Sense & React ap-
proach described in Section 4.2. The objective is to identify the major challenges
facing transceiver reconfiguration.

The conceptual diagram of the reconfigurable transceiver is represented in Fig-
ure 4.6. It is subdivided into an analog front-end section and a digital base-band
section both including several tuning knobs (red arrows). With respect to the Sense
& React functional architecture described in Figure 4.2, the Sense function can be
performed in the analog or digital sections of the transceiver or in the higher-level
protocols, or in any combination thereof. This information is provided (green ar-
rows) to the Reconfiguration Manager which performs the Analyze, Decide and React
functions. In this conceptual model, no limits are placed on the implementation
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of the Reconfiguration Manager which may be a pure analog function, dedicated
digital hardware or a software component running on a micro- controller.
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Figure 4.6: Conceptual diagram of the reconfigurable transceiver.

The conceptual diagram of the reconfiguration manager is shown in Figure 4.7.
It is composed of the following blocks:

• A metric calculation block builds the Link Quality Estimation ( LQE) indica-
tor that refl ects the link q uality by capturing the signals and the information
provided by all of the components that implement some type of sense func-
tion. The possible definitions of the LQE are discussed in detail in Section
4.6.1.

• The decision algorithm is the intelligent part of the reconfiguration manager
which takes as input the LQE metric and establishes a decision on a new
performance configuration for the transceiver.

• The reconfiguration decision is applied by the tuning controller that adj usts
the transceiver performance using the built- in tuning knobs.
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Figure 4.7: Conceptual diagram of the reconfiguration manager.
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In the next sections, we present the architecture of the reconfigurable transmitter
and receiver, and the corresponding system model.

4.4.1 Reconfigurable Transmitter System Model

To design a successful reconfigurable transmitter, it is necessary to understand
its real behavior and investigate the sources of power dissipation. As shown in
Figure 4.3-(a) the power consumption of the direct up-conversion transmitter is
shared between two parts: the first one is due to the components responsible for
signal generation and processing (i.e. PLL, DAC, mixers, filters, etc. ), and the sec-
ond part is due to signal transmission by the power amplifier.

As discussed in Section 4.3.1, a transmission power control (TPC) protocol can
be used to reduce the excessive power consumption of the transmitter. This tech-
nique is commonly used in cellular and WLAN systems but has also been inves-
tigated for low power systems such as WSNs. Transmission power control can
be realized simply by controlling the transmission power of the PA which domi-
nates the power consumption of a transmitter. However, not all TPC systems offer
power-aware reconfiguration. Indeed, a PA is not always designed to offer constant
efficiency over its entire range of output powers. If the PA efficiency degrades with
lower output power (which is often the case), power savings offered by TCP are
minimized.

Conceptually, in a power-aware reconfigurable transmitter, other blocks than
the PA can offer power/performance trade-offs. Of course, differently from the
PA which is common to all architectures, the possibility of defining other power-
aware reconfigurable blocks will depend on the transmitter architecture which can
take various forms: direct, single or multiple IF up-conversion, polar modulation,
direct VCO modulation, etc. Alternatively, a pulsed ultra-wide band (UWB) trans-
mitter can offer a power/performance trade-off by inherently lowering its power
consumption with lower bit rates if the RF blocks are switched off between each
emitted pulse [135].

For example, in a Zero-IF up-conversion type architecture for narrow-band com-
munications, other blocks offering power-aware reconfiguration could include the
VCO which typically presents degraded phase noise for lower bias currents. Addi-
tionally, power-aware reconfiguration could be offered by varying the output sym-
bol rate (and therefore bit rate) of the digital base-band block. By modifying the
bandwidth of the signal and associated sample clocks, power savings could be ob-
tained in the digital base-band as well as in the DAC. Exploring the wide variety
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of transmitter architectures and identifying all potentially power- reconfigurable
blocks is beyond the scope of the present work.

However, considering that the PA offers the greatest potential for power- aware
reconfiguration, in this work, we focus on the establishment of system- level mod-
els and reconfiguration strategies that allow the reduction of the power consump-
tion due to this block. The conceptual diagram of a direct- conversion reconfig-
urable transmitter is presented in Figure 4.8 and consists of the following stages:
a digital base- band, an analog base- band and an analog front- end.

I/V Control

ADC
Low!Pass 

Filter

Modulator

PLL

Mixer

PLL

PA 
Reconfiguration 

Manager

Analog BasebandDigital Baseband Analog Front!End

Figure 4.8: Conceptual diagram of the reconfigurable transmitter.

In this transmitter, the PA output power control is realiz ed using the reconfigura-
tion manager that adj usts the performance of the PA as function of the calculated
LQE ( e.g. based on the RSSI measured by the receiver.) Figure 4.9 shows a possible
implementation ( among many others) of a reconfigurable PA. It consists of a one
stage PA and a tuning block that varies the efficiency and transmitted power by
controlling the gate and drain bias [ 136] .
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Figure 4.9: Schematic of the reconfigurable PA.
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4.4.2 System Model of the Reconfigurable Receiver

The reconfiguration of the receiver appears more stringent than transmitter recon-
figuration due to the non-uniform distribution of the receiver specifications (gain,
noise, linearity) among the various building blocks. Indeed, as shown in the ex-
ample of Figure 4.3-(b), the most power hungry components include the LNA,
mixer, synthesizer, and ADC. Receiver reconfiguration becomes interesting only
if the whole power consumption of the receiver chain is divided by a factor of 2

or more. Therefore, the reconfiguration might cover all of these blocks in order
to drastically reduce the power consumption during reception. Furthermore, the
implementation of tunability in these components typically comes at the risk of
communication performance as well as power consumption penalty. Therefore, the
major challenge of this work is to investigate the feasibility of such reconfiguration
and evaluate the impact of receiver building block tuning on the power consump-
tion as well as the communication performance of a WSN.

When designing a low power RF receiver, there are a number of architectural de-
sign choices that must be made (e.g. Zero-IF or Low-IF architecture, linear or non-
linear amplification, analog or digital channel selection, etc.). The receiver chain
blocks where reconfiguration can be usefully applied will therefore vary with the
implementation and affect the reconfiguration strategy. We limit our study to a
Zero-IF architecture with digital channel selection. The model could, of course, be
adapted to any other receiver architecture.

As stated previously, a reconfigurable receiver necessarily includes a number
of reconfigurable blocks, a means for calculating a reconfiguration metric that es-
timate the channel conditions (LQE), and a decision algorithm for applying the
reconfiguration strategy. The proposed reconfigurable receiver is presented in Fig-
ure 4.10 and consists of an analog front-end which filters and amplifies the signal
received at the antenna, an analog base-band that down-converts, further ampli-
fies, pre-filters and digitizes the signal by the ADC, and a digital base-band re-
sponsible for signal processing and demodulation.

In this example, the reconfigurable blocks, identified by a red arrow, are the
LNA, mixer, voltage controlled oscillator (VCO) and analog to digital converter
(ADC). These blocks possess tuning knobs that allow the reconfiguration manager
to set the target performance mode, tailored to the channel conditions. The recon-
figuration manager is located in the digital base-band. Alternatively, the reconfig-
uration manager could be implemented as an algorithm running on an embarked
micro-controller. Based on this example, we will investigate below what are the
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Figure 4.10: Architecture of the reconfigurable receiver.

minimum transceiver parameters req uired to achieve the a minimum power con-
sumption for several power reconfigurable modes.

4.5 fi g ure - of - merit b ased re c onfi g urab le trans c eiver

To describe an RF transceiver and evaluate its performance at the system- level, a
set of metrics that have become industry standards over the past years are used.
These metrics can generally be divided into two groups. The first group consists of
metrics such as sensitivity, linearity, noise figure, and adj acent channel selectivity
which can be extracted from the target standard specifications and hence q uan-
tify the global performance of the RF transceiver. Indeed, once these specifications
are set, the RF system architect can further specify the parameters and margins
of the transceiver ’ s building blocks. The second group consists of metrics such as
power consumption or bandwidth of a component which are not specified by the
standard but are mainly used to compare the performance of different blocks and
select the appropriate design for the target application.

The design of power reconfigurable RF circuits is a brand new field of research.
Hence, currently, there is no common specification methodology for defining the
performance of scalable analog blocks. The modeling approach adopted in this
chapter for the transceiver ’ s reconfigurable blocks is based on the figure- of- merits
( FoMs) of measured blocks reported in the literature. FoMs are widely used in
the literature to compare the performance and evaluate the efficiency of analog
circuits. They represent an easy way to compare the characteristics of each design
and predict the evolution of its performance in the future [ 137] . A FoM combines
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several characteristics of a component such as power consumption, linearity, noise
figure, gain, operating frequency, etc. The value obtained from the combination
of these parameters represents a performance measurement independent of the
circuit topology or its application.

In the following, we therefore will assume that the FoM correctly captures the
design space of a given block. For each block, we therefore choose an average FoM
for a given technology node and deduce the block characteristics for different lev-
els of performance. Our adaptive models can later be refined when more circuits,
specifically designed for power adaptability, become available. As a first step, we
define three power consumption/performance modes for each block.

4.5.1 Figure-of-Merit Based Reconfigurable Transmitter

As stated above, the reconfigurable block considered in the transmitter is the PA.
To establish the performance modes of a PA, the FoM should take into account the
main key parameters that characterize a PA like power gain G, output power Pout,
carrier frequency f, and power-added-efficiency (PAE). The following FoMPA is
used for benchmarking PA designs [137]

FoMPA = G⇥ Pout ⇥ PAE⇥ f2 [W ⇥GHz2] (4.1)

The PAE represents the efficiency of a PA and is usually expressed as

PAE =
POUT - PIN

PDC
(4.2)

where PIN and POUT are respectively the input and output power, and PDC is
the DC component of the power drawn by the PA from the power supply. The
linearity of a PA depends mainly on the operating class of the amplifier, making it
difficult to compare amplifiers of different classes. To remain independent of the
design class, the linearity was not included in the FoMPA.

The average FoMPA chosen for the 65nm technology node is 66GHz ⇥ W2[19]
[138]. Based on this figure of merit, three performance modes are defined for the
PA and are summarized in Table 4.3.

4.5.2 Figure-of-Merit Based Reconfigurable Receiver

In this section, we detail the performance of each reconfigurable building block
composing the receiver shown in Figure 4.10. The reconfigurable components are:
LNA, mixer, VCO and ADC.
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Table 4.3: Power amplifier performances.

Performance Pdc Pout

Mode [mW] [dBm]

High 9 5

Moderate 6 0

Low 3.3 -5

4.5.2.1 Reconfigurable LNA and Mixer model

In order to fix the performance of the LNA, we use the FoMLNA defined by the
ITRS [139] as

FoMLNA[GHz] =
G[lin.] · IIP3[mW] · f[GHz]
PDC[mW] · (F[lin.]- 1)

, (4.3)

where G is the power gain, F is the noise floor, IIP3 is the third-order intercept
point, f the operating frequency, and PDC is the power consumption. Based on
[140], an average FoMLNA of 15 GHz is chosen.
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Figure 4.11: IIP3 versus power consumption in recently published LNAs.
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Figure 4.11 shows the relation between IIP3 and power consumption in recently
published LNAs (Low-Noise Amplifiers). The IIP3 shows a tendency to decrease
as power consumption decreases. Hence, in the reconfigurable receiver, the power
consumption of the LNA can be reduced if interference levels are low in the node
environment.

In the literature, there are various figure-of-merits that have been developed in
order to quantify the performance of the mixer. The FoMMixer presented in [141]
takes into account conversion gain, linearity, power consumption and noise factor.
The FoMMixer used is given as

FoMMixer[dB] = 10 log
✓

G[lin.] · IIP3[mW]

PDC[mW] · (F[lin.]- 1)

◆
(4.4)

Based on [141], an average FoMMixer of -17 dB is chosen. Using (4.3) and (4.4),
the LNA and mixer characteristics are given in Table 4.4 for three performance
modes: high, moderate and low.

Table 4.4: LNA and Mixer Performances.

Component Mode
Pdc G NF IIP3

[mW] [dB] [dB] [dBm]

LNA

High 5.9 16 1.5 -4

Moderate 1 14 2.8 -6.5

Low 0.1 12.5 6 -9.8

Mixer

High 3.5 10 14.5 -7

Moderate 1.2 9 15 -11

Low 0.2 7 16 -15.5

4.5.2.2 Reconfigurable VCO Model

The power consumption of a PLL can be decomposed among the charge pump,
divider, phase detector, and the VCO. The contribution of the VCO power con-
sumption to the total power consumption of the PLL can be up to 78% in some
modern frequency synthesizer designs [142]. The power consumption of a VCO is
usually inversely proportional to its phase noise which, in turn, is responsible for
in-channel interference due to reciprocal mixing. Thus, reducing the VCO power
consumption in the case of low or inexistent adjacent interferers will result in a
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reduction of the overall power consumption of the PLL. Of course, the possibility
of reconfiguring the VCO assumes that the PLL lock time and stability are guar-
anteed in each mode.

Similarly to the mixer, LNA, and PA, it is possible to combine the parameters of
a VCO into a FoM that allows a realistic comparison of various VCO architectures.
The ITRS defines several FoMs for VCOs in [139]. The most common includes the
phase noise, DC power consumption, and carrier frequency. The FoMVCO is given
as

FoMVCO[dBc/Hz] = 10 log

"✓
fc
�f

◆2

· 1

L(�f) · PDC[mW]

#

, (4.5)

where fc is the frequency carrier, �f is the offset frequency, and L(�f) is the phase
noise relative to the carrier measured over a 1Hz bandwidth. From [143], an av-
erage FoMVCO of 178 dBc/Hz is chosen. The performance modes of the VCO are
summarized in Table 4.5.

Table 4.5: VCO performances.

Mode
Pdc L(�f) @ 1 MHz

[mW] [dBc/Hz]

High 5.8 -114

Moderate 3.2 -110

Low 0.1 -95

A -20 dB/decade phase noise slope is assumed until a floor value 10dB inferior
to the 1 MHz offset value is reached. The power consumption of other PLL com-
ponents including the charge pump, filter, divider and the buffer is assumed to be
1.2 mW [142].

4.5.2.3 Reconfigurable ADC Model

In our model, we assume that the ADC is preceded by an anti-aliasing filter that
limits the bandwidth to 10 MHz and that the ADC has a fixed sampling rate
fSampling of 20 MHz. An average FoMADC of 167 dB is extracted from data given in
[120] assuming a FoMADC defined as

FoMADC[dB] = (6.02 · ENOB + 1.76) + 10 log
✓
fSampling

PDC

◆
(4.6)
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where ENOB is the effective number of bits. Since the signal is oversampled by an
approximate factor of 5, the equivalent noise figure of the ADC is given as [144]

NFADC = 10 log

 

1+
V2
p-p

6kTRsL2qfs

!

(4.7)

where Vp-p is the full-scale voltage, Rs is the reference source resistance, Lq is
the number of quantization levels, k is the Boltzmann constant and T the temper-
ature. For Vp-p of 1V, the ADC performance modes are summarized in Table 4.6.
Note that in this first level model, the bit stream entering the digital base-band
varies from 3 to 9 bits depending on the performance mode. The additional power
savings due to the corresponding dynamic range reconfiguration of the digital
base-band are ignored.

Table 4.6: ADC performances.

Mode
Pdc ENOB NFADC

[nW] [bit] [dB]

High 1.5⇥ 103 9 28

Moderate 200 6 46

Low 3.5 3 64

4.5.2.4 VGA and anti-aliasing filter models

The remaining components of the analog base-band, preceding the ADC, are the
variable gain amplifier (VGA) and the anti-aliasing filter. The VGA is used to
automatically adjust the signal to the full scale of the ADC, while the anti-aliasing
filter is used to remove high frequency spectral components above the Nyquist
frequency prior to the sampling process. Assuming that the receiver complies with
the IEEE 802.15.4 standard, the filter bandwidth is fixed at 2 MHz. The required
VGA power range is set by the difference between the minimum and the maximum
signal input to the radio. For the 802.15.4 standard, the power range is set 0 dB and
33 dB. The VGA IIP3 and NF are 6 dBm and 25 dB, respectively. Similarly, the filter
IIP3 is fixed at 30 dBm and the NF at 20 dB. The total power consumption of the
VGA and baseband filter is assumed to be 2 mW (I and Q paths combined). In our
model, we assume that the variable gain amplifier (VGA) is controlled by an ideal
automatic gain control (AGC) algorithm that automatically sets the total receiver
gain such that the input signal reaches the ADC full-scale voltage. This first-level
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model neglects potential power consumption savings that may be obtained when
the VGA changes gain setting.

4.5.2.5 Reconfigurable Receiver Model

Assuming that the gain and noise figure values of each block are given for the
correct source and load impedances, the overall NF and IIP3 of the receiver is

8
>><

>>:

NFtotal = NF1 +
NF2 - 1

G1
+ · · ·+ NFk - 1

G1G2 · · ·Gk-1
,

1

IIP3total
=

1

IIP31

+
G1

IIP32

+ · · ·+ G1G2 · · ·Gn-1

IIP3n

,
(4.8)

where NFi, IIP3i and Gi are respectively the noise figure, third-order intercept
point and power gain for the ith block in the cascade chain. The global perfor-
mance of the receiver based the models defined above is summarized in Table
4.7.

Table 4.7: Global receiver performances.

Mode
Pdc NF IIP3

[mW] [dB] [dBm]

High 22.6 4.6 -26

Moderate 10.5 7 -27

Low 4.5 14.7 -29

4.6 link quality estimation

In the previous sections, we have postulated that a reconfigurable transceiver
which adapts its performance can save a great amount of the energy dissipated
when the channel conditions are favorable. This adaptivity is possible only if the
radio has a reasonably good knowledge of the link conditions and communication
performance. Hence, the unit responsible for link quality measurement represents
a vital building block in the process of reconfiguration of the adaptive transceiver
and selection of the optimal performance mode. In this section, we first review ex-
isting link quality estimation (LQE) techniques used for channel characterisation
and their usage domains.
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4.6.1 Link Quality Estimation Techniques

The communication performance in WSNs is affected by several factors that de-
grade throughput and may lead to high power consumption due to long periods
of idle listening and/or numerous packet retransmissions. The unreliability of the
communication links is mainly due to the following three factors:

• The surrounding environment leads to multipath fading and shadowing ef-
fects that contribute to signal strength attenuation;

• The interference due to concurrent transmissions from neighboring sensor
nodes or networks using the same frequency band may hinder the desired
transmission;

• The hardware of the radio transceiver may corrupt the sent and received
signals due to the different imperfections of its building blocks.

The aforementioned factors motivated the need for measurement and character-
ization of the wireless link quality. In the literature, several research papers have
focused on the study of the behavior of unreliable communication links using Link
Quality Estimation techniques. Most of this prior work has focused on the establish-
ment of link quality metrics for routing protocols and management of sensor node
neighborhoods. The objective of the LQE mechanism is to provide a sensor node
with a thorough knowledge of the surrounding channel conditions in order to se-
lect reliable links before data transmission.

Several LQE mechanisms have been reported in the literature. Baccour et al. [116]
has classified these as either hardware-based or software-based estimators. An al-
ternative LQE classification methodology might consist in distinguishing between
single-frame and multiple-frame metrics. In [116], a detailed survey on link qual-
ity estimators dedicated to WSNs is presented. According to Baccour et al. the link
estimation is evaluated through a three-step process, including link monitoring,
link measurements, and metric evaluation.

1. Link monitoring strategy: The authors in [116] identify three kinds of link
monitoring namely active, passive, and hybrid. In active monitoring mode, a
sensor node evaluates the link quality by sending probe packets at a cer-
tain rate to its neighbors either in broadcast or unicast mode. Of course, a
trade-off exists between energy efficiency and link estimation accuracy in
these type of estimators. Estimators with a low sampling rate tend to be
more energy efficient but less accurate than estimators with high sampling
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rate which employ a large number of packet probes. Alternatively, in pas-
sive monitoring mode, a sensor node evaluates the link quality by listening to
the existing packet traffic without sending probe packets. This LQE category
tends to be more energy-efficient as it does not require additional communi-
cation overhead when used in duty-cycled WSNs. However, when the WSN
operates at low data rate or with unbalanced traffic, which is often the case in
many WSNs deployment scenarios, passive monitoring may lead to inaccu-
rate link quality estimation due to the lack of up-to-date link measurements.
Finally, hybrid monitoring combines both active and passive link monitoring
techniques. This mix results in a better trade-off between energy-efficiency
and accuracy.

2. Link measurements: Link measurement is the process of data collection
from sent packets or received packets/acknowledgments. This can be done
at transmitter- or receiver-side. Receiver-side link measurements use infor-
mation extracted from received packets, such as packet numbers or time
stamps. The measurements of transmitter-side link quality relies for exam-
ple on packet retransmission count or other transmission attributes.

3. Metric evaluation: The retrieved data collected from the link measurements
are analyzed to produce a metric that indicates the link quality. This could
be, for example, the RSSI or the packet reception rate (PRR).

4.6.2 LQE Requirements

An efficient LQE metric must meet several requirements. These requirements en-
sure that the selected metric is able to estimate efficiently the link quality under
any channel condition. Four important requirements are presented next [116].

• Accuracy: The main challenge facing LQE is the ability to capture the real
behavior of the link. However, evaluating the accuracy of the link quality
estimation is a complicated task due to the indefinite notion of "quality"
when applied to volatile radio links. Indeed, there is no universal metric
that measures the "quality" of the link. Many different quantifies of different
nature can be used as LQE: e.g. RSSI (representing a power value in dBm),
LQI (integer value), PRR (a probability). Hence, the accuracy of the LQE
can only be studied indirectly using a comparative study. In the context
of transceiver reconfiguration, the accuracy of the LQE metric will greatly
impact the transceiver mode chosen and may induce a degradation in the
communication performance.

• Reactivity: The LQE metric must react rapidly to changes in the link quality.
The reactivity of a metric depends on two factors: (i) the observation window
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w1, and (ii) the link monitoring scheme. A large w is not able to capture
short-time fluctuations. On the other hand, small w allows the LQE to be
more reactive but may not capture the average link behavior and may result
in needless overhead. In the context of reconfigurable transceivers, a reactive
metric is essential for the process of reconfiguration to the fluctuation of the
wireless link.

• Stability: On the contrary to reactivity, this property expresses the ability of
an LQE to tolerate short-term changes in link quality. The stability of an LQE
can be characterized by the coefficient-of-variation of the link estimate. The
authors in [145] propose an easy approach to evaluate the LQE stability by
calculating a weighted moving average with a large smoothing factor.

• Power efficiency: As power consumption is the most important parameter to
take into account in WSNs, the LQE selected should have a low computation
overhead in order achieve a minimum energy consumption. For example,
estimation techniques based on learning and high beaconing rates are in-
appropriate for such networks and must be avoided because of their high
power consumption and communication overhead.

In the context of reconfigurable transceivers, the reconfiguration manager might
need different prediction windows in order to select the appropriate performance
mode. Short time windows might be used to adapt the transceiver performance
during packet reception or to choose the parameters of the next transmission while
longer windows might allow the reconfiguration manager to estimate the general
link quality based on a record of received/transmitted packets and consequently
reduce the processing overhead due to frequent link quality estimation.

In the next section, we survey the most relevant LQEs suitable to be used in the
process of transceiver reconfiguration.

4.6.3 Overview of Existing LQE

While several LQE techniques have been proposed in the literature, these have
generally been used for higher layer protocols, e.g. topology control mechanisms,
jamming detection, routing, handover, etc. As stated previously, Baccour et al. clas-
sified these link estimators into two categories: hardware and software LQEs. Gen-
erally, software-based LQEs are accurate in scenarios where the RF environment
varies slowly but show poor performance due to the potentially long estimation
time in volatile environments. Alternatively, hardware-based LQEs are fast but in-

1 The observation window w can be either a time window or a predefined number of sent/received
packets depending on the context.
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accurate [116].

An alternative, and perhaps more appropriate LQE classification methodology
might consist in distinguishing between single-frame and multiple-frame metrics
since this classification is independent of the implementation details. In this sec-
tion, we review the most popular existing LQEs.

1. Hardware LQEs: Hardware LQEs are provided directly by the transceiver
hardware, at the reception of a packet, without any additional processing
cost. Moreover, these metrics can be measured without any specific traffic
such as periodical broadcasts or beaconing. This category of LQEs is typically
based on the measurement of the signal strength of a received signal, e.g.
Received Signal Strength Indicator (RSSI) or the Link Quality Indicator (LQI)
when available. Additionally, only a small number of samples are required to
measure the link quality. However, several researchers have highlighted that
hardware metrics fail to capture the real link quality [146]. Firstly, RSSI and
LQI are subject to several fluctuation from the pro propagation channel [147].
Secondly, the link measurement highly depends on the hardware of existing
transceivers. For example, the IEEE 802.15.4 standard does not specify clearly
the RSSI mechanism in the radio transceiver. Thus, the information given by
these metrics may differ from one transceiver to another due to hardware
implementation of each manufacturer. For example, the RSSI obtained from
the transceiver AT86RF230 [148] is given as

PRF = RSSI_Base_VAL+ 3⇥ (RSSI- 1)[dBm] (4.9)

where PRF is the input RF power in dBm, RSSI_Base_VAL = -91 dBm, and
RSSI is the value read from the radio registers.

In the CC2420 radio transceiver [125], the RSSI is calculated in the RSSI_VAL

register. The RSSI of the received signal specified by TI is given as

P = RSSI_VAL+ RSSI_OFFSET [dBm] (4.10)

where P is the received signal power and RSSI_OFFSET is approximately
-45 dBm and can be found empirically during system development.

There exist several research activities that attempt to improve the efficiency
of the measurements, e.g. RSSI calibration [149], however, these introduce a
high calculation overhead not suitable for battery powered WSNs.

Another disadvantage of these metrics is that they are calculated based on a
limited number of symbols (8 in the case of the CC2420), and are available
only at the end of reception of successfully received packets, but not for
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dropped or lost packets [150]. Finally, these metrics give only information
about the signal power in the desired channel and are unable to predict the
interference due to adjacent channels.

2. Software LQEs: In contrast to hardware LQEs which are obtained directly
from the transceiver, software LQEs rely on historical packet count statistics
to accurately estimate the channel quality. Several software LQEs have been
proposed in the literature. In the following, we review the most relevant.
The Packet Reception Rate (PRR) is a metric which is calculated at the receiver
side and has been widely used in routing protocols [151] [152]. This metric
is defined as the ratio of the number of correctly received packets to the
number of transmitted (or expected) packets, for each time window !.

PRR(!) =
Number of received packets(!)
Number of expected packets(!)

(4.11)

The PRR has often been used as a reference metric to evaluate the accuracy of
hardware LQEs. Each hardware LQE that correlates with PRR is considered
as a good metric [116]. In [153], Cerpa et al. showed that the efficiency of
the PRR mainly depends on the size of the observation time window !.
They showed that the larger is !, the more accurate is the link estimation.
Since PRR varies frequently, a new estimator has been introduced called
Window Mean with Exponentially Weighted Moving Average (WMEWMA)
[145]. The main goal of this metric is to smooth the fluctuations of the PRR.
The WMEWMA is given by the following:

WMEWMA(↵,!) = ↵⇥WMEWMA(↵,!- 1) + (1-↵)⇥ PRR (4.12)

where ↵ is the smoothness factor which is comprised between 0 and 1. This
factor controls the importance of the current value of the PRR (with ↵ < 0.5)
or the last value of WMEWMA (with ↵ > 0.5).

Similarly to the PRR, the Required Number of Packet transmissions (RNP) [153]
metric is a receiver side LQE which estimates the link quality based on the av-
erage number of packet transmissions and retransmissions that are required
for a successful reception in a time window !.

RNP(!) =
Number of transmitted packets(!)

Number of successfully received packet(!)
- 1 (4.13)

The RNP metric assumes that the link layer implements an ARQ (Automatic
Repeat Request) protocol, which allows a node to retransmit a packet until it
is correctly received. The number of correctly received packets is determined
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only by the transmitter as the number of acknowledged packets. In [153], the
authors claimed that the RNP characterizes the link quality more accurately
than the PRR. However, RNP does not take the distribution of packet loss
into account, which makes it unstable and less reliable in link quality estima-
tion [116].

The Expected Transmission Count ETX metric introduced in [152] estimates the
link quality based on the number of transmissions that are necessary to send
a packet successfully. It uses active monitoring where each node collects sta-
tistical data by sending probe packets. This metric takes into account the link
assymetry by combining the estimation of uplink PRR (denoted PRRuplink)
and downlink PRR (denoted PRRdownlink). The ETX calculated in time win-
dow ! is given as:

ETX(!) =
1

PRRuplink ⇥ PRRdownlink
(4.14)

However, these models are relatively slow as they require a minimum num-
ber of packets (typically more than 5 packets) to build up a reliable link
estimation.

3. Hybrid LQEs:

A few hybrid estimators combining both software and hardware metrics
such as PRR, link asymmetry, LQI and SNR have been proposed in the liter-
ature [154] [155] [156].

4.6.4 Novel Link Quality Estimators for Reconfigurable Receivers

Within the proposed reconfigurable transceiver, the reconfiguration mechanism
must be driven by a link metric which correctly estimates the channel conditions.
In the next section, we focus on the transceiver reconfiguration process, and more
especially on link quality estimation and decision making. We define two new
link quality estimators that can be used by the transceiver to update its param-
eters during the network run time while ensuring a minimum associated power
consumption.

4.6.4.1 Example Hardware Link Quality Estimator

As discussed in Section 4.6.1, existing hardware metrics such as RSSI or LQI fail
to estimate the link quality efficiently. The motivation of this section is to develop
a new hardware link quality estimator that:

1. Estimates the channel noise and out-of-channel interference.
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2. Allows the RF receiver to estimate the link q uality for each symbol of the
received packet.

3. Is sufficiently fast to allow the receiver to adapt dynamically ( during packet
reception) to the changing conditions of the channel.

4. Does not req uire a high computation and energy overhead.

5. Allows the receiver to select rapidly the right performance mode.

In order to build a good estimation of link q uality, hardware LQE is req uired
to approximate the true output SINR, defined as SINRGEN ( 5.21) in the following
chapter. However, in a real transceiver, it is hard to calculate this SINRGEN due
to the mixing of RF interference with the desired signal due to transceiver impair-
ments. Therefore, the proposed LQE is built using a high- pass filtering path in the
digital baseband as shown in Figure 4.12.

Metric 
Calculation & 

Decision

Demodulator

Pj*

Ioc

High!Pass 
Filter

Ni

Noise floor 
Estimator

Digital Baseband

Analog 
Front!end & 

Baseband

Signal flow

Reconfiguration
Path 

Channel 
Filter

Reconfiguration 
Manager

Figure 4.12: Implementation of hardware LQE in the digital baseband.

As can be seen from Figure 4.12, the proposed metric calculation and decision
block measures the power of the in- channel signal P⇤

j ( Eq uation 4.15) as well as
the residual adj acent interference power Ioc ( Eq uation 4.16) . Indeed, since the sum
of the in- channel interference and noise are indistinguishable from the received
signal, the total power at the output of the digital channel filter is

P⇤
j = Pj +Ni +

out- of- channel
interferencez }| {X

k6=i,j

↵i,k · Pk+

Intermodulation
interferencez }| {X

k6=l,j

X

k6=k,j

�ik,l · PkP2
l +

Phase- noise
interferencez}|{

PPN ( 4.15)

where Pj is the desired signal power, Ni is the receiver noise figure, ↵i,k is the
rej ection factor between channel i and k, �ik,l is the intermodulation coefficient,
and PPN is the phase noise interference power.
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Ioc =
X

k6=i,j

↵i,k|↵6=1 · Pk (4.16)

An estimate of the noise-floor Ni, constructed by monitoring and averaging the
in-channel signal strength before or after packet reception, is also an input to the
metric calculation & decision block. Since Ni and Ioc can be extracted from the
in-channel signal, the proposed LQE metric is

LQEReconfig =
P⇤
j - (Ni + Ioc)

Ni + Ioc
(4.17)

This hardware LQE block is characterized by a power consumption overhead
and a calculation delay. For high reactivity, the shortest possible delay is preferable.
Figure 4.13 shows the effect of adjacent and alternate interference on the SINR
and the LQEReconfig in the case where the receiver is in low performance mode
and the desired signal power of -85 dBm. In this figure, the effect of intermodu-
lation is illustrated. In the case of intermodulation absence, the LQEReconfig curve
fits with the SINR one, however, when intermodulation interference is present, the
LQEReconfig estimates the SINR only if the interference power is under -50 dBm.

As shown in Figure 4.13, since co-channel interference, intermodulation distor-
tion and reciprocal mixing noise cannot be extracted from the in-channel signal
power, the above LQE provides an erroneously optimistic estimation of SINRgen

when these interference mechanisms are strong. Since in such case reception qual-
ity is severely impaired, the reconfiguration event that may ensue (and further
lower the SINRgen) should not impair system performance.
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Figure 4.13: Variation of the reconfiguration metric LQEReconfig and the SINR as function
of interference power in the case of intermodulation presence and without
intermodulation.
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This new hardware LQE could be used in, for example, a simple reconfiguration
algorithm based on two predefined thresholds: LQEth

Low and LQEth
High. At the begin-

ning of each packet reception, the receiver performance is set to high performance
mode. After LQEDelay, if LQEReconfig > LQEth

High, the performance mode is lowered.
During packet reception, LQEReconfig is continuously monitored and if LQEReconfig

< LQEth
Low, the performance mode is increased. Of course, a more complex recon-

figuration algorithm could also be used. Based on this simple algorithm, assuming
LQEth

Low = 3dB and LQEth
High = 9dB and using the reconfigurable receiver model

of Table 4.7, Figure 4.14 shows the receiver power consumption as function of the
interference and desired signal power. In this figure, we see clearly that when the
interference power Ioc is under -60 dBm the receiver operates in low performance
mode whatever the value of P⇤

j in the interval [-85 dBm,-55dBm], however, when
Ioc is larger than -40 dBm the receiver performance will switch to moderate of
high performance mode depending on the P⇤

j power.

Figure 4.14: Variation of receiver power consumption as function of the desired signal and
interference power.

4.6.4.2 Example Hybrid Link Quality Estimator

In this section, we present a hybrid LQE which combines the hardware LQE mea-
surement described in the previous section with a PRR measurement. The objec-
tive of this LQE is to provide an accurate and highly reactive link quality estima-
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tion. In order to limit the power consumption associated to the hardware LQE
calculation, the value of LQEReconfig from Eq uation 4.17 is calculated only once, for
a duration of 32µs after the middle of the packet as shown in Figure 4.15.

Figure 4.15: LQEReconfig calculation for new hybrid LQE.

This measurement, performed for each received packet, is used in conj unction
with the PRR calculated over an observation window w as shown in Figure 4.16.
A possible control algorithm using this hybrid LQE is shown in Figure 4.19.

Figure 4.16: Combination of hardware and software LQEs.

4.7 trans c eiver re c onfi g uration strate g ies

In this section, we describe potential reconfiguration strategies for both the trans-
mitter and the receiver.

4.7.1 Transmitter Reconfiguration Strategies

As mentioned in Section 4.4.1, the most commonly reconfigurable block of a trans-
mitter is the PA. In this section, we focus on the establishment of a reconfiguration
strategy that allows the transmitter to adapt the power amplifier output power as
a function of the channel conditions. In the literature, extensive research studies
[ 126] [ 157] [ 158] [ 159] have been conducted in order to reduce the excessive power
consumption of a network by adj usting the radio transmission power of individ-
ual nodes.
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4.7 transceiver reconfiguration strategies

This technique known as Transmission Power Control (TPC) suggests that each
sensor node should control its transmission power in order to ensure a minimum
power consumption while guaranteeing that the transmission power is sufficient
to communicate with other nodes. A good transmitter reconfiguration strategy for
WSNs should provide an energy-efficient mechanism to reduce the transmission
power thus ensuring a low power consumption and less RF interference to neigh-
bor networks.

The TPC can be accomplished only by a negotiation between the transmitter
and the receiver. Most proposed TPC techniques use signal strength metrics such
as RSSI or SNR computed over incoming packets and compare the measured value
to a predefined threshold to determine the optimum transmission power. In [158],
the authors determine the required transmission power for stationary nodes using
the RSSI which has a correlation with the packet reception ratio (PRR). In theory,
any other LQE technique (Section 4.6.1) can be used. For example, instead of us-
ing the RSSI measured by the receiver (Radio B) and fed back to the transmitter
(Radio A), an alternative approach could consist in estimating directly in Radio
A the SINR of the acknowledgement packet sent by Radio B using the LQEHW

from Equation 4.17 and using this information to reconfigure the transmitter (Fig-
ure 4.17).

Radio A Radio B

2: Send a data message

3: Send an acknowledgement at maximum Tx power

4: Calculate the LQEHW

5: Select the optimum Tx power

1: Select the maximum Tx power 

6: Send a data message with the new Tx power

Figure 4.17: Sequence diagram of transmission power adaptation.
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W e consider that radio A is the reconfigurable transmitter and radio B the re-
ceiver. Before the establishment of the link, the radio A initializ es its transmitter
power at a maximum in order to insure that the transmitted packet will reach the
radio B. After radio B receives a data message from radio A, radio B sends an
acknowledgment to confirm the reception of the message. During the reception
of this acknowledgement packet, Radio A invokes the reconfiguration manager
which measures the LQEHW and computes the optimum transmission power. Af-
ter radio A finishes the configuration of the new settings, it sends a new data
message to the radio B.

4.7.2 Receiver Reconfiguration Strategies

Receiver reconfiguration strategies are based on an adaptive change of the receiver
settings as a function of a chosen LQE. Existing LQE techniq ues are based either
on hardware measurements such as Received Signal Strength Indication ( RSSI) or
Link Quality Indicator ( LQI) , or on software measurements such as Packet Recep-
tion Rate ( PRR) , or on a combination of hardware and software measurements
[ 116] . In practice, many other different types of software and hardware LQE’ s
could be used to estimate link q uality ( packet CRC failure rate, acknowledgement
failure, re- routing probability, etc.) . However, part of the overhead induced by re-
configuration is due to the LQE measurement which therefore must be correctly
modeled.

f1 f2 Frequency

Interfering 
signals

Desired 
Signal

f0 f1 f2 Frequencyf0f1 f2 Frequencyf0

Strong signalWeak signal  Moderate signal 
Moderate interferers Very weak or 

inexistent interferersStrong interferers

High 
Performance

Moderate 
Performance

Low 
Performance

(c)(b)(a)

Figure 4.18: Signal and interference scenarios.

W ithout loss of generality, in the following, we assume that the receiver is sup-
posed to be able to reconfigure itself in three performance modes: high, moderate
and low, as a function of the three typical signal/interference propagation scenar-
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ios illustrated in Figure 4.18. In (a), the signal is weak and the adjacent channel
interferers are strong. The receiver must therefore operate in high performance
mode which minimizes noise floor and phase noise while selectivity, linearity, and
dynamic range are maximized. In (b), the moderate signal and interferer levels
imply that the noise floor, linearity, phase noise and dynamic range requirements
can be relaxed (i.e. moderate performance mode), hence resulting in power con-
sumption savings. In (c), the strong signal and weak adjacent channel interferers
imply that the receiver specifications can be further relaxed along with selectivity
(i.e. low performance mode), thus providing a maximum of power savings. As
stated before, the reconfigurable receiver is used in order to save power consump-
tion when the channel conditions are favorable.

We distinguish two main families of reconfiguration strategies: dynamic re-
configuration (or intra-packet reconfiguration) and static reconfiguration (inter-
packet). In the dynamic reconfiguration family, we assume that the receiver is able
to reconfigure itself during packet reception, whether continuously, periodically, a
single time, in case of event detection, etc. Static reconfiguration assumes that the
receiver can change its settings only between two packet receptions.

4.7.2.1 Receiver Static Reconfiguration

In this reconfiguration strategy, the receiver settings are updated periodically (but
not during packet reception) based on a software, hardware or hybrid LQE. For
example, the hybrid LQE defined in Section 4.6.4.2 could be used. An important
point concerning static reconfiguration is that the receiver performance mode may
remain constant for several transmissions (potentially a large number) depending
on the desired LQE measurement period. Note that in this type of reconfiguration,
the VCO can be reconfigured along with the other blocks if the phased-locked
loop (PLL) performance can be guaranteed.

From an RF design perspective, static reconfiguration implies that, before each
packet reception, the receiver blocks are configured in a given mode which re-
mains constant during the entire packet reception. This means that controlling the
parameters of the transceiver blocks can be performed simply and with low re-
quirements on delay.

However, when the receiver is configured in its lower performance modes, this
implies that its sensitivity is momentarily reduced. This has a direct impact on the
network which might lose connectivity if mechanisms are not provided to return
periodically to high performance made.
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For example, a statically reconfigurable receiver might employ the hybrid LQE
defined in Section 4.6.4.2 in the control algorithm illustrated in Figure 4.19. If the
LQEReconfig measurement for each packet is greater than a threshold LQEth and
if all packets are correctly received ( PRR = 100% ) the receiver performance mode
is lowered. O therwise, the performance is switched directly to high performance
mode. For higher reactivity, the receiver switches directly to a higher performance
mode if the LQEReconfig measurement of a packet is below LQEth or if a packet is
lost before the end of the window w.

Figure 4.19: Control algorithm using new hybrid LQE for a statically reconfigurable re-
ceiver

4.7.2.2 Receiver Dynamic Reconfiguration

As stated previously, in the dynamic reconfiguration family, we assume that the
receiver is able to reconfigure itself during packet reception, whether continuously,
periodically, a single time, etc. For example, assuming that an LQE can be calcu-
lated during packet reception ( most probably in the digital baseband section of
the transceiver) , "a continuous dynamic" reconfiguration strategy consists in con-
tinuously calculating this LQE, such as the SINR estimation defined in 4.17, and
continuously adapting the receiver performance mode during packet reception
without service interruption. If the power consumption associated with the con-
tinuous LQE measurement is low, dynamic reconfiguration potentially offers the
largest power savings and, unlike static reconfiguration, ensures that no packets
are lost due to reconfiguration ( if the system is sufficiently reactive) . O f course,
this reconfiguration is prospective since it is still necessary to prove that it is pos-
sible to change the receiver ’ s settings during packet reception without impacting
the reception q uality ( see [ 129] for initial work in this area) .
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Note that while some form of fast hardware LQE is necessary for the dynamic
reconfiguration family, hybrid LQEs can also be used. For example, a reconfigura-
tion algorithm might enable or disable the dynamic reconfiguration of the receiver
depending on network statistics observed over a large number of packets.

W hile modelling a dynamically reconfigurable receiver, it is necessary to ac-
count for the hardware LQE calculation delay which might cause an SINR drop
at the sudden appearance of blockers. Indeed, this may temporarily increase BER
and therefore PER.

A potential continuous dynamic reconfiguration algorithm that employs the
hardware LQE presented in Section 4.17 is defined in Figure 4.20 and illustrated
in Figure 5.14: The receiver performance is set to high mode at the beginning of
each packet reception. After LQEDelay which accounts for the processing speed of
the LQEHW calculation block, an initial LQEHW is calculated which switches the
performance mode ( here from high to moderate) . Since the receiver settings are
modified, the SINRout is affected which in turn leads to a new LQEHW calcula-
tion. In this example, since the new value is between LQEth

Low and LQEth
High, no

new reconfiguration event occurs until the appearance of a strong adj acent chan-
nel interferer. The resulting SINRout drop leads to a corresponding change in the
LQEHW which here falls below LQEth

Low, hence resulting in a performance mode
switched back to the high setting.
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Figure 4.20: Control algorithm for a continuous dynamically reconfigurable receiver
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4.7.3 Combined Transmitter/Receiver Reconfiguration Strategies

As discussed above, the goal of transmission power control is to minimize the
power consumption of the transmitter. However, the decrease of the transmitter
power will lower the SNIR of the signal received by the receiver. If this last is a
reconfigurable receiver, this will force it to function in a high performance mode.
Recall the scenario shown in Figure 4.17. An optimum solution consists in pursu-
ing the negotiation between the two radios until an agreement on the performance
of each radio is reached. In other words, the radio B must calculate the optimum
reception performance and make a proposal to radio A. If the proposal is accepted,
then the radio A changes its transmission power to the proposed value. Ideally, the
solution found minimizes the power consumption of both Radio A and B.

Note that TCP is a static type of reconfiguration strategy whereas the receiver
can potentially be reconfigured either statically or dynamically. The research op-
portunities offered by combined transmitter/receiver reconfiguration strategies
are immense and are unfortunately beyond the scope of this present work.

4.8 conclusion

In this chapter, we have presented a reconfigurable transceiver model that changes
its performance and power consumption according to the channel conditions. The
transceiver model proposed is based on Figure of Merits of measured circuits
reported in the literature. The receiver performance modes are chosen based on
a link quality estimation that provides a good approximation of the real SINR.
We showed that considerable power can be saved in the case of good channel
conditions. In the next chapter, we show that the models proposed can easily be
implemented in a wireless network simulator in order to validate the value of a
reconfigurable architecture according protocol models and real-world deployment
scenarios.
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5.1 introduction

In the previous chapters, we have presented the models, mechanisms, and algo-
rithms that allow a radio transceiver to adapt itself to the channel conditions. We
have shown also that adapting the radio transceiver to the channel’s changing con-
ditions might provide large gains in power consumption and potentially reduces
the interference to neighboring sensor networks.
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5.2 challenges for wsn physical layer modeling and simulation

To evaluate the performance and behavior of the reconfigurable transceiver in
large-scale WSNs, we extend the WSNet simulator by integrating the interference
and radio components that are required to support the simulation of such adaptive
transceivers. The choice of simulation and modeling over an experimental method
can be attributed to several reasons. Firstly, reconfigurable RF transceivers are in
their initial stages of development and commercial circuits are still not available.
Secondly, transceiver modeling and interference simulations allow the analysis of
relatively large scale networks. This eases the study of interference due to adjacent
networks. Thirdly, the lifetime of hundreds of sensor nodes can thus be simulated.
Therefore, this work relies on simulation and modeling of adaptive transceivers in
order to evaluate the different control mechanisms and reconfiguration strategies.

5.2 challenges for wsn physical layer modeling and simulation

As wireless communication systems are becoming more and more complex, ac-
curate simulations of the physical layer and channel conditions play a fundamen-
tal role in determining the communication performance in a WSNs. The simula-
tions of the PHY layer usually consist in the evaluation of the BER or PER of the
transmitted packets that may have been corrupted by the modeled transmission
channel. The natural candidate for these simulation is MATLAB. However, as men-
tioned in Chapter 3, Matlab fails to model the protocol stack of a WSN. Thus, in
this chapter we focus on PHY layer modeling within a WSN simulator.

A detailed (spice-level) physical layer model cannot be included in the net-
work simulator because of processing complexity and simulation time limitations.
Therefore, an accurate abstraction model of the PHY layer that encapsulates the
major impairments of a real transceiver must be proposed. The selected abstract
model must account for the radio standard and access technique, the modulation
scheme, the channel models used, and other radio parameters. Since relatively sim-
ple models are needed to limit simulation time, our idea consists in implementing
in a WSN simulator a behavioral model of the transceiver and a corresponding
interference model that together approximate the behavior of a real transceiver.

5.2.1 PHY Layer of Existing WSN simulators

The PHY layer of a WSN simulator is responsible for packet sending and receiv-
ing, channel sounding, and SINR calculation. As discussed in Chapter 3, existing
network simulators presently in use such as Castalia [84], Mixim [160], NS3 [81],
offer advanced and complete simulation environments to evaluate, test, and debug
any kind of network protocol and wireless system. However, the design choices

96



5.2 c halleng es for wsn phy si c al lay er modeling and simulation

made during the design of these simulators oriented these toward high level ab-
stract views of the wireless channel and sensor network components, in order
to achieve a fast network simulation. This problem has been addressed by Ben
Hamida et al. in [ 161] . They highlighted the trade- off between PHY layer modelling
accuracy and scalability in W SNs simulators. The same problem was studied by
the authors in [ 162] who compared the results obtained from a selected set of sim-
ulators ( Castalia, Mixim, Tossim and W SNet) to a series of indoor and outdoor
experiments using MICAz sensor nodes. They found that the simulation results
vary drastically from one simulator to another. This is mainly due to the lack of
accuracy and reliability of the models used to represent the characteristics of the
PHY layer. As shown in Table 5.1, the radio channel modeling and interference
calculation is the point where current simulators differ largely [ 21] .

SUBMITTED TO SIMULATION JOURNAL SPECIAL ISSUE ON BEST OF PADS’08, 2008. 4
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Fig. 1. Propagation models.

Simulation Radio range modeling Radio link modeling Interference modeling
environments pathloss shadowing fading link model modulation model SINR computation

NS-2 free space, two-ray log-normal rician, rayleigh threshold - limited strongest signal
GloMoSim [6] free-space, two-ray log-normal rician, rayleigh threshold, BER BPSK, QPSK limited adaptive

JiST/SWANS [7] free-space, two-ray - rician, rayleigh threshold, BER BPSK limited cumulative
GTSNetS [8] free-space, two-ray - - threshold - limited strongest signal

WSNet [23] free-space, two-ray log-normal rician, rayleigh threshold, BER BPSK, STEP, limited, adaptive,
OQPSK, FSCK full cumulative

TABLE 1
PHY layer modeling in common simulation environments: NS 2.31, JiST/SWANS 1.06, GloMoSim 2.03,

GTSNetS and WSNet 2.0.

SNR threshold of Equation 7. It derives from the bit
error rate (BER) function which itself relies on the radio
interface properties. lij then relates to the probability of
a successful transmission. Some theoretical asymptotic
expressions are well-known for various modulation tech-
niques [24]. However, the exact derivation at low SNR is
sometimes not straightforward, more specifically in the
case of fading channels, which can be introduced at this
level with:

Ps ( E|� ) =
� �

0
Ps ( E|� ) · f� ( �|� ) · d�s. (8)

where f� ( �|� ) stands for the instantaneous SNR dis-
tribution due to fading. The threshold-based radio link
model as opposed to the PER-based radio link model, is
depicted in Figure 2.

PER-based
Threshold

t ransmit ter - rece iver  d is tance

PER

Fig. 2. Radio link modeling.

It can be also of great importance to consider channel
coding. For instance, bloc coding can be introduced
thanks to bounding the code word error probability. Last
but not least, the radio link can be more complex if the
pulse time-spreading due to multi-path lies beyond the
symbol period. In this case, the impulse response should
be considered.

3.3 Interference modeling
Interference disturbs the packet reception at the physical
layer. It appears as a crucial point in PHY simula-
tions as final results can be strongly influenced by the
interference model [9], [10], [12]. As we will see in
Section 4, interference management is probably the point
where current simulators differ the most largely. Sources
of interference include nodes operating in the same
frequency band or in different frequencies. The first
type of interference is known as co-channel interference,
while the latter is termed adjacent channel interference.

The most efficient approach for introducing inter-
ference consists in replacing the SNR by a signal to
interference plus noise ratio, SINR, which can be derived
according to:

�̄ij = hij · Pi

Nj +
�

k �=i,j hkj · Pk
(9)

The proper derivation of the SINR requires the knowl-
edge, at a given time, of all the signals which are
concurrently received at a given receiver.
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GloMoSim, GTSNetS and W SNet [ 21] .

In the following section, we focus on the description of interference models for
W SNs simulators.

5.2.2 State-of-the-art interference models

Interference is one of the most important causes of performance degradation in
W SN communications. Understanding the sources of wireless interference is es-
sential to the design and management of the reconfigurable transceiver. However,
accurate measurement of interference is extremely difficult due to its random oc-
currence outside and inside the radio transceiver ( Figure 5.1) and also to the com-
plex interaction of the radio signals in the environment. Interference is due to the
following factors: ( 1) the first one is due to the increasing number of wireless tech-
nologies that use the same spectrum band that may communicate with all devices
existing in their range and conseq uently interfere with other networks. ( 2) The
second important interference phenomenon results from the multipath effect in
the propagation environment ( i.e. fading, shadowing) where the signal received at
the antenna is a combination of the refl ected, scattered, diffracted and randomly
delayed components of the transmitted signal. ( 3) The third interference effect is
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encountered internally in the radio transceiver due to the physical imperfections
of the electronic components.

ADC

LO

Intermodulation 
occurence

Phase Noise 
occurence

Internal 
Interference

External 
Interference

Desired 
Signal

Interfering 
Signal

Figure 5.1: Simple block diagram of a wireless receiver.

In this work, interference modeling and characteriz ation are mainly used for two
purposes. First, to define the performance of each building block of the transceiver
in terms of linearity, noise figure, gain, etc. Second, to build a reconfiguration
metric which defines the transceiver parameters req uired for a successful packet
transmission or reception based on an accurate estimation of interference level and
desired signal power. Developing an accurate interference model has significant
importance in the specification of each operating mode of the adaptive transceiver
which is req uired to operate usually at minimum SINR. The performance mode
selected by the reconfiguration manager is mainly articulated around the radio
subsystems which is charged to carry out the various processing necessary to
describe the interference level and the communication performance in the sur-
rounding channel. Therefore, an accurate modeling and characteriz ation of the
interference allows the identification of the performance degradation source but
also an important step towards the design, analysis and implementation of a re-
configurable transceiver.

Interference in W SN has been investigated extensively in the research litera-
ture using several models. The choice of the interference model is of fundamental
importance. Not only has the proposed model to refl ect the nature of real commu-
nications, but also to facilitate the development of rigorous analysis.

The performance of a wireless communication system is commonly measured
using the packet- error- rate ( PER) which is usually expressed as a percentage.
W ithin a W SN simulator, the PER is calculated by assuming that the bit error
probability ( BER or bit- error- rate) of each bit within the packet is independent. In
all communication systems, the BER is a function of the demodulation scheme as
well as the signal- to- interference- plus- noise ratio ( SINR) at the demodulator input.
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Therefore in order to analyz e the performance of a communication system, it is
necessary to model accurately this SINR. O ne model widely used in the literature
[ 163] [ 164] [ 165] is the standard SINR ( or SINRs ) .

SINRs =
Psignal

N+ Pinterference
( 5.1)

where Psignal and N are respectively the desired signal and the thermal noise power
at the output of the receiver front- end, while Pinterference is interference power due
to co- channel and out- of- channel interference.

In practice, signal reception often takes place in the presence of different types of
interference, the most commonly studied being co- channel and adj acent channel
interference. Co- channel interference ( CCI) is caused by undesired signals using
the same channel as the receiver. This type of interference is the most harmful and
cannot be rej ected or attenuated even with an ideal filter as it overlaps with the
desired signal channel.

Adj acent channel interference ( ACI) results from signals adj acent in freq uency
to the desired channel. Even if the transmission mask is ideal, interference coming
from adj acent channels may appear at the receiver. This phenomenon is illustrated
in Figure 5.2. The effect of ACI is caused by the receiver non- ideal receiver filters
( analog and digital) that allow nearby interferers to leak into the channel of inter-
est. Additionally, the effect of ACI depends on the power of signals in the adj acent
channels as well as the freq uency offset between the desired signal and the inter-
ferers.

Frequency

Po
w

er

Ch 1 Ch 2 Ch 3

Desired 
Channel

Adjacent Interferers

Figure 5.2: Interference of adj acent radio channels.

An enhanced SINR ( or SINRe ) model that takes into account these two types of
interference was defined in [ 21] . The SINRe is calculated for node i when receiv-
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ing the desired signal emitted by node j and while other nodes (denoted k) are
simultaneously emitting a signal (Figure 5.2). The SINRe is given by :

SINRe
i,j =

Pj
Ni +

P
k6=i,j ↵i,k · Pk

(5.2)

where Pj is the power of the desired signal, Pk is the power of the kth interferer
signal and ↵i,k is a rejection factor that emulates the channel selectivity of node i

and is therefore a function of the frequency offset between the RF channels occu-
pied by nodes i and k.

All signal powers are referred to the antenna of node i. The received signal
power Pj and Pk are calculated using an appropriate channel model for the appli-
cation scenario. This may be a simple pathloss model or a more elaborate statistical
model to take into account fading and shadowing effects in a mobile scenario. The
results of simulation using the SINRe model are reported to be in good agreement
with real-world experiments [166]. However, neither of these models consider the
other imperfections of the receiver, for example the possibility that the inherent
non-linearity of the receiver (Figure 5.1) will create interference which may also
corrupt the desired signal.

In the following, the emphasis is placed upon integration of transceiver impair-
ments in WSNs simulation by extending the SINR model of (5.2).

5.3 receiver imperfection-based interference model

As stated before, other forms of interference are caused by the impairments of the
receiver building-blocks that may corrupt the system performance. In this section,
we focus on describing the models of the most essential impairments typically
encountered in RF receivers and their impact on the communication performance
of WSNs. These impairments include intermodulation, phase noise, and quanti-
zation noise. In fact, there exists other impairments which mainly depend on the
receiver architecture and are not considered in this work such as IIP2 in a Zero-IF
receiver, or image band in Low-IF receiver [144]. Altogether, these impairments
play a major role in the definition of the performance modes of the reconfigurable
transceiver.

5.3.1 Intermodulation interference

Intermodulation products are produced when two or more in-band signals are
applied to the input of a nonlinear receiver. To analyze intermodulation, we con-
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sider the case of a memoryless nonlinear circuit which is described by the transfer
function given in (Equation 5.3). Because the higher order products are of less
significance, the transfer function order is limited to 3 in this discussion.

y(t) =
3X

n=1

knx(t)
n (5.3)

where kn describes the coefficients of the different polynominal orders, and x(t)

is the input signal, which is assumed to consist of two sinusoids of different fre-
quencies such that

x(t) = A1 cos(2⇡f1t) +A2 cos(2⇡f2t). (5.4)

Amplitudes and corresponding frequencies of the components of the output
signal y(t) are summarized in Table 5.2.

Table 5.2: Intermodulation products and their amplitudes.

Order Frequency Component Amplitude

1st order
f1 k1A1 +

3
4k3A

3
1 +

3
2k3A1A

2
2

f2 k1A2 +
3
4k3A

3
2 +

3
2k3A2A

2
1

2nd order f1 ± f2 k2A1A2

3rd order
2f1 ± f2

3
4k3A

2
1A2

2f2 ± f1
3
4k3A1A

2
2

As shown in Table 5.2, the output signal y(t) contains second-order intermod-
ulation components at the sum and difference of the two frequencies f1 and f2.
These will be neglected in the following since they either fall out of the receiver
passband or, for the product at frequency f1- f2 which falls close to direct-current
(DC), are an issue for certain types of Zero-IF or Low-IF receivers only [144]. In this
work, we consider only the terms at frequencies 2f1 - f2 and 2f2 - f1 which are
commonly referred to as third-order intermodulation distortion (IMD3) products.
As depicted in Figure 5.3, if the distance between the frequencies of two in-band
interferers (f1 and f2) is similar to the distance between one of the interferers and
the useful signal at f0, one of the resulting intermodulation products may fall close
or within the receiver channel and may corrupt the desired signal.

Using Table 5.2, the IMD3 is given

IMD3 =
3

4
k3A

3 ; A = A1 = A2. (5.5)

101



5.3 re c eiver imperfe c tion - b ased interferenc e model
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Figure 5.3: Power spectrum of intermodulation product.

Next, we analyz e the relationship between the third- order input intercept point
IIP3 and IMD3. IIP3 is a commonly used metric for defining the linearity of an RF
receiver and it corresponds to the input- referred interferer power which generates
intermodulation products of eq ual strength as the linear components. The IIP3 is
given by [ 144]

IIP3 =
1

2
(3A- IMD3) ( 5.6)

- 2 · IIP3 = 10 log
✓
3

4
k3

◆
( 5.7)

Using ( 5.6) and ( 5.7) , we derive a new formulation of IMD3 such as

IMD3 = 10(-2IIP3/10) ·A3 ( 5.8)

In practise, if A1 6= A2, it is necessary to define two IMD3 products

IMD3(f) =

8
<

:
10(-2IIP3/10) ·A2

1A2 ; f = 2f1 - f2

10(-2IIP3/10) ·A1A
2
2 ; f = 2f2 - f1

( 5.9)

Since the IIP3 value for a given RF receiver is often published on its datasheet,
Eq uation 5.9 can be used to find the magnitude of the IMD3 products for the inter-
ferer powers A1 and A2. To avoid the interference caused by third- order distortion,
the receiver usually needs a relatively high IIP3. However, for an RF receiver, there
is generally a link between higher IIP3 and increased power consumption.

As shown in Figure 5.3, intermodulation products create unwanted components
at freq uencies which may interfere with the desired signal. In a worst case, the
IMD3 product will fall directly into the desired channel, a phenomenon similar to
co- channel interference. As the freq uency offset between the IMD3 product and
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the desired signal increases, their contribution to the SINR degradation becomes
less harmful (in a similar manner as a adjacent channel interference).

A model for SINR between nodes i and j including the distortion due to 3rd

order intermodulation can therefore be derived as

SINRIMD
ij =

Pj
Ni +

P
k6=i,j

↵i,k · Pk + PIMD3

(5.10)

PIMD3
represents the power of interference caused by third-order distortion prod-

ucts and is expressed as

PIMD3
=

X

k6=l,j

X

l6=k,j

�i(k,l) · PkP2
l (5.11)

where �i(k,l) , similarly to ↵i,j above, is a rejection factor that varies with the fre-
quency offset between the desired signal channel and the resulting third-order
intermodulation product at frequency 2fk ± fl. The sum extends to all interfer-
ence components resulting from the intermodulation of each couple of interferers.

In order to evaluate the impact of the IMD3 products, in the following, we will
assume that the IMD3 products that fall within the desired receiver channel are
treated as co-channel interference while the ones that fall out of the desired chan-
nel are treated as adjacent interference. In an RF receiver, this assumption implies
that all of the intermodulation products are created before any channel filtering is
applied and that the channel filtering operation is perfectly linear. Thus, the inter-
modulation rejection factor �i(k,l) can be expressed as a function of receiver IIP3

and ↵i,j such that
�i(k,l) [mW] = ↵i,2k-l · 10(-2IIP3/10). (5.12)

The implementation of SINRIMD model in a network simulator requires the
knowledge, at a given time, of all the RF-band signals concurrently received by
a given node. In this work, the network simulations are run using the wireless
sensor simulator WSNet [167]. Thanks to its native support of adjacent channel
interference, WSNet requires only minor modifications to implement the SINRIMD

model. In fact, intermodulation calculation, reduces the simulation speed only by
6% for 3 channels and by 20% for 16 channels.

Note that none of WSN simulators reported in the literature (such as OMNet++,
NS-3, etc.) support intermodulation interference calculation, few allowing even
the calculation of adjacent channel interference.

illustration 1 : impact of the SINRIMD
model on ber :

In this section, we modify the SINR equation native to WSNet in order to eval-
uate the impact of the intermodulation distortion. To this end, using MATLAB,
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we plot BER curves obtained using the proposed SINRIMD model with that ob-
tained with the SINRe. The 2 .4 GHz PHY layer of IEEE 802 .15 .4 adopts the offset
q uadrature phase- shift keying ( O - QPSK ) modulation with half- sine pulse shap-
ing ( which is eq uivalent to MSK from an RF spectrum mask perspective) . In an
additive white Gaussian noise ( AW GN) channel, the bit error rate ( BER) can be
expressed by [ 168]

BER = Q
⇣p

2 · SINR
⌘

( 5.13)

where Q(x) is the Gaussian Q- function

Q(x) =
1p
2⇡

Z+1

x
exp

✓
-
u2

2

◆
du. ( 5.14)

The simulation scenario is shown in Figure 5.4 where the source node j emits
a 32 Bytes/s Constant Bit Rate ( CBR) broadcast traffic through channel 1 of IEEE
802.15.4 2.4 GHz radio. Then, two strong interferers ( m using channel 2 and n

using channel 3) start j amming the network (1). The received powers at the re-
ceiver ( i) from emitter ( j) and interferers ( m and n) are respectively -73 dBm and
-45 dBm.

(j)

Network 1

Network 3

Network 2

(n)
(i)

(m)
Interferers

Pj

Pm

Pn

Desired

Figure 5.4: Simulation scenario.

The rej ection factor ↵i,k chosen for this simulation is based on the selectivity of
the TI CC2520 chip [ 169] , which is given as

↵i,k[dB] =

8
>>>>>><

>>>>>>:

0 ; i = k

-49 ; 0 6 i- k 6 1

-54 ; 1 < i- k 6 2

-55 ; i- k > 2

( 5.15)

IMD3 power resulting from the mixing of received signals is for i = 1, m = 2

and n = 3
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PIMD3
= �1(1,2)P1P

2
2 +�1(2,1)P2P

2
1 (5.16)

+�1(1,3)P1P
2
3 +�1(3,1)P3P

2
1

+�1(2,3)P2P
2
3 +�1(3,2)P3P

2
2

The IIP3 of the radio chip CC2520 is -24 dBm. From (5.15), the calculated PIMD3

is -87 dBm. The simulation results are illustrated in Figure 5.5. We observe that
the curve obtained with the SINRe model is very close to that of the SNR, which
implies that the interferers in adjacent channels are highly rejected. However, the
curve obtained with the new model clearly shows that the intermodulation inter-
ference impacts the BER performance and is not negligible.
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Figure 5.5: Comparison of BER using different SINR models.

illustration 2 : impact of the SINRIMD
model on per :

In order to further investigate the impact of intermodulation interference, an-
other set of simulations was run using WSNet to determine the relation between
PER and channel intermodulation. In these simulations, the positions of the trans-
mitter and the receiver were fixed, 30 m apart, and the jamming nodes were ran-
domly distributed in a circular area around the receiver. The maximum distance
between the jamming nodes and the receiver was 10 m. The simulation scenario
is represented in Figure 5.6.

We wish to study the case where the power at the antenna of the receiving
node due to interfering nodes exceeds the power of the desired signal. Thus, the
transmission power of the desired transmitting node is -10 dBm, while the trans-
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30 m

Network 1
Network 2

Network 4

Network 3

10 m

Interfering node Desired sender

Network 0

Figure 5.6: Simulation scenario used for analysis of PER under intermodulation.

mission power of the interfering nodes is 0 dBm. The received signal power at a
distance d from the transmitter is simply modeled as [170]

Pj = Pj(d0)

✓
d

d0

◆-n

; d > d0 (5.17)

where d0 is the reference distance (d0 = 50m) and n is the path loss exponent
(n = 2). In this simulation, the networks use predefined channels and adopt a non-
slotted CSMA/CA and IEEE 802.15.4 2.4 GHz compliant radio. The transmission
channels employed by each network are described in Table 5.3 where each packet
size is 64 Bytes.

Table 5.3: Transmission channels used by each network.

Network number channel

0 2425 MHz

1 2415 MHz

2 2420 MHz

3 2430 MHz

4 2435 MHz

Simulations are run using either the SINRIMD model or the SINRe model, with
and without intermodulation. The results obtained in terms of PER are shown in
Figure 5.7, upon varying the node population density per jamming network, in
the range 0 through 22. The diagram clearly shows the drastic impact of intermod-
ulation on PER as the density of nodes per adjacent network increases.
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Figure 5.7: Effects of node density on PER with and without intermodulation.

5.3.2 Phase Noise Interference

Phase noise is the most important parameter that characterizes the functioning
of the local oscillator (LO) and consequently the PLL (phase-locked loop) of the
RF transceiver’s frequency synthesizer. Indeed, oscillators in transceivers are used
to generate a reference signal for frequency translation purposes. Ideally, in the
frequency domain, the generated signal would be a Dirac and has energy at only
the carrier frequency (fc). However, in real oscillators, various noise sources lead
to phase fluctuations. The generated signal spectrum is affected by a kind of a
"skirt" around fc and can be presented in the time domain as [171]

LO(t) = cos [!ct+�n(t)] (5.18)

Here !c is the oscillator frequency, and �(t) is the random phase fluctuation
due to noise in the oscillator and is called phase noise. Typically, phase noise is
measured in the frequency domain in terms of dBc/Hz at a given offset frequency
from the carrier frequency (fc) and denoted as L(�f). Local oscillator phase noise
may introduce phase errors that result in demodulation errors. Another serious
problem caused by phase noise that may affect the BER is called reciprocal mixing.

As depicted in Figure 5.8, reciprocal mixing occurs when the phase noise on
the receiver LO mixes with a strong interfering signal to produce a noise signal
which falls inside the desired signal band of bandwidth (BW). As shown in 5.19

the power of this interference depends on the LO phase noise (L), the adjacent
interferer power (PInterferer), and the signal bandwidth (BW) [172]:

PPN[dB] = PInterferer[dB] + LPN(�f) + 10 log(BW)[dBm] (5.19)
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Figure 5.8: Effect of reciprocal mixing due to the local oscillator phase noise.

5.3.3 Quantization Noise

An ADC is responsible for the conversion of a signal that is continuous in ampli-
tude and time to a signal that is discrete in amplitude and time. Since the input
analog signal has an infinitesimal resolution and the output digital signal has a
limited resolution, an error due to the process of analog to digital conversion is
introduced. This error is known as q uantiz ation noise which depends on the num-
ber of bits of the ADC.

The architecture of the reconfigurable receiver shown in Figure 4.10 includes
a reconfigurable ADC in terms of power consumption and number of bits, thus,
its important to model the impact of its reconfiguration on the global SINR. The
q uantiz ation noise power PQ has been found to be [ 173]

PQ =
Q2

12
( 5.20)

where Q is the q uantiz ation step siz e. An increase of the precision of the ADC by
one bit corresponds to a reduction of Q by a factor of 2 and results in a decrease
of PQ by a factor of 4. This q uantiz ation noise power is added to the total noise of
the receiver Ni.

5.3.4 Enhanced SINR Model

Finally, the new general SINR model ( or short SINRGEN) including the effect of all
interference described before is given by

SINRGEN
ij =

Pj
Ni + PCo/Adj + PIMD3

+ PPN
( 5.21)
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The main challenge is to correctly implement the new SINR model in the sim-
ulation framework. The implementation of this model will described in the next
section.

5.4 the envadapt simulation framework

The EnvAdapt simulation framework was designed in order to allow the mod-
elling and simulation of reconfigurable transceivers. One of the fundamental goals
of EnvAdapt is enhancing the realism of the PHY layer by providing detailed ra-
dio models that are closer in implementation to a real radio system. EnvAdapt
is based on the WSNet [167] simulator and takes advantage of its existing fea-
tures including modularity of the networking layers, detailed channel models, etc.
Similarly to the HarvWSNet co-simulation framework presented in chapter 3, the
EnvAdapt simulator can be viewed as an enhancement of the original kernel and
PHY models of WSNet. Indeed, WSNet does not allow the simulation of several
receiver reconfiguration strategies which require that the value of the LQEHW and
SINR be calculated during packet reception and not after. While the architecture
of WSNet is accurate in terms of PHY layer simulation [161] [162], modeling the
reconfigurable transceiver requires a realtime monitoring and adaptation of the
transceiver performance. This process was not possible to implement in WSNet
because the interference calculation was performed in the simulator kernel and
does not give the transceiver the ability to monitor and update the calculation
parameters. For this reason, the interference calculation process is implemented
directly in PHY layer.

We have implemented in the architecture of EnvAdapt all of the necessary com-
ponents to enable the study of any transceiver reconfiguration strategy. In addition
to the existing WSNet simulation components, each network node possesses its re-
configurable transmitter and/or receiver models, an enhanced SINR calculation
block, a hardware LQE and decision block and a reconfiguration manager.

An additional block has been added in the MAC layer in order to support soft-
ware LQE calculation and decision. Cross-layer function calls are implemented in
order to allow the software LQE algorithm to account for any required hardware
LQE measurements. In the following sections, we detail the parameters and the
core components of the EnvAdapt PHY layer required for the reconfigurable radio
simulation.
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Figure 5.9: EnvAdapt Architecture.

In contrast with existing W SNs simulators, the PHY layer of a sensor node in
EnvAdapt can be described with several performance levels. The XML1 presenta-
tion of a reconfigurable radio transceiver is shown in Figure 5.10. Note that the
transceiver parameters indicated are based on the reconfigurable transceiver pre-
sented in Chapter 4.

5.4.1 EnvAdapt PHY Transmitter Model

The PHY transmitter model is composed of four functions namely: Tx, Tx_end,
Tx_reconf_manager and MEDIA_Tx as shown in Figure 5.11.

In EnvAdapt, when a packet is received by the PHY transmitter layer, the func-
tion "tx" checks the radio state ( idle or active) , its activity ( transmitting or listen-
ing) , and the available energy in the battery before transmission. If the energy
module ( battery or energy harvester) is unable to power the node, the packet is

1 The XML configuration file is used to describe the network and the parameters of each protocol
layer of each sensor node.
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5.4 the envadapt simulation framework

1 < t r a n s c e i v e r name=" ReconfigurableRadio ">
< !-- == Upper Layer = -->
<up name="MAC"/>

< !-- == Down Layer = -->
<down name=" antenna "/>

6 <parameters>
< !-- == Transce iver Global parameters = -->

<param key=" channel " value=" 2 "/>
< !-- == Rx Reconf igurat ion parameters = -->
< !-- 0 = no Reconfigurat ion , 1 = S t a t i c Reconfigurat ion , 2 =

Dynamic Reconf igurat ion -->
11 <param key=" Reconf igurat ion " value=" 2 "/>

< !-- == LQE r e c o n f i g u r a t i o n Thresholds -->
<param key=" LQEth_High " value=" 5 "/>
<param key="LQEth_Low" value=" 0 "/>
< !-- == Rx l i n e a r i t y f o r each mode-->

16 <param key=" IIP3_h " value="-26 "/>
<param key=" IIP3_m " value="-27 "/>
<param key=" I I P 3 _ l " value="-29 "/>
< !-- == Rx Noise Figure f o r each mode-->
<param key="NF_h" value=" 4 . 6 "/>

21 <param key="NF_m" value=" 7 "/>
<param key=" NF_l " value=" 1 4 . 7 "/>

< !-- == Rx Phase Noise f o r each mode-->
<param key="PN_h" value="-114 "/>
<param key="PN_m" value="-110 "/>

26 <param key=" PN_l " value="-95 "/>
< !-- == Rx current consumption in mA f o r each mode-->
<param key=" Iconsum_h " value=" 18 .83 "/>
<param key=" Iconsum_m " value=" 8 . 7 5 "/>
<param key=" Iconsum_l " value=" 3 . 7 5 "/>

31 < !-- == Tx Reconf igurat ion parameters-->
< !-- 0 = no Reconfigurat ion , 1 = Reconf igurable Tx -->
<param key=" Reconf igurat ion " value=" 0 "/>
< !-- == Tx current consumption in mA f o r each mode-->
<param key=" Iconsum_tx_h " value=" 20 "/>

36 <param key=" Iconsum_tx_m " value=" 15 "/>
<param key=" Iconsum_tx_l " value=" 10 "/>
< !-- == Tx transmiss ion power in dBm f o r each mode-->
<param key=" Tx_power_h " value=" 5 "/>
<param key=" Tx_power_m " value=" 0 "/>

41 <param key=" Tx_power_l " value="-5"/>
</parameters>

</ t r a n s c e i v e r > �⇧
Figure 5.10: The XML configuration file used in EnvAdapt for a reconfigurable radio.
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automatically dropped and a cross- layer notification about energy is created and
sent from the energy module directly to the application layer.
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Figure 5.11: Interactions between the reconfigurable transmitter PHY layer and the other
EnvAdapt layers.

W hen the radio is in idle mode, then the packet structure is filled by the trans-
mission parameters at the "media_tx" function before being transmitted to the an-
tenna. These parameters include: transmission power, channel freq uency, modula-
tion type, and packet duration. The function tx_end is responsible for decrement-
ing energy and is called directly when the packet is transmitted by the antenna.

The "Tx_reconf_manager" function is called only if the reconfiguration mode is
activated and is responsible for transmission power control. It serves as an inter-
face between the MAC layer which determines the optimal transmission power
and the PHY layer which updates the radio parameters.

5.4.2 EnvAdapt PHY Receiver Model

The software architecture of the PHY layer of EnvAdapt is composed of two main
functions namely "cs" ( carrier sense) and "rx", which are responsible for all re-
ceiver operations including interference and SINR calculation, hardware LQE cal-
culation, and receiver parameters reconfiguration. This architecture can be seen
as a maj or enhancement of the W SNet PHY layer architecture which includes the
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req uired functions for receiver reconfiguration. Figure 5.12 gives an overview of
the software architecture of the EnvAdapt receiver PHY layer. Note that the re-
configuration mode, either static or dynamic, can be chosen directly in the XML
configuration file. In the following, we describe each block and the functions re-
q uired for the process of receiver reconfiguration.

rx

Radio 
Parameters

cs
- Check Energy
- Check Radio State
- Check Radio Activity
- Check Packet Sensitivity
- Check Packet Channel
- Check Packet Modulation
- Save Packet Information

- Calculate SINR
- Calculate LQE hw LQE hw

- Calculate LQE hw- Check Reconfiguration Block

- For each packet Frame

SINR 
- Check SINR Value
- Calculate the BER & PER

Rx Reconfiguration 
Manager

- Check LQE hw & LQE sw
- Select Reconfiguration Strategy
- Change Receiver Parameters

Application Layer

Routing Layer

MAC Layer

PHY Layer

- Transmit packet to MAC layer

Energy 
Module

- Decrement Energy

Receive Packet 
from the Antenna

LQE sw
- Calculate LQE sw

Figure 5.12: O verview of the software architecture for the EnvAdapt receiver PHY layer.

5.4.2.1 Interference and SINR Calculation Block

As described in Section 5.2, when modeling interference in a network simulator,
different levels of complexity and detail are possible. The original engine of W SNet
supports the simulation of an interference model that accounts for adj acent chan-
nel effects. This is an important feature since the implementation of the SINRGEN

model in a network simulator req uires the knowledge, at a given time, of all the RF-
band signals concurrently received by a given node. In addition, the IEEE 802.15.4
implementation in W SNet allows the calculation an SINR for each frame compos-
ing the packet as shown in Figure 5.13. The desired packet is Packet 2 while the
other packets are interferers.

At the reception of a packet at the antenna, the first function called is "cs" which
is responsible of checking of energy state and all information about the packet in-
cluding radio activity, state, sensitivity, etc.

In EnvAdapt, SINR is implemented in the "rx" function as shown in Figure 5.12.
For each packet arriving at the "rx" function, the SINR calculation function has to
decide whether to calculate the corresponding SINR or treat the arriving packet
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Figure 5.13: ( a) Illustration of interference generated at node 1, ( b) SINR computation at
node 1.

as an interferer. The time moment for the decision making ( e.g. denoted as t0 in
Figure 5.13) depends on the packet channel and other receptions currently ongo-
ing on the transceiver.

A packet is considered as an adj acent interferer if its channel is different of
the radio channel and conseq uently will be added to the noise structure. O n the
other hand, a received packet is treated as a co- channel interferer if its channel is
the same as the receiver channel but other radio parameters, such as modulation,
differ from the receiver parameters.

The receiver considers a packet as desired if it respects all standard controls
such as: correct modulation, packet power level above the receiver ’ s sensitivity,
packet channel is the same as the receiver ’ s channel, etc. In this case "packet 2" is
the desired packet being evaluated. At the start of receiving "packet 2" there has
already been "packet 1" on the channel, which is considered as adj acent interferer.

In W SNet and therefore EnvAdapt, the evaluation of SINR considers all packets
that overlap in time with the desired packet. Assuming that each noise source is
modeled as additive white gaussian noise ( AW GN) and that all noise sources, are
uncorrelated, the noise power Pf1 of the first frame f1 is given as

Pf1 = ↵13P1 + PN1 ( 5.22)

where ↵41 is the rej ection factor1 between channel 1 and channel 4, and PN1 is the
phase noise due to packet 1. Note that when packet 1 disappears, W SNet calculates
a new value of SINR corresponding to frame f2. Then, similarly to frame f1, the
noise due to packet 3 is Pf3 = ↵12P3 + PN3. Starting from time t4, packets 3 and
4 both overlap with the desired packet 2. In this case, and in addition to the noise

1 we assume that node 1 and 2, node 3, node 4, and node 5 use the channels 1, 2, 3, and 4 respectively.
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calculation due to packet 4, the intermodulation products between the packets 3

and 4 are calculated and then added to the total interference noise of the receiver
"1".

Once the SINR is calculated for each frame affecting the desired packet, the bit
error rate (BER) is calculated from the SINR of each frame according to the modu-
lation used (e.g. using 5.13). Assuming that the PHY layer cannot correct reception
errors and assuming also an independent bit error distribution, in EnvAdapt, the
packet error rate (PER) is calculated from the BER of each packet frame as

PER = 1-
Y

i

(1-BERi)
n (5.23)

where n is the packet size in bit. After the calculation of the PER, a random
number uniformly distributed between 0 and 1 is generated using the function
"get_random_double()". If the random number is less than the calculated PER, then
the packet is rejected.

5.4.2.2 Hardware LQE Calculation Block

As stated in chapter 4, a hardware LQE calculation block ideally provides an accu-
rate estimation of the instantaneous SINR. This link estimation (in combination or
not with a software LQE) can be used to select the receiver performance mode for
the incoming frame or the next packet. In case of intra-packet dynamic reconfigu-
ration, the link quality estimation should be fast enough in order to support any
type of reconfiguration strategy ranging from one-shot or periodic to continuous.
When a packet frame is received by the "rx" function, the LQEHW is simultane-
ously calculated by the LQE hardware block (Figure 5.12) before making a deci-
sion on packet acceptance or rejection. This implementation provides considerable
realism in the modelling of the behavior of a reconfigurable receiver.

The calculated LQEHW of each packet frame is sent to the reconfiguration man-
ager, which selects using its algorithm, the best performance mode of the receiver.
The new performance mode parameters are then saved to the "Radio Parameters"
database which holds also the processing delay associated to the calculation of
LQEHW .

To meet the requirements of high simulation speed, the elements of the LQEHW

metric are calculated in parallel with those of the SINR. The total power P⇤
j and

the out of channel interference are calculated only if the incoming packet is con-
sidered as signal and not as noise. The noise floor of the receiver is constructed by
monitoring and averaging the in-channel signal strength after packet reception.
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5.4.2.3 Reconfiguration Manager Block

The receiver reconfiguration manager is capable to make the receiver reconfig-
urable or not according to the function mode indicated in the XML file. For ex-
ample, "0" indicates no reconfigurable, "1" indicates static reconfiguration, and "2"
indicates dynamic reconfiguration. The reconfiguration manager takes as input
the LQEHW and LQESW calculated by the software and/or hardware LQE calcu-
lators as shown in Figure 5.12.

The receiver appropriate power mode is selected according to a predefined
thresholds corresponding to the minimum acceptable SINR in the case of dynamic
reconfiguration, or to the number of dropped packets in a time window, in the
case of static reconfiguration. The algorithms used in each reconfiguration mode
are described in the next section.

5.5 envadapt transceiver reconfiguration strategies

As stated in Section 4.7.2, we distinguish two main families of reconfiguration
strategies: dynamic reconfiguration and static reconfiguration. In the dynamic re-
configuration family, we assume that the receiver is able to reconfigure itself dur-
ing packet reception, whether continuously, periodically, a single time, in case of
event detection, etc. Static reconfiguration assumes that the receiver can change its
settings only between two packet receptions.

5.5.1 Receiver Reconfiguration

The architecture of EnvAdapt was designed to support any transceiver reconfigu-
ration mode. The current version of EnvAdapt supports two reconfiguration strate-
gies namely continuously dynamic and static. In the following, we show the im-
plementation of these reconfiguration strategies in EnvAdapt.

5.5.1.1 Receiver Dynamic Reconfiguration

As stated in Chapter 4, the dynamic reconfiguration is processed during the recep-
tion of the incoming packet. To allow a receiver to adapt to the real-time channel
conditions, in this strategy, LQEHW calculation and performance mode selection
are performed continuously during packet reception as illustrated in Figure 5.14.

In EnvAdapt, the each packet received is subdivided into frames. It is possible
to select directly (i.e. XML file) the size of each frame that can vary from one bit to
several bits. In order to insure that the first frame is correctly received, the receiver
is set to high performance mode at the beginning of the packet reception as shown
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Figure 5.14: V ariation of SINR, LQEHW and power consumption for a continuous dynam-
ically reconfigurable receiver

in Figure 5.15. At the end of the first frame acq uisition, the LQEHW is calculated
and conseq uently the optimum power mode is selected for the next frame recep-
tion. Note that a processing delay to the LQEHW calculation is assigned in order
to account for the processing speed of the LQEHW block.
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Figure 5.15: Illustration of dynamic reconfiguration during packet reception with LQEHW

calculation delay.

The algorithm responsible of dynamic reconfiguration management and the
functions called are illustrated in Figure 5.16.

5.5.1.2 Receiver Static Reconfiguration

Unlike the aforementioned reconfiguration strategy, static reconfiguration adj ust
the performance of the receiver only at the end of a packet reception or at the end
of the observation time window ! as shown in Figure 5.17. The idea behind this
implementation aims to reduce the processing overhead due to LQEHW calculation
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Figure 5.16: Dynamic reconfiguration algorithm.

and receiver performance adj ustment during packet reception. At the startup, the
first training packets ( at least 2 packets) are received in high performance mode in
order to accommodate the learning needs of the reconfiguration manager. Based
on these packets, the LQESW is calculated and the optimum power mode is corre-
spondingly selected.
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Figure 5.17: Receiver static reconfiguration during packets reception.

The algorithm responsible of static reconfiguration is illustrated in Figure 5.17.
For each packet received in EnvAdapt, an SINR and LQEHW is calculated. If the
LQEHW of a packet is under the predefined threshold, the reconfiguration manager
switches the receiver performance directly to high power mode before the end of
the observation window !. This case ensures that the next packets are correctly
received. In the case where the LQEHW calculated is larger than the threshold,
this information is saved in structure and sent using a cross- layer call to the re-
configuration manager which updates the performance as function of the LQESW

calculated in the MAC layer.
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Figure 5.18: Receiver static reconfiguration algorithm.

5.5.2 Transmitter Reconfiguration

As described in Chapter 4, the transmitter reconfiguration is based on the measure
of RSSI on the acknowledgment packet. For each value of RSSI a corresponding
configuration mode is selected for the next packet. The current implementation of
EnvAdapt supports only the control of transmitted power, a future version may
include also the reconfiguration of other blocks such as the V CO . This will heavily
depends on the reconfiguration metric used.

The algorithm responsible of this process is shown in Figure 5.19. Since the PHY
layer has not the ability to accept a packet even if it respects all receiving controls,
the strategy of transmission power control is implemented only at the MAC which
is the only layer that has the ability to distinguish if the acknowledgment packet
is intended to the actual receiving node or not.

Assuming a single- hop network, the transmission power control in EnvAdapt
works as follows: At the beginning of the simulation, the transmission power of
all nodes is set to an initial value. Each node stores a table containing all the trans-
mission power levels of the transmitter used. W hen an acknowledgment packet is
received, the "rx" function calculates its RSSI and sends it to the MAC layer which
selects the transmission power as function of the RSSI table. This information is
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Figure 5.19: Transmitter reconfiguration algorithm.

then sent to the PHY reconfiguration manager which updates the transmission
power.

5.6 e x ploration of re c eiver re c onfi g uration using envadapt

In this section, we illustrate the use of EnvAdapt to compare the static versus the
continuously dynamic reconfiguration strategies presented in Section 5.5.1.1 and
Section 5.5.1.2, respectively, for the scenario represented in Figure 5.20 and using
the reconfigurable receiver model defined in 4.5.2.5. Recall from Table 4.7 that this
receiver possesses three power/performance modes and thus its power consump-
tion can be reduced from 22.6 mW to 4.5 mW when there is no interference and
the desired signal power is high. For the sake of this illustration, we assume that
the receiver is also able to calculate the hardware LQE metric defined in 4.17. The
power consumption cost associated with the calculation of this metric is assumed
to be 1mW and the LQEHW calculation delay is 10 ns.

5.6.1 Simulation Scenario

In this scenario, the source node j emits a constant bit rate broadcast traffic using
channel 1 of its IEEE 802.15.4 2.4 GHz radio ( at a 250 kbit/s raw bit rate) . Then,
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two strong interferers namely, m ( using channel 2) and n ( using channel 3) start
transmitting which creates interference for network (1).

(j)
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(n)
(i)

(m)
Interferers

Pj

Pm

Pn

Desired

Figure 5.20: Simulation scenario.

W e consider that the power of the interfering nodes is such that their coverage
regions overlap with network 1. Using a channel model with a pathloss exponent
of 2, the nodes are placed such that the received power at receiver ( i) from emitter
( j) and interferers ( m and n) is respectively -85 dBm and -55 dBm. W e assume
that receiver ( i) rej ects the first and second adj acent interferers by 39 dB and 44 dB,
respectively. Finally, the power consumption of the receiver ( i) in idle mode is set
to 400 µW.

5.6.2 Dynamically Reconfigurable Receiver Simulation

In order to illustrate the reconfigurable receiver behavior, we consider that node j

transmits a 64 byte packet to receiver i every 2.5 ms. Interferers n and m broadcast
a packet of 32 bytes randomly in time. The continuous dynamic reconfiguration
algorithm employed is the one presented in 4.20. In this simulation, we assume
that SINRmin

out = 3 dB, LQEth
Low = 3 dB and LQEth

High = 5 dB. Figure 5.21 shows the
hardware LQE and the performance mode of receiver i as a function of time.

In the time interval ranging from 0 ms to 5 ms, we observe that the absence of
interference allows the receiver to reach and remain in the low performance mode
for a maj or part of packet reception. The appearance of interferers after 5 ms

causes a drop in the LQE and conseq uently a performance change. As shown in
Figure 5.21, the receiver dynamically adapts to changes in channel conditions and
continuously chooses the appropriate performance mode. The amount of power
consumption saved, in this scenario, will be studied in the next sections.
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Figure 5.21: Simulation time-trace assuming dynamic reconfiguration.

5.6.3 Statically Reconfigurable Receiver Simulation

We reproduce the scenario described in Figure 5.4 but now using the hybrid LQE
and static reconfiguration algorithm described in Figure 4.19. In this simulation,
node j transmits a 100 byte packet to receiver i every 10 ms, while interferers n

and m send a 100 byte packet randomly in time.
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Figure 5.22: Simulation time-trace assuming static reconfiguration.

Here, the chosen LQEth = 5 dB and the power cost associated with the hard-
ware LQE measurement is 1 mW during 32 µs. We neglect the power cost associ-
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ated with the software LQE measurement. Figure 5.22 shows the hardware LQE
and receiver performance mode in time. With a reconfiguration window length
of 20 ms, the number of packets per window is 2. In Figure 5.22, we observe
as specified that when the LQEHW of the two packets is greater than the LQEth,
the receiver switches to a lower performance mode. At 160 ms, the more frequent
appearance of interferers induces a drop in the LQE and consequently a general in-
crease of performance. Of course, when static reconfiguration is employed, a drop
in the LQE can be detected only at the end of packet reception which increases the
probability of packet loss.

5.6.4 Impact of Dynamic and Static Reconfiguration on PRR and Power consumption

In order to evaluate the impact of the receiver reconfiguration strategies, we con-
sider again the scenario described in Figure 5.4. The node j transmits 100 Bytes
packet every 10 ms while interferers n and m send a 100 Bytes packet randomly in
time with variable density. For each reconfiguration strategy, a number of simula-
tions each of 100 s duration are performed. The time density of interfering packets
is constant per simulation. The energy source used is based on the battery model
of HarvWSNet described in Section 3.5.3.

Figure 5.23 shows the PRR (a) for the desired packets received by node i and
the energy consumed (b) by this node as a function of the time density of the in-
terfering packets. Note that the power consumption overhead due to the LQEHW

processing is included in the static and dynamic reconfiguration.

In Figure 5.23-(a), we observe that in all channel conditions the receiver dynamic
and static reconfiguration give the same PRR as a non-reconfigurable receiver in
high performance mode. As expected, Figure 5.23-(b) shows that reconfiguration
allows the receiver to consume less energy when the channel conditions are fa-
vorable. For the densities of 5, 10, 15 and 20 interfering packets/100 ms, we ob-
serve that the energy consumption in the static reconfiguration is higher than the
dynamic one due to the frequent appearance of interferers, thereby forcing the
receiver to stay most time in high performance mode. However, for the densities 0

and 3, dynamic reconfiguration consumes more energy than the static one due to
the overhead of the LQEHW calculation during the entire packet reception.

These preliminary results show the need of correctly modelling the power cost
associated with the LQE measurements as well as that associated with packet
acknowledgment and retransmission.
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5.7 c onc lusion

In this chapter, we presented EnvAdapt, the first W SN simulator that fully sup-
ports all types of reconfigurable transceivers ( RX and TX) models, all types of
reconfiguration strategies, as well as all types of link q uality estimators ( software,
hardware, hybrid) . W e have also implemented in this simulator reconfigurable
receiver model that adapts its performance and power consumption to the chan-
nel conditions using a link q uality estimator and two reconfiguration strategies
( i.e. static and dynamic) . The proposed approach allows the receiver to operate
at minimum power consumption without affecting the req uired BER and PER.
Simulation results for each reconfiguration strategy and the corresponding algo-
rithms were also presented. Finally, an illustrative W SN deployment implemented
via EnvAdapt compares statically and dynamically reconfigurable receiver with a
non- reconfigurable one and shows the benefits of reconfiguration on energy con-
sumption.
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G E N E R A L C O N C L U S I O N A N D P E R S P E C T I V E S

In the last decade, the apparition of wireless sensor networks (WSNs) has consid-
erably changed the way to monitor and control many environmental and physical
phenomenons. Multiple successful deployments of the tiny sensor nodes, form-
ing the WSN, have already demonstrated their application in many domains in-
cluding environmental and structural health monitoring, home automation and
industrial process surveillance. In order to ensure energy sustainability while
being non-intrusive, WSNs usually rely on limited-capacity batteries. However,
battery-operated sensor nodes running at full duty cycle may last only several
days. Therefore, most existing sensor nodes are set to operate at a very low duty
cycle in order to prolong the lifetime of the WSN. On the Medium Access Con-
trol (MAC) and routing layers, a plethora of energy efficient protocols have been
proposed to minimize the energy dissipation of the radio transceiver, which is
typically the most energy-hungry component in a sensor node. More recently, the
appealing promises of energy-harvesting techniques has led researchers to inves-
tigate the integration of such a technology in WSNs. Each sensor node could be
equipped with an energy-harvesting system that converts the environmental en-
ergy into electrical energy. While energy harvesting appears to be a very promising
technology for the extension of WSN lifetime, it still remains unpredictable and
hard to prototype by deploying complete energy harvesting sensor nodes in real
environment. Therefore, new evaluation tools must be used in order to validate
the design choices and provide a reliable and fast evaluation of energy-harvesting
WSNs at a low cost. In this thesis, we addressed the problems of energy-harvesting
WSNs evaluation and transceiver over-consumption using computer simulations.
This approach is usually preferred over hardware prototyping to limit costs of
large scale deployments and also to enable a deep analysis of the internal states
of each device or to evaluate the design choices of nonexistent hardware and/or
software. To this end, we have proposed in Chapter 3, HarvWSNet, a unified co-
simulation framework that fills the gap between network simulations and evalua-
tion of energy-harvesting modules. HarvWSNet combines the strengths of WSNet
and Matlab to evaluate energy-harvesting WSNs. WSNet is network simulator
which was used to evaluate discrete-event network protocols, while Matlab was
used for the simulation of continuous-time energy harvesting systems. These tools
are run interactively and synchronized using TCP sockets. We exemplified the use
of HarvWSNet in two case studies. The first one investigated the lifetime of solar
energy harvesting WSNs while the second one was used to evaluate the feasibility
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of a wind-harvesting WSN for structural health monitoring of a subway tunnel.
The accurate energy models implemented in HarvWSNet were able to estimate
precisely the energy harvested and the energy available in the storage element as
function of the environmental data and energy consumed by the sensor node. The
use of this framework facilitates research around power management strategies
and power aware algorithms and hardware for the emerging class of perpetual
energy harvesting wireless sensor applications.

Even if scavenging energy directly from the environment of sensor nodes ap-
pears to be an ideal solution that possibly solve the energy sustainability problem,
some applications do not have the luxury of having a continuous ambient en-
ergy in their environment. Globally, energy harvesting systems still face the chal-
lenge of intermittent energy sources that can be hard to harvest or provide a rela-
tively low energy that may be insufficient to power the sensor node. Thus, energy-
harvesting systems can be practical only if the powered system operates with rela-
tively low power consumption. Therefore, reducing the power consumption of the
radio transceiver was mandatory. In Chapter 4, we have proposed a reconfigurable
transceiver model that adapts its performance and power consumption to the sur-
rounding channel conditions. The performance modes are selected according to a
link quality estimation that provides a good approximation of the signal-to-noise-
plus-interference ratio (SINR). Using radio transceiver reconfiguration strategies,
a considerable power was saved when the channel conditions are favorable. In
order to evaluate the interaction between the radio transceiver and network pro-
tocols in a WSN deployment, we have implemented the radio transceiver models
and the corresponding reconfiguration strategies in the EnvAdapt WSN simulator
presented in Chapter 5. EnvAdapt is the first WSN simulator that supports the
evaluation of several transceiver reconfiguration strategies and radio link quality
estimators. For the receiver part, we have implemented two reconfiguration strate-
gies namely, static and dynamic. In order to ease the adoption of our contributions,
we have simulated using EnvAdapt a WSN deployment scenario. The results ob-
tained clearly show the benefits of static and dynamic reconfiguration on energy
consumption of the WSN.

The approaches and platforms, devoted to the study of energy harvesting and
energy-aware radio transceivers for WSNs presented in this manuscript, have
shown that the concept of perpetual sensor nodes is possible. Nevertheless, several
future research directions must be considered.

• More realistic energy harvesting models: The results obtained from HarvWS-
Net simulations are based on the models of real devices. However, there is
always a gap between simulations and real world deployments. We envision
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to calibrate the HarvWSNet framework with a real energy-harvesting sensor
node such as PowWow.

• Calibration of EnvAdapt with circuit level simulations: The overconsump-
tion reduction due to the radio transceiver has been demonstrated using RF
system level models. Nevertheless, to evaluate accurately the efficiency of
the power saving mechanisms, circuit level simulations should be done in
order to calibrate the performance of the transceiver defined in EnvAdapt.

• Hardware reconfiguration manager: The proposed reconfiguration manager
is based on algorithms which are responsible of adapting the radio transceiver
performance to the channel conditions as function of the link quality mea-
sured. As this bloc is central to an effective reconfiguration, it would be in-
teresting to study how the algorithms proposed in this thesis could be trans-
formed to a circuit bloc that may be implemented in the radio transceiver
digital base-band.

• Global reconfiguration management protocol: The reconfiguration strate-
gies presented in Chapter 4 and Chapter 5, allow the radio transceiver to
adapt itself to the channel conditions. A future work consists in developing
a global reconfiguration management protocol able to simultaneously adapt
the transmitter and the receiver performance of each sensor node to the chan-
nel conditions and also to the energy supply of adjacent sensor nodes. For
example, a sensor node that does not have sufficient energy may switch to
low performance mode and ask the adjacent nodes to adapt their perfor-
mance correspondingly.
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