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Abstract

Contribution to control uncertainties in numerical modelling of dam

performances. An application to an RCC dam.

The use of fully probabilistic approaches to account for uncertainties within dam engineer-

ing is a recently emerging field on which studies have been mostly done concerning the safety

evaluation of dams under service. This thesis arises within this framework as a contribution

on moving the process of risk analysis of dams beyond empirical knowledge, applying proba-

bilistic tools on the numerical modelling of a roller compacted concrete (RCC) dam during its

construction phase.

The work developed here aims to propose a methodology so as to account for risks related

to cracking during construction which may compromise the dam’s functional and structural

behaviour.

In order to do so, emphasis is given to uncertainties related to the material itself (i.e.

strength, water-to-cement ratio, among others) as well as to ambient conditions during the

construction phase of RCC dams. A thermo-chemo-mechanical model is used to describe the

RCC behaviour. Concerning the probabilistic model, two aspects are studied: how the un-

certainties related to the input variables are propagated through the model, and what is the

influence of their dispersion on the dispersion of the output, assessed by performing a global

sensitivity analysis by means of the RBD-FAST method. Also, spatial variability of some input

parameters is accounted for through bi-dimensional random fields.

Furthermore, a coupling between reliability methods and finite element methods is per-

formed in order to evaluate the cracking potential of each casted RCC layer during construction

by means of a cracking density concept. As an important outcome of this applied research,

probability curves for cracking density within each casted layer as functions of both age and

boundary conditions are predicted, which is believed to be an original contribution of this thesis.

The proposed methodology may therefore be seen as a contribution to help engineers un-
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derstand how uncertainties will affect the dam behaviour during construction and rely on it in

the future to improve and support the design phase of the dam project.

Keywords : RCC dams, Thermo-chemo-mechanical behaviour, Uncertainties, Reliability

methods, Sensitivity analysis, RBD-FAST, Random fields.
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Résumé

Contribution pour le contrôle des incertitudes dans la modélisation numérique

de la performance de barrages. Application à un barrage en BCR.

L’application des approches probabilistes pour tenir compte des incertitudes dans le domaine

des barrages est un sujet en développement. Cependant, la plupart des études ont été réalisées

sur l’évaluation de la sécurité des barrages pendant leur service. Ce travail de thèse vise à

appliquer ce type d’approches et à faire une contribution à l’analyse de risque des barrages en

béton compacté au rouleau (BCR) dès sa construction, à l’aide d’une simulation numérique.

Les travaux présentés dans ce manuscrit proposent l’application d’une méthodologie qui vise

à quantifier la vulnérabilité vis-à-vis de l’apparition de la fissuration pendant la construction

du barrage, ce qui peut affecter à long-terme la perméabilité et par conséquent, compromettre

son comportement structurel.

Pour ce faire, l’accent est mis sur les incertitudes liées à quelques caractéristiques des matéri-

aux (e.g., résistance, rapport eau-ciment, entre autres) et aux conditions environnementales

pendant la phase de construction. Un modèle thermo-chemo-mécanique est utilisé pour décrire

le comportement du BCR. En ce qui concerne le modèle probabiliste, deux aspects sont étudiés:

i) comment les incertitudes liées aux variables d’entrée sont propagées dans le modèle, et ii)

quelle est l’influence de leur dispersion par rapport à la dispersion totale de la sortie. Ce

dernier est évalué par l’intermédiaire d’une analyse de sensibilité globale effectuée avec la méth-

ode RBD-FAST. En outre, la variabilité spatiale des paramètres d’entrée est aussi prise en

compte à travers des champs aléatoires bidimensionnels.

Par ailleurs, un couplage entre des méthodes de fiabilité et la méthode d’éléments finis est

effectué de façon à évaluer le potentiel de fissuration dans chaque couche de BCR lors de sa

construction en utilisant un concept de densité de fissuration. Comme résultat important issu

de ce travail de recherche, des courbes de probabilité pour la densité de fissuration sont obtenues

au niveau de chaque couche en fonction de leur âge et des conditions aux limites, ce qui est
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considérée comme étant une contribution originale de cette thèse.

La méthodologie proposée peut être utilisé pour aider à comprendre comment les incerti-

tudes vont affecter le comportement du barrage pendant sa construction et servir d’appui dans

le futur pour améliorer et soutenir la phase de conception du projet de barrage.

Mots-clés : Barrages BCR, Comportement thermo-chemo-mécanique, Incertitudes, Méth-

odes de fiabilité, Analyse de sensibilité, RBD-FAST, Champs aléatoires.
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Resumo

Contribuição para o controlo de incertezas na modelação numérica do

comportamento de barragens. Aplicação a uma barragem BCC.

A aplicação de métodos probabiĺısticos para o estudo de incertezas no ramo da engenharia de

barragens é um campo em crescente ascensão no qual a grande maioria dos estudos realizados se

concentra na avaliação da segurança de barragens durante o peŕıodo de serviço. Este trabalho

de tese situa-se neste contexto, pretendento contribuir para a abordagem de análise de risco em

barragens em betão compactado com cilindros (BCC) durante a fase de construção.

Assim, é proposta uma metodologia na qual são tidos em conta riscos relacionados com

a fissuração do BCC durante a sua construção, o que poderá comprometer o comportamento

funcional e estrutural da barragem.

As incertezas consideradas integram algumas propriedades do material (i.e. resistência, rácio

água-cimento, entre outras) bem como as condições climatéricas que se observam durante a fase

de de construção de barragens em BCC. Para descrever o comportamento do BCC é utilizado um

modelo termo-qúımico-mecânico. O modelo probabiĺıstico considera, por um lado, a propagação

das incertezas relacionadas com as variáveis de entrada e, por outro, permite avaliar qual a

influência que têm na dispersão da resposta do modelo. Essa influência é avaliada através

de uma análise de sensibilidade global, recorrendo ao método RBD-FAST. A variabilidade

espacial de alguns parâmetros de entrada é também tida em conta através de campos aleatórios

bi-dimensionais.

O acoplamento entre métodos de fiabilidade e elementos finitos permite avaliar o potencial

de fissuração de cada camada de BCC durante a construção da barragem. Para tal é introduzido

o conceito de densidade de fissuração. Esta abordagem constitui uma contribuição original, com

a obtenção de curvas de probabilidade para a densidade de fissuração, avaliadas ao ńıvel de cada

camada e em função da idade e condições de fronteira.

A metodologia desenvolvida constitui uma contribuição para a compreensão da influência
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de determinadas incertezas no comportamento da barragem durante a sua construção, podendo

servir no futuro como um importante suporte à fase de projecto de barragens.

Palavras-chave: Barragens BCC, Comportamento termo-qúımico-mecânico, Incertezas, Méto-

dos de fiabilidade, Análise de sensibilidade, RBD-FAST, Campos aleatórios.
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Ã Chemical affinity
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φd Daily phase

χ Hardening/softening variable
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Chapter 1

Introduction

The dam engineering field has recently assisted to an increased use of probabilistic methods

applied to the process of risk analysis (Westberg, 2009). As a contribution within this frame-

work, the present thesis aims to account for uncertainties by means of a probabilistic numerical

modelling of a roller compacted concrete (RCC) dam.

Moreover, while in the available literature focus is generally given to the service life of the

dam (e.g. de Araújo and Awruch, 1998b; Westberg, 2009; Moncada, 2009; Altarejos-Garćıa

et al., 2012), in the present work emphasis is given to its behaviour during the construction

phase.

Hence, a methodology is proposed so as to perform a probabilistic thermo-chemo-mechanical

analysis of an RCC dam during its construction phase. This is achieved by performing both

uncertainty and sensitivity analysis. In this sense, several aspects related to uncertainties

inherent to the construction phase of an RCC dam are addressed in this manuscript. Some

of those mentioned aspects are pointed out by Hansen and Forbes (2012) as being delicate

steps on the design of dams and often object of several assumptions and variations. Those

aspects are: the ambient temperature, the casting temperature, the specific heat, the elasticity

modulus, the adiabatic heat rise, the coefficient of thermal expansion and the construction

schedule. All of the cited factors are, implicitly or explicitly, accounted for in the present

work. Uncertainties related to those aspects are propagated through the model by means of a

probabilistic methodology exposed and applied in chapters 5 and 6.

The main goal is to assess the probability of failure, which is here defined as the probability

of exceeding a certain pre-defined cracking potential (P [ρf ≥ ρf,lim], where ρf is the cracking

density), assessed in each RCC casted layer, as function of age and boundary conditions. This



2 1.1. Roller-Compacted Concrete - generalities and applications

methodology is briefly described by means a the schematic representation in Figure 1.1. In the

last section of this chapter, further details are given.

Uncertainties propagation

P [ρf ≥ ρf,lim]

time

Sensitivity analysis

Output variability

Input

random variables
pdf cdf

Statistical analysis

Assessment of the
probability of failureT [◦C], σ[MPa], ft[MPa]

Figure 1.1: Brief scheme of the thesis framework

This introduction chapter intends not only to explain the thesis’ objectives, but also to give

some introductory concepts which are believed to improve the thesis reading and understand

its main goal. Therefore, generalities about the roller compacted concrete technology are firstly

presented, followed by the general lines of the thermo-chemo-mechanical behaviour of RCC

(analyzed in more detail in chapter 2). Moreover, in order to place the present work within

the bigger framework of risk analysis, a brief introduction on the reliability methods applied

to dam risk analysis is made, namely a quick introduction to the reliability theory, measures

of reliability and common definitions of risk. Finally, are presented the objectives and main

contributions of the present work.

1.1 Roller-Compacted Concrete - generalities and appli-

cations

The American Concrete Institute (ACI) defines the roller compacted concrete (hereafter denom-

inated RCC) as probably being “the most important development in concrete dam technology in

the past quarter century” (ACI Committee 207, 1999). The RCC is characterized by its main

advantage: rapid construction and consequent reduced cost.

As described in the French BaCaRa project about RCC application on dams, the RCC is a

concrete which, as its denomination infer, is compacted by vibratory roller devices. Due to this

placing method and to a lower cement content, its behaviour may be divided into two distinct

parts: in the first hours after placing, the behaviour is similar to that of a soil; however, several

hours later it begins to behave as a hardened concrete; between these two phases the RCC
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behaviour is not well known (BaCaRa, 1996). Several authors defend that the RCC assembly

the advantages of both domains: those of soil and those of concrete domains (Lackner and

Mang, 2004). This construction material is mostly applied in dam and pavement construction,

being also used in dam rehabilitation.

The history of RCC goes back to the 1960’s, when a high-production no-slump mixture

spread with bulldozers was used in Alpe Gere Dam, Italy, and in Manicougan I, Canada

(ACI Committee 207, 1999). However, the first RCC dams were constructed later, during

the 1980’s.

Raphael (1971) presented in his work “The Optimum Gravity Dam”, an embankment which

was constructed by aggregates enriched with cement and placed using earth moving equip-

ments. With this work, he obtained a better shear strength when compared with a traditional

embankment, and was therefore able to design more inclined face slopes.

Between 1972 and 1974, Cannon (1974) performed several experimental studies on a concrete

with low cement content, transported by trucks, spread with bulldozers and compacted with

vibratory rollers. During this period, also many studies were performed by the U.S. Army

Corps of Engineers (ACI Committee 207, 1999).

Figure 1.2: Willow Creek RCC Dam, USA (http://www.nww.usace.army.mil)

All of these early studies during the 1970’s have contributed to the construction of an

“optimum gravity dam” (ACI Committee 207, 1999). Finally, the first dam in the world to

be effectively considered as an RCC dam was constructed in the United States of America. It

is the Willow Creek dam (Figure 1.2), with a total RCC volume of 331000 m3, constructed in

1982 during a period of less than 5 months.

In Japan, in the late 1970’s, the RCC technology was developed and referred to as RCD,

roller compacted dam. The first Japanese RCD was the Shimajigawa Dam (Figure 1.3), com-

pleted in 1981. The RCD technique differs from the RCC one in what concerns the layers’

thicknesses: 1m for RCD versus 0.15 to 0.3m for RCC (ACI Committee 207, 1999); and on

http://www.nww.usace.army.mil
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the use of bulldozers to spread the mixture in 3 or 4 layers, which are then compacted with

vibratory rollers.

Figure 1.3: Shimajigawa RCD Dam, Japan (http://damsroom.web.fc2.com)

Figure 1.4: Pedrógão dam, Portugal (http://cnpgb.inag.pt)

In Portugal, the first (and the only one until now) RCC dam, Pedrógão dam (Figure 1.4),

was constructed between April and August 2004. It is located in the Guadiana river, 20km

downstream from Alqueva dam (Leitão et al., 2007). The case study of this thesis is inspired

from Pedrógão dam’s case. For this dam’s construction, three different RCC mixtures were

previewed, all of them characterized by a high fly ash content. However, for the application in

this thesis’ work, it was decided to only consider a single RCC mixture in the entire dam body.

The roller compacted concrete is not only applied to gravity dams, but also to arch dams.

One example is the Portugues dam in Puerto Rico (Figure 1.5). The case study dealt with in

the present thesis is a gravity RCC dam.

http://damsroom.web.fc2.com
http://cnpgb.inag.pt
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Figure 1.5: Portugues dam, Puerto Rico, USA (http://www.dragados-usa.com)

1.1.1 Advantages, disadvantages and particularities

From a construction point of view, and as mentioned before, the main advantage of RCC

is the rapid construction and reduced cost. As referred in ACI Committee 207 (1999), the

placing method used in the RCC technology is sufficiently rapid to allow higher construction

rates. For example, in the case of the Kerrville Ponding Dam in the USA, an RCC dam was

rapidly placed downstream of an embankment dam that presented a high risk of failure due to

overtopping (ACI Committee 207, 1999). However, the suitability of an RCC dam depends on

several conditions, such as the availability of aggregates and a good quality foundation rock.

Therefore, if these conditions are not available in the dam construction site, RCC is not a

suitable solution. Due to the construction method by superposed layers, this kind of dams have

a large number of horizontal/lift joints which, as enhanced by Marques (2008), will increase the

structure’s susceptibility to percolation and can affect, in an extreme case scenario, its stability

and durability. That is why “cold joints” treatment in these structures is of high importance. A

“cold joint” is an horizontal joint between two consecutive posed layers which has been exposed

to air for more than 4 hours (Ortega et al., 2003). According to Ortega et al. (2003), these

joints have to be treated with a bedding mix before the casting of the next RCC layer. This

point is further explored in chapters 2 and 4.

There are several differences between roller compacted concrete (RCC) and conventional

concrete (CC). The lower cement content which characterizes an RCC will lead to a slower

hydration process and a lower hydration heat than for CC (Cervera et al., 2000a). The RCC

also presents a lower water content which will lead to less shrinkage. Another main difference

between these two concretes is the no-slump consistency of the RCC. When compared with a

CC, and because of all the previously cited differences, RCC is characterized by higher density

and lower stiffness.

http://www.dragados-usa.com
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1.1.2 Thermo-chemo-mechanical behaviour of RCC - general lines

As already mentioned, the RCC has a low cement content, which will lead to a lower hydration

heat when compared with conventional concrete. Therefore, it is not because of its cement

content that significant temperature gradients will occur within the dam body. As previously

stated, RCC dams are known by their main advantage: a high construction rate, which on one

hand is possible thanks to a lower cement content and, on the other hand, will contribute to

greater temperature gradients inside the dam body. Therefore, the higher concreting rate used

in RCC dams will lead to significant temperature rises during the first days after casting.

On those early ages, thermal shrinkage will occur, even though less than for conventional

concrete thanks to the low water content of RCC. Because of the layered construction method,

convection phenomena at the dam faces and foundation rock, and geometrical characteristics

such as the distance between transverse joints, the RCC volume changes are restricted and

therefore thermally induced stresses will occur.

When concrete starts to cool down and its stiffness has increased, higher thermal gradients

will occur due to the concrete’s low conductivity (and consequent lower capacity to dissipate

the heat generated during the hydration process), to the adopted construction scheme and to

the convection and radiation phenomena with the environment. The higher thermal gradients

will lead to tensile stresses and since the tensile strength is very low at these early ages, cracking

may appear, which will induce a certain damage level, even before the dam’s loading (Cervera

et al., 1999a).

Numerical models representing the complex behaviour of concrete at early-age are nowadays

commonly used in practice (Cervera et al., 1999a,b; De Schutter, 2002). These kind of models

allow to better understand the RCC dam behaviour during the construction phase.

In order to take into account all of the phenomena observed in concrete at early ages

(hydration, ageing, damage and creep), a coupled thermo-chemo-mechanical model is needed

(Cervera et al., 2000a). This model shall be able to predict the hydration degree evolution

as well as the associated temperature, the concrete’s stiffness, strengths and tensile stresses in

order to assess the probability of cracking during the dam’s construction phase, on which relies

the main purpose of this thesis. However, a coupled thermo-chemo-mechanical model is not

easy to manage and many researchers dealing with these problems uses an uncoupled model

(i.e. by firstly solving the thermal model and using its solution to solve the mechanical model,

such as in Noorzaei et al. (2006)).
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Anyway, this kind of models are currently applied on both conventional concrete works (i.e.

De Schutter, 2004; Faria et al., 2006; Azenha et al., 2008; Benboudjema and Torrenti, 2008;

Azenha, 2009) and RCC dams (Cervera et al., 2000a,b; Luna and Wu, 2000; Lackner and Mang,

2004; Leitão et al., 2007). The coupled thermo-chemo-mechanical model applied in the present

thesis is the one developed by Cervera’s team (Cervera et al., 1999a,b), formulated based on

the theory of porous media by Coussy (1996).

According to Leitão (2011), the thermal analysis of concrete dams in Portugal began in

the late 1940’s at LNEC (Laboratório Nacional de Engenharia Civil) with the beginning of the

construction of large dams. In her paper, Leitão (2011) enhances the work developed in Portugal

during the last 60 years about this subject, namely the first thesis entitled “Temperatures

variations in dams”by Silveira (1961) and the experimental techniques developed by Rocha and

Serafim (1958) for the evaluation of the thermal and thermo-mechanical properties of materials.

It is during the 1980’s and 1990’s, with the evolution of numerical techniques and the increasing

computers’ performances that the numerical thermal analysis of dams emerges. In LNEC it

was recently developed home-grown finite element code written in FORTRAN90 that allows

the simulations of a dam’s construction taking into account the environmental conditions and

the hydration heat generation in concrete (Leitão, 2011).

1.2 Reliability methods on dam risk analysis - a brief

introduction

No system is 100% safe and to each one of them, a risk is necessarily associated. Socially, the

desired safety level, and the inherent risk level, shall be defined based on the balance between

two principles: equity and efficiency (Bowles et al., 2007). While equity is related to the

right of individuals and society to be protected, efficiency traduces the need that society has to

distribute and use its available resources in such a way as to gain maximum benefit. As Harr

(1987) stated in his early book about reliability in civil engineering, reliability is the antithesis

of failure. While reliability may be defined, quantified, tested and confirmed, failure is highly

subjective and qualitative. Moreover, it is the purpose of reliability-based design to produce an

engineered system whose failure would be an event of very low probability (Harr, 1987).
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1.2.1 Reliability theory and measures of reliability

Reliability of a system, or the risk of failure, nowadays known as being probabilistic concepts,

were often assessed by a factor of safety. Traditionally, the factor of safety is defined as being the

ratio between a system’s capacity (C) and its demand (D) (equation 1.1), where the capacity

may traduce strength, the loads being described by the demand. However, both strengths and

loads are object of uncertainties, and if capacity and demand are uncertain, then the factor of

safety will also be uncertain, which is actually the Eurocode philosophy.

FS =
C

D
(1.1)

Uncertainties are generally classified into aleatory and epistemic (Paté-Cornell, 1996). Ale-

atory uncertainties are those who result from natural processes’ variability and can only be re-

duced with the increase of available data. Still, for uncertainties related to natural phenomena,

such as wind or seismic loads, their reduction is much more difficult. Epistemic uncertainties

result from the lack of knowledge and/or data concerning a given phenomena. This type of

uncertainties may either be statistical (lack of data) or modelling (when related to the adopted

model to describe a phenomenon). Epistemic uncertainties are usually not accounted for in

reliability analysis.

In situ experiments give most of the information on a structure but are also sources of

uncertainty related to the chosen inspection method, to the person charged on collecting and

interpreting the results or to the inherent spatial variability of the material itself (Malika, 2009).

In this sense, reliability theory is a useful tool that leads to a more systematic and consistent

use of available information to predict the future behaviour of a given structure.

Another useful measure of reliability is the safety margin (S), defined as being the difference

between capacity and demand (equation 1.2). In this sense, for S < 0, failure occurs and for

S > 0 the system is safe. Therefore, boundary S = 0 defines the limit state. Actually, the

safety margin S is analogous to the commonly used performance function g(D,C), D and C

being here the solicitation/demand and resistance/capacity, respectively. If uncertainties are

taken into account, the probability of failure (equation 1.3) is given by the grey areas of Figure

1.6. It is enhanced here that the analysis of the failure area in Figure 1.6a is often object of

misinterpretations, by considering it as being the total area of superpositions of the demand

and capacity curves (Favre, 2004). Actually, the probability of failure is given by the area under

the capacity curve where P (C) < P (D) (Figure 1.6a), corresponding to P (S) on Figure 1.6b
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Figure 1.6: Schematic representation of the probability of failure: a) Probability distributions
of capacity C and demand D ; b) Probability distributions of safety margin S.

on the unsafe zone.

S = C −D (1.2)

Pf = P [(C −D) ≤ 0] = P [S ≤ 0] (1.3)

Finally, a widely applied measure of reliability is the so-called reliability index β (Harr,

1987), given in equation 1.4, where S̄, σ[S] and CV [S] are the mean value, the standard

deviation and the coefficient of variation for the safety margin, respectively.

β =
S̄

σ[S]
=

1

CV [S]
(1.4)

Reliability analysis/methods are generally classified into the following three categories (Harr,

1987; Haldar and Mahadevan, 2000):

� Level I: in this level, the probability of failure is not calculated and uncertainties are

accounted for through the use of (partial) safety factors , applied for different loading

conditions; the Point Estimate Method (PEM) presented by Rosenblueth in 1975 is one

example of Level I reliability methods (Harr, 1987);

� Level II: in this level, it is sufficient to know the expected/mean values (E[X ]) and stan-

dard deviations (σ[X ]) to characterize uncertainties; first-order, second-moment methods
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(FOSM) are an example of Level II reliability methods, and use Taylor series expansion

of the functions forms to compute the response’s mean and standard deviation;

� Level III: in this level are included the exact methods, on which the probability dis-

tribution functions of all uncertain variables must be known from the beginning of the

analysis; an example of this Level III reliability method is Monte Carlo Sampling (MCS),

and those which are MCS-based, such as Latin Hypercube Sampling (LHS). At this level,

the obtained probability of failure is also object of uncertainties and will converge for a

large number of computations. Therefore, it is obtained an estimation of the probability,

to which an error is associated.

The categorization of reliability methods within these three levels is not uniform amongst

the available literature and some other levels may be considered (Teixeira, 2012). For example,

Paté-Cornell (1996) presents six levels of complexity on how to account for uncertainties in

probabilistic risk analysis. Those levels go from Level 0, which consists on simply identify the

hazard (Fault Modes Event Trees FMEA are an example of this level), to Level 5, which leads to

the obtention of a family of risk curves by accounting for the probability distribution of several

uncertainties as well as for experts’ judgement. In between, Level 1 consists on accounting for

the worst case scenario; Level 2 adds “plausible upper bounds” to the worst case scenario; Level

3 is the first level on which probabilistic concepts are accounted for, by relying on the central

values like the mean, median or mode value; and Level 4 consists on probabilistic risk analysis

resulting on a single risk curve, accounting for both epistemic and aleatory uncertainties.

1.2.2 Definition of Risk

There are several definitions for Risk Assessment. The ICOLD definition divide it into risk

analysis and risk evaluation. According to the ICOLD bulletin 2005, cited in Westberg (2009),

there are several limitations to the use of risk assessment in dam engineering, such as the diffi-

culty to estimate the probability of failure with a certain reliability, estimate the dam failure’s

consequences, the fact that there is not a widely recognised and accepted methodology to eval-

uate risk and finally, the fact that there is not a good acceptance of the concept of tolerable

risk by society. Tolerable risk is defined as being a risk with whom society is ready to live

with in exchange of certain benefits as compensation (Bowles, 2012; SPANCOLD, 2013). This

definition meets the previously described balance between equity and efficiency.
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A quick definition of Risk may be taken from Economics, on which it is generally defined by

the product between the following three concepts: hazard (H), vulnerability (V) and exposition

(E) (equation 1.5). On the other hand, the risk related to dam safety is defined by ICOLD

(2003) as being the measure of the probability and severity of an adverse effect to life, health,

property, or environment. Generally, risk is estimated by the combined impact of all triplets of

scenario, probability of occurrence and the associated consequence. In equation 1.6 is identified

the risk related to dam safety (Altarejos-Garćıa et al., 2012), where P indicates probability and

C consequences, being P [response|loads] the conditional probability of a certain response given

a certain load case. Taking the Economics’ definition given above, the hazard would be the

probability of occurrence of a certain load event, the vulnerability would be P [response|loads]

and the exposition would be the consequences resulting from that response.

Risk = H×V× E (1.5)

Risk =

∫

P [load events]× P [response|loads]× C[loads, response] (1.6)

A similar definition of risk is used by seismic engineers, such as equation 1.7 (Cornell and

Krawinkler, 2000), on which DM are damage measures, EDP are engineering demand param-

eters and IM are intensity measures.

λpf =

NDM
∑

k=1

NEDP
∑

j=1

NIM
∑

i=1

P [DV|DMk] · P [DMk|EDPj] · P [EDPj|IMi] ·∆λIMi
(1.7)

In the present thesis, the probability of cracking will be analyzed during the construction of

an RCC dam. Within this framework, in equation 1.7, DV (decision variables) would be a limit

state of cracking, DM (damage measures) would be a measure of the crack extent, EDP (engi-

neering demand parameters) would be the temperature and stresses outputs from the numerical

modelling and finally IM (intensity measures) would be, for example, the ambient temperature

load, being λIM the annual frequency of exceeding IM . In the present thesis, the probability

analysis focuses on the two conditional probabilities P [DMk|EDPj] and P [EDPj|IMi] of equa-

tion 1.7. By relating this with the definition of equation 1.5, uncertainties will be accounted

for related to vulnerability and hazard, respectively.
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1.2.3 Dam safety assessment

In dam engineering, safety analysis is a field that has been evolving during the last decades.

In every dam’s project, the safety management, conducted through risk assessment and man-

agement, is an essential an crucial key to prevent disasters. Mitigation tools and contingency

plans are elaborated based on risk analysis.

Even if it is known that the safety of dams is a concept of probabilistic nature, its evaluation

has been done in a deterministic manner over the years (Westberg, 2009). In her thesis, Santana

(1996) enhances this point by pointing that the classical methods of structural stability analysis,

which are based on the concept of the global safety coefficient, are not sufficient to traduce

reality. Uncertainties are taken into account in these kind of evaluations by means of a safety

coefficient determined empirically, which only has a meaning for each particular case (Santana,

1996; Westberg, 2009). Those evaluations should then take into account uncertain parameters

by means of probabilistic tools as a complement to the deterministic classical tools.

The Eurocode approach has motivated the use of semi-probabilistic methods for the safety

evaluation of civil engineering structures. Dam engineering is, however, only addressed in a

small section of Eurocode 7, dedicated to Geotechnics (CEN, 2004b).

It is known that the partial factors of safety are conservative, which in some cases leads to

an over-dimensioning of the structure and consequently over-cost estimation. In this sense, fully

probabilistic methods have been studied during the last two decades so that uncertainty can be

propagated through the limit state function via a stochastic-oriented methodology. Probabilistic

assessment of structures’ safety has already been applied to concrete and steel structures since

more than 20 years (Ferry-Borges, 1982; Harr, 1987; Keitel and Dimmig-Osburg, 2010). For

example, advances in the reinforced concrete domain may be found in literature, with studies

that use Level II (FORM) (Chateauneuf et al., 2013) and Level III (MCS and LHS) (Yang,

2007; Hassan et al., 2010; Bastida-Arteaga et al., 2010, 2011) methods to perform reliability

analysis. The wide application of those methods goes from the account of uncertainties related

to material properties and climatic conditions to study the corrosion of reinforced concrete

(Hassan et al., 2010; Bastida-Arteaga et al., 2010, 2011), to uncertainties related with the

adopted creep model (Yang, 2007; Keitel and Dimmig-Osburg, 2010; Chateauneuf et al., 2013),

among many others.

Efforts have been accomplished towards this direction in the dam engineering field, namely

in the works of Westberg (2009), Moncada (2009) and Altarejos-Garćıa et al. (2012), among
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others. In those works, probabilistic tools are applied to the safety evaluation of concrete

dams under service by giving a random character mostly to hydraulic charges (e.g. uplift and

headwater). Westberg (2009) also considers uncertainties related to some material parameters

such as concrete density and cohesion between dam and rock. Reliability techniques such as

FORM/SORM (Level II) and Monte Carlo (Level III) are used on all the three works cited

above. An earlier work by de Araújo and Awruch (1998b) deal with uncertainties within the

probabilistic numerical modelling of concrete dams, by accounting for random variables on

concrete properties and seismic loads via 50 Monte-Carlo simulations. In this work, the safety

factors against sliding, crushing and cracking are assessed during the service life of the dam.

In his thesis, Moncada (2009) presents a probabilistic evaluation of a gravity dam’s safety

and proposes a methodology to define the probabilistic laws describing some parameters’ dis-

tribution. However, the lack of available measured data, essential to reproduce the variability

on material properties and consequent thermo-chemo-mechanical behaviour, is pointed out as

being the main constraint.

In Portugal, a thesis was developed by Castro (1998) about backanalysis methods applied

to the interpretation of concrete dams’ behaviour. Studies were more recently performed about

risk analysis applied to embankment dams by Caldeira (2008) and Pimenta (2009). In concrete

dams, a work was developed in order to study the application of Artificial Neural Networks

(ANN) in dam safety control by Mata et al. (2007).

According to the technical guidelines on dam safety of the Spanish Committe on Large

Dams, SPANCOLD (SPANCOLD, 2013), the determination of the failure probability within

the context of risk analysis may be performed by reliability methods, experts’ judgement and/or

specific methodologies to estimate failure probabilities. Often, the lack of data for performing

reliability methods is supported by experts’ judgement. In Spain, a work has been developed

during the past few years related to the application of reliability techniques on the estimation

of the probability of failure for concrete dams (Altarejos-Garćıa, 2009).

The failure modes identification is one of the most critical steps on dam risk analysis (West-

berg, 2009), and may be either structural, hydraulic or related to material degradation. It is the

characterization of their interaction that is difficult to assess in order to identify the ultimate

failure. One of the most studied failure modes using reliability methods is the sliding failure

mode. The examples found in SPANCOLD technical guidelines (SPANCOLD, 2013) concern

sliding and overtopping failure modes.

Westberg (2009) presents in her thesis a compilation of existing papers on which structural
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reliability analysis is applied to concrete gravity dams. A total of 12 papers were published

on this area from 1985 to 2009 (4 of them in 2009). More recently, in 2012, a paper about

the estimation of the probability of sliding of concrete dams was presented by Altarejos-Garćıa

et al. (2012). Moreover, a compilation of works presented in the 3rd International Forum on Risk

Analysis, Dam Safety, Dam Security and Critical Infrastructure Management were published in

2012 (Escuder-Bueno et al., 2012), gathering several works related to dam security and safety.

However, very few examples exist on the application of risk analysis and reliability methods

to RCC dams, being the work of Moncada (2009) one example. No work about the account

for spatial variability of material properties was found within reliability analysis of RCC dams.

Moreover, as far as the author is aware, all of the existing works on this area concern the dam

long-term behaviour after its construction period, during its service life.

1.3 Objectives and contribution of the thesis

The present thesis aims to be a contribution within the context of probabilistic risk analysis,

by applying reliability methods in order to account for uncertainties related to material pa-

rameters/characteristics (vulnerability) and loads (hazard) during the construction phase of an

RCC dam. In this sense, a coupling between reliability methods and finite element methods

is performed in order to achieve the evaluation of the cracking potential of each casted RCC

layer during construction. The cracking potential is assessed on each casted layer by means

of a cracking density concept, introduced in this thesis. Even if the present work does not

aim to compute the response of a real dam case, the geometry and material characteristics

were inspired from a real case, Pedrógão dam, located in Portugal. A coupled thermo-chemo-

mechanical model (Cervera et al., 1999a,b) is adopted to account for hydration and ageing

phenomena at early ages, enabling the consideration of temperature influence on the mechani-

cal properties’ evolution.

From the available literature data (e.g. ACI Committee 207, 1999; Conrad, 2006; Noorzaei

et al., 2006), it is pointed out that thermo-chemo-mechanical concrete properties are signifi-

cantly affected by varying intrinsic material parameters such as the aggregates’ conductivity,

the cement content or the water-to-cement ratio. Therefore, uncertainty associated with these

parameters’ determination should be considered.

Moreover, and because considering all uncertainties related to the problem is a numerically

expensive task, a global sensitivity analysis may be previously performed to quantify the influ-
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ence of uncertain input parameters on the response variability of the numerical model output.

The first-order sensitivity indices obtained for each studied set of parameters give precious

information that help and support the decision of which input uncertainties are worth be con-

sidered in the model or which properties must be measured with a good accuracy, establishing

a kind of “hierarchy” on input parameters. From this point of view, the sensitivity studies are

also relevant by giving support to attribute a certain parameter a deterministic character, once

that parameter was predefined as uncertain given in-situ or experimental measures. This is a

very important feature which contributes to lighten the uncertainty analysis.

In addition, even if concrete casting is controlled during construction, some spatial hetero-

geneity could appear. Spatial heterogeneity shall then be introduced via random fields theory

on the most influent parameters. As previously mentioned, no work about the account for

spatial variability of material properties within reliability analysis of RCC dams was found in

literature.

This thesis’ work aims to account for the risk related to cracking during construction which

can affect the dam permeability and serviceability at long-term and consequently compromise

its structural behaviour. However, those limit states are not modelled in the present thesis, the

objective being only to assess the cracking extent (by means of a cracking density concept) on

each casted layer. It is believed that the presented methodology could be useful in practice to

guide some decisions during the design phase of the dam (accounting or not for longitudinal

joints, changing the construction scheme, detect the zones more prone to cracking on which

it should be considered a different RCC mixture, . . . ). This analysis is performed in both a

deterministic (chapter 4) and probabilistic (chapters 5 and 6) manner.

In figure 1.7 is presented a scheme which intends to give a full framework of the work

developed in this thesis and how the main objective is achieved. Basically, each application

begins with the definition of the “case scenario” by specifying the adopted parameters and laws

to describe the material properties’ evolution in time P (t), the ambient temperature evolution

Text(t) and the construction schedule/scheme Z(t) adopted for the layered construction of the

RCC dam.

Then, if the computation is deterministic, the “case scenario” is injected in the model and

the dam’s construction is simulated. In this case, the output will be the temperature, stresses

and strengths evolutions in time obtained for that particular case scenario. The cracking index

If = ft/σ is then computed and, by applying the cracking density ρf concept (presented in
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Figure 1.7: Thesis scheme

chapter 3), a measure of the cracking extent on each casted layer is obtained. Since this is a

deterministic computation, only one curve for ρf (t) is found, and therefore the probability of

exceeding a certain damage limit P [ρf ≥ ρf,lim] can not be assessed.

On the other hand, if uncertainties related to the “case scenario” are accounted for, then

uncertainties’ propagation and sensitivity analysis may be performed. Moreover, the output of

the model will lead to not one only single curve of ρf(t), but to N curves, N being the number

of computations. Therefore, in this case, a probabilistic analysis may be performed over the

output of ρf (t), and the probability of exceeding a certain limit ρf,lim, for a chosen layer and

instant in time, may be assessed, and the main goal of this work is finally achieved.

This thesis is organized into seven chapters, being the first and last chapters the introduction

and conclusions, respectively.

In chapter 2 is presented a state of the art concerning the most frequently applied thermo-

chemo-mechanical models. Focus is given to hydration models, ageing concept, creep phenom-

ena and cracking at early ages. Firstly, the hydration reaction is described and three hydration



Chapter 1. Introduction 17

models are presented. Then, the mechanical behaviour of concrete, and more specifically, of

RCC is addressed, giving focus to the mechanical properties’ evolution at early ages. After-

wards, a brief description of creep phenomena is made and emphasis is given to the model used

by Cervera et al. (2002). Because the main goal of this thesis is to assess the probability of ex-

ceeding a certain level of damage/cracking, a last section is dedicated to cracking in RCC dams,

where concepts like the joint maturity index (JMI) and cracking index (If) are introduced. Re-

sults found in three literature works concerning cracking of RCC dams during construction are

exposed (Cervera et al., 2000b; Lackner and Mang, 2004; Noorzaei et al., 2006).

Chapter 3 concerns the description of the adopted numerical model, its implementation

and justification. First of all, details about the coupling of the hydration and ageing degrees

are discussed. Then, the validation and verification of the applied thermo-chemo-mechanical

model with some elementary tests, namely an adiabatic, an isothermal and cyclic tests, is

included. Moreover, details about the dam model are given, namely the cross section geometry,

the adopted technique to model the layered construction, the considered boundary conditions,

the casting temperature and the zero-stress reference temperature. Finally, the cracking index

If and density ρf concepts are presented and details on their determination are given.

Chapter 4 is the first “applied” chapter, on which the thermo-chemo-mechanical model

is applied to simulate the behaviour of the RCC dam during construction in a deterministic

manner. In this chapter, parametric studies are carried out by considering different case sce-

narios, which concern some critical aspects which are often object of unpredicted changes in

this kind of analysis, such as the ones cited by Hansen and Forbes (2012): the ambient tem-

perature Text, the casting temperature T0 and the construction schedule/scheme “cc”. First, a

reference/default case is presented. Emphasis is given to the assessment of cracking index and

cracking density, two concepts applied in this thesis in order to evaluate the damage extent

within the dam body, evaluated at each construction step. The joint maturity index (JMI),

a measure of the horizontal joints’ quality, is here applied to help the identification of critical

layers. The account for cold joints treatment and lateral formwork mechanical and thermal

restrains is also studied in the last section of this chapter. Chapter 4 may be seen as an intro-

ductory “applied” chapter, on which the fully coupled thermo-chemo-mechanical model is not

yet applied using a probabilistic approach, but on which details about the model’s performance

and the expected dam behaviour can be understood, namely in what concerns the cracking

density concept application.

In chapter 5, a methodology to perform sensitivity analysis and probabilistic assessment
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of the dam’s behaviour during construction is presented. An application is done over the case

study. As a first approach, an in order to test the proposed probabilistic framework, this

chapter is confined to the thermal behaviour of the dam during construction, meaning that

any stress state assessment is performed and the cracking index and density are not evaluated

either. A description about the adopted probabilistic tools is made. Uncertainties related

to both the material parameters and environmental conditions are accounted for, in a first

manner by means of random variables and secondly by accounting for the space variability of

some material properties by means of random fields. This last point is something that was not

found within the available literature and consists therefore in a novel application of random

fields to account for spatial variability on some material properties within a thermal analysis of

an RCC dam during construction. A global sensitivity analysis is performed by means of the

Random Balanced Design FAST (RBD-FAST) test, on which the first-order sensitivity indexes

are assessed and give information about the influence of the input variability on the variability

of the output. The work presented and discussed in this chapter was published in Engineering

Structures (Gaspar et al., 2014) and gives a good basis for the comprehension of the sensitivity

analysis performed over the full thermo-chemo-mechanical behaviour of the dam discussed in

the next chapter.

Finally, in chapter 6 are gathered the concepts and methodologies presented in the last

two chapters. Basically, it concerns the application of the methodology proposed in chapter 5

to the full thermo-chemo-mechanical model applied in chapter 4. The considered uncertainties

are related to both the thermal and mechanical behaviour, and two case scenarios concerning

the ambient temperature are addressed: winter and summer. The cracking index and density

concepts are applied within a probabilistic framework and the probability of exceeding a chosen

limit ρf,lim is assessed on each casted layer. Different approaches are used to evaluate the

probability of “failure”, namely by using the reliability index β, by applying the First Order

Second Moment method (FOSM, a Level II reliability method), and finally by applying a Monte-

Carlo based method (a Level III reliability method) on which uncertainties are propagated by

means on the basis of the randomization procedure characteristic of the RBD-FAST method.

The last section of chapter 6 concerns the sensitivity analysis’ results obtained using RBD-

FAST. Moreover, by applying the Bayes’ theorem, a naive Bayesian approach adopted in order

to perform a kind of sensitivity analysis over the cracking density results.

In order to lighten the manuscript’s reading and ensure that each chapter can be read

independently, a brief description of the dam thermo-chemo-mechanical model is made within
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each “applied” chapter (i.e. chapters 4, 5 and 6).

This manuscript ends with a chapter dedicated to the conclusions of the presented work.

Here, the main conclusions of each “applied” chapter are gathered. Some recommendations

for future research are also added at the end of chapter 7. To this manuscript are also joined

two appendices intending to give more details about the adopted methodologies and applied

probabilistic tools.
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Chapter 2

Thermo-chemo-mechanical behaviour

of roller compacted concrete (RCC)

Concrete is a composite construction material known as being a mixed paste of the following

three parts: cement, water and aggregates. Its mechanical properties will evolve during curing

due to the formation of a binder paste that will bond all the aggregates, giving consistency

to the skeleton. The binder paste results from the chemical reaction that occurs between

cement and water (and eventual additives). Due to the exothermic and thermally activated

character of the chemical reaction, a thermo-chemo-mechanical model is needed in order to

simulate the behaviour of concrete at early ages. The objective of this chapter is to review

some of the existing models and to compare their performances, emphasizing their application

to roller-compacted concrete (RCC). Firstly is presented the hydration reaction, with emphasis

on three hydration models. Then, the mechanical properties’ evolution of concrete at early ages

is discussed, followed by a brief description of creep phenomena and viscoelastic models. The

described models are organized in the following approaches: maturity concept, equivalent time

and hydration degree. At the end, a section is dedicated to cracking in RCC dams.

2.1 Hydration reaction

The hydration reaction in concrete occurs due to the chemical reaction between cement and

water. This reaction is highly exothermic and thermally activated, characteristic of the hard-

ening phase of concrete and accompanied by an increase of its volume. The main purpose of

a hydration model is to assess the heat of hydration evolution in order to predict temperature

distribution in a concrete structure at early ages.
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From the hydration reaction result hydration products, which will, in turn, contribute to

the stiffening/hardening of concrete. This reaction can be divided into three main phases:

dissolution, precipitation and diffusion. During the precipitation phase, low density C-S-H

(calcium silicate hydrates) hydrates are produced, while high density ones are formed during

the diffusion phase. The physical and chemical mechanisms inherent to this reaction are not

yet fully understood. It is however known that the hydration rates are quite different for each

mineral component (calcium silicates, calcium aluminates, etc).

In a simplified way, there exist three different types of hydration models according to the

scale level they use to traduce the hydration of cement: micro, meso and macro-models. Ac-

cording to Ji (2008), a microscopic model is able to simulate the hydration of each chemical

component of cement, point by point, within the model. An example of a microscopic model is

the one of Bentz et al. (1998). A meso-model predicts the evolution of the hydration reaction

by a growth of the cement particles forming a skeleton. An example of a meso-model is the one

developed by van Breugel (1991). For engineering purposes, a macroscopic description of the

hydration reaction is usually adopted (Cervera et al., 1999a).

From a macroscopic point of view, concrete’s stiffening can be seen as a variation of the

Young’s modulus in time (Ulm and Coussy, 1996). Actually, during hydration, the thermal

and mechanical properties of concrete are continuously changing (De Schutter, 2002), such

as depicted in Figure 2.1 (HPC stands for High Performance Concrete and OC for Ordinary

Concrete) where the hydration degree traduces the hydration reaction evolution from 0 to 1.

This evolution, generally called “ageing”, will influence the crack threshold and, consequently,

the cracking of concrete at early ages (Ulm and Coussy, 1996).

The increase of the Young’s modulus will be accompanied by increased stresses induced

by restrained thermal and chemical shrinkage. If those stresses reach the concrete strength

developed so far, then cracking will occur, with further consequences on the durability of the

structure. This behaviour is observed in a concrete specimen tested in the Temperature Stress

Testing Machine (TSTM) such as in Figure 2.2 by Ji (2008). In this schematic representation of

the TSTM, TD is referring to the thermal deformation, while AD corresponds to the autogenous

shrinkage due to self-desiccation, the two main causes of volume changes in concrete at early-

ages (Ji, 2008). In this case, cracking would occur around 168 hours of age, when the stress

value attains the tensile stress developed so far.

Concluding, the material properties should be related to the evolution of the hydration re-

action, which can be achieved by performing a thermo-chemo-mechanical model, enabling the
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Figure 2.1: Young’s modulus evolution as function of the hydration degree (Ulm and Coussy,
1996), experimental values from Laplante (1993)

Figure 2.2: Temperature, stress and tensile strength development of a concrete specimen testes
in TSTM (Ji, 2008)

prediction of the rate of hydration and heat production, estimating the evolution of mechanical

properties in time. Material laws based on the evolution of the hydration reaction should then

be incorporated in this model (Cervera et al., 1999a; De Schutter, 2002). This point will be

further discussed in section 2.3.1.

The general heat transfer problem is described by equation 2.1, where ρ [kg/m3] is the

volumetric weight, c[J/(kg·◦C)] is the specific heat, T [◦C] is the temperature (Ṫ being its

first derivate), q is the heat flow vector described by the Fourier law (equation 2.2, where

k[W/(m·◦C)] is the thermal conductivity), and Q̇[W/m3] is the rate of heat generation per unit

volume.
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ρ · c · Ṫ = −div(q) + Q̇ (2.1)

q = −k · grad(T ) (2.2)

The rate of heat generation per unit volume results from the temperature evolution within

the concrete mass that occurs due to the hydration reaction between cement and water, which

in turn will affect the mechanical properties’ evolution. The definition of this hydration heat

by means of a hydration model varies among researchers.

The hydration heat is commonly described as a function of time, such as in equation 2.3,

where q(t) is the hydration heat production rate at time t. Experimental tests such as the

adiabatic (no heat exchanges between the sample and the environment), semi-adiabatic (al-

most constant ambient temperature, heat losses through the sample faces) and isothermal ones

(constant ambient temperature) are used to evaluate the hydration heat of cement pastes and

concrete. The cumulative hydration heat Q(t) and the rate of hydration heat q(t) may be

compared in Figure 2.3 by Conrad (2006).

Q(t) =

∫ t

0

q(t)dt (2.3)

Figure 2.3: Adiabatic hydration heat of a Portland cement (Conrad, 2006)

The main idea of the hydration model is to define the concrete’s ageing mechanism by means

of a certain time variable, so that it can be possible to compute the mechanical properties of

concrete as functions of that variable. Because the hydration reaction is also exothermic and

thermally activated, that ageing variable shall be able to take into account both the effects of
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time and temperature. This was exactly the purpose of the maturity concept introduced by

Nurse (1949).

According to Carino and Lew (2001), the origins of the maturity method go back to 1949

in a work developed by Nurse (1949), who defined the maturity function M [◦C·h] (currently

called temperature-time factor) as in equation 2.4, commonly known as the Nurse-Saul maturity

function. In this equation, T is the mean temperature during time interval ∆t and T0 is the

datum temperature, which is the temperature below which the mechanical properties evolution

stops, usually taken equal to −10◦C.

M =

t
∑

0

(T − T0)∆t (2.4)

From this method, Saul (1951) formulated the maturity rule, which states that concrete

from the same mixture and at the same maturity level presents the same strength properties

independently from the temperature history that it has been subjected to, meaning that for a

certain concrete mix there exists one only strength-maturity curve. This method was widely

accepted and applied in the past and consists on one of the first documented methods to account

for the dual effect of time and temperature on the strength evolution of concrete. However, an

assumption is inherent to this method: the initial strength rate (right after casting, at early-

ages) development is considered to vary linearly with temperature, which is known not to be

valid (Carino and Lew, 2001).

The maturity method was studied and its applicability tested by various authors, and it

was found that the maturity rule is not always valid, such as it may be concluded by Figure

2.4, reported by Carino and Lew (2001) as a “crossover effect”. These results showed that con-

crete from the same mix cured at lower temperatures develop lower strength at early ages but

will attain higher strength values later in time, when compared with a concrete cured at higher

temperatures, which means that it can not be fully characterized by one only strength-maturity

curve. This motivated research for more complex hydration models accounting for both time

and temperature effects in concrete’s mechanical behaviour at early ages.

For the thermal analysis of concrete massive structures it is common practice to adopt

an adiabatic hydration model. This kind of models is of easiest application and allows the

estimation of the thermal behaviour of the structure’s core. One example is the model developed
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Figure 2.4: Strength evolution in concrete as function of the maturity index for two different
curing temperatures (Carino and Lew, 2001)

and presented by Tanabe et al. (1985) and applied by several authors, such as Noorzaei et al.

(2006) and Jaafar et al. (2007) to RCC dam’s modelling. This model quantifies the hydration

heat by means of the temperature evolution measured during an adiabatic test. Since under

adiabatic conditions there are no heat exchanges with the surrounding environment, the heat

transfer problem of equation 2.1 is reduced to equation 2.5. In the hydration model used by

the previously cited authors, the adiabatic temperature Tad is given in equation 2.6, where T∞
ad

is the maximum temperature of concrete under adiabatic conditions and α[s−1] is a parameter

that represents the heat generation rate. Finally, the rate of hydration heat may be described

by equation 2.7.

ρ · c · ˙Tad = Q̇ (2.5)

Tad = T∞
ad · (1− exp(−α · t)) (2.6)

Q̇ = ρ · c · T∞
ad · α · exp(−α · t) (2.7)

This hydration model is of easy application since it only requires the results from an adiabatic

test. However, it can only be applied to massive concrete structures and one must be aware that

it can only reproduce the temperature evolution under adiabatic conditions, that is, without

considering the heat exchanges with the surrounding environment. Therefore, this shall be a

useful model in the sense that it allows the computation of the hydration heat in the center of

massive concrete structures, at least during the first hours or even days after casting, giving an
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idea of the early age thermal behaviour of that structure.

The adiabatic hydration model may also be formulated based on the hydration degree

concept. The hydration degree ξ describes the evolution of the hydration reaction and varies

from ξ = 0 when the reaction as not yet begun, and ξ = 1.0 when the reaction has finished.

Giesecke et al. (2002), cited by Khan (2011), propose an adiabatic hydration model, here given

by equation 2.8, that used the hydration degree concept ξ (equation 2.9).

Q̇ = ρ · c · T∞
ad · ξ̇ (2.8)

ξ =
Tad

T∞
ad

(2.9)

Furthermore, other methods have raised, namely based on the equivalent time concept, pre-

sented hereafter.

Another widely used model, presented by Rastrup (1954), is based on the equivalent time

concept. The equivalent time concept (at that time called time-temperature function by Ras-

trup, which is actually equivalent to the maturity concept presented above), is introduced to

allow the comparison between a heat transfer process at a given established reference temper-

ature (generally under isothermal conditions with a (reference) temperature of Tref = 20◦C)

and a process that occurs at any temperature. In other words, the equivalent time is the time

during which a concrete specimen would have to be cured under that reference temperature in

order to achieve the strength of a concrete specimen cured under other conditions (De Schutter,

2004).

Rastrup (1954) defines a time-temperature function such as in equation 2.10, where Tref [
◦C]

is a constant reference temperature and B is the commonly called temperature sensitivity factor

(taken by Rastrup equal to 0.1). This formulation consists actually on the equivalent time. The

hydration heat is then described by means of equation 2.11, on which A, b, D and n are model

parameters obtained by regression analysis of experimental data.

te =

∫ t

0

2B(T−Tref )dt (2.10)

Q = A+D · exp(−b · [te]
n) (2.11)

The equivalent time approach has been widely applied since. However, an assumption is

(still) implicit here: linear dependency between the initial/early-age rate of strength develop-
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ment and temperature, which is a limitation of this method.

In order to overcome that limitation, Hansen and Pedersen (1977) proposed the definition

of the equivalent time concept by means of an Arrhenius-type function such as equation 2.12,

which assumes a non-linear relationship between strength development and curing temperature

achieved by the introduction of the activation energy Ea[J/mol].

te =

∫ t

0

exp

(

−
Ea

R

(

1

T
−

1

Tref

))

dt (2.12)

Carino (1982) and Byfors (1980) have compared these two methods and came up with the

conclusion that the maturity function based on the equivalent time concept is more powerful

than the Nurse-Saul one because it leads to a reduction on the obtained differences on the

strength-maturity curves while adopting different curing temperatures. The same conclusions

were achieved in a more recent study by Ballim and Graham (2003).

Even if comparative studies made by several authors point that the equivalent time method

using an Arrhenius-type model gives better results, it still presents a limitation: lack of ability

to take into consideration the effects of the early-age temperature on the long-term strength

(Carino and Lew, 2001).

Another difficulty of the Arrhenius-type model is that it implies the determination of the

activation energy Ea, considered by Carino and Lew (2001) as being the key parameter of this

equation. Generally the ratio Ea/R is assumed as being constant, even if this assumption may

be object of several discussions because of the activation energy evolution during the hydration

reaction. That evolution has been reported in the work of Azenha (2009). However, Lura and

Van Breugel (2001) reported that the temperature evolution and cracking risk evaluated in a

0.4m thick wall is not significantly affected by changes in Ea/R. Carino (1984) developed a

procedure to study the activation energy by evaluating the effect of the curing temperature on

the strength development, which resulted in the following conclusions: for a water-to-cement

ratio of 0.45, 30[kJ/mol] ≤ Ea ≤ 64[kJ/mol] (that is 3600[K] ≤ Ea/R ≤ 7700[K]); for a water-

to-cement ratio of 0.6, 30[kJ/mol]≤ Ea ≤ 56[kJ/mol] (that is 3700[K] ≤ Ea/R ≤ 6700[K]).

Pinto and Hover (1999) proposed a new method to determine the activation energy by mea-

suring the setting times at different temperatures and then transforming them into the natural

logarithm of the inverse of time versus the inverse of temperature. The slope of that linear

relationship is the factor −Ea/R of the Arrhenius function. Concerning fly ashes and silica

fume, Waller (1999) concluded that the activation energy may be assumed as a constant value
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independently of the type of fly ashes or silica fume. Furthermore, Buffo-Lacarrière (2007)

has presented in her thesis a sensitivity study that has shown that the ratio Ea/R does not

significantly affect the temperature and hydration degree’s evolutions.

At the image of the maturity method, the equivalent time concept also allows the evaluation

of the strength evolution of a certain concrete specimen, subjected to an arbitrary temperature

history, from its evolution obtained under adiabatic conditions (Tref).

Another well-known hydration model is the one developed by Ulm and Coussy (1996), also

used by Cervera and his work team (Cervera et al. (1999a,b, 2000a,b, 2002)) and Lackner and

Mang (2004). This model uses the concept of hydration degree ξ, introduced by Byfors (1980)

in his work of 1980.

The hydration degree ξ describes the evolution of the chemical reaction. For that reason, it

is considered as being the fundamental parameter in the description of concrete behaviour at

early ages. It is traditionally defined by the relative amount of cement that has already reacted

and it varies from 0 (or a value close to zero) to 1 (when the reaction is completed) under

ideal conditions. Those ideal conditions are characterized by an adequate water-to-cement

ratio (w/c), that guarantees a full hydration and a perfect contact between the cement grains

(Cervera et al., 1999a). However, those ideal conditions are generally not obtained in practice,

and so, the final hydration degree never reaches 1.0 and it is defined by the empirical equation

2.13 defined by Pantazopoulo and Mills (1995), where ξ∞ is the final hydration degree.

ξ∞ =
1.031 · w/c

0.194 + w/c
(2.13)

In a hydration model an assumption is generally made: there are no water transfers between

the environment and the system and therefore this is a closed chemical system. In this case,

according to Cervera et al. (1999a), the chemical reaction will come to an end either when: i)

assuming there is an adequate initial water content in the mixture, all of the unhydrated cement

has reacted; or ii) assuming an insufficient initial water content (which is generally observed

in practice), all of the free water has already been consumed. In this last situation a realistic

value of the actual hydration degree is observed.

There are several ways to describe the hydration degree’s evolution in literature: based on

the rate of temperature evolution under adiabatic conditions (equation 2.14, where T0 is the

temperature for t = 0), by being the rate of hydration heat generated (equation 2.15, where
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Q∞ is the cumulated heat at complete hydration and Q̇ is the heat production rate), by means

of an Arrhenius-type law (equation 2.16, where Ã is the chemical affinity, Ea is the activation

energy, R is the universal gas constant (R = 0.00831kJ/mol) and T [K] is the temperature),

and finally by means of a Rastrup-type function (equation 2.17 (Sabbagh-Yazdi et al., 2007)).

ξ(t) =
Tad(t)− T0

T∞
ad − T0

(2.14)

ξ(t) =
1

Q∞

∫ t

0

Q̇(t)dt (2.15)

ξ̇ = Ã · exp

(

−
Ea

RT

)

(2.16)

ξ̇ = Ã · 2(T/10) (2.17)

In Figure 2.5 is plotted the temperature evolution of an adiabatic test and its corresponding

(normalized) chemical affinity Ã evolution as function of the hydration degree.

(a) (b)

Figure 2.5: Adiabatic test (Cervera et al., 2002), experimental measures from Bentz et al.
(1998): a) Temperature evolution; b) Normalized chemical affinity evolution.

Even though different approaches are available in literature, it is nowadays widely accepted

that the maturity/hydration degree evolution in concrete at early ages can be accurately mod-

eled by means of an Arrhenius-type function. Therefore, it is the Arrhenius-type function that

will be adopted in the present work.

2.2 Three hydration models review

In this section, three hydration models that use the hydration degree concept are analyzed in

more detail.



Chapter 2. Thermo-chemo-mechanical behaviour of roller compacted concrete (RCC) 31

Cervera and his team based their thermo-chemo-mechanical model on the work of Ulm and

Coussy (1996) and came up with a hydration heat evolution of the Arrhenius-type form of

equation 2.18.

Q̇ = lξ · Ã(ξ) · exp

(

−
Ea

R · T

)

(2.18)

In this model, lξ [J/m3] is the heat of hydration per unit volume and Ã(ξ) is the chemical

affinity introduced by Ulm and Coussy (1996) and it fully characterizes the macroscopic hy-

dration kinetics for a given concrete. According to Coussy (1996), the chemical affinity is the

driving force of the reaction and it measures the difference of potential between the reactants

and the products. When the chemical affinity is higher than zero, the chemical reaction only

occurs from the reactants towards the products. The reaction stops when the chemical affinity

reaches its equilibrium (Ã = 0).

The evaluation of Ã(ξ) may be performed either by means of adiabatic calorimetric or

isothermal strength evolution tests. For instance, Cervera et al. (1999a) use adiabatic calori-

metric test results (such as in Figure 2.5), while Lackner and Mang (2004) also uses isothermal

compressive strength test results, as depicted in Figure 2.6 (where a linear relationship is as-

sumed between the compressive strength fc and the hydration degree ξ).

(a) (b)

Figure 2.6: Isothermal test (Lackner and Mang, 2004): a) Compressive strength evolution; b)
Chemical affinity evolution.

It was demonstrated by Ulm and Coussy (1996) that both procedures lead to the same

chemical affinity evolution, as shown in Figure 2.7.

As previously exposed, under adiabatic conditions the field equation reduces to equation 2.5

and the hydration degree may be described by equation 2.14. Considering equation 2.18, then

lξ may be evaluated by equation 2.19 given in Cervera et al. (1999a). On its turn, the chemical

affinity under adiabatic conditions, given equations 2.5 and 2.14, is given by equation 2.20.
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Figure 2.7: Chemical affinity evolution of a HPC determined from adiabatic temperature eleva-
tion (“Temperature” curve) and from isothermal strength evolution (“Strength” squared points)
(Ulm and Coussy, 1996)

lξ =
ρ · c

ξ∞
· (T∞

ad − T0) (2.19)

Ã(ξ) =
ξ∞

T∞
ad − T0

· Ṫad · exp

(

−
Ea

R · Tad

)

(2.20)

Cervera et al. (1999a), based on the thermodynamic framework of Ulm and Coussy’s model,

finally came up with a definition of the chemical affinity that involves several parameters (equa-

tion 2.21) which are obtained by calibrating the results of equation 2.20.

Ã(ξ) =
kξ
ηξ0

(

Aξ0

kξξ∞
+ ξ

)

(ξ∞ − ξ) exp

(

−η
ξ

ξ∞

)

(2.21)

As recalled before, Lackner and Mang (2004) used isothermal compressive strength test’s

results to evaluate the chemical affinity evolution (Figure 2.6) by assuming a linear relation-

ship between the hydration degree and the compressive strength of the form of equation 2.22

(adopting a = 1.0) given by De Schutter and Taerwe (1996). Here, it was assumed that the

final degree of hydration is equal to 1.0, which was already mentioned not to be realistic.

fc(ξ)

fc(ξ∞ = 1)
=

(

ξ − ξ0
1− ξ0

)a

(2.22)

Lackner and Mang (2004) have finally defined the chemical affinity evolution by regression

analysis from the compressive strength test’s results such as given in equation 2.24 where a,

b and c are constant parameters, which seems much more simpler than the one presented by
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Cervera’s team (equation 2.21).

Ã(ξ) =
1− ξ0
fc,∞

·
dfc(t)

dt
· exp

(

−
Ea

R · T

)

(2.23)

Ã(ξ) = a · ξb · (1− ξ)c (2.24)

On their turn, De Schutter and Taerwe (1995) describe the heat production rate by means

of two functions Ã(ξ) and g(T ). Ã(ξ) describes the influence of the hydration degree ξ, while

g(T ) describes the influence of temperature. In equation 2.25, qmax,20 is the maximum heat

production rate at 20◦C. In equation 2.26 ast, bst and cst are constant parameters.

q(ξ, T ) = qmax,20 · Ã(ξ) · g(T ) (2.25)

Ã(ξ) = cst · [sin(ξπ)]
ast · exp(−bstξ) (2.26)

g(T ) = exp

[

Ea

R

(

1

293
−

1

273 + T

)]

(2.27)

Concluding, the three hydration models described in this section are as follows:

� Cervera et al. (2000a) (5 parameters):

Ãξ(ξ) =
kξ
ηξ0

(

Aξ0

kξξ∞
+ ξ

)

(ξ∞ − ξ) · exp

(

−η̃
ξ

ξ∞

)

(2.28)

� Lackner and Mang (2004) (3 parameters):

Ã = a · ξb · (1− ξ)c (2.29)

� De Schutter and Taerwe (1995) (3 parameters):

Ã = cst · [sin(ξπ)]
ast · exp(−bstξ) (2.30)

These three hydration models will be applied and compared hereafter. The characteristics of

different concrete materials studied by each author are given in Table 2.1. These characteristics

concern the type of cement, the water-to-cement ratio (w/c) and the silica fume-to-cement ratio

(s/c). Tables 2.2 and 2.3 present each model’s parameters.

Figure 2.8 gives the evolution of the normalized chemical affinity obtained with equation 2.30

(De Schutter and Taerwe, 1995). This curve represents a typical response of a hydration model,
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with the hydration degree (ξ) varying from 0 to 1.0 and a chemical affinity which presents a

unique peak value. The first part of the curve, from zero to the peak, corresponds to the first

two stages of the hydration reaction: dissolution and precipitation; while the second part of the

curve, from the peak to the final hydration degree, corresponds to the third stage: diffusion.

In what concerns the results of the chemical affinity obtained with the hydration model of

Lackner and Mang (2004) and plotted in Figure 2.9a, it may be concluded that the maximum

value of the chemical affinity is attained at a lower hydration degree for RCC when compared

with the CC. This is even more evident while analyzing Figure 2.9b, where it can be noted that

Table 2.1: Material properties for each model

Material Cement content c w/c s/c
De Schutter and Taerwe (1995) Portland cement CEM I 52.5

Lackner and Mang (2004)
CC (Conventional Concrete) 315kg PZ35(F)/m3 0.54 -

RCC90 (Roller Compacted Concrete) 90kg/m3 1.0 -
Cervera et al. (1999b)

C-30 0.50 –
C-100 0.25 0.09

L(OPC) 0.50 –
L(HPC) 0.30 0.1

Table 2.2: Chemical affinity model parameters (De Schutter and Taerwe, 1995; Lackner and
Mang, 2004)

Model Parameters
ast[1/s] bst[1/s] cst[1/s]

De Schutter and Taerwe (1995) 0.667 3.0 2.5968

a[1/s] b[1/s] c[1/s]
Lackner and Mang (2004)

CC 48.5 0.76 3.49
RCC90 57.0 0.75 7.05

Table 2.3: Chemical affinity model parameters (Cervera et al., 1999b)

Cervera et al. (1999b)
Parameter C-30 C-100 L(OPC) L(HPC)
kξ/ηξ0 [1/h] 0.14 · 106 4 · 106 1 · 106 1 · 106

ξ∞ 0.75 0.58 0.75 0.75
η̃ 7.5 6.0 7.5 7.5

Aξ0/kξ 1 · 10−4 1 · 10−4 1 · 10−4 0.01 · 10−4
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Figure 2.8: Normalized chemical affinity evolution, De Schutter and Taerwe (1995)

the peak of the chemical affinity for RCC is lower than for CC. This means that the heat of

hydration of the RCC is lower than for CC and also that RCC maturates earlier than the CC.

This fact can be explained by the lower cement content of the RCC paste (c = 90kg/m3) when

compared with the CC (c = 315kg/m3).
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Figure 2.9: Chemical affinity evolution by Lackner and Mang (2004): a) Normalized chemical
affinity evolution ; b) (Non-normalized) Chemical affinity evolution.

Figures 2.10 and 2.11 show the response of Cervera’s model (equation 2.28) for four differ-

ent conventional concrete mixtures described in Table 2.3. In what concerns the normalized

evolution of the chemical affinity, it is noted in Figure 2.10 that the difference between the four
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responses is not significant. Actually, the behaviour is exactly the same until reaching the peak,

diverging afterwards only for mixture C-100, even though not much. However, while analyzing

Figure 2.11b, where are plotted the non-normalized responses for mixtures with different water-

to-cement (w/c) and silica fume-to-cement (s/c) ratios, it may be seen that their evolutions are

very different.
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Figure 2.10: Normalized chemical affinity evolution, Cervera et al. (1999b)

However, in Figure 2.11d, the response for the two mixtures is the same, even though their

water-to-cement and silica fume-to-cement ratios are different. Actually, the only parameter

that changes for these two materials (L(OPC) and L(HPC)) is Aξ0/kξ (Table 2.3), while the

others are exactly the same. It can then be concluded that this parameter (Aξ0/kξ) does not

influence the evolution of the chemical affinity.

Contrary to the L(OPC) and L(HPC) concretes, the model parameters for C-30 and C-100

concretes are different, with exception to the Aξ0/kξ, which has already been concluded not to

influence the results. In Figure 2.11a the influence of the final hydration degree (ξ∞) is evident:

the C-30 curve reaches a chemical affinity of zero for a hydration degree ξ∞ = 0.75, while the

C-100 curve reaches it for a hydration degree ξ∞ = 0.58.

Even if there are differences between the parameters used for the four mixtures, it may be

noticed that their peak values are attained for the same hydration degree.

Finally, Figure 2.12 shows the normalized chemical affinity evolution for the three previously

presented hydration models. The account for a final hydration degree ξ∞ which is different from

the theoretical value of 1.0 is well evidenced in Cervera’s model, when compared with the other
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two models. In the present work it was decided to apply the hydration model given by Cervera’s

team.

2.3 Mechanical behaviour

It is known that concrete’s mechanical behaviour is very complex and highly non-linear (Cervera

et al., 1999b). Some of the existing models to account for this complex behaviour are based on
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Figure 2.11: Chemical affinity evolution by Cervera et al. (1999b): a) Normalized chemical
affinity evolution, C-30 and C-100; b) (Non-normalized) Chemical affinity evolution, C-30 and
C-100; c) Normalized chemical affinity evolution, L(OPC) and L(HPC); d) (Non-normalized)
Chemical affinity evolution, L(OPC) and L(HPC).



38 2.3. Mechanical behaviour

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ξ [.]

Ã
 / 

Ã
m

ax

 

 

Schutter and Taerwe (1995)
Lackner and Mang (2004) CC
Lackner and Mang (2004) RCC90
Cervera et al. (1999) C−30
Cervera et al. (1999) C−100
Cervera et al. (1999) L(OPC)
Cervera et al. (1999) L(HPC)

Figure 2.12: Normalized chemical affinity evolution, three different models

several developed theories that accounts either for elastic and/or viscoelastic phenomena only,

or are formulated within plasticity framework, or based on fracture mechanics or continuum

damage theories. One example of a model based on the continuum damage theory is the

one developed by Cervera et al. (1999b), on which an isotropic damage model is developed,

accounting for both temperature and ageing effects in a fully coupled problem.

A chemoplastic material model, based on the Rankine criterion formulated in the framework

of multisurface chemoplasticity, is developed by Lackner and Mang (2004) and applied to the

simulation of early-age cracking in concrete. In this chemoplastic model, the crack healing that

occurs at early ages due to the continuous hydrates formation (while hydration reaction is still

an ongoing process) is accounted for. The resolution of this model is, however, uncoupled, by

solving first the thermal problem, and using its output to solve the chemo-mechanical part of

the model.

In the present thesis, the adopted model, even if it is inspired from the Cervera’s team

one, is within the framework of non-linear viscoelasticity. Therefore, no damage or plastic and

healing phenomena are modeled.

2.3.1 Mechanical properties evolution

As previously mentioned, mechanical properties in concrete evolve during the curing process,

which occurs due to the hydration reaction between cement and water. During this process,

heat production occurs, which is why a thermal framework needs to be established in order to
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study concrete’s behaviour. Therefore, a thermo-chemo-mechanical model is needed and shall

be able to take into account the hydration (chemical) reaction kinetics and the mechanical

properties evolution as a function of that kinetics.

The compressive strength is highly dependent on the curing temperature of concrete. If the

curing temperature is elevated, the short-term (1 day) compressive strength will develop faster

than the long-term one (28 days), fact previously discussed in Figure 2.4. On the contrary,

lower curing temperatures will lead to a higher compressive strength at 28 days and a lower

one at short-term (Laplante, 1993). This fact, demonstrated by Verbeck and Helmuth (1968)

cited by Laplante (1993), is schematically represented in Figure 2.13a. In Figure 2.13b are

plotted measured results by Kim et al. (1998) for three different curing temperatures as well as

the correspondent isothermal tests simulations performed by the model adopted in this thesis.

These results validate the ability of the used finite element software to simulate these kind of

problems, and will be object of further discussion in chapter 3.
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Figure 2.13: Curing temperature effect on compressive strength evolution at early ages: a)
Verbeck and Helmuth (1968) cited by Laplante (1993); b) Measured data from Kim et al.
(1998).

According to the work developed by several authors in the 1960’s and 1970’s cited in Laplante

(1993), the decreasing in compressive strength with increasing curing temperatures may be due

to both chemical and physical causes. The physical causes occur due to the temperature increase

that will lead to a volume increase. Water and air fractions of concrete will suffer a greater

volume increase than the solid fraction (Figure 2.14). The volume increase, being restrained

by the solid fraction of the cement paste that has already reacted, will lead to internal stresses
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which can induce porosity and micro-cracking if the tension strength is not yet sufficiently high

(Laplante, 1993).

Figure 2.14: Volume increase of water, saturated and dry airs and solid fractions of conventional
concrete, Alexandersson (1972) cited by Laplante (1993)

Several authors, namely Byfors (1980), have concluded that there is a linear relationship

between hydration degree and compressive strength, such as in Figure 2.15.

Figure 2.15: Linear relationship between the compressive strength and the hydration degree
(Byfors, 1980)

Analyzing these results, Laplante (1993) concluded that the compressive strength evolution
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is non linear for low hydration degrees, but that it becomes linear quite rapidly. This was

further observed by several authors, such as De Schutter and Taerwe (1996) in Figure 2.16.

De Schutter and Taerwe (1996) proposed an exponential relationship between the compressive

strength and the hydration degree of the form of the previously discussed equation 2.22.

Figure 2.16: Compressive strength evolution as function of the hydration degree (De Schutter
and Taerwe, 1996)

De Schutter and Taerwe (1996) presented several relationships that describe the mechanical

properties of concrete at early ages, such as the compressive strength and the Young’s modulus,

as functions of the hydration degree. The compressive strength, tensile strength and Young’s

modulus evolutions are described by an equation of the form of 2.31, where P is each mechan-

ical property, ξ0 and a are constant parameters. De Schutter and Taerwe (1996) also made the

assumption that below a certain value of the hydration degree (ξ0) there is no strength devel-

opment (mechanical percolation threshold), which is analogous to the hydration threshold ξset

of Cervera’s model, presented later in this section. They have also described the Poisson’s ratio

as a function of the hydration degree by means of equation 2.32. According to three different

types of cement (CEM I 52.5, CEM III/B 32.5 and CEM III/C 32.5), De Schutter and Taerwe

(1996) give different values for P (ξ = 1), ξ0 and a parameters.

P (ξ) = P (ξ = 1) ·

(

ξ − ξ0
1− ξ0

)a

(2.31)

ν(ξ) = 0.18 · sin

(

ξ · π

2

)

+ 0.5 · exp(−10 · ξ) (2.32)
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Faria et al. (2006) also used equation 2.31 to account for the evolution of mechanical prop-

erties at early ages. In their work, Faria et al. (2006) first solve the thermal problem and

then inject the resulting temperatures and hydration degrees in the mechanical one. This is a

one-directional coupling in the sense that only the thermal problem will influence the mechan-

ical problem and the thermal problem properties are constant. This simplification is usually

assumed in these kind of problems, as pointed out by De Borst and Van den Boogaard (1994).

This model was used to perform the numerical simulation of the construction of a concrete

gravity dam in Azenha et al. (2008). The calibration of the heat of hydration model was

done through the isothermal calorimeter experimental results. The authors concluded that the

comparison between the measured and numerical temperatures and deformations was very sat-

isfactory, which increases the confidence on this model. Azenha et al. (2008) have considered in

their simulations the existence of two galleries inside the dam body, which is not usually taken

into account in these kind of analysis.

Several authors, like Byfors (1980) and Laplante (1993), have identified a critical hydra-

tion degree , below which concrete has not yet developed sufficient resistance to support the

developed stresses. That critical hydration degree may therefore be seen as a mechanical (or

hydration) threshold. In Figure 2.16 the critical hydration degree would be ξ = 0.25. Cervera

et al. (1999a) also use this concept (ξset) to describe the ageing parameter on which mechanical

properties will depend.

In what concerns the tensile strength evolution, it was concluded by several authors cited by

Laplante (1993) (e.g. Byfors, 1980) that it is influenced by the same factors as the compressive

strength. It is therefore useful to define the tensile strength as a function of the compressive

strength.

Bertagnoli et al. (2008), following the definitions by De Schutter and Taerwe (1996), used

a hydration degree dependent compressive strength and Young’s modulus such as described

in equations 2.33 and 2.34, where ft is the tensile strength and λ and α are obtained from

experimental results and c is a constant parameter to avoid nil resistances at the beginning of

the computation.

fc(ξ)

fc(ξ = 1)
=

ft(ξ)

ft(ξ = 1)
= λξ + (1− λ)ξα ≥ c (2.33)

Ec(ξ)

Ec(ξ = 1)
= λξ + (1− λ)ξα/3 ≥ c (2.34)
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The model presented by De Schutter and Taerwe (1996) is of easy application but still it

presents an important limitation if the purpose is to study the mechanical properties’ evolu-

tion not only at early ages but also at long-term, since the curing temperature history is not

considered in the model, as it was recently enhanced by Wang and Lee (2012).

Moreover, the compressive strength also varies with some material properties such as the

water-to-cement ratio (or water-to-binder w/B ratio, binder being the cement and added poz-

zolans and/or fly ashes). In Figure 2.17, from Conrad (2006), are plotted the compressive

strengths evaluated at different ages and for different mixtures available from RCC dam’s

projects by Berga et al. (2003), as well as the regression curves from ACI Committee 207

(1999).

Figure 2.17: RCC compressive strength evolution as function of the water-to-binder ratio (Con-
rad, 2006)

The compressive strength may also be plotted as function of the cementitious content, such

as in Figure 2.18 by the same authors.

Concerning the Young’s modulus evolution, studies were carried out by Bettencourt Ribeiro

and de Almeida (2000) in order to evaluate the resistance and deformability of a high perfor-

mance roller compacted concrete (HPRCC). The HPRCC is a RCC made with a high cement

dosage, 10% of silica fume, superplasticizer and aggregates that have high mechanical resistance.

Several experimental tests were performed in order to evaluate the compressive and tensile split-
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Figure 2.18: RCC compressive strength evolution as function of the cementitious content (Con-
rad, 2006)

ting strengths, the abrasion resistance and the elasticity modulus. Bettencourt Ribeiro and de

Almeida (2000) have concluded that the HPRCC presents a compressive strength which is 4.5

times higher than the one of a normal concrete and that these values are significantly higher

than the normal values obtained for a HPC in Portugal. The reasons presented by the authors

to these results are based on the following: use of a high resistant basalt rock (increases the

concrete’s strength); use of a highly powerful superplasticizer (decreases the dosage of mixing

water); the high compaction energy used for the RCC production; and the dry consistency of

the RCC (decrease of the sand dosage). Bettencourt Ribeiro and de Almeida (2000) have also

taken the Eurocode 2 (CEN, 2004a) expression for estimating the modulus of elasticity, given

by equation 2.35.

E = 9.5 · 3

√

fc (2.35)

The results obtained both with the EC2 formula and the experimental measure at 28 days

were almost equal (48.5 against 48.6GPa). In this study, the HPRCC presented a high abrasion

resistance (< 0.1mm at 28 days) which is a very good result to motivate the use of this material

in pavements subjected to high abrasion.

From the experimental measures point of view, a procedure to continuously monitor the con-

crete’s Young’s modulus evolution at early ages was proposed by Azenha et al. (2010, 2011).

This technique relies on the ambient vibration technique and consists of monitoring the evo-

lution of the first natural frequency of a composite cantilever. The main advantage of this
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experiment is that it allows a continuous measurement since the casting of concrete.

In their work about the evaluation of the Young’s modulus of early-age RCC, Conrad et al.

(2003) conclude that the common approaches used to evaluate the evolution of Young’s modulus

of conventional concrete are not suitable for RCC mixtures with low cement content. Conrad

et al. (2003) performed several uniaxial compressive strength tests on a lean RCC at different

ages (from 3 hours to 365 days), and propose equation 2.36 to describe the evolution of the

Young’s modulus of RCC. It shall be noticed that the age t defined here is the equivalent

time/age teq, and the Young’s modulus Ec,∞ is evaluated by taking a reference value at curing

isothermal conditions of 23◦C.

Ec(t) = Ec,∞ · exp(a · tb) (2.36)

Conrad (2006) gathered data from Mujib dam, namely results from an isothermal test at

23◦C, plotted in Figure 2.19 by the round points. A coefficient of variation CV = 25.9% was

found for the last value of the Young’s modulus, at 365 days of age. The RCC used in Mu-

jib dam has low cement content (85kg/m3), no added pozzolan and a water-to-binder ratio

w/B = 1.61. Conrad (2006) used an exponential function of the form of equation 2.37 to rep-

resent the Young’s modulus evolution. In equation 2.37, kE(∞)[.] is the multiplier at infinite

age, te[d] is the effective age, b and c are shape factors, EC [MPa] is the Young’s modulus of the

cylinders (with a diameter of 150mm) and ts[d] is the standard age (28, 90 or 365 days).

EC(te) = kE(∞) · exp (b · tce) · EC(ts) (2.37)

The model which is applied in this thesis is inspired on the one developed by Cervera’s

team and will be discussed hereafter. This model was also applied to an RCC dam modelling in

Cervera et al. (2000a,b). Cervera et al. (2002) present a thermo-chemo-mechanical model that

has undergone some developments and modifications since 1997 (Prato et al., 1997; Cervera

et al., 1999a,b, 2000a,b, 2001, 2002).

The thermo-chemo-mechanical model described in Cervera et al. (2002) is based on the

Theory of Reactive Porous Media developed by Ulm and Coussy (1996). The thermo-chemo-

mechanical model developed by Ulm and Coussy (1996) is based on the theory of reactive

porous media by Coussy (1996) and formulated in the framework of the thermodynamics of

the irreversible processes, which allows the description of the hydration reaction that occurs in
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Figure 2.19: RCC Young’s modulus, Mujib dam (Conrad, 2006)

concrete at early ages, by means of macroscopic variables. Adopting a closed system (without

mass exchanges with the environment), Ulm and Coussy assumed in their model that the

dominant mechanism of the reaction kinetics would be the diffusion of water through the layers

of hydrates already formed, such as schematically represented in Figure 2.20. Therefore, the

concrete is here considered as being a porous medium composed of a skeleton (the reaction

products, that is, the hydrates that have already formed) and fluid phases (the reactant phase,

that is, the free water). The further explanation of this theory appears to be too exhaustive

for the purpose of the present work. For further details please refer to the previous references.

Figure 2.20: Schematic representation of free water microdiffusion through layers of already
formed hydrates to unhydrated cement (Ulm and Coussy, 1996)

Therefore, two main hypotheses are taken in Cervera et al. (2001) model: mass conservation
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and closed system (there are no water exchanges with the environment).

Cervera et al. (2002) introduce in this model an ageing parameter, which will rule the

concrete stiffening during time, right after it has begun to cure. That instant of cure beginning,

which marks the transition between a fluid material without strength to a material that begins

to gain tensile strength due to the formation of a solid skeleton, is very difficult to determine

with precision. The ageing degree κ is function of both temperature and hydration degree

(equation 2.38).

κ̇ = λT (T ) · λfc(ξ) · ξ̇ ≥ 0 (2.38)

The beginning of the curing phase is ruled by the parameter ξset. Thus, since this parameter

enters in the definition of λfc , it will also rule the beginning of the ageing degree evolution

(equation 2.40).

vλT (T ) =

(

TT − T

TT − Tref

)nT

(2.39)

λfc(ξ) = Af · ξ +Bf , for ξ ≥ ξset (2.40)

The percolation threshold ξset will then define the beginning of the mechanical properties’

evolution, which is in agreement with the definition given before: this hydration degree traduces

the moment the concrete may have turned into a solid and begun stiffening (Cervera et al.,

1999a). In this work, ξset will be generally called “hydration threshold”. In equation 2.39, TT

is the maximum temperature at which hardening of concrete may occur and nT is a material

property that controls the sensibility to the curing temperature.

Concluding, the mechanical properties of concrete such as the compressive strength, tensile

strength and elasticity modulus, will be functions of the ageing degree, such as described in

equations 2.41 to 2.43, where Ae and A+ are constants (Cervera et al., 1999a).

fc(κ) = κ · fc,∞ (2.41)

E(κ) = κ1/2 ·E∞ , E∞ = Ae · f
1/2
c,∞ (2.42)

ft(κ) = κ2/3 · ft,∞ , ft,∞ = A+ · f 2/3
c,∞ (2.43)

Going back to the Cervera’s team 1997 paper (Prato et al., 1997), where the concept of

ageing degree was not yet introduced, it may be seen that the definition of the compressive
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strength (equation 2.44) does not involve the hydration degree rate, but rather the hydration

degree itself and it only depends on the λfc part of the more recent formula.

fc = Af · ξ
2 +Bf · ξ (2.44)

Even if this is the model description found in the more recent papers, there are some

parameters that lack more detailed explanation. That is the case, for example, of the Af and

Bf parameters used to define λfc. Some detailed information about these parameters may be

found in an older paper (Prato et al., 1997), where they are defined as in equations 2.45 and

2.47, fcr being a critical compressive strength, that is, the compressive strength at the instant

of ξset.

Af =
1/(Y · ξset)− 1/ξ∞

ξset − ξ∞
(2.45)

Y =
fc,∞
fcr

(2.46)

Bf =
1

ξ∞
− ξ∞ · Af (2.47)

In Prato et al. (1997), the ξset hydration degree is introduced by a ξcr hydration degree,

which corresponds to the critical hydration degree for fcr, definition that is in agreement with

the more recent definition of the ξset hydration degree, which is essential to maintain the ageing

degree as a positive value (κ ≥ 0). Prato et al. (1997) reported Y ratios that are comprised

between 10 and 35. The coefficients Af and Bf may be obtained by means of an adiabatic test.

To find nT it is enough to measure the final compressive strength in an isothermal test carried

out at a temperature that is different from the reference one. In this model, the mechanical

properties act as internal-like variables and their evolution laws are formulated in terms of the

hydration degree and temperature.

As previously mentioned, Cervera et al. (2000a,b) applied the thermo-chemo-mechanical

model to the analysis of an RCC dam (Urugua-́ı dam) behaviour during construction. The

data from adiabatic tests performed over the mixtures applied in this RCC dam and the curves

obtained with this model are plotted in Figure 2.21a. In Figure 2.21b are plotted experimental

data resulting from isothermal tests and the corresponding curves obtained with the thermo-

chemo-mechanical model. Four concrete mixtures were applied in Urugua-́ı dam: H180 and

H220 are conventional concrete mixtures with cement contents of 180 and 220kg/m3 respec-
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tively; RCC60 and RCC90 are RCC mixtures with low cement contents of 60 and 90kg/m3

respectively. All of the applied mixtures had no pozzolan addmixtures.

(a) (b)

Figure 2.21: Experimental vs. numerical data (Cervera et al., 2000a) for Urugua-́ı RCC dam:
a) Adiabatic test; b) Isothermal test.

2.3.2 Creep phenomena

Creep phenomena is characteristic of viscoelastic materials. This is a long-term phenomena,

related to the material’s deformation in time under sustained loads. In concrete, creep is often

divided into basic creep (creep phenomena that occurs independently from water losses) and

drying creep (creep phenomena occurring at the surface of a concrete structure). The sustained

loads are due to thermo-chemical phenomena at early-ages (Cervera et al., 1999b; Aurich,

2008). It is known that the most evident evolutions in concrete’s behaviour occur at early ages,

fact that has already been mentioned in the previous sections of this thesis. Therefore, creep

effects are even more important if the analysis under study includes the simulation of early age

behaviour, which is the case in this thesis. Moreover, studies revealed that creep depends on the

amount and type of aggregate, the water-to-cement ratio, the age of loading and the duration

of loading, among others (Bažant, 1988). In conventional dam design, creep and shrinkage of

concrete are usually taken into account as a given thermal contraction (Shaw, 2010).

In what concerns RCC, Andriolo (1998) concluded that it is more prone to creep deforma-

tions than conventional vibrated concrete (CVC). However, more recent work by Shaw (2010)

indicates that high-paste RCC (i.e. RCC with a paste content greater than 150kg/m3, typi-

cally containing fly ashes at 40 to 60% of the total paste content (Abdo, 2008)) presents lower

shrinkage and creep at early ages, specially when applied to an arch RCC dam. Shaw (2010)

concludes by giving an ideal RCC mix composition that will minimize creep, characterized by a
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paste content of 200kg/m3 (or greater) and a high fly ash content of approximately 70% of the

total paste content. Furthermore, Shaw (2010) concludes that for a high-paste RCC gravity

dam, a total shrinkage and creep of approximately 50 microstrain shall be considered against

the usually assumed 125 to 200 microstrain for CVC. However, creep is higher for RCC mixtures

with low strength and low cementitious content, as proved in the work of Conrad et al. (2003).

As it is also enhanced by Shaw (2010), RCC samples used for laboratory testing are not

representative of the exact behaviour of placed and compacted RCC. Compared with the CVC

technology which is older and therefore much more studied and experienced, RCC is still a

very recent technique and a lot of research and learning shall still arise. Moreover, Shaw (2010)

enhances another point about creep tests, which is the fact that for those tests the aggregate

>50mm is removed and the induced stress level is up to 40% of the compressive strength, not

representing the real (insulated, contained and at low stress) conditions of RCC at the core of

a dam. Concerning the presence of fly ashes in an RCC mixture, it was concluded by Grieve

(1991) and later by Shaw (2010) that it reduces creep effects in concrete, and the greater the

fly ash content, the lower the autogenous shrinkage in cement paste will be.

In the case study of the present thesis, the apdopted RCC mixture has 55kg/m3 of cement

and 165kg/m3 of fly ash, and may therefore be considered as a high-paste RCC mixture. As

previously exposed, according to the findings presented in the PhD thesis by Shaw (2010), for

high-paste RCC, creep at early ages will be lower than what would be expected for CVC. An

assumption of not considering creep effects could be taken for the case study of this thesis.

However, and because most of the available literature uses creep laws to account for basic creep

at early ages in the modelling of RCC dams, it was decided to include basic creep effects in the

model. Both autogenous and drying shrinkage will be ignored.

Even if there exists a lot of on-going and past research about creep phenomena, there

is not a consensus about the “best” theory to describe it. Creep and relaxation phenomena

are intended to describe long-term deformations occurring in concrete under sustained loads,

which is traduced by a reduction of the rate of elasticity modulus development in time. The

consequences of those phenomena consist basically in a reduction of the stress level at long-

term. A high creep level is characteristic of a lower strength and less rigid concrete, which will

be more prone to “relieve a sustained stress” (Hansen and Reinhardt, 1991).

In linear viscoelasticity, the total strain (εtot) is proportional to the stress. Ignoring auto-
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genous and drying shrinkage, the total strain may then be subdivided into an elastic (εel), a

thermal (εT ) and a creep parts (εcr), so that:

εtot = εel + εT + εcr (2.48)

The linearity between strain and stress in concrete has been observed experimentally within

the service stress range (i.e., for a stress level lower than 40% of the strength) by applying

different stress levels such as in Figure 2.22a (Bažant, 1988). The total strain may then be

expressed as equation 2.49 which introduces the compliance function J(t, t′), t′ being the instant

of loading. By applying the principle of superposition, equation 2.50, the Volterra integral form

is obtained. It shall be pointed out that this principle is valid only if some conditions are

fulfilled, the more restricting one being as follows: the stress level shall not exceed 40% of the

compressive strength so that the behaviour is linear and the principle of superposition applied

(Bažant, 1988). An equivalent form of this approach is also often referred to in the literature

by using the relaxation modulus (equations 2.51 and 2.52). The compliance curves will have

the form of the ones represented in Figure 2.22b, while the relaxation curves will be like the

ones represented in Figure 2.22c.

(a)

(b) (c)

Figure 2.22: Creep tests (Bažant, 1988): a) Creep isochrones; b) Compliance curves for various
ages t′ at loading; Relaxation curves for various ages t′ at loading.
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εtot(t) = σ · J(t, t′) + σ0(t) (2.49)

εtot(t) =

∫ t

0

J(t, t′)dσ(t′) + ε0(t) (2.50)

σtot(t) = ε ·R(t, t′) + ε0(t) (2.51)

σtot(t) =

∫ t

0

R(t, t′)dε(t′) + σ0(t) (2.52)

Generally, creep phenomena in concrete studies is taken into account by a creep law/creep

compliance/specific creep, which describes the compliance function J(t, t′) or the relaxation

function R(t, t′) by formulas available in literature. Another way of accounting for creep is to

develop the Volterra integrals into a set of linear differential equations via Dirichlet or Taylor

series. An analogy may then be made between those series and the well-known Maxwell and

Kelvin chains.

Anyway, creep in concrete is most generally accounted by means of a compliance function

J(t, t′). Several formulas to reproduce the creep curves obtained experimentally are available in

literature, the Double Power Law (DPL) being the most applied one. The DPL was originally

proposed by Bažant and Osman (1976) and is given here by equation 2.53, where E0(t
′) is

the asymptotic elastic modulus, t′ is the instant of load application, and φ1, m, α and n are

material parameters. This formula has proven its adequacy along the years by several studies

on concrete at early ages (Ji, 2008).

J(t, t′) =
1

E0(t′)
+

φ1

E0(t′)
· (t′ + α)−m · (t− t′)n (2.53)

For concrete at early-ages, some corrections to equation 2.53 were proposed and adopted

in the work of Leitão et al. (2007) applied to Pedrógão RCC dam. The first correction was

introduced by Miranda et al. (2000) and consists in adding a retardation parameter to the

exponent n with the objective of obtaining physically accepted relaxation curves (Leitão et al.,

2007). The second correction, introduced by Emborg (1986), adds an exponential part (A·e−Bt0)

in order to improve the elasticity modulus in the first days of age.

J(t, t′) =
1

E0(t′)

(

1 + φ1

(

t−m
0 + α

)

· (t− t0)
n(1−exp(−t0/k)) + A · e−Bt0

)

(2.54)

A different method is presented by De Schutter and Taerwe (2000), called “fictitious degree

of hydration method”which relates the creep function to the evolution of the hydration degree,
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applied to concrete at early-ages. In this method, the basic creep strain depends directly on the

hydration degree ξ, on the hydration degree at loading ξb and on the stress level at loading αb,

such as in equation 2.55. This model can be interpreted as a Kelvin chain model with elastic

moduli and viscous dashpots depending on the hydration degree. The main advantage of this

method is that time does not interfere explicitly.

εc(ξ, ξb, αb) = a(ξb, αb) ·

(

ξ − ξb
1− ξb

)b(ξb,αb)

(2.55)

The mechanical component of the thermo-chemo-mechanical model by Buffo-Lacarrière

(2007) includes both creep and damage (anisotropic) models that were adapted to account

for the dependence of the mechanical properties on the hydration degree (Boutillon et al.,

2012) σ = σ̃ (1−D), D being the damage. This means that only a percentage of the section is

able to sustain the load. When σ = σ̃ (damage D = 0), there is no damage and all the section

will sustain the load. This model requires some parameters that are not very easy to obtain

experimentally (crack energy evolution, creep rate at early ages, etc), which is why this model

is a part of the CEOS.fr project, on which numerical and experimental studies are coupled in

order to validate the model (Boutillon et al., 2012).

As it was stated before, the Volterra integrals (equations 2.50 and 2.52) may be solved by

linear differential equations obtained via Dirichlet or Taylor series, enabling an analogy with

the well-known and widely applied Maxwell and Kelvin rheological models.

Such as reported in Cervera et al. (1999b), the resolution of this kind of problem via Dirichlet

series, which can be interpreted as a generalized Maxwell chain, has computational advantages,

fact that was enhanced by Carol and Bažant (1997). This kind of rheological model will be

adopted in the present thesis since it is implemented in the used FEM software.

Cervera et al. (2002) developed a model which combines the use of ageing and viscoelastic

and damage models to provide a phenomenological description of the mechanical behaviour

of early age concrete. The objective is then to couple a viscoelastic and a damage model.

According to Cervera et al. (2000a), the microprestress-solidification theory is one of the most

widely accepted theories used to model creep in concrete at early ages. The main idea of this

theory is to consider concrete as a viscoelastic material which can be modeled by a series of

Kelvin chains. In this rheological model, the elastic moduli of springs vary proportionally in
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time and have as limit an attained value of a proposed “solidified fraction”. In Cervera et al.

(2000b), to model the concrete long-term behaviour, a Maxwell chain is considered with a

parallel arrangement, which had already been concluded by Carol and Bažant (1997) as leading

to computational advantages when compared with the Kelvin chains series arrangement.

The generalized Maxwell model is described in terms of the elastic moduli of each spring,

Ei, and the relaxation times of the dashpots, τi, where i is each of the Maxwell chain’s elements.

The dashpots relaxation times may be characterized by τi = ηi/Ei, ηi being their viscosities.

Generally, the relaxation time of the first dashpot is considered τ1 = +∞ in order to obtain an

asymptotic elastic modulus E1. In their work, Cervera et al. (1999b) have assumed that the

elastic moduli vary proportionally to the ageing function, according to equation 2.56, and that

the relaxation time remains constant. In this way, the evolution of these variables is governed

by equation 2.57, σ =

N
∑

i=1

σi being the total stress sustained by the Maxwell chain, where N

is the number of branches (Carol and Bažant, 1997; Cervera et al., 1999b). In equation 2.57,

Ei
∞ is the final Young’s modulus of each spring, ε is the total strain tensor, D̄ = (1/E)D and

λE(κ) = κ1/2 is the elastic modulus ageing function.

Ei(κ) = κ1/2 · Ei
∞ (2.56)

σ̇i +
σi

τi
= λE(κ)E

i
∞D̄ε̇, i = 1, . . . N (2.57)

Moreover, based on experimental evidence of the solidification theory by Bažant and Prasan-

nan (1989), Cervera et al. (1999b) added a flow term intended to account for ageing effects

related to the long-term creep behaviour (represented by a circular element connected in series

with the parallel chains in Figure 2.23). They finally conclude that this is equivalent to adopt

ageing elastic moduli in the generalized Maxwell chain. In this way, the governing equation

2.57 becomes equation 2.58, where τµ is the relaxation time of the flow term given in equation

2.59. The material properties τµ0 and cµ0 characterize the flow term, the first one being the

initial viscosity and the second one its rate of evolution. In their work, Cervera et al. (1999b)

also considered another relaxation time to account for the ageing effect on the elastic modulus.

In the present work, this last relaxation time is not going to be accounted for.

σ̇i +

(

1

τi
+

1

τµ

)

σi = λE(κ)E
i
∞D̄ε̇, i = 1, . . .N (2.58)

τµ =
τµ0
λEµ

(2.59)
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Figure 2.23: Generalized Maxwell model (Cervera et al., 2002)

µ(t) =
1

1 + cµ0t
(2.60)

2.4 Cracking in RCC dams

Cracking in concrete at early ages occurs if the structure is subjected to a tensile state greater

than the strength developed so far, as stated by Springenschmid and Breitenbucher (1998).

Thermal cracking in RCC dams has been observed during the years and is a great concern

amongst designers. Several examples are gathered and reported in Hansen and Forbes (2012),

such as the cases of the Upper Stillwater dam (Figure 2.24) constructed in 1985-87 in a site

where the annual average temperature is of 2.9◦C and with a maximum casting temperature

fixed at 10◦C. The cost of repair of cracks in this dam was reported by Hansen and Forbes

(2012) as to have exceeded $7 million.

According to ACI Committee 207 (1999), cracking in RCC dams may affect structural

stability, permeability, durability and visual appearance. To avoid vertical cracking, which

is very difficult to repair and control, vertical joints are added to the dam project. Trans-

verse contraction joints may also be included in a dam project, such as waterstops and drains.

The contraction joints will then induce a weakened plane through which cracks will propagate

(ACI Committee 207, 1999).
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Most of the thermal cracking that occurred in RCC dams and reported in Hansen and

Forbes (2012) consist on vertical cracking and do not generally affect their structural stability.

Moreover, they may have been caused not only by thermal stresses, but also due to differential

settlements occurring in the foundation and horizontal movements induced by the reservoir

filling (Hansen and Forbes, 2012). These authors also reported that not all the cracks occur at

the same time nor they have the same width.

Therefore, cracking in RCC dams shall be prevented, even if their consequences will not

generally compromise the stability of the structure. Major cracks can be induced and affect

the dam’s permeability, their repair being highly expensive. Delays in construction lead often

to RCC placing during the warmer season which is not desirable since it induces higher peak

(a)

(b)

Figure 2.24: Cracking in Upper Stillwater dam (Hansen and Forbes, 2012): a) Major crack; b)
Aerial view.
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temperatures in the dam’s core than what was predicted during the design phase. A maximum

casting temperature is usually fixed and cooling measures are applied in order to stay below that

maximum temperature. If the construction is pushed towards the hot season, those measures

will need to be more extreme (i.e., use of ice or liquid nitrogen in the mixture) and consequently

more costly.

In order to avoid cracking near the dam up and downstream faces, several mitigation mea-

sures are adopted in practice. For example in Pedrógão dam a coverage of the downstream

face with a steepest spillway built with reinforced concrete was applied as a mitigation measure

(Leitão et al., 2007). Other solutions may consist on the use of higher cement content mixtures

near the dam faces and/or the application of impervious materials such as small conventional

concrete slabs or PVC membranes on the dam faces in order to guarantee the impermeabiliza-

tion of the dam body. Moreover, in some cases of dams built with lower cement contents, the

structural and hydraulic functions are sometimes separated and a certain level of cracking is

assumed not to affect the structural stability.

Another practical aspect of RCC dams’ construction that should be object of attention

concerning cracking at early ages is related to the horizontal/lift joints. The layered construction

of RCC dams implies a great number of those joints which is a major concern in these kind

of structures. Because they increase the dam’s susceptibility to percolation and may affect, in

extreme cases, its stability and durability, horizontal joints shall be object of careful care during

construction.

According to the time delay on constructing two consecutive layers, horizontal joints may

be classified as follows: hot joints, cold joints and warm joints (BaCaRa, 1996). Hot joints are

of less concern since they are characteristic of shorter time delays between the casting of two

layers (as their name indicates, the material has not begun to cool down yet). On the other

hand, cold joints are of major concert because the surface of a casted layer has already begun

to gain resistance and its moist condition is very different from the fresh layer to be casted

afterwards. These joints are characteristic of bigger time delays between the casting of two

layers. Warmer joints are those between the other two, whose definition and identification is

harder to do.

Several aspects may decrease the quality of a cold joint, such as the contamination by dirt,

the compaction level used on the subsequent layer, the weather conditions (rain, hot or freezing

temperatures), inadequate amount of water at the surface, among others. The consequences
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of the factors influencing a joint quality will increase proportionally to the time delay between

the construction of two consecutive layers.

In practice, several techniques are used to overcome those consequences, such as using high

pressure water jets to clean the surface (if it has already hardened). This will remove a super-

ficial layer, along with all the contamination (i.e. dust) that may have occurred. After the thin

layer removal, aggregates that had been segregated during compaction will eventually “emerge”

at surface, which will increase the roughness of the surface and, consequently, facilitate the ad-

herence of the upper layer (Bettencourt Ribeiro et al., 2001). Also, cold joints may be treated

with a bedding mix right before casting of the next RCC layer (Ortega et al., 2003). If weather

conditions are worse (rain, snow, freezing temperatures), it is useful to protect the layer surface

by covering it with plastic or insulating mats, so that the humidity conditions are maintained

ACI Committee 207 (1999).

In what concerns the tensile strength of the lift joints, Bettencourt Ribeiro et al. (2001)

developed a work where the influence of different parameters on the tensile strength is analyzed.

The joint’s quality is usually evaluated by the “joint maturity index” (JMI) (BaCaRa, 1996;

ACI Committee 207, 1999; Bettencourt Ribeiro et al., 2001), here given in equation 2.61,

where AST[◦C] is the average surface temperature and TE[h] is the time of exposure (time

delay between the construction of two layers).

JMI = AST · TE (2.61)

The conclusions drawn by Bettencourt Ribeiro et al. (2001) accentuate the need to perform

the joint’s treatment before posing the upper layer, which needs to be compacted before the

initial setting time of the lower layer. A continuous decrease of the joint quality with the time

of exposure was identified.

Even if the JMI may have been object of critics (in, for example, BaCaRa (1996)) because

of its inadequate use due to a direct transposition of ◦F to ◦C which leads to erroneous conclu-

sions, it is a useful tool to help understand some results found within this thesis, included and

discussed in chapter 5.

As stated by de Araújo and Awruch (1998a), there are two different model formulations

generally used to the cracking analysis of concrete structures: the non-linear fracture theory
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and the continuum damage theory. While in the former discrete cracks are considered and when

cracking begins a stress-crack width relationship is considered, in the latter the cracked material

is considered as a continuum media and cracking begins when the maximum principal stress is

greater than the tensile strength, the cracking growth leading to a descent in the stress-strain

diagram.

Moreover, crack opening and growth is a research domain in current development, either in

concrete or in other materials (i.e. steel and welded joints). The Fatigue Crack Growth (FCG)

is an extensively studied domain on which probabilistic approaches have been increasingly

applied. For example, Sain and Kishen (2008) performed a probabilistic assessment of FCG

in a concrete beam subjected to cyclic loading. Moreover, Riahi et al. (2010, 2013) presents

the Stochastic Response Suface Method (SRSM) to perform reliability analysis on structures

subjected to fatigue crack growth.

In the beginning, cracking of concrete at early ages was only accounted for by limiting

temperature gradients that occur in a structure. In the past two decades, efforts have been

made in order to understand concrete cracking sensitivity by accounting for thermal and other

early age stresses (Springenschmid and Breitenbucher, 1998). These authors point out two

important parameters worth being considered in a cracking analysis: the concrete cracking

sensitivity (dependent on the concrete constituents, composition and casting temperature) and

the boundary conditions (structure dimensions, degree of restraint and temperatures).

Several authors performed cracking analysis in concrete at early ages, either by accounting

or not crack width or even crack healing that occurs due to the continuous hydrates formation,

such as in the work of Lackner and Mang (2004). In most of the available studies, cracking is

evaluated by comparing stresses and strengths. Emborg (1998) defined a maximum stress level

ηmax equal to 0.7 to avoid early age cracking (equation 2.62, where σt is the tensile stress and

f ∗
ct the tensile failure strength). This leads to a safety factor of FS = 1/ηmax = 1.4.

ηmax = max

(

σt(t)

f ∗
ct(t)

)

(2.62)

Concerning crack analysis over RCC dams, some studies may also be found in the available

literature, such as in Jaafar et al. (2007) which prevent thermal cracking by fixing an allowable

temperature drop ∆T (equation 2.63, where KR and Kf are the structure and restraint factors

defined in function of the restrain level of the structure, α is the coefficient of thermal expansion,

Wb is the block width and εc is the tensile strain capacity) which depends on a given admissible
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crack width (Wp) of 2.0mm. Noorzaei et al. (2006) evaluated the cracking risk of RCC Kinta

dam by applying a limit of 1.0 to the cracking index (equation 2.64). The cracking index

definition is actually analogous to the factor of safety FS presented before. Therefore, if

If ≥ 1.0, the structure is safe. These authors computed the cracking index on three points

located at two elevations: 1.5 and 12.9m. The results are plotted in function of the time since

RCC placing in Figures 2.25a and 2.25b, respectively. It may be observed that all of the three

analyzed points located at 1.5m elevation present If lower than the allowable limit of 1.0 at

early ages, meaning that the tensile strength ft is lower than the tensile stress σ and therefore

those points are cracked. It is observed also that points “a” and “b” pass to the “safe” zone

after 25 days, while point “c” remains with If < 1.0. Moreover, a cracking index greater than

1.0 is found for point “c”, but at the end values lower than the allowable limit of 1.0 are found

again. For points located in elevation 12.9m, it is concluded that point “a” and “c” are safe,

with If > 1.0, while point “b” is cracked at early ages. Noorzaei et al. (2006) concluded that

the dam is safe against cracking for points “a” and “b” because even if these points present

cracking indexes below the allowable limit of 1.0, that happens while the concrete is still young

(age below 30 days). Concerning point “c”, they concluded that it should be object of special

attention in the first 75 days after casting.

∆T =
1

KRKfαT

[

Wp

Wb
+ εc

]

(2.63)

If =
ft(t)

σ(t)
≥ 1.0 (2.64)

(a) (b)

Figure 2.25: Cracking index If = ft/σ (Noorzaei et al., 2006): a) Elevation 1.5m; b) Elevation
12.9m.

It shall be stressed that the model applied by Noorzaei et al. (2006) does not account
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for plastic deformations and early-age self healing of concrete. An assumption is made while

analyzing the results: it is assumed that for ages below 30 days, concrete is still fresh and even if

it presents cracking indexes below the allowable limit, that is not a problem since its resistance

will still evolve afterwards. Even if this approximation could be a good one in practice, it lacks

of clarity. By not defining a percolation threshold above which concrete begins to stiff, this

assumption may be neglecting important early-age cracking. Furthermore, it is observed that

the obtained cracking indexes oscillate in time, which could happen if the model accounted for

plastic deformations, but it is not the case here. Therefore, the cracking index should increase

monotonically during the analysis.

Cervera et al. (2000b) performed a thermo-chemo-mechanical analysis on Urugua-́ı RCC

dam and computed the tensile ratio (such as η of equation 2.62), defined as the ratio between

the tensile stress by the tensile strength, during construction. In Figure 2.26 is plotted the

tensile ratio η surface obtained at the end of construction. It is observed that the areas more

prone to cracking (where the tensile ratio is closer to 1.0) are located near the foundation and

near the up and downstream faces of the dam.

Figure 2.26: Tensile ratio η = σ
ft

at the end of construction (Cervera et al., 2000b)

As previously discussed in section 2.3, Lackner and Mang (2004) propose a model for the

simulation of the early-age cracking of a RCC dam, which is based on the Rankine criterion and

in the theory of chemoplasticity. This model accounts for the early-age self-healing occurring

due to the continuous formation of hydrates during the hydration reaction at early ages. Lackner

and Mang (2004) have also applied their model to the analysis of an RCC dam construction.

However, these authors have not accounted for creep effects. In a first analysis, Lackner and

Mang (2004) obtained the tensile ratio η surface plotted in Figure 2.27, on which the maximum

registered value of 0.91 occurred at the bottom downstream corner of the dam’s cross section.
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It is concluded that cracking did not occurred.

Figure 2.27: Tensile ratio η = σ
ft

at the end of construction (Lackner and Mang, 2004)

In order to observe the performance of their model to predict cracking, Lackner and Mang

(2004) have changed some conditions of the application, such as the ambient temperature by

decreasing it from 15 to 5◦C and the amount of heat released by the RCC from 45000kJ/m3

to 100000kJ/m3. Under these conditions, they have computed higher temperatures within the

dam body which have resulted, associated with a lower ambient temperature, in higher tem-

perature gradients. Therefore, cracking has occurred this time, here plotted in Figure 2.28a

characterized by the hardening variable χ > 0 (the hardening variable χ accounts for the de-

crease of strength as a consequence of plastic deformations). It is observed that cracking occurs

in the bottom part of the dam, near the foundation, as well as on the up and downstream faces

(even if it is not quite visible in Figure 2.28a). It is also observed that a great part in the

dam’s core suffers cracking as well, which is concluded by Lackner and Mang (2004) as being

a consequence of unequal settlements of the dam. These authors complement their analysis

by computing a cracking indicator C which is given by equation 2.65, where W f is the energy

released in consequence of cracking and Gf is the fracture energy. The cracking indicator sur-

face is plotted in Figure 2.28b showing low levels of C, leading to the conclusion that most of

the cracks have opened at early ages and were therefore healed during the hydration reaction.

Lackner and Mang (2004) finish by concluding that it is expected that cracking will most likely

occur in the downstream face of the dam.

C =
W f

Gf
, 0 ≤ C ≤ 1 (2.65)
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(a)

(b)

Figure 2.28: Cracking in RCC (Lackner and Mang, 2004): a) χ > 0; b) Cracking indicator C.

In this thesis, a cracking index and density concepts are introduced and evaluated during

the simulation of the dam construction, at each construction step. The cracking index If is here

considered as being the ratio between the tensile strength ft[MPa] and the first principal stress

σ1[MPa] (such as in equation 2.64). The cracking density concept will be further described in

chapter 3.

2.5 Summary

A thermo-chemo-mechanical framework needs to be considered in the modelling of concrete’s

behaviour in order to account for the temperature and the hydration reaction evolution during

the hardening of the material. The thermo-chemo-mechanical analysis of concrete structures
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is often done in a one-direction coupled manner, by first solving the thermal problem and

using its output to solve the mechanical one. Then, some existing models allows the fully

coupling between thermal and mechanical phenomena, such as the thermo-chemo-mechanical

model developed by Cervera et al. (1999a) and Cervera et al. (1999b). In this model, an ageing

degree κ, which depends on both temperature and hydration degree, will rule the mechanical

properties’ evolution. The beginning of the mechanical properties’ evolution is ruled by a

mechanical/hydration threshold ξset, below which the RCC is considered not to have developed

any strength. This model has been successfully applied during the years and was also applied

to the modelling of an RCC dam construction (Cervera et al., 2000a,b).

Considering creep effects in concrete, a lot of on-going research and discussion exists in

this domain. For the case of RCC, it is believed that creep and shrinkage effects are more

important for mixtures using a low cement content. It is reported by Shaw (2010) that, however,

those creep and shrinkage effects are reduced when compared with conventional concrete, if the

mixture has a high cement content and, moreover, a high fly ash admixtures content. Creep

is often modeled by means of a double power law on which the Young’s modulus is affected

by a compliance function. In the thermo-chemo-mechanical model of Cervera’s team, creep is

accounted for by means of a generalized Maxwell chain, on which each spring’s Young’s modulus

is dependent on the ageing degree κ.

Early age cracking has been identify in RCC dams during the years. Causes are often

attributed to high thermal gradients that occur due to unpredicted delays during construction,

pushing it trough the warmer months for which the design was not adapted. There exist some

cracking analysis of RCC dams in literature using very different models and hypothesis, three

of them being reported here.

In this thesis, a thermo-chemo-mechanical model is used. In the next chapter are included

some validation and verification tests such as an adiabatic, an isothermal and a cyclic test,

performed over different mixtures. A proposal to account for cracking extent within each casted

layer during construction is also presented in the next chapter by introducing the cracking

density concept.



65

Chapter 3

Implementation and justification of the

numerical model

This chapter intends to present and justify the hypotheses and choices for the numerical model

of this thesis. Firstly, details about the coupling of hydration and ageing degrees are discussed.

Then, the validation and verification of the adopted thermo-chemo-mechanical model is done

by simulating adiabatic, isothermal and cyclic tests and comparing the obtained results with

measures from the available literature. Moreover, are given the details of the application to

an RCC dam construction, namely about the geometry and mesh, the procedure to model

the dam layered construction, the boundary conditions, the casting temperature and the zero-

stress reference temperature. Finally, are presented the details about the adopted procedure to

account for cracking in an RCC dam during construction. All of the computations performed

in this thesis used the COMSOL Multiphysics® software (version 4.2) to solve the numerical

problem and Matlab to perform the results’ post-treatment.

3.1 Coupling of hydration and ageing degrees

In the present work, a hydration model which follows the Arrhenius-type function is adopted

to describe the hydration degree rate, such as in equation 3.1. In this hydration model, the

hydration degree rate is dependent on both the hydration degree itself and on temperature.

These two dependent variables need to be coupled. Two approaches can be used here: the

first one by considering equation 3.1 as a material behaviour model, which would lead to an

implicit integration scheme within each integration point; the second one would be to consider

the hydration degree as a degree of freedom, meaning that the problem would have two degrees
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of freedom, one for the hydration degree and another for temperature. The second approach

strongly couples the heat transfer and the hydration reaction phenomena. In this work, the

second approach is chosen. Moreover, because the hydration degree is independent from one

layer to the next one, it will need to be defined locally at each casted layer level. This is achieved

by modelling equation 3.1 through a PDE (partial derivative equation) for each casted layer.

The hydration degree will therefore be discontinuous, while temperature is continuous inside

all of the domain.

ξ̇ = Ã(ξ) · exp

(

−
Ea

R · T

)

(3.1)

Another coupling issue related to the thermo-chemo-mechanical model is the ageing degree

coupling with the dependent variables hydration degree and temperature. As previously ex-

posed and discussed in chapter 2, the ageing degree evolution will rule the RCC mechanical

properties evolution such as the compressive and tensile strengths or the Young’s modulus. The

ageing degree evolution is described by equation 3.2.

κ̇ = λT (T ) · λfc(ξ) · ξ̇ (3.2)

λT =

(

TT − T

TT − Tref

)nT

(3.3)

λfc = Af · ξ +Bf , for ξ ≥ ξset (3.4)

The same logic as the second approach presented for the hydration model could be applied,

by modelling equation 3.2 by means of a PDE module. Another hypothesis would be to model

the ageing degree directly as a variable, by approximating its integral as in equation 3.5, where

〈〉 are the Macaulay brackets (ξ − ξset = ξ − ξset if ξ − ξset ≥ 0, and ξ − ξset = 0 if ξ − ξset < 0).

κ = λT (T ) · λfc(ξ) · 〈ξ − ξset〉 (3.5)

The two approaches are here applied to a beam model, such as the one depicted in Figure

3.1. The model parameters are described in Table 3.1. Table 3.2 gives the Af and Bf values

optimized for both approaches. Heat transfer with the environment only occurs on the top

surface, and all of the other boundaries are insulated. The lower boundary is mechanically

blocked in both horizontal and vertical directions, while the lateral boundaries are only blocked

horizontally. The results are analyzed on three points inside the beam, placed at the bottom,
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center and top.

10m

0.35m
b

b

b

Figure 3.1: Beam model

Table 3.1: Beam model parameters

ρ[kg/m3] C[J/(m3◦C)] k[W/(m·◦C)] h[W/(m2·◦C)] T0[
◦C] αT [1/

◦C] Tα,ref [
◦C]

2400 2.07 · 106 6.11 14.4 21 8.33 · 10−6 20

ξ∞[.] Ea/R[K] kξ/ηξ0 [1/h] Aξ0/kξ[.] η̄[.] lξ[J/m
3]

0.75 4000 0.14 · 107 1 · 10−4 7 1.58 · 108

ξset[.] nT [.] TT [
◦C] Tref [

◦C] ν[.] fc,∞[MPa] E∞[GPa]
0.2 0.42 100 20 0.2 34.5 29.6

Table 3.2: 1PDE and 2PDE parameters

Af [.] Bf [.]
1 PDE 0.2 1.3
2 PDE 1.22 0.81

The results obtained with the two approaches are presented in Figures 3.2 to 3.5. It is

observed that both approaches lead to very similar results.

The approach that uses 1 PDE revealed to be less numerically expensive and leading to

accurate results, provided that Af and Bf parameters are well optimized to match isothermal

tests results for each approach. Since the objective of this thesis is to perform uncertainty

analysis by means of probabilistic studies, reducing computation time is of extreme importance,

and the 1 PDE approach is therefore chosen in this work.
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Figure 3.2: Temperature in the beam model: a) 1 PDE; b) 2 PDE.
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Figure 3.3: Young’s modulus in the beam model: a) 1 PDE; b) 2 PDE.
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Figure 3.4: First principal stress in the beam model: a) 1 PDE; b) 2 PDE.
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Figure 3.5: Second principal stress in the beam model: a) 1 PDE; b) 2 PDE.
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3.2 Thermo-chemo-mechanical model validation and ver-

ification

This section intends to present and discuss some elementary tests that were performed in or-

der to validate and verify the performance of the adopted thermo-chemo-mechanical model.

Three different RCC mixtures taken from the available literature are studied. First, adia-

batic and isothermal tests are simulated for the three RCC mixtures, evaluating the chemi-

cal affinity curve, temperature and compressive strength evolution which are compared with

available experimental measures. Finally some tests are performed using the coupled thermo-

chemo-mechanical model in viscoelasticity, applying the available data and model parameters

of Cervera et al. (1999b) (ordinary Portland concrete (OPC) from Laplante (1993)) to account

for creep effects.

Each RCC mixture characteristics and the correspondent model parameters are summarized

in Table 3.3. The three mixtures are inspired from the literature, and for RCC1 and RCC3

some model parameters needed to be optimized in order to match measured values.

3.2.1 Adiabatic tests

An adiabatic test is simulated for each RCC mixture described in Table 3.3. Only the thermo-

chemical part of the model is solved in this application. The adiabatic 2D numerical model

consists of a 1m-side square, discretized by a triangular mesh of 480 elements, and a time-step of

0.5 hours. For each mixture, the computation is carried on until the last available experimental

measure. On all of the model boundaries, Neumann condition are applied (zero flux), that

is, all of the four boundaries are insulated. The hydration model described by Cervera et al.

(1999b) (please refer to section 2.2 for further details) is adopted here. The chemical affinity is

therefore described by equation 3.6. The temperature is measured in the center of the 1m-side

square.

Ãξ(ξ) =
kξ
ηξ0

(

Aξ0

kξξ∞
+ ξ

)

(ξ∞ − ξ) · exp

(

−η̃
ξ

ξ∞

)

(3.6)

As it may be concluded by the results plotted in Figures 3.6, 3.7 and 3.8, the considered

model is able to reproduce experimental measures for adiabatic tests.
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Table 3.3: Properties for each RCC mixture used in the elementary tests

Property RCC1 RCC2 RCC3
(Leitão et al., 2007) (Cervera et al., 2001) (Lackner and Mang, 2004)

c+ f [kg/m3] 220 195 90
w/(c+ f)[.] 0.6 0.4 1.0
ρ[kg/m3] 2400 2500 2500

C[J/(m3·◦C)] 2.21 · 106 2.44 · 106 2.5 · 106

k[W/(m·◦C)] 2.3 1.97 1.7
T0[

◦C] 21 21 20
fc,∞[MPa] 18 40 13.6

ξ∞[.] 0.779 0.69 1.0
Ea/R[K] 5000 5000 4000
kξ/ηξ0 [1/s] 2500 19444 129⋆

Aξ0/kξ[.] 0.005 0.0001 0.0043⋆

η[.] 8.1 10.5 9.02⋆

lξ[J/m
3] 6.24 · 107 7.0 · 107 4.5 · 107

ξset[.] 0.25⋆ 0.1 0.01⋆

Af [.] 4.2⋆ 3.47 −0.04⋆

Bf [.] −1.05⋆ −0.76 1.05⋆

nT [.] 0.12⋆ 0.0 0.0⋆

TT [
◦C] 100⋆⋆ 100 100⋆⋆

Tref [
◦C] 20⋆⋆ 20 20⋆⋆

⋆ optimized to match measured values
⋆⋆ hypothesis
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Figure 3.6: Adiabatic tests, RCC1 mixture: a) Chemical affinity function; b) Temperature
evolution, measured values from Leitão et al. (2007).
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Figure 3.7: Adiabatic tests, RCC2 mixture: a) Chemical affinity function; b) Temperature
evolution, measured values from Cervera et al. (2001).
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Figure 3.8: Adiabatic tests, RCC3 mixture: a) Chemical affinity function; b) Temperature
evolution, measured values from Lackner and Mang (2004).

3.2.2 Isothermal tests

An isothermal test is simulated for each RCC mixture described in Table 3.3. This time, the

full thermo-chemo-mechanical model is solved. The isothermal numerical model consists of a

0.1x0.2m2 rectangle, discretized by a triangular mesh of 314 elements, and a time-step of 0.5

hours. For each mixture, the computation is carried on until the last available experimental

measure. The boundaries of the model are Dirichlet condition type, which means that on all
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boundaries a constant temperature (called Tiso) is imposed during the simulation.

As previously described in section 2.3.1, the compressive strength is obtained via an ageing

function κ(ξ) (equations 3.7 to 3.10).

fc(κ) = κ · fc,∞ (3.7)

κ = λT · λfc · ξ̇ (3.8)

λT =

(

TT − T

TT − Tref

)nT

(3.9)

λfc = Af · ξ +Bf (3.10)

In Figure 3.9 are plotted the compressive strength evolutions during an isothermal test at

Tiso = 20◦C for the three studied RCC mixtures.

0 100 200 300 400
0

2

4

6

8

10

12

14

16

18

time [days]

C
om

pr
es

si
ve

 s
tr

en
gt

h 
[M

P
a]

 

 

Computed
Measured

(a)

0 200 400 600 800 1000
0

2

4

6

8

10

12

14

16

18

20

time [h]

C
o
m
p
re
ss
iv
e
st
re
n
g
th
[M

P
a
]

 

 

Computed
Measured

(b)

0 100 200 300 400 500
0

2

4

6

8

10

12

14

time [days]

C
om

pr
es

si
ve

 s
tr

en
gt

h 
[M

P
a]

(c)

Figure 3.9: Isothermal tests at 20◦C: a) Compressive strength evolution, RCC1, measured
data from Leitão et al. (2007); b) Compressive strength evolution, RCC2, measured data from
Cervera et al. (2001); c) Compressive strength evolution, RCC3.

The influence of the isothermal temperature boundary condition may be understood by

comparing the obtained compressive strength evolutions of three isothermal tests using RCC1

mixture at Tiso = 5 , 20 and 40◦C (Figure 3.10). The surrounding temperature influence is here

reproduced thanks to the nT parameter of equation 3.9, which for RCC1 has a non-zero value.

A similar test was previously plotted in section 2.3.1, Figure 2.13b, using data from Kim et al.

(1998).

The results of Figures 3.9 and 3.10 lead to the conclusion that the adopted model is able

to reproduce measured mechanical properties’ evolution under isothermal conditions and also
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account for the influence of different isothermal temperatures. The latter conclusion is useful

if the aim is to simulate the RCC behaviour under varying ambient temperature.

3.2.3 Cyclic tests

The results presented in this subsection intend to demonstrate the ability of the model to

account for creep effects. The viscoelastic behaviour of RCC is simulated via a generalized

Maxwell model such as the one presented in section 2.3.2. Because of the lack of available data

concerning creep of RCC, it was decided to verify this model with the available data for an

ordinary Portland concrete (OPC) (Laplante, 1993; Cervera et al., 1999b). The Maxwell chain

is composed of two branches, characterized by two elastic springs and one dashpot such as in

Figure 3.11. In Table 3.4 are described the model parameters used in the following verification

tests. It shall be enhanced here that the aim of the test described in this subsection is not

to obtain the exact response found in Cervera et al. (1999b), but only to verify if the used

numerical code is able to model the described phenomena.

A cyclic (loading and unloading) test is performed over a 2D geometry of 0.3x1.2m2 rect-

angle, discretized by a mesh of 158 triangular elements, and a time-step of 0.5 hours. The top

and bottom boundaries of the model are considered insulated (Neumann boundary conditions)

and on the lateral boundaries heat flux is considered (equation 3.11, where h[W/m2·◦C] is the

heat transfer coefficient, Text[
◦C] is the ambient temperature and n is the normal vector to the

surface). The lower boundary is mechanically blocked, while the other remain free. The loading

path applied at the top face of the model as well as a geometric sketch of the cyclic test are
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Figure 3.10: Compressive strength evolution at different isothermal temperature
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E1(κ)

τ2E2(κ)

Figure 3.11: Generalized Maxwell chain with two branches

depicted in Figure 3.12. The Young’s modulus is a function of the ageing degree κ such as in

equation 3.12.

∂T

∂n
=







h
k
· (Text − T )

0 if insulated surface
(3.11)

E(κ) = κ1/2 · E∞ (3.12)

The obtained results for the cyclic test are considered as being representative of the loading

and unloading paths. Even if there exist a slight overestimation of the creep deformation when

the loading is stopped, the elastic deformation at the loading instants is well reproduced (Figure

3.13b). Moreover, the applied model parameters may be object of several uncertainties due to

lack of some data, which is why the obtained results are not exactly the same as the measured

ones. So as to demonstrate the influence of a certain hypothesis made on the adopted model

parameters, it was decided to change the hydration heat lξ[J/m
3]. It was then observed that

lξ changes significantly the viscoelastic behaviour (Figure 3.14b). It is also observed that the

Table 3.4: Properties of OPC mixture

Property OPC Property OPC Property OPC
ρ[kg/m3] 2370 ξ∞[.] 0.75 nT [.] 0.0

C[J/(m3·◦C)] 2.45 · 106 Ea/R[K] 4000 TT [
◦C] 100

k[W/(m·◦C)] 1.6 kξ/ηξ0 [1/s] 333 Tref [
◦C] 20

h[W/(m2·◦C)] 4.44 Aξ0/kξ[.] 1 · 10−4 E1 : E2 3 : 1
T0[

◦C] 20 η[.] 6.0 τ1[h] +∞
fc,∞[MPa] 35.2 lξ[J/m

3] 1.05 · 108⋆ τ2[h] 15
E∞[GPa] 38.5 ξset[.] 0.1 τµ0[10

3h] 0.7
ν[.] 0.2⋆ Af [.] 2.56 cµ0[10

−31/h] 6.0
αT [1/

◦C] 1.2 · 10−5 Bf [.] 0.37
⋆ hypothesis
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increasing of the relaxation time τ2 leads to a decrease in the creep deformation (Figure 3.15).
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Figure 3.12: Cyclic test: a) Loading path; b) Test sketch.
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Figure 3.13: Computed vs. measured (Cervera et al., 1999b) results of the cyclic test: a)
Young’s modulus evolution; b)Total strain evolution.
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Figure 3.14: Influence of lξ[J/m
3]: a) Young’s modulus evolution; b) Total strain evolution.
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3.3 Application to an RCC dam

The model geometry used in the present work consists of a gravity RCC dam placed on a rock

foundation. This model is inspired from a real case, Pedrógão dam, the only RCC gravity dam

constructed in Portugal, until now. The dam body is 28.2m high, 30m wide at its base level

and with a downstream slope of 0.8. A scheme of the geometry is presented in Figure 3.16. The

dimensions of the foundation rock are not directly specified in the scheme because two cases are

adopted in the present work: for modelling only the thermal behaviour, a 5m deep foundation

is used and considered sufficient to model the thermal restrain imposed by the foundation rock;

while modelling the thermo-mechanical behaviour of the dam, a deeper and wider foundation is

adopted to represent the mechanical restrain imposed by the foundation rock. The foundation

dimensions are specified in Table 3.5. In the adopted geometry, each RCC layer is 0.6m high.

Foundation

RCC

28
.2

m

4.8m

dfnd,1

1.0 V

0.8 H

h
f
n
d

30m dfnd,2

b i

bd

b lu

Figure 3.16: Dam geometry scheme

Moreover, three points are discretized in the dam body, on which results are assessed in

more detail in the applied chapters 4, 5 and 6. Their denomination intend to represent their

emplacement within the dam body: “point lu”, placed at (2.1,2.1)m, stands for “low upstream”,

“point i”, placed at (12.6,11)m, stands for “interior” and “point d”, placed at (18.4,17.9)m,

stands for “downstream”.

Table 3.5: Foundation rock dimensions

hfnd[m] dfnd,1[m] dfnd,2[m]
Thermal behaviour 5 5 20

Thermo-mechanical behaviour 20 20 50
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Concerning the mesh discretization, quadratic triangular elements are adopted in this work.

The mesh is automatically generated by the numerical software and is composed of 3721 ele-

ments with an average element quality of 0.88. In Figure 3.17 is represented the adopted mesh

in this work. The more refined areas within the dam body correspond, in this case, to point

“lu” and “i”.

Figure 3.17: Finite element mesh

3.3.1 Modelling the construction method

As previously mentioned, an RCC dam is constructed by successive layers. The fact that this

concrete has a lower cement content when compared with conventional concrete, will lead to a

lower hydration heat while casting. Still, in the case of an RCC dam, an adequate thickness need

to be adopted for the casting layers. Due to its low conductivity, the rapid layered construction

of such a massive structure will generate an almost adiabatic behaviour in the dam core. In fact,

between the cast of two consecutive layers, there is no time for the completion of the hydration

reaction. Hence, one layer will continue to generate heat and to deform when the upper layer

is posed. Therefore, between the two layers thermal gradients will occur and the volumetric

changes will be restrained which can lead to tensile stresses and, eventually, cracking. It is then

essential to model the layered construction of RCC dams in order to predict its behaviour. The

heat transfer between two consecutive casted lifts is illustrated in Figure 3.18.

Modelling the construction procedure of RCC dams is one of the most delicate steps of the

present numerical model. As already specified in chapter 1, this kind of dams are constructed by

superposing layers such as in an embankment dam. Details on the construction scheme, such as

the height of each layer, the number of layers constructed per day and the time delays between
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Figure 3.18: Heat transfer during dam construction (Nisar et al., 2008)

consecutive casted layers are of extreme importance on this kind of structures, and therefore

essential to achieve a good representation of the RCC dam’s thermo-mechanical behaviour

during construction. The compaction of each RCC layer after casting is not modelled in the

present work. It is therefore assumed that the considered layer’s thickness and mechanical

properties are representative of the material state after compaction. However, it is known that

the compaction loads change the skeletal structure of the RCC. Nevertheless, the compaction

effect plays a positive role on the RCC behaviour by reducing creep and shrinkage (Shaw, 2010).

This behaviour is due to the aggregates’ rearrangement during compaction which, by creating

inter-aggregate particle contact, contributes to the stiffening of the material.

The layered construction is often modelled in the available literature by means of the “birth

and death of elements”technique (Jaafar et al., 2007). This technique consists of activating mesh

elements corresponding to each casted layer according to a given construction schedule. The

activation of each layer would consist of enabling temperature and hydration degree evolutions

as well as gravity forces according to the adopted construction scheme. The advantage of this

technique relies on the fact that the model geometry and mesh are the same all along the

simulation. However, to account for heat exchange with the environment on each layer’s top

surface is of difficult achievement.

The birth and death of elements technique was introduced in the numerical software ANSYS.

In this code, this technique is achieved by the elements deactivation and reactivation. The ele-

ments “death”, or deactivation, is done by multiplying stiffness, conductivity or other analogous

quantity by a reduction factor, which is set to 1.0 · 10−6 by default. On the other hand, their

“birth”, or reactivation, is done by setting their properties into given values. It needs to be

pointed out that, for an element to be born, it needs to be “killed” before, or deactivated, and

then “reborn”, or reactivated. This procedure is already implemented in the numerical code
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GEFDyn (Aubry et al., 1986) and Code Aster developed by EDF (Eléctricité de France). In

COMSOL Multiphysics® (version 4.2), the numerical software used in this work, this technique

is not implemented in an explicit way. Therefore, a solution was needed to achieve the layered

simulation of the RCC dam construction. Four approaches were studied in the framework of

the present thesis: by giving a high conductivity coefficient to the deactivated layers; by us-

ing a tool available in the adopted software on which a moving boundary is accounted for to

simulate the layered construction; by replacing the moving boundary for a thin layer intending

to simulate the heat convection flux on the top boundary; by adopting a multi-model concept.

The first three approaches are presented in the appendix A of this thesis. The last approach is

the adopted one and is described hereafter.

The adopted technique to model the layered construction and account for the heat exchange

on all of the dam surfaces, is based on a multi-model method concept. The multi-model method

consists of solving a sequence of models, to which a 0.6m thick RCC layer is added at a time.

The initial conditions and model history variables for the already constructed layers of each

sub-model are the solution of the previous solved one. Therefore, the multi-model is made of

N sub-models, N being the number of casted layers. This method, not only allows to account

for the heat flux exchange with the environment on all of the dam surfaces, but also to account

for different casting conditions for each layer, such as different ambient temperature evolutions,

casting temperatures and construction time delays. To each sub-model the self-weight if the

casted layer is accounted by activating the gravity forces.

In order to implement and validate the multi-model procedure, the construction of a 5

layered column was simulated (Figure 3.19). As the first layer (foundation) is already“activated”

since the beginning, then this multi-model is composed of 4 sub-models. At this first stage,

since the objective is just to validate the procedure, the sub-models are created manually. On

further modeling and for greater structures, a coupling between COMSOL Multiphysics® and

Matlab® is done, creating a routine to automatize this procedure.

Table 3.6: Material properties

Material Foundation RCC
Density ρ[kg/m3] 2710 2400

Specific heat c[J/(kg·K)] 921 921
Heat conduction coefficient k[W/(m·K)] 1.5 2.33
Heat transfer coefficient h[W/(m2·K)] 10 10
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A first calculation is performed, considering a constant ambient temperature of Text = 30◦C.

The adopted construction speed is of 1 layer per 12h and the casting temperature of 20◦C. The

time-step is of 0.01h and the material properties are given in Table 3.6. In this first approach,

heat generation in the material is not accounted for. The results are plotted in Figure 3.20.

It can be concluded from Figure 3.20a that the layered construction is well simulated, the

temperature at the upper layer being equal to its 20◦C casting temperature at the moment

of construction (t = 36h), which is enhanced in Figure 3.20c for each layer on nodes 7 to 11,

placed at the middle of each layer. Concerning the thermal boundary conditions, only the top

surface of each casted layer is non-insulated. Since only the thermal behaviour is simulated

here, the mechanical boundary conditions do not apply.

b 7

b 8

b 9

b 10

b 11

0.
5m

0.
1m

Foundation

RCC layers

hrcc

insulated

Figure 3.19: Scheme for 5 layered column

In order to verify the performance of the implemented procedure, the hydration heat gener-

ation of concrete is added to this model by means of an adiabatic temperature evolution Tad(t),

such as in equation 3.13. The adopted parameters are described in Table 3.7.

Tad(t) = Tmax · (1− exp(−α · t)) (3.13)

Q̇ = ρ · c · Tmax · α · exp(−α · t) (3.14)

The results are plotted in Figure 3.21. In comparison with the other three studied approaches

(presented in appendix A), the multi-model approach leads to temperature evolutions on which

the thermal effect of each casted layer on the previous ones is clearly simulated, as it is proved

by the temperature decrease on each curve of Figure 3.21 at the instant of each layer casting.

With the multi-model approach it is then possible to account for different casting tempera-



Chapter 3. Implementation and justification of the numerical model 83

Table 3.7: Parameters for adiabatic heat generation model

Material RCC
Density ρ[kg/m3] 2400

Specific heat c[J/(kg·K)] 921
Tmax[

◦C] 12
α[1/h] [0.01− 0.04]

tures for different layers as well as different ambient temperatures and casting schedules.
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Figure 3.20: Multi-model results, Text = 30◦C, without accounting for hydration heat generation
(Q̇): a) Temperature surface at t = 36h; b) Temperature surface at t = 60h; c) Temperature
evolution in the discretized points.
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3.3.2 Boundary conditions

While simulating the layered construction, to account for the heat exchange that occurs on the

surface is of extreme importance. However, this aspect is often object of simplifications in some

works found in the available literature. For example, in Jaafar et al. (2007), the top surface

of each casted layer is considered to be insulated and no heat exchange with the environment

is considered. Another approach is adopted in Cervera and Garćıa-Soriano (2002) by giving a

fixed temperature at the top layer boundary.

Thermal gradients are responsible for thermal stresses to which each layer is subjected. The

top surface of each layer consists of a big area that will be exposed to ambient temperature

and solar radiation. Those top surfaces consist of horizontal joints, a major concern of RCC

dams. The horizontal joints’ quality needs to be controlled and measurements are undertaken

while constructing in order to improve their quality (please refer to section 2.4 for more details).

Therefore, simulating the heat flux exchange with the environment on all of the dam faces is

important.

Concerning the thermal boundary conditions, the bottom and lateral faces of the foundation

are insulated, while all the dam faces interact with the surrounding environment by a heat

flux exchange, described by equation 3.15, where h[W/(m2·K)] is the heat transfer/convection

coefficient, Text[
◦C] is the ambient temperature and n is the normal vector to the surface.

∂T

∂n
=







h
k
· (Text − T )

0 if insulated surface
(3.15)
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Figure 3.21: Multi-model with adiabatic hydration heat generation
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The heat transfer phenomena is accounted for by a heat transfer coefficient h[W/(m2·K)],

which is here divided into a convection hc and a radiation part hr, such as in equation 3.16.

The convection coefficient hc accounts for the wind speed vw[m/s] in equation 3.17, where

kf [W/(m·◦C)], ρf [kg/m
3] and µf [kg/(m·s)] are the air thermal conductivity, its specific weight

and its absolute viscosity respectively, L[m] being the horizontal surface length on the wind

flow direction.

h = hc + hr (3.16)

hc = 0.055 ·
kf
L

·

(

L · vw · ρf
µf

)0.75

(3.17)

The ambient temperature evolution is accounted for by means of a sinusoidal function, which

can be given by equation 3.18, where Tmax and Tmin are the maximum and minimum ambient

temperatures, f [d−1] is the daily frequency and φ[rad] is the phase. In a parametric study

discussed in chapter 5, other sinusoidal temperature evolutions are also adopted in this work,

given by equations 3.19, 3.20 and 3.21, where Tm[
◦C] and Td,m[

◦C] are the mean annual and

daily temperatures, ∆Ty[
◦C] and ∆Td[

◦C] are the annual and daily temperature amplitudes,

φy[rad] and φd[rad] are the annual and daily phases, P [d] is the period and Td(t)[
◦C] is the daily

temperature variation given by equation 3.21.

Text =
Tmax + Tmin

2
+

∆T

2
· sin(2πft+ φ) (3.18)

Text(t) = Tm +∆Ty · sin (2π · fy · t + φy) + ∆Td · sin (2π · fd · t+ φd) (3.19)

Text(t) = Tm −∆Ty · cos
2π · (t− φy)

P
−

Td(t)

2
· cos (2π · (t− φd)) (3.20)

Td(t) = Td,m −∆Td · cos
2π · (t− φd,2)

P
(3.21)

The three different adopted equations for the ambient temperature are plotted in Figure

3.22. All of the computed three curves traduce ambient temperature that begins in summer.

For equation 3.18 it may be observed that the mean annual temperature stays constant at

20◦C, while for the other two equations it varies sinusoidally. On all of the three approaches

the ambient temperature varies daily according to the sinus function.

Concerning the mechanical boundary conditions, the foundation is blocked on both hori-

zontal and vertical directions at its bottom and horizontally on its lateral boundaries, such as

represented in Figure 3.23. All of the dam faces are considered mechanically free.
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Figure 3.22: Ambient temperature evolution using different equations

However, it is known that in reality the dam lateral faces should be considered as mechani-

cally blocked in order to account for formwork. Even if this is not current practice in numerical

studies about RCC dams, a parametric study about this point is dealt with in chapter 5 by

changing both thermal and mechanical boundary conditions of the dam’s lateral faces.

3.3.3 Casting temperature

The casting temperature is dependent on several factors, which can be related to environmental

conditions, transportation of the material, time delay between the mixing of all the components

and effective casting, temperature of the aggregates used in the mix (e.g. if they were stocked

during winter or summer), among others. All of these factors may be very variable during the

dam construction, which is why uncertainty related to the casting temperature is dealt with in

chapter 5. Most of the approaches to account for the casting temperature found in literature

Foundation

RCC

hrcc
hfnd

insulated

Figure 3.23: Dam thermal and mechanical boundary conditions
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account for the added temperature due to aggregate, mixing and transportation, by adding

it to the ambient temperature at the moment of each layer casting (e.g. Jaafar et al., 2007;

Cervera et al., 2000a). In the present work, the casting temperature is given by equation 3.22,

where Text(t = t0) is the ambient temperature at the instant of casting and ∆T0 is the added

temperature. Values of 1.1◦C (Jaafar et al., 2007) and 5◦C (Cervera et al., 2000a) were found

in literature for ∆T0.

T0 = Text(t = t0) + ∆T0 (3.22)

In the present thesis, different values were adopted, either by simply considering that the

casting temperature is equal to the mean annual ambient temperature (adopted in chapter

4), or by applying equation 3.22 (in chapters 5 and 6). A brief parametric study over ∆T0

is performed in chapter 5. Moreover, uncertainties on ∆T0 are also considered, by giving this

parameter a random character on the probabilistic approach used in chapter 6.

3.3.4 Zero-stress reference temperature

The zero-stress reference temperature is a parameter that enters in the computation of thermal

strains εT , given by equation 3.23, where αT [1/
◦C] is the coefficient of thermal dilation, T [◦C]

is the temperature and Tref,αT
[◦C] the zero-stress reference temperature. As its name indicates,

Tref,αT
is the temperature at which the material is free from thermal stresses.

εT = αT · (T − Tref,αT
) (3.23)

Because in this work a concept of ageing degree is adopted to account for the mechanical

properties’ evolution as functions of both the hydration degree and temperature, there shall be

no thermal stresses before the hydration threshold ξset. Therefore, the coefficient of thermal

dilation shall only be activated when ξ ≥ ξset (or κ > 0), and the condition described in

equation 3.24 is introduced in the model by applying a step function centered at ξset, such as

in equation 3.25.

αT = 0.6 · 10−5, for ξ ≥ ξset (3.24)

step1(ξ) =







0 for ξ < ξset

1.0 for ξ ≥ ξset
(3.25)
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Accounting for the zero-stress reference temperature is not an easy task in a non-linear model

where there is a dependence on both the hydration degree and temperature. As discussed in the

previous subsection, the boundary conditions play an important role on the spatial temperature

evolution inside the RCC structure. This means that, on a given casted layer, the hydration

threshold ξset will not be reached at the same time for all discretized mesh nodes. This can be

solved by adding a partial derivative equation to each casted layer (such as it is already done for

the hydration degree) to account for the zero-stress reference temperature such as in equation

3.26. This is achieved by applying a step function centered at ξset such as in equation 3.27.

∂Tref,αT

∂t
= step2(ξ) ·

∂T

∂t
(3.26)

step2(ξ) =







1.0 for ξ < ξset

0 for ξ ≥ ξset
(3.27)

With this condition, the zero-stress reference temperature can be correctly evaluated on each

node, being equal to the temperature evolution until ξset is attained, and constant afterwards

(conf. Figure 3.24a, where ξset = 0.3).

In Figure 3.24a are plotted the zero-stress reference temperature evolution as functions of

the hydration degree, on two points inside the dam (“Pt lu” for a point near both the foundation

and the upstream face of the dam, “Pt i” for a point inside the core of the dam, whose behaviour

is adiabatic). Figure 3.24b represents the contours of Tref,αT
on which are clearly represented

the different values obtained inside each casted layer and on its boundaries, as well as for

different layers. For this computation, the construction occurs during winter and a casting

speed of 0.6m per day with 3-day stops at the end of each 5-day period is considered.

However, adding a partial derivative equation to each casted layer has numerical costs,

increasing the calculation time. As enhanced before, the objective of the present thesis is to

perform probabilistic studies, and it was therefore decided that the added time cost inherent

to this procedure should be avoided and another hypothesis should be taken into account for

the zero-stress reference temperature. That hypothesis consists then in accounting Tref,αT
as

being equal to the casting temperature (which, itself, depends on the ambient temperature)

added by 5◦C. This, however, shall be seen as a rough approximation, based on the adiabatic

temperature evolution of “Pt i” in Figure 3.24a, taking ∆T that occurs when ξset is achieved.

Tref,αT
= T0 + 5◦C (3.28)



Chapter 3. Implementation and justification of the numerical model 89

The zero-stress reference temperature contours of this approach are plotted in Figure 3.25.

As it can be observed by comparison with Figure 3.24b the differences are evident, with lower

Tref,αT
for the second approach, constant at each casted layer. This will lead to some differences

on the obtained stress results for both approaches, namely on the dam faces, such as displayed

in Figure 3.26. It shall be enhanced here that, because stresses’ redistribution due to cracking
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Figure 3.24: Zero-stress reference temperature as function of ξ: a) Tref,αT
evolution; b) Tref,αT

contours.
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Figure 3.25: Zero-stress reference temperature contours for Tref,αT
= T0 + 5◦C
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is not modelled in the present work, high localized values for the first principal stresses may

appear in the dam faces. In a real case, such high stresses (on the order of 20 to 30MPa) will

most likely do not occur.

(a) (b)

H
[m

]

H
[m

]

Figure 3.26: First principal stresses contours: a) σ1 for Tref,αT
(ξ); b) σ1 for Tref,αT

= T0 + 5◦C.

However, the differences obtained for the cracking index, which is the “target” of this thesis

work, are not that important, as it can be concluded by Figures 3.27.
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H
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Figure 3.27: Cracking index contours: a) If = ft/σ1 for Tref,αT
(ξ); b) If = ft/σ1 for Tref,αT

=
T0 + 5◦C.
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The obtained results are considered to be sufficient to justify the choice of Tref,αT
= T0+5◦C.

However, the concept of zero-stress reference temperature shall always be kept in mind, which

is a detail often ignored in these kind of studies.

3.3.5 Cracking index and density concepts

As previously referred in section 2.4, a concept of cracking index and density are adopted in

this thesis in order to evaluate the cracking potential of each RCC casted layer.

The cracking index, given by equation 3.29, is here defined as being the ratio between the

tensile strength ft[MPa] and the first principal stress σ1[MPa]. Therefore, for values of the

cracking index greater than 1.0, the material is not cracked.

If =
ft(t)

σ1(t)
(3.29)

The U.S. Army Corps of Engineers (USACE, 1995) establishes some limits for cracking of

RCC. Based on the stress/strain behaviour of RCC (Figure 3.28), the following limits are given:

� for σ ≤ 0.6ft, no cracking occurs;

� for 0.6ft < σ ≤ 1.25ft, microcracking occurs;

� for 1.25ft < σ ≤ 1.33ft, macrocracking occurs.

Figure 3.28: Tensile stress/strain diagram for RCC (USACE, 1995)

The limits established by the USACE will be used in this thesis as the criteria for certain

allowable damage extents. For the cracking index If used in this thesis, these limits will lead

to the following:
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� for If > 1.67, no cracking occurs; If = 1.67: slight damage level;

� for 0.8 < If ≤ 1.67, microcracking occurs; If = 0.8: moderate damage level;

� for 0.75 < If ≤ 0.8, macrocracking occurs; If = 0.75: ultimate damage level.

Note that If may actually be seen as equivalent to the “safety factor” γ defined in Emborg

(1998) as equal to 1.4 for CVC. For RCC that value is of 1.67 (for microcracking).

Then, based on the cracking index concept, a cracking density concept is introduced and

applied in the present thesis. The cracking density is given by equation 3.30 and intends to

give a measure of the cracking extent at the level of each casted layer/lift.

ρf =
N0≤If<If,lim

NT
(3.30)

In figure 3.29 is schematically described the adopted procedure to compute the cracking

density in the present work. After the model has been run and the results obtained, at the end

of each layer’s construction, a “secondary mesh” is defined over the RCC layers. This secondary

mesh has nothing to do with the finite element mesh used to solve the thermo-chemo-mechanical

problem, and it is composed by points discretized regularly over the domain by increments of

0.1m on both horizontal and vertical directions. The cracking index If is therefore calculated

at each point of that secondary mesh.

Then the cracking density is evaluated by the ratio between the number of points of the

secondary mesh on which cracking occurs (i.e. 0 ≤ If < If,lim, If,lim being a pre-established

limit according to the above cited limits of USACE) over the total number of points discretized

per constructed lift. Afterwards, the cracking density evolution during construction is eval-

uated per layer and two situations may occur in the present work: either the computation

is deterministic and therefore the obtained result consist on only one ρf curve, or the study

accounts for random variables and uncertainty propagation within the model, which will lead

to the obtention of a group of ρf curves, equal to the number of computations performed. In

this last situation, the probability of exceeding a certain cracking density limit ρf,lim may be

assessed at a given time/age. The main objective of the present thesis is therefore achieved,

by obtaining a cumulative distribution function (CDF) which traduces the probability of ex-

ceeding a certain cracking density limit for a given layer and under the considered random

conditions/uncertainties.
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Figure 3.29: Cracking index and density conceptual scheme

3.4 Summary

This chapter provides the numerical framework and basis to justify the adopted numerical

model. Firstly, the coupling between the hydration degree ξ and ageing degree κ is discussed

and a test is performed over a beam model.

Then, some elementary tests are presented and performed over different RCC mixtures (for

the adiabatic and isothermal tests) and a OPC mixture (for the cyclic test). These tests intend
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to validate and verify the model performance by comparing the results with measured data

from literature, when available.

Also, details about the dam case study are given, namely in what concerns the cross section

geometry. Moreover, a multi-model procedure is adopted to achieve the modelling of the layered

construction. In this procedure, the multi-model is composed of N sub-models, where N is the

number of casted layers. Then, each model is run one after the other, the solution of the N − 1

sub-model being the initial conditions of the N sub-model. For the case study of this thesis,

the RCC dam is 28.2m height and each layer is 0.3m thick. However, according to the adopted

construction schedules, it was decided to model two layers on each sub-model, meaning that

the multi-model is composed of 28.2/0.6 = 47 sub-models.

Then, details on the boundary conditions, casting temperature and zero-stress reference

temperature are presented and discussed. This last point is not generally discussed in the avail-

able literature and is here object of several hypothesis. The consequences of those hypothesis

on the output of the model are also briefly discussed within this chapter.

Finally, this chapter gives the definition of the two concepts used in this thesis to assess the

cracking extent within each casted layer: the cracking index If and the cracking density ρf .

These two key-concepts will be the basis of chapters 4 and 6 to assess, firstly in a deterministic

manner and then by using a probabilistic approach, the cracking potential of each casted layer.

In chapter 6, the probability of exceeding a certain pre-defined cracking density limit ρf,lim is

assessed, which is the main objective of the present work.
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Chapter 4

Deterministic

thermo-chemo-mechanical modelling of

an RCC dam

In this chapter, a fully thermo-chemo-mechanical analysis is performed over an RCC gravity

dam during construction. With the aim of evaluating the cracking that may occur on each

casted RCC layer/lift, cracking index and density concepts are introduced and assessed, using

a deterministic approach. Those concepts will be further evaluated in a probabilistic framework

in chapter 6, by applying the probabilistic methodology described in chapter 5. Details on the

procedure to compute the cracking index and density were previously described in chapter 3.

The deterministic assessment of the thermo-chemo-mechanical behaviour is performed by

considering different case scenarios related to the ambient temperature (whether the construc-

tion begins during the hot or cold season), the casting temperature (which depends, in prac-

tice, on the applied cooling techniques and on the ambient temperature) and the construction

scheme, which can be very variable along the dam construction (due, for example, to delays on

delivering the materials). Other two aspects are also dealt with within this chapter: the cold

joints’ treatment and the account for formwork on lateral boundaries of the dam. At the end,

the objective is to assess the changes on the cracking density evaluated on certain layers, due

to those different case scenarios.

This chapter may be seen as an introductory work preceding the main contribution of this

thesis which is the probabilistic approach. Here, the adopted concepts that will be further used

to assess the cracking probability are firstly applied in a deterministic manner, giving essential
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details to further understand their probabilistic application in chapter 6.

4.1 Application

The roller compacted concrete (RCC) is a low cement content (≈ 200kg/m3) type of concrete

which can be casted and compacted by successive layers/lifts. These two characteristics are

inter-related since the layered construction is only possible because the low cement content leads

to less heat production and consequently lower temperature gradients within the structure.

Those temperature gradients shall, however, be controlled in order to avoid cracking (e.g. by

changing/adapting the construction schedule). The RCC is then more cost-attractive than the

conventional vibrated concrete (CVC), allowing a faster construction (i.e. successive layered

placement of the material) at lower costs (less cement content).

Even if the RCC mixture has less cement than a conventional one, it remains a concrete and,

as in such a material, the mechanical properties (e.g. compressive and tensile strengths, and

the Young’s modulus) will evolve during the formation of the hydration products that will give

consistency to the material. Those products are the result of the exothermic and thermally-

activated chemical hydration reaction that occurs between cement and water. Therefore, a

thermo-chemo-mechanical model is needed in order to express the behaviour of the RCC. Such

models have been developed and applied by several authors, such as Cervera et al. (1999a)

(strong coupling) and Lackner and Mang (2004) (weak coupling).

The thermo-chemo-mechanical model applied in this work is based on the model developed

and presented by Cervera et al. (1999a,b), on which the heat of hydration Q̇[J/m3] is accounted

for by means of equation 4.1, where lξ[J/m
3] is the heat generated per cubic meter of RCC and

ξ[.] is the hydration degree. In this work, an Arrhenius-type function is adopted to describe the

hydration degree rate ξ̇, given by equation 4.2, where Ã(ξ)[s−1] is the chemical affinity function,

the activation energy is given by Ea[kJ/mol] and R[kJ/(K· mol)] is the universal gas constant.

The chemical affinity Ã(ξ) is given by equation 4.3 by Cervera et al. (1999a), where kξ, ηξ0 ,

Aξ0 and η are material properties derived from the reactive porous media theory presented by

Coussy (1996).

Q̇ = lξ · ξ̇ (4.1)
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ξ̇ = Ã(ξ) · exp

(

−
Ea

R · T

)

(4.2)

Ã(ξ) =
kξ
ηξ0

(

Aξ0

kξ · ξ∞
+ ξ

)

· (ξ∞ − ξ) · exp

(

−η ·
ξ

ξ∞

)

(4.3)

The mechanical properties’ evolution are dependent on the ageing degree κ[.] given by

equation 4.4, being dependent on both the temperature (via λT ) and hydration degree (via

λfc). The hydration threshold given by ξset defines the beginning of the material’s stiffening,

above which the mechanical properties begin to evolve. The compressive and tensile strength,

as well as the Young’s modulus’ evolution are therefore given by equations 4.7, 4.8 and 4.9.

κ̇ = λT (T ) · λfc(ξ) · ξ̇ ≥ 0 (4.4)

λT (T ) =

(

TT − T

TT − Tref

)nT

(4.5)

λfc(ξ) = Af · ξ +Bf , forξ ≥ ξset (4.6)

fc(κ) = κ · fc,∞ (4.7)

ft(κ) = κ2/3 · ft,∞ (4.8)

E(κ) = κ1/2 · E∞ (4.9)

The dam model used in this chapter was previously described in chapter 3 and consists of

an RCC gravity dam body of 28.2m high, 30m wide at its base level and with a downstream

slope of 0.8 (Figure 5.1). The foundation is also represented in this model in order to account

for its thermo-chemo-mechanical effect on the first layers of the RCC dam.

Concerning the thermal boundary conditions, the bottom and lateral faces of the foundation

are insulated, while all the dam faces interact with the surrounding environment by heat flux

exchange (equation 4.10, where h[W/(m2·◦C)] is the heat transfer coefficient, Text[
◦C] is the

ambient temperature and n is a normal vector of the surface). The dam construction simulation

is performed by using a “multi-model” concept which consists of solving a sequence of models.

To each of those models a 0.6m thick layer is added, the initial conditions of each one being
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the solution of the previous solved one. For more details about the dam model please refer to

chapter 3.

∂T

∂n
=







h
k
· (Text − T )

0 if insulated surface
(4.10)

In Figure 4.1, the two discretized points correspond to the locations that were chosen to

assess the dam response in more detail. “Point i” is located at the center of the dam body, while

“point lu” is near to both the foundation and the upstream face of the dam. Points “lu” and

“i” were chosen with the only intention of analyzing a point that should be more mechanically

and thermally loaded (point “lu”, located both near the foundation and the upstream face of

the dam), and another point whose response is expected to be adiabatic and therefore less

influenced by the external ambient temperature evolution (point “i”, located in the dam core).

Foundation

RCC

28
.2

m
4.8m

1.0 V

0.8 H

Q̇

insulated

Text

b i

b lu

30m

Figure 4.1: Dam model scheme

Regarding the environmental conditions, two evolutions are used in this study to represent

the annual and daily sinusoidal ambient temperature variation. The first one, given by equation

4.11 is here denominated “S1” and “W1” whether the dam construction begins in summer or

winter, respectively. Equation 4.12 gives the second one, which is denominated “S2” and “W2”,

following the same logic. The four adopted external thermal loads are represented in Figure

4.2.

In equations 4.11 and 4.12, Tm[
◦C] and Td,m[

◦C] are the mean annual and daily temperature,

∆Ty[
◦C] and ∆Td[

◦C] are the annual and daily temperature amplitudes, φy[rad] and φd[rad] are
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the annual and daily phases, P [d] is the period and Td(t)[
◦C] is the daily temperature variation

given by equation 4.13. The adopted parameters are described in Table 4.1.

Text(t) = Tm +∆Ty · sin (2π · fy · t + φy) + ∆Td · sin (2π · fd · t + φd) (4.11)

Text(t) = Tm −∆Ty · cos
2π · (t− φy)

P
−

Td(t)

2
· cos (2π · (t− φd)) (4.12)

Td(t) = Td,m −∆Td · cos
2π · (t− φd,2)

P
(4.13)

Table 4.1: Parameters for ambient temperature evolution

Tm[
◦C] Td,m[

◦C] ∆Ty[
◦C] ∆Td[

◦C] fy[year
−1]

W1-S1 15 - 15 12 1
W2-S2 17.1 13.4 8.7 3.5 -

fd[d
−1] φy[rad] φd[rad] φd,2[rad] P [d]

W1-S1 1 0 0.5 - -
W2-S2 - 25.3[d] 0.125 1.4 365

Before entering into the study under different case scenarios, the following points should be

stressed out:

� the properties coefficient of thermal expansion (αT ), compression (fc) and tensile (ft)

strengths, Young’s modulus (E), only begin to evolve when the hydration degree has

reached a percolation threshold ξset;

� for the adopted model, the hydration reaction has not yet been finished at the end of the
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analysis, which means that the final resistances have not yet been reached at the end of

the dam’s construction;

� the model does not account for the material self-healing at early ages, and therefore all of

the points on which the stress has reached the resistance developed so far, are considered

to be cracked;

� the present model does not account for damage either, which means that even when crack-

ing occurs, that does not interfere with the Young’s modulus and stress state evolution.

Therefore, stresses’ redistribution is not modelled;

� the dam faces are mechanically free, meaning that formwork restrains are not accounted

for. This point will be the object of a parametric study later in this chapter (section

4.3.2).

4.2 Study under different case scenarios

The different case scenarios adopted in this work are mainly related to aspects concerning the

construction site of the dam. Due to some (uncontrolled) aspects related to the dam construc-

tion site, such as, for example, delays on the material supply or non-favorable meteorological

conditions, the dam construction is often delayed and subjected to stops that were not foreseen.

This accentuates the uncertainty related to some practical aspects of a dam construction site.

The idea of this study is to observe the behaviour of the model response while, for example,

the construction begins during summer or winter, or the construction speed is accelerated or

reduced, in a deterministic manner.

The considered case scenarios are schematically represented in Figure 4.3 and concern the

ambient temperature (Figure 4.3b), the casting temperature (Figure 4.3c) and the construction

schedule (Figure 4.3d). Figure 4.3a represents the reference case, on which construction begins

during winter “W1” (Figure 4.2), the casting temperature is equal to the ambient temperature

at the instant of each layer posing, and the construction schedule corresponds to constructing

0.6m per day continuously (“cc0” in Figure 4.4).

All of the four adopted ambient temperature evolutions are represented in Figure 4.2. In

Figure 4.4 are depicted all of the four construction schedules applied in the present chapter.

Please note that in Figure 4.4, “construction step” corresponds to each casted layer of 0.6m

height and that “time” is the time that has passed since the beginning of the dam construction.
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Figure 4.3: Different adopted case scenarios

To each construction step corresponds the final time of each layer construction simulation and

the casting instant of the next layer. For example, for construction step/layer #6, and con-
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struction scheme “cc real”, its construction occurred approximately 8 days after the beginning

of the dam’s construction and any layer was further casted until 20 days.
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Figure 4.4: Construction schedules adopted for different case scenarios

The hydration and mechanical model parameters (Table 5.2) correspond to a typical RCC

and are based on both the work of Leitão et al. (2007) (hydration model) and of Cervera et al.

(2000b) (mechanical model). The respective chemical affinity and the compressive strength

evolution obtained for isothermal tests at 5, 20 and 40◦C are displayed in Figure 5.2.

Table 4.2: Model parameters

Hydration Ea

R
[K]

kξ
ηξ0

[s−1]
Aξ0

kξ
η ξ∞ −

model 5000 2500 0.005 8.1 0.779 −

Viscoelastic E1 : E2 τ2[h] ν E∞[GPa] fc,∞[MPa] ft,∞[MPa]
model 3:1 1 0.2 25 40 4

Mechanical Af Bf nT ξset − −
coupling 3.0 0.1 0.12 0.3 − −

General ρ[ kg
m3 ] c[ J

kg·K
] qc[

kJ
kg
] k[ W

m·◦C
] h[ W

m2·◦C
] αT [

1
◦C

]

parameters 2400 921 284 2.3 27 0.6 · 10−5

While each case scenario is studied, all of the other model parameters remain defined as the

“default case scenario”ones given in Table 4.3. An exception is made for the case scenario about

the construction schedule, where the casting temperature is taken equal to T0 = Text + 2◦C.
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Figure 4.5: a) Chemical affinity; b) Compressive strength evolution during isothermal tests,
using parameters of Table 5.2

4.2.1 Default case scenario

First of all, the presented methodology is applied to the default case scenario. The results on

both points “lu” and “i” are plotted in Figure 4.6. Before entering into the results’ analysis, it

shall be pointed out here that, in this chapter, all of the analyzed results are functions of the

time of construction (or construction step for cracking density results), and not functions of

the material age. This is due to the fact that, while comparing results of case scenarios using

different construction schemes, it is of easier interpretation if the analysis is made as function

of the “real” time.

In Figure 4.6a is plotted the temperature evolution on both points “lu” and “i”. It may

be noticed that the casting temperature is not the same on both points. This is because the

casting temperature T0 is equal to the ambient temperature at the instant of casting. Since the

ambient temperature evolves sinusoidally over the day and the year, the casting temperature

of each casted layer is different from one another.

In Figure 4.6b are plotted the thermal deformations on both analyzed points. Notice that

the thermal deformation only begins to evolve when the hydration degree ξ has passed the

Table 4.3: Default case scenario

Text T0 Const. scheme
“Default” W1 Text(t = t0) cc0
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threshold value of ξset = 0.3 (for more details please refer to chapter 3). The positive rates

of the thermal deformation indicate that the material is expanding, meaning that point “i” is

expanding during all of the construction, and that point “lu” is expanding until approximately

15 days after the beginning of the construction (approximately 10 days of age) and begins

retracting afterwards (when the temperature begins to decrease, such as depicted in Figure

4.6a).

In Figures 4.6c and 4.6d are plotted the evolutions of the hydration and ageing degrees,

respectively, that correspond to the given chemical affinity function. It may be noticed that

the final hydration degree, ξ∞ = 0.779 has not yet been reached at the end of the construction.

This means that the hydration reaction has not finished yet and that the mechanical properties

have not yet attained their final values.

In Figures 4.6e and 4.6f are plotted the first and second principal stresses’ evolutions, as

well as the compressive and tensile strengths’ evolutions. The results are compared with the

resistances’ evolution, so that when the stress is greater than the developed resistance, the

material is considered to be cracked (or crushed, under compression). Therefore, applying the

cracking index concept, when the first principal stress is greater than the developed tensile

strength, the cracking index If = ft/σ1 is lower than 1.0 and the material is considered to be

cracked. In the present work, it is decided to fix an ultimate limit state for the cracking index

at If = 0.75, above which only microcracking may occur. For more details about the cracking

index please report to chapter 3. Please notice that tension is positive and compression is

negative in the present work. It shall also be stressed once more that the present model does

not account for damage, which means that even when crack occurs, that does not interfere with

the Young’s modulus and stress state. The computation will move forward since the model is

formulated within the non-linear viscoelasticity domain.

Basically, point “lu” is under compression until approximately 35 days after the beginning of

the construction, where tension stresses appear. The stress rate is greater than the resistance

rate after a certain point, however point “lu” does not cracks (Figure 4.6e) because tensile

strength is always greater than the tensile stress, for the period under analysis in this case.

Point “i”, on the other hand, is under tension since its construction but does not crack during

the period under analysis. This means that the adopted ageing degree evolution is sufficient to

guarantee that the material does not cracks at early ages. At some point in time those early age

stresses will begin to decrease (around 35 days for point “i” in Figure 4.6e). Under compression

(Figure 4.6f) it is observed that both points do not crush, since the compressive strength fc is
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greater than the second principal stress σ2.
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Figure 4.6: Results for the default case scenario
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Even if both of the analyzed points do not crack, the same may not occur for other points

located on the same layer but near its surface, which are subjected to greater temperature

gradients leading to greater thermal deformations. Those points may crack at early ages and

later in time the stress rate eventually changes (just like in point “i” after approximately 35

days). This early age cracking could eventually “heal” during that period. Nowadays, there are

models that allow the account for that early age healing which is due to the ongoing chemical

hydration and formation of hydrates that will fill the micro fissuration that occurs in concrete

at those early ages (Lackner and Mang, 2004). However, self-healing is not considered in the

present model and therefore, for the purpose of the present work, the material is considered to

be cracked from the moment that the stress overlaps/exceeds the resistance developed so far.

This fact is important to understand the cracking density evolution. As it was previously

explained in chapter 3, the cracking density is evaluated within each layer. The cracking

density’s main objective is to assess the cracking extent on each casted layer and may vary from

0 (no cracking), to 1 (the layer is completely cracked). Its assessment comes purely from the

post-treatment of the cracking indexes results obtained through the thermo-chemo-mechanical

model. Basically, a secondary mesh is defined over each casted layer, and then the number

of points on which the cracking index has attained a certain limit (If = 0.75 for the ultimate

limit) is divided by the total number of points, giving a measure of the cracking extent: the

cracking density. For more details please refer to chapter 3.

In Figure 4.7a is plotted the cracking index contour at the end of construction.
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Figure 4.7: Cracking at the end of the construction, reference case: a) Cracking index; b)
Cracking density.
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It is considered here the ultimate damage level (If = ft/σ1 = 0.75), which means that all of

the points that present If ≥ 0.75 are considered to be “safe” (i.e. not cracked). In Figure 4.7b

are plotted the cracking densities evolutions on layers #4 and #19 (layers where points “lu”

and “i” are located, respectively, and that are represented within black lines in Figure 4.7a).

It can be concluded from Figure 4.7b that layers #4 and #19 will be cracked at approx-

imately 10 and 20% of their area, respectively, at the end of the dam construction, for the

default case scenario.

It shall be stressed here that the cracking density’s evaluation does not account for the

cracking index value attained at each point. Meaning that for ρf > 0, all of the points that

present If lower than the adopted damage limit (e.g. If < 0.75 for ultimate damage limit)

are considered to be cracked. The “crack level” (that goes from If = 0 to If = 0.75) is not

accounted for.
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Figure 4.8: Results’ contours at the end of the construction: a) Temperature; b) First principal
stress; c) Second principal stress; d) Hydration degree.
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In Figure 4.8 are plotted the contours of temperature, first and second principal stresses,

and the hydration degree at the end of construction, for the reference case. For the considered

ambient temperature evolution, at some point, temperature goes down to negative values close

to the dam surface, which is why there may be negative temperatures on the dam faces. In

the center of the dam, the temperature may grow up to 20◦C during the construction period,

and further if the analysis went longer in time (this is because, as it is clear in Figure 4.6c,

ξ < ξ∞ and the hydration reaction is not finished yet). From Figures 4.8b and 4.8c it may be

concluded that lower (and older) layers are mostly under compression, the dam surfaces being

subjected to higher tensile stresses. This explains why the cracking indices (Figure 4.7a) are

located near the dam up and downstream faces. On the upper (younger) layers, the hydration

degree is lower and, consequently, the mechanical resistances will also be smaller. But since the

stress state is lower than the resistance developed so far, cracking does not occur (Figure 4.7a).

4.2.2 Ambient temperature case scenarios

This first study consists of considering four different ambient temperature evolutions (Figure

4.2): two different daily and annual amplitudes are chosen (defined as pairs S1-W1 and S2-W2);

the construction begins for each one of those pairs, either during summer (S1 and S2) or winter

(W1 and W2). Details about the four adopted daily and annual sinusoidal evolutions of the

ambient temperature may be found at the beginning of this chapter (section 4.1).

In Figure 4.9 are plotted the temperature contours inside the dam, at the end of con-

struction, concerning the four applied ambient temperatures. The impact of lower ambient

temperatures during winter is evident (Figures 4.9a and 4.9c). It can be noticed that there is

a significant difference between results obtained for W1 and W2, even if both concern winter

season. Actually, W2 is a much “softer” winter than W1, with temperatures that do not go

under 0 (Figure 4.2). Also, the daily ∆Td and annual ∆Ty is smaller for W2 than for W1 (and

also for S2 than for S1) leading to lower temperature gradients.

For a construction that begins during the hot season (S1 and S2), the final temperatures are

not as different as for the cold season, with a slight difference on the upper layers, that present

greater temperature values for S1 than for S2.

The smoother daily ambient temperature oscillations (∆Td in equation 4.12) that are char-

acteristic of W2 and S2 lead to a greater temperature evolution inside each casted layer, while
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the higher daily temperature oscillations of W1 and S1 represent a bigger obstacle to the tem-

perature evolution inside each layer (also verified in Figure 4.10a). Therefore, the thermal

deformations and stresses will be lower for pair W1-S1 than for W2-S2, however always greater

for a construction during the hot season.

(a) W1 (b) S1

(c) W2 (d) S2
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Figure 4.9: Temperature contours at the end of construction

In Figure 4.10a are plotted the temperature evolutions on both points“lu”and“i”for the four

different ambient temperatures adopted. Note that is plotted ∆T , meaning that the plotted

temperature is normalized over the casting temperature T0 (which is different for each case).

The different external thermal loads lead to different stress states inside the dam. In general,

constructing during winter leads to lower stress states, which can be verified in Figure 4.11,

namely near the dam faces. It shall be enhanced here that, because stresses’ redistribution

due to cracking is not modelled in the present work, high localized values for the first principal

stresses may appear in the dam faces. In a real case, such high stresses (on the order of 20 to

30MPa) will most likely do not occur.
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Figure 4.10: Text influence: a) Temperature ∆T = T − T0; b) Cracking density.
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Figure 4.11: First principal stress contours at the end of construction
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Regarding the cracking density evolution depicted in Figure 4.10b, it is concluded that on

layer #4, the final value is greater for S2, attaining values of 0.14. However, for layer #19,

the cracking density is greater for a construction during winter, attaining values of 0.21 for

both W1 and W2. It shall be noticed that, on both analyzed layers, the cracking density at

early ages, right after each layer has been casted, is bigger for a construction during the hot

season. Actually, since the hydration reaction will evolve more rapidly during the hot season,

the ξset threshold will be attained earlier, meaning that both thermal stresses and mechanical

resistances will evolve earlier than during winter. This is evidenced in Figure 4.10b, where

the cracking density ρf begins to evolve earlier during summer on both layers. These results

enhance the fact that during the hot season attention shall be paid to the temperature gradients

that occur in each layer during construction and eventually apply cooling techniques. While

during winter the cracking density attained on both layers is very similar, there is a difference

of 0.03 between S1 and S2 on layer #4 and of 0.02 on layer #19, which evidences the effect of

the ambient temperature evolution.

According to the previous results, it can be concluded that: the thermo-chemo-mechanical

behaviour of the dam during construction not only depends on whether the construction has

begun during winter or summer, but also on the adopted sinusoidal daily and yearly evolution

for the ambient temperature. It was shown that different daily temperature oscillations of the

ambient temperature may lead to significant differences on cracking extent on each casted layer,

measured by means of the cracking density concept.

4.2.3 Casting temperature case scenarios

For the case scenarios about the casting temperature, four situations are considered: T0 =

Text(t = t0), t0 being the instant of casting; T0 = Text(t = t0) + 2◦C; T0 = Text(t = t0) + 4◦C

and T0 = Text(t = t0)+ 6◦C. Even if the differences on temperature evolution on both analyzed

points are evident (Figure 4.12a), the adopted variations on the casting temperature do not lead

to significant differences on the obtained cracking density on both layers #4 and #19 (Figure

4.12b), exception made for T0 = Text(t = t0).

There is an increase of approximately 0.05 on the cracking density of layer #19 while

increasing the casting temperature from T0 = Text(t = t0) to T0 = Text(t = t0) + 2◦C. Then,

increasing the casting temperature leads to a slight increase of the cracking density. From now

on, it was decided to adopt a casting temperature T0 = Text(t = t0) + 2◦C, the 2◦C being



112 4.2. Study under different case scenarios

0 10 20 30 40 50 60
0

2

4

6

8

10

12

14

16

18

20

Time [d]

T
 [°

C
]

 

 

Pt lu, T
0
 = T

ext

Pt lu, T
0
 = T

ext
+2ºC

Pt lu, T
0
 = T

ext
+4ºC

Pt lu, T
0
 = T

ext
+6ºC

Pt i, T
0
 = T

ext

Pt i, T
0
 = T

ext
+2ºC

Pt i, T
0
 = T

ext
+4ºC

Pt i, T
0
 = T

ext
+6ºC

(a)

0 10 20 30 40
0

0.05

0.1

0.15

0.2

0.25

0.3

Construction step

C
ra

ck
in

g 
de

ns
ity

 ρ
f[.]

 

 

#4 T
0
 = T

ext

#4 T
0
 = T

ext
+2ºC

#4 T
0
 = T

ext
+4ºC

#4 T
0
 = T

ext
+6ºC

#19 T
0
 = T

ext

#19 T
0
 = T

ext
+2ºC

#19 T
0
 = T

ext
+4ºC

#19 T
0
 = T

ext
+6ºC

(b)

Figure 4.12: T0 influence: a) Temperature; b) Cracking density.

interpreted here as a sort of heating during the material mixing and transportation.

4.2.4 Construction schedule case scenarios

Four different scenarios for the construction schedule are adopted:

� the first one, “cc 0”, applied on the reference case, consists of constructing 2 layers of 0.3m

per day (v = 0.6m/day), without stops;

� the second one, “cc fast”, uses the same rate of 0.6m per day but stops during 3 days at

the end of each 5-day period;

� the third one, “cc real”, inspired from a real case, uses the same rate of the two previous

ones but the stops are not regular during all of the construction;

� the fourth one, “cc slow”, adopts a construction rate of one layer per day (or one layer

per periods of 2 days v = 0.6m/2day) and stops during 10 days at the end of each 5 day

period.

In all of the four cases, the ambient temperature corresponds to W1 of Figure 4.2. The

casting temperature is equal to T0 = Text + 2◦C.

In Figure 4.13a are plotted the temperature evolutions on both points “lu” and “i” for the

four applied construction schemes. As expected, point “lu” is more affected by the ambient

temperature than point “i”.
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Here, even if the ambient temperature evolution is the same, changes in the construction

scheme lead to differences on the time of exposure of each layer. This is evident on point “lu”,

which presents almost the same temperature evolution at the beginning for “cc0”, “cc fast” and

“cc real”, which adopt the same construction rate for lower layers. However, for “cc slow”, each

0.6m thick layer is exposed during 48h, meaning that the area closer to the surface is more

influenced by the ambient temperature evolution, which is characterized by low temperatures,

consisting of an obstacle to temperature evolution inside the material. This explains why

temperature on point “lu” does not increases right after the layer posing for “cc slow” as it

happens for the other construction schedules. Moreover, around 80 days, temperature on point

“lu” begins to increase (for “cc slow” and “cc real”). This can be explained by the increasing

mean ambient temperature around that time of the year for W1 (Figure 4.2).

On point “i”, at the center of the dam body, the differences in temperature are not as

significative as on point “lu”. Still, because of the longer stops, for the slower construction

schemes“cc real”and“cc slow”, lower temperatures are attained at the same age, when compared

with “cc 0” and “cc fast”.

The influence of the construction schedule on the obtained cracking density on each analyzed

layer is plotted in Figure 4.13d. Basically, the difference obtained for cracking density on both

layers for “cc0”, “cc fast” and “cc slow” is not very significant, when compared with ρf for “cc

real”. The great difference arises when the “cc real” case is adopted, attaining values that are 4

times greater for layer #4 and 2.6 times greater for layer #19 than for the other construction

schedules. The reason why there are such “jumps” on the cracking density for “cc real” is due to

the time delay that occurs when the construction is stopped. During that time, the layer surface

is exposed to the weather conditions (winter in this case). As a consequence, the temperature

gradients that occur are greater than if the construction had continued such as for “cc0”, “cc

fast” or “cc slow”. Therefore, thermal tensile stresses are produced and by overlapping the

tensile strength attained so far, cracking occurs.

In order to further understand what happens, layer #19 will be analyzed in more detail for

both “cc slow” and “cc real”. It shall be noticed here that both of these construction schedules

end at the same time of the year, meaning that the construction of the dam takes place during

the same period, however with different stops and time delays between them.

In Figure 4.14 are plotted the cracking density evolution during construction for layer #19

as well as the construction scheme, “cc slow” in Figure 4.14a and “cc real” in Figure 4.14b. For
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Figure 4.13: Influence of the construction schedule: a) Temperature; b) ∆T , detail on “point
lu”; c) Construction schedules; d) Cracking density.

both of these cases, the only difference is that the time of exposure of casted layers is much

more variable for “cc real” than for “cc slow”. This is the first reason why cracking densities

obtained for the same layer are more than the double for“cc real”at the end of the construction.

Actually, if we analyse the first principal stress and the cracking index contours on layer

#19 for “cc slow” and “cc real” such as in Figure 4.15 at construction step 36, it may be noticed

that for “cc real” the results are less smoother. It can also be noticed that for “cc real” the lat-

eral cracked zones go more deeply into the layer. Also, the bottom part of layer #19 presents

cracking indices of 0.5 to 0.6 (please recall that for ρf , these areas are considered to be cracked,

independently of their cracking index value). This happens because the time of exposure of

the precedent layer #18 is too big, meaning that there is a contrast on the thermo-chemo-
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Figure 4.14: Cracking density on layer #19 for two of the applied construction schemes: a) “cc
slow”; b) “cc real”.

mechanical properties at the interface of these two layers, leading to greater tensile stresses

and consequently cracking indices. Please recall that each construction step on Figure 4.14 is

plotted as a function of its final time of construction, and not of its casting instant. Layer’s #18

top surface may be a cold joint and should therefore be treated. This will be further discussed

in the following paragraphs.

(a) (b)

(c) (d)

Figure 4.15: Results contours on layer #19 at construction step 36: a) σ1 contour for “cc slow”;
b) σ1 contour for “cc real”; c) If contour for “cc slow”; d) If contour for “cc real”.
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The joint maturity index (JMI) (BaCaRa, 1996; ACI Committee 207, 1999; Bettencourt

Ribeiro et al., 2001) may be applied here in order to support the results obtained with this

parametric study. As previously explained in section 2.4, the JMI is a measure of the lift joint

quality, usually given by JMI = AST · TE, where AST is the average surface temperature

and TE the time of exposure. For greater times of exposure, JMI will increase. In the present

work, the average surface temperature AST is taken as being equal to the casting temperature.

This approach is valid only because we are leading here with the same material and therefore,

the heat generated will be the same for all of the cases. Still, this approach enables the account

for the influence of the casting temperature and, consequently, of the ambient temperature

(reminder: T0 = Text + 2◦C).

In Figure 4.16 is plotted the JMI evolution during construction, each point corresponding

to the JMI of each casted layer/construction step. As it may be concluded by comparing JMI

of “cc slow” with JMI of “cc real”, not only the values of the latter are greater, exception

made after construction step 30, but also the JMI changes abruptly from one layer to the next

one. The negative values indicate that RCC is being casted at temperatures below zero, which

is not at all convenient, but is here the consequence of the casting temperature hypothesis

T0 = Text(t = t0) + 2◦C, while Text corresponds to W1 and negative ambient temperatures

occur. Those negative casting temperature, associated with a big time of exposure, lead to

tensile stresses and consequent cracking, which can explain the evolution of the cracking density

presented in Figure 4.13d.
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Figure 4.16: Joint maturity index (JMI) evaluated for “cc slow” and “cc real” for each casted
layer
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Two solutions could be adopted in this case in order to minimize cracking: first of all, cold

joints should be treated, measures should be undertaken in order to avoid its contamination

and to assure that the best conditions possible are guaranteed when the subsequent layer is

casted (either by simply protecting them from the adverse weather conditions, or by removing

the surface of the layer before constructing the next one, adding a bedding mortar to guarantee

a good joint quality); second of all, negative casting temperatures should be avoided and there-

fore, either the layer is casted during a time of the day when temperatures are above zero, or the

construction schedule shall be delayed until better weather conditions occur (i.e. spring season).

Still, these conclusions shall be seen within the framework of the performed numerical model.

There are some hypothesis taken in the present work that, even if they were made based on

the available literature, may be object of uncertainties, being too much conservative, or even

not realistic at all. For example, the adopted convection coefficient is the same all along the

dam construction for all of the dam lateral faces, which may not be realistic if cold joints

treatment takes place or if formwork is applied on the dam faces. This means that maybe

a different convection coefficient should be adopted for layers that have been exposed over a

certain time period (or for layers that overlap a certain JMI level). Another aspect concerns the

casting temperature, here adopted as being equal to the ambient temperature at the time of

the layer posing, added by (only) 2◦C, which may not be sufficiently realistic, allied to a certain

construction scheme and ambient temperature, to describe the real casting temperature.

It is concluded with this study that the time delay that occurs between successive layers

casting may lead to a decrease of the lift joints quality (characterized by greater JMI values),

and an increase, often abrupt, of the cracking density. In the analyzed construction scheme “cc

real”, periods of intense construction are intercalated with stop delays/times of exposure that

can reach 18 days. This leads to stress contours that are less smother than the ones obtained

for a more “regular” construction scheme, contributing to the increase of the cracking index

and, consequently, of the cracking density. It shall therefore be enhanced here, once more,

that the cracking density does not accounts for the level of cracking. This means that if the

cracking index is lower than the acceptable damage level (here equal to 0.75), the cracking

density concept will consider it to be cracked for good, not weighting the actual damage level.

The analysis of the joint maturity index JMI for the case study lead to the conclusion that the

following parameters shall be object of more attention in the numerical model: the convection

coefficient and the casting temperature. These parameters shall be adapted to each case study,
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accounting for the ambient temperature evolution, the time instant of construction and the

construction scheme/time of exposure of each layer. The JMI gives relevant information, being

a very useful tool to support/limit some parameters’ choice.

4.3 Discussion on other aspects

This section intends to proceed with the discussion initiated within the study performed over

the construction schedule (section 4.2.4). Two aspects will be dealt with within this section:

the heat convection coefficient (or the account for cold joints treatment) and the account for

formwork (thermal and mechanical) restrains. These two aspects are not much dealt with within

the available literature. Generally, a constant convection coefficient is adopted, even if it is well

known that it changes during the construction period, mostly due to weather conditions and

specially due to radiation. Also, formwork is not usually taken into account in the numerical

analysis of RCC dams.

In the following subsections, two studies concerning the convection coefficient and formwork

simulation are performed.

4.3.1 Cold joints treatment

For the present study, the adopted construction scheme is “cc real” (Figure 4.4) and the ambient

temperature is “W1” (Figure 4.2), maintaining the casting temperature equal to T0 = Text(t =

t0) + 2◦C.

It has been discussed previously in this chapter (section 4.2.4) that cold joints treatment

should be accounted for in the numerical simulation of an RCC dam construction. Here, a

parametric study about the heat convection coefficient is performed in order to understand

how it affects the cracking density evolution of a certain layer. It is believed that the adopted

cold joints treatment should be accounted for on the choice of the convection coefficient in order

to better model the heat flux exchange at the top of each casted layer.

In this study, it was decided to keep the initial value for the convection coefficient for most

of the layers, only adopting a different value on those who are subjected to greater times of

exposure, of which surfaces will be considered as “cold joints”, and that will therefore be more

likely to be object of cold joints treatment. The identification of those layers needing cold joints

treatment is supported by the analysis of the ageing degree attained after the time of exposure
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and the joint maturity index (JMI).

As it was previously exposed, cold joints treatment may consist of a variety of procedures:

cleaning of the surface; protecting it from radiation by adding water; removal of a superficial

layer in order to remove the segregated material and expose aggregates (increasing the sur-

face’s rugosity and improving the subsequent layer adherence); and finally adding a high paste

bedding mix before casting the next layer (Hansen and Reinhardt, 1991; ACI Committee 207,

1999; Schrader, 2008). The application of one or all of these procedures depends on decisions

made by the project team and may vary within a same dam project.

The choice of the layers on which a different heat convection coefficient will be adopted is

based on whether or not each layer has passed the percolation threshold ξset (above which the

material has begun to stiffen) or not. This is equivalent of searching for ageing degree values

κ > 0 at the surface of each casted layer, such as plotted in Figure 4.17a. Based on the ageing

degree values of Figure 4.17a, it may be concluded that only layers #6, #11, #18, #23 and

#47 (red round points) have passed the hydration degree threshold ξset (for which κ > 0).

Then, the joint maturity index (JMI) may be evaluated for each layer and a certain limit could

be defined, supported by the hydration and ageing degree attained at each layer surface, for

the case under study. In Figure 4.17b are plotted the JMI for each casted layer, corresponding

the red squared points to layers #6, #11, #18, #23 and #47.
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Figure 4.17: Ageing degree and joint maturity index: a) Ageing degree for each layer after time
of exposure; b) Joint maturity index.

As it may be observed, there are some layers characterized by high JMI levels, but on which
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the hydration degree threshold ξset has not yet been reached. For example, layer/construction

step #28 (green squared point in Figure 4.17b) presents a JMI≈ 1500[◦C·h] but κ = 0 after

a time of exposure of approximately 4 days (“cc real” in Figure 4.4). This high JMI value

may be related to the time of the day on which casting occurs and to the subsequent ambient

temperature to which the material is subjected. If, for example, a layer is casted at the time of

the day on which temperatures are the greatest, that layer will be characterized by a high JMI

(if the AST temperature is the casting temperature, as it was adopted in the present work).

However, that does not means that the time of exposure was sufficient to the hydration degree

attaining ξset and therefore the ageing degree κ has not begun to evolve yet. This leads to the

conclusion that, for the present case, relying only on the JMI values is not sufficient to decide

whether or not cold joints treatment should take place.

However, attention shall still be paid to the hydration degree value at the surface of each

casted layer. In Figure 4.18 are plotted the hydration degree contours at the end of the time of

exposure for three distinct layers: #14 (κ = 0), #18 (κ > 0 and high JMI) and #28 (κ = 0 and

high JMI). Each layer is limited in Figure 4.18 by horizontal black lines. These three layers may

represent the three types of horizontal joints, defined in BaCaRa (1996): hot joint, in Figure

4.18a, on which RCC is still in a moist condition and as not yet begun to stiffen (ξ < ξset and

κ = 0); cold joint, in Figure 4.18b, on which the percolation threshold ξset = 0.3 has already

been reached and RCC has stiffened; and warm joint, in Figure 4.18c, which is an intermediate

state between hot and cold, usually very difficult to define. In this particular case, the surface

of layer #28 being a warm joint, it could be decided that the hydration degree is sufficiently

high to justify the need of joint treatment, even if κ = 0.

(a) Layer #14 (b) Layer #18 (c) Layer #28

Figure 4.18: Hydration degree contours after different times of exposure (ξset = 0.3)

Concluding, for the case under study, the decision of performing joint treatment or not

should be supported not only by the joint maturity index (JMI), but also by the ageing and
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hydration degrees occurring at the surface of each casted layer, after the time of exposure to

which each one is subjected.

In the present work, it was firstly decided to reduce the heat convection coefficient of cer-

tain layers in order to account for an eventual protection from radiation. Therefore, in a first

approach, only the radiation part hr was ruled out from equation 4.14, and the adopted con-

vection coefficient is of 22[W/(m2·K)]. Then, it was decided to adopt a smaller value of almost

the half of the initial one (13[W/(m2·K)]). Several adopted values for the convection coefficient

were found in the available literature and are placed within the range adopted in this study

(i.e., h = 19.3[W/(m2·K)] in Luna and Wu (2000), h = 15[W/(m2·K)] in Malkawi et al. (2003),

h = 14[W/(m2·K)] in Calmon et al. (2003)). Finally, a more “dramatic” case is adopted, by

insulating the layer surface, not accounting for heat exchanges with the environment, or by

fixing the top layer temperature. This last hypothesis has been adopted in some works found in

literature, such as in Jaafar et al. (2007) (insulated boundary) or in Cervera and Garćıa-Soriano

(2002) (fixing the boundary temperature).

h = hc + hr (4.14)

hc = 0.055 ·
kf
L

·

(

L · vw · ρf
µf

)0.75

(4.15)

hr = 5W/(m2 ·K) (4.16)

Given the discussion above, the parametric study about the heat convection coefficient

adopted for the surface of casted layers is performed by adopting a different convection coeffi-

cient on layers #6, #11, #18, #23 and #47. For the sake of simplicity, these layers are going

to be called “top layers” from now on.

In Figure 4.19 are plotted the cracking density evolutions on layers #4 and #19 using

a constant convection coefficient of 27[W/(m2·K)] against convection coefficients of 22 and

13[W/(m2·K)] adopted on top layers (named htop in Figure 4.19). It is concluded that on

both layers #4 and #19, lower cracking densities are obtained when reducing the convection

coefficient on top layers. On layer #4, even if the cracking densities exceed 0.1 of difference at

some point, at the end of the construction that difference is not significant. On the other hand,

for layer #19, reducing the convection coefficient of top layers lead to a significant reduction on

the cracking density of approximately 0.15 at the end of the construction. On both analyzed

layers, the difference observed between 22 and 13[W/(m2·K)] is not significative.
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(b) Layer #19

Figure 4.19: Cracking density on layers #4 and #19 for different heat convection coefficients
on top layers

In Figure 4.20 are plotted the results of cracking density on both layers #4 and #19,

comparing the reference case h = 27[W/(m2·K)] with the case on which the top layers are

considered insulated. Again, for layer #4 the difference is not significative at the end of the

construction. For layer #19, even if right after casting the cracking density is greater while

insulating top layers (from construction step 20 to 30), at the end of construction the difference

between the results exceeds 0.15.
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Figure 4.20: Cracking density on layers #4 and #19 adopting insulated top layer

Finally, in Figure 4.21 is considered the case in which a fixed constant temperature is

given to the surface of the top layers. In the present study, that fixed temperature is equal

to Ttop = Text(t = t0) + 2◦C, which is actually equal to the casting temperature. As it was
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previously concluded on Figures 4.19 and 4.20, for layer #4 the difference obtained for the

cracking density at the end of construction is not significant. For layer #19, however, this is

the case on which a lower cracking density was observed, with a difference that attains slightly

more than 0.25 at the end of construction.
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Figure 4.21: Cracking density on layers #4 and #19 adopting fixed temperature on top layer

4.3.2 Formwork simulation on lateral boundaries

In this subsection are discussed the results of a last parametric study, which consists of the

lateral formwork simulation during the dam construction. Generally, in cases found in the

available literature, formwork effects are not accounted for in the numerical simulation of RCC

dam performances. However, formwork affects both thermally and mechanically the material

behaviour and taking it into account may lead to a different stress state.

In a first approach, for this parametric study, the heat convection coefficient of each layer’s

lateral faces is changed in order to account for the insulation imposed by formwork. Then, lateral

faces are blocked mechanically by imposing nil horizontal deformations. In a final computation,

both effects are taken into account simultaneously.

In the present parametric study, the adopted construction scheme is “cc fast” (Figure 4.4)

and the external ambient temperature is W1 (Figure 4.2).

In Figure 4.22 are plotted the cracking density’s evolution for both layers #4 and #19

for all of the considered lateral convection coefficients. The results of Figure 4.22 lead to the

conclusion that reducing the lateral heat convection coefficient will decrease the cracking density

on both analyzed layers, layer #19 being much more affected than layer #4. On layer #19

there is a reduction of approximately 0.05 at the end of the construction. It shall however
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be noticed that for all of the “new” tested lateral convection coefficients (hlateral = 19, 10 and

7[W/(m2·K)], the cracking densities’ evolutions are really close to one another, but still lower

for lower heat convection coefficients. The phenomena that happens here was discussed in the

previous section 4.2.4 while changing the heat convection coefficient applied on the top surface of

certain layers. Basically, reducing the heat convection coefficient will limit heat exchanges with

the environment, leading to lower thermal gradients and consequently lower thermal stresses.

This is traduced by a lower cracking density, which will decrease with the decrease of the heat

convection coefficient until a certain point because it will only have an influence on a limited

region near the dam faces. One may note that the convection coefficient of each layer’s top

surface is maintained at its “default” value of 27[W/(m2·K)].
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Figure 4.22: Cracking density evolution on layers #4 and #19, influence of the lateral heat
convection coefficient: a) Layer #4; b) Layer #19.

In Figure 4.23 are plotted the results of the cracking density evolution on layers #4 and #19

taking into account the mechanical lateral restrain on each casted layer. In the present study

it was supposed that formwork is not removed during all of the dam construction. Therefore,

each casted layer is maintained mechanically blocked on the horizontal direction. This will lead

to an increase of the compression stresses, as it can be concluded by comparing Figures 4.24a

with 4.24b, and Figures 4.25a with 4.25b.

The cracking density’s evolution obtained in Figure 4.23a does not change much for layer #4

because this layer is already sufficiently close to the foundation and therefore already restrained

by it. However, for layer #19 there is a reduction of approximately 0.18 on the final cracking

density. The decrease on the tensile stress state leads here to a reduction on the cracking index,
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and, consequently, on the cracking density. The same comparison is made while accounting for

a lateral heat convection coefficient of 10[W/(m2·K)] in Figure 4.23b. Comparing Figures 4.26a

and 4.26b is clearly visible the reduction of the cracked areas while accounting for the lateral

formwork thermal and mechanical restrain.

0 10 20 30 40
0

0.05

0.1

0.15

0.2

0.25

Construction step

C
ra

ck
in

g 
de

ns
ity

 ρ
f[.]

 

 

#4 Lateral free
#4 Lateral rollers
#19 Lateral free
#19 Lateral rollers

(a)

0 10 20 30 40
0

0.05

0.1

0.15

0.2

0.25

Construction step

C
ra

ck
in

g 
de

ns
ity

 ρ
f[.]

 

 

#4 Lateral free, h
lateral

=10[W/(m2 K)]

#4 Lateral rollers, h
lateral

=10[W/(m2 K)]

#19 Lateral free, h
lateral

=10[W/(m2 K)]

#19 Lateral rollers, h
lateral

=10[W/(m2 K)]

(b)

Figure 4.23: Cracking density evolution on layers #4 and #19, influence of mechanically block-
ing lateral surfaces: a) Lateral rollers, hlateral = 27; b) Lateral rollers, hlateral = 10.
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Figure 4.24: First principal stress contours at the end of construction: a) Lateral free; b) Lateral
horizontally blocked.

4.4 Conclusions

In this chapter, the fully thermo-chemo-mechanical model was applied to the RCC gravity

dam construction. The potential of cracking during early ages was evaluated by means of two
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Figure 4.25: Second principal stress contours at the end of construction: a) Lateral free; b)
Lateral horizontally blocked.
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Figure 4.26: Cracking index contours at the end of construction: a) Lateral free; b) Lateral
rollers, hlateral = 10.

concepts: cracking index If = ft/σ1 and cracking density ρf .

With the objective of analyzing the model response in terms of cracking density results,

several case scenarios are adopted in this chapter. In those case scenarios the idea was to vary

some aspects related to the construction site which are often object of unpredicted changes.

Those aspects are the ambient temperature evolution (whether the construction begins during

summer or winter), the casting temperature (which depends, in practice, on the adopted cooling

techniques) and the construction schedule (which can be object of several unpredicted delays

during the dam construction). Two other aspects are dealt with within this chapter: the

account for cold joints treatment in the numerical modelling by changing the top layer boundary

condition, and the account for thermal and mechanical restrains imposed by formwork on the
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dam lateral boundaries.

For the ambient temperature case scenarios related to the ambient temperature, four cases

were adopted, two for a construction that begins in winter and the other two for a construction

that begins in summer. The four cases are described by two different sinusoidal functions,

on which distinct temperature amplitudes are adopted, simulating rougher and softer winters

and summers. It was concluded that the model behaviour not only depends on whether the

construction has begun during the cold or hot season, but also on the adopted sinusoidal daily

and yearly ambient temperature evolution. It was shown, as expected, that different cracking

densities are obtained for different ambient temperature amplitudes.

Concerning the casting temperature T0 = Text(t = t0) + ∆T0, it was concluded that the

adopted changes on the added temperature ∆T0 do not significantly affect the cracking density

results.

For the different studied construction schemes, it was concluded that increasing the duration

of stops between the casting of two layers will increase the cracking extent within each layer.

An analysis was made by applying the joint maturity index (JMI) concept, which allows to

evaluate the quality of the joint (top surface of each casted layer) by multiplying the surface

temperature with the time of exposure. The layers on which the construction has stopped for

longer periods of time are subjected to greater times of exposure and will be classified by higher

JMI. The JMI reveals to be a useful tool in these kind of analyses.

The application of the JMI concept was further studied within a parametric study related

to the convection coefficient of the top boundary of casted layers. This parametric study

intended to account for a possible cold joints’ treatment in the numerical modelling of the dam

construction. The cold joints are those layers that have been exposed for a sufficient period of

time during which the material has begun to stiffen and is no longer under a moist condition,

being an obstacle to the good adherence of the subsequent layer. It was concluded that relying

only on the JMI value is not sufficient to evaluate cold joints. Therefore, it was proposed to

identify the layers that should be considered as cold joints by evaluating at the same time

the ageing degree κ attained at the end of the time of exposure, as well as the JMI. It was

finally concluded that accounting for cold joints’ treatment, either by reducing the convection

coefficient, insulating the top boundary of those layers considered to be cold joints or by fixing

the temperature of the top boundary, lead in all cases to a reduction of the cracking density of

the analyzed layers.

Finally, a last study was performed about the simulation of the thermal and mechanical
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restrains imposed by formwork on lateral boundaries. It was concluded that accounting for

formwork either by reducing the lateral convection coefficient or imposing nil horizontal defor-

mations, or both at the same time, lead to a reduction of the cracking density.

Now, after analyzing the model behaviour in a deterministic manner, a question rises within

the framework of this thesis: what will be the probability of exceeding a cracking density limit

within a layer if uncertainties on some model parameters related to the material and ambient

conditions are accounted for? This will be the object of chapter 6, on which this study is

performed within a probabilistic framework. But before passing directly to that question,

the proposed probabilistic approach is firstly presented in chapter 5 over the thermo-chemical

behaviour of the dam.
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Chapter 5

Methodology for probabilistic analysis

of the thermo-chemical behaviour of an

RCC gravity dam construction

The main objective of this chapter is to describe and present a methodology to account for

uncertainties related to the behaviour of RCC dams during their construction using numerical

modelling. In this sense, a probabilistic approach is proposed to propagate uncertainties on some

RCC’s physical properties. A thermo-chemo-mechanical model is used to describe the RCC

behaviour, such as in the previous chapter 4. However, only the thermo-chemical behaviour is

analyzed here.

Hence, a novel application of probabilistic tools is introduced and applied to improve the

comprehension of heat transfer phenomena during an RCC dam construction. However, as the

temperature and hydration degree control the mechanical characteristics of the material (via

the ageing degree), some interesting conclusions related to the mechanical strength are made.

This approach will be extended to the full thermo-chemo-mechanical case in the next chapter

6. Therefore, the conclusions achieved at the end of this chapter may be seen as preliminary

conclusions of the present thesis, in the sense that any probability of “failure” is evaluated yet.

A global sensitivity analysis is performed in order to evaluate the influence of some pa-

rameters in the thermal behaviour of the dam during construction. Heterogeneity on those

parameters is further taken into account by means of bi-dimensional random fields. A variance

reduction of the model output is observed while using random fields to propagate uncertainties.

The results presented in this chapter are included in a published paper in Engineering
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Structures (Gaspar et al., 2014).

In the following, in order to lighten the reading of this chapter, a brief theoretical description

of the adopted probabilistic tools is firstly exposed. More details about the adopted tools and

techniques may be found with more detail in the appendix B. Then, the application of the

proposed methodology is explained by describing the case study, the model parameters and

random variables. A brief reminder of the most important aspects of the adopted thermo-

chemo-mechanical model is exposed. Finally, the results are presented and discussed.

5.1 Application

The dam model consists of the same RCC gravity dam used in chapter 4 and described in

chapter 3 (Figure 5.1). The foundation is also represented in this model in order to account

for its thermal effect on the first layers of the RCC dam. As recalled before, in chapter 6 the

mechanical behaviour of both RCC and the foundation will be accounted for. Concerning the

thermal boundary conditions, the bottom and lateral faces of the foundation are insulated,

while all the dam faces interact with the surrounding environment by a heat flux exchange.

The dam construction simulation is performed by using a “multi-model” concept which consists

of solving a sequence of models. To each of those models a 0.6m thick layer is added, the initial

conditions of each one being the solution of the previous solved one.

A schematic representation of the dam model is shown in Figure 5.1. The two discretized

points in this scheme correspond to the locations that were chosen to assess the dam response

in more detail. On “point i” at the center of the dam body, the behaviour is expected to be

adiabatic, while the “point d” near the downstream face of the dam is expected to be strongly

influenced by the surrounding environment.

Regarding the environmental conditions, or “external thermal load”, it is characterized by a

daily sinusoidal variation of the ambient temperature. This one will oscillate between Tmax =

30◦C and Tmin = 10◦C according to equation 5.1, where ∆T [◦C] = (Tmax-Tmin), f [d
−1] is the

daily frequency and φ[rad] is the phase.

Concerning the numerical model, the mesh is composed of 3300 triangular elements, the

time-step is of 0.5[h] and the construction rate 0.6m/24h. Please note that for the thermo-

chemical modelling the foundation size is smaller than for the full thermo-chemo-mechanical

modelling, and therefore the mesh is composed of less elements (please refer to chapter 3 for

more details).
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Figure 5.1: Dam model scheme

Text =
Tmax + Tmin

2
+

∆T

2
· sin(2πft+ φ) (5.1)

Wind effects can be taken into account via the convection coefficient h[W/(m2K)], described

by equation 5.2 (Leitão et al., 2007). The convection phenomenon is here divided into a convec-

tion hc (equation 5.3) and a radiation part hr. The parameters of equation 5.3 kf [W/(m·◦C)],

ρf [kg/m
3] and µf [kg/(m·s)] are the air thermal conductivity, its specific weight and its absolute

viscosity respectively, L[m] being the surface length on the wind flow direction and vw[km/h]

the wind speed.

h = hc + hr (5.2)

hc = 0.055 ·
kf
L

·

(

L · vw · ρf
µf

)0.75

(5.3)

In Table 5.1 are described the parameters used for equation 5.2.

Table 5.1: Parameters for equation 5.2

L[m] kf [W/(m◦C)] ρf [kg/m
3]

0.6 0.026 1.2

µf [kg/(m·s)] hr[W/(m2 ◦C)]
1.8e-5 5
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The numerical model used in this work is intended to represent the construction phase of

an RCC gravity dam such as previously applied in chapter 4 in a deterministic manner.

As previously stated, the work presented in this chapter focuses on the thermo-chemical

coupling. However, the mechanical characteristics, such as the compressive strength, may be

computed since they depend on the hydration reaction evolution. It should be kept in mind

that, however, the mechanical behaviour is not implicitly taken into account at this stage.

In order to allow an independent reading of the present chapter, a brief description of the

adopted full thermo-chemo-mechanical model is made. Further details may be found in chapters

2 and 4.

The thermal behaviour of RCC (as well as for CVC) may be described by the following heat

transfer equation:

ρ · c · Ṫ = ∇
(

k∇T
)

+ Q̇ (5.4)

∇ =

(

∂

∂x
,
∂

∂y

)

(5.5)

where ρ[kg/m3] is the material density, c[J/(kg·K)] the specific heat, T [◦C] the temperature

and k [W/(m·◦C)] the thermal conductivity, which in this case is considered as being isotropic.

The heat generated due to the hydration reaction Q̇ [W/m3] is given by:

Q̇ = lξ · ξ̇ (5.6)

where lξ[J/m
3] is the heat generated per cubic meter of RCC and ξ[.] is the hydration degree

which expresses the evolution of the hydration reaction. The hydration degree ξ may vary,

theoretically, between 0 and 1. However it is known in practice that the final hydration degree

is only achieved under ideal conditions, the latter being generally represented by a ξ∞ < 1.0

(Cervera et al., 2000a).

The boundary conditions involve the heat flux at surfaces (equation 5.7), where h[W/(m2·◦C)]

is the heat transfer coefficient, Text[
◦C] is the ambient temperature and n is a normal vector of

the surface.

∂T

∂n
=







h
k
· (Text − T )

0 if insulated surface
(5.7)

The hydration degree evolution ξ̇[s−1] may be expressed by the following Arrhenius-type

function:

ξ̇ = Ã(ξ) · exp

(

−
Ea

R · T

)

(5.8)
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where Ã(ξ)[s−1] is the chemical affinity function, the activation energy is given by Ea[kJ/mol]

and R[kJ/(K· mol)] is the universal gas constant. The Ea/R ratio ranges between 3000 and

8000K (Cervera et al., 1999a). It shall be kept in mind that each RCC mixture is unique

and that several parameters shall be carefully evaluated for each mixture. For example, the

amount of pozzolan incorporated within an RCC mixture will, in high proportions, influence

the activation energy in which case laboratory testing should be reinforced. In the present work

it was decided to proceed with the currently adopted values.

The chemical affinity function is provided by equation 5.9 (Cervera et al., 1999a), where kξ,

ηξ0 , Aξ0 and η are material properties derived from the reactive porous media theory presented

by Coussy (1996). For more details about this hydration law, the reader is refered to Cervera

et al. (1999a).

Ã(ξ) =
kξ
ηξ0

(

Aξ0

kξ · ξ∞
+ ξ

)

· (ξ∞ − ξ) · exp

(

−η ·
ξ

ξ∞

)

(5.9)

The mechanical characteristics of the RCC, as it has already been underlined before, will

also depend on the hydration reaction evolution. In this work an ageing degree κ[.] concept

is used, based on the one proposed by Cervera et al. (1999a). The ageing degree evolution κ̇

is described as in equation 5.10 and will depend on both temperature and hydration degree’s

evolutions. In equation 5.11, TT is the maximum temperature for concrete hardening, Tref is the

reference temperature used for determining the final compressive strength (generally = 20◦C)

and nT is a material property. In equation 5.12, Af and Bf are material constants, while

ξset is the hydration degree that defines the end of the setting phase and the beginning of the

material’s solidification (Byfors, 1980; Cervera et al., 1999a).

κ̇ = λT (T ) · λfc(ξ) · ξ̇ ≥ 0 (5.10)

λT (T ) =

(

TT − T

TT − Tref

)nT

(5.11)

λfc(ξ) = Af · ξ +Bf , for ξ ≥ ξset (5.12)

Then, the mechanical properties, such as the compressive strength fc, may be described as

function of the ageing degree (equation 5.13, where fc,∞[MPa] is the final compressive strength).

fc(κ) = κ · fc,∞ (5.13)
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5.2 Probabilistic tools

The main objective of the probabilistic model used in this chapter is to assess the variability of

the model output by accounting uncertainties inherent to some input parameters. Uncertainties

are propagated through the model by means of an Monte Carlo (MC)-type method (in this case,

the RBD-FAST is used).

In a first approach, sensitivity analyses are performed in order to assess the influence of

input uncertainties on the output of the model. Generally, sensitivity analyses are carried out

via the Sobol indices (Sobol, 1993) (e.g. in the work of Venkovic et al. (2013) on a probabilistic

microporomechanics model for cement paste at early-age). However, the Sobol indices technique

is numerically expensive and not affordable in the present work. Therefore, the RBD-FAST

(Tarantola et al., 2006; Mara, 2009), a less expensive method, is here preferred over the Sobol

indices. For more details about sensitivity analysis methods please refer to the appendix B. In

a second approach, the variables’ spatial randomness is considered via bi-dimensional random

fields theory.

5.2.1 Sensitivity test

The Random Balance Design FAST (RBD-FAST) (Tarantola et al., 2006) is a sensitivity test

derived from the Fourier Amplitude Sensitivity Test (FAST) (Saltelli et al., 1999). The FAST

method is based on the variance decomposition, used here to compute the first-order sensitivity

indices Si. In this work, the RBD-FAST is chosen over the FAST method because of the

increased number of needed simulations of the latter, for the number of random variables that

are dealt with in this chapter (minimum of 570 against 250 simulations (Saltelli et al., 1999)).

On the other hand, RBD-FAST has the disadvantage of leading to a lower accuracy for low

values of the sensitivity indices. A brief description of FAST and RBD-FAST is made here.

In FAST, each independent random variable (r.v.) is generated from a periodic search func-

tion (equation 5.14), on which each r.v. is assigned a characteristic integer frequency wi (Xu and

Gertner, 2008). Those frequencies shall be chosen in such a way that they avoid interferences be-

tween the outputs on those frequencies and their higher order harmonics {wi, 2wi, . . . ,Mwmax}

(Tarantola, 2006). In equation 5.14, xi is one realization of the r.v. and F−1
i is the inverse
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cumulative distribution function over xi.

xi = F−1
i

(

1

2
+

1

π
arcsin(sin(wis))

)

, −π ≤ s ≤ π (5.14)

Therefore, the model output will be a periodic function and a Fourier analysis can then be

performed over it, the Fourier coefficients Aj and Bj being determined (equations 5.16 and 5.17,

where f is the model output) and used to compute the total (V ) and partial (Vi) variances of

the model output. The first order sensitivity indices are finally obtained by equation 5.19.

V ≈ 2

+∞
∑

j=1

(

A2
j +B2

j

)

(5.15)

Aj =
1

2π

∫ π

−π

f(x(s)) · cos(js)ds (5.16)

Bj =
1

2π

∫ π

−π

f(x(s)) · sin(js)ds (5.17)

Vi = 2

+∞
∑

p=1

(

A2
pwi

+B2
pwi

)

(5.18)

Si =
Vi

V
(5.19)

The number of simulations N needed in FAST may be found by means of equation 5.20, let

M = 4 and wmax = 35 in this work.

N = (2 ·M · wmax + 1) · 2 (5.20)

The advantage of RBD-FAST is that each r.v. may be sampled from a periodic search

function considering a single frequency wi for all r.v., which will lead to a reduction on the

number of simulations N . This is possible thanks to a randomization procedure used in RBD-

FAST (Mara, 2009). The randomization procedure consists of randomly permuting the set of

samples for each r.v., run the model using those permuted sets of r.v., and finally reorder the

model output according to the input permutation for each r.v.. Then, for each reordered set of

output the single frequency wi is restored and the sensitivity indices may be evaluated using

the same procedure as in FAST.

Moreover, this randomization procedure also assures the obtention of unbiased r.v., enabling

RBD-FAST to be applied as a screening method such as Monte Carlo-type sampling methods.
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The fact that sampling is made from a periodic search function allows the covering of the

entire probabilistic search space. Therefore, the RBD-FAST is not only applied in this thesis

to perform sensitivity analysis, but also to propagate uncertainties within the model, given the

advantages and characteristics referred here.

For further details about FAST and RBD-FAST the reader is referred to Tarantola (2006),

Xu and Gertner (2008), Mara (2009) and to the appendix B of this thesis.

5.2.2 Random fields

The usefulness of random field theory relies on the possibility to represent the spatial variability

of a given parameter (or set of parameters) over a model. On a random field, the random

variables are sampled over space, given autocorrelation functions, on which are specified the

correlation lengths assigned to each random variable on each field direction (θx and θy in a 2D

random field).

Random field theory has been applied in several research domains, such as in structural

engineering (e.g. Liu et al., 2001)) and in geotechnical engineering (e.g. Vanmarcke (1977)

and more recently Griffiths and Fenton (2004), Popescu et al. (2005), Lopez-Caballero and

Modaressi-Farahmand-Razavi (2010), Caro et al. (2011), among others).

A random field is called stationary or homogeneous if the joint probability functions are

independent of the absolute location and if the covariance only depends on the relative location

between each couple of points discretized over the domain.

There exist several methods available to discretize a random field, such as the midpoint

method (used in this thesis), the spatial average method and series expansion-based methods

(e.g. Karhunen-Loève or Newman). In the midpoint method, the model is sub-divided into

several cells, each one being assigned a random value of the parameter of interest, constant

within that cell. The autocorrelation function defines the correlation between the values of

adjacent cells of the model. Here, the field is bidimensional (2D) and two autocorrelation

functions are given, one in each direction, characterized by two different correlation lengths: θx

and θy. Because of the lack of field data about the parameters’ spatial variation, the squared

exponential autocorrelation function, given by equation 5.21, was assumed to be well adapted

to this study.

ρ̂Gi,Gj
= exp

[

−π

[

(

dx
θx

)2

+

(

dy
θy

)2
]]

(5.21)
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In equation 5.21, ρ̂ is the correlation coefficient between points Gi and Gj, dx and dy being

the horizontal and vertical distances between those two points.

In this work, the stationary Gaussian random fields have been generated via Monte Carlo

sampling method. The generation method used in this work is based on the covariance ma-

trix decomposition technique (Lopez-Caballero and Modaressi-Farahmand-Razavi, 2010; Davis,

1987), used in the work of Caro et al. (2011) and proposed by El-Kadi and Williams (2000).

This technique is here briefly described. Based on principal components analysis, the cor-

related random field P is obtained by equation 5.22, where B is the matrix of the eigenvectors

of the correlation matrix R (obtained via equation 5.21 for each pair of points), Λ is the di-

agonal matrix of the square root of the eigenvalues of R and C is the matrix of the Gaussian

uncorrelated random variables. The variables of the random field P are Gaussian N [0, 1] and

correlated following the R matrix.

[P ] = [B] ∗ [Λ] ∗ [C] (5.22)

Afterwards, the Gaussian correlated field P is transformed into a non-Gaussian random field

by using the inverse CDF (cumulative distribution function) method:

fB(x) = F−1
B [FG[fP (x)]] (5.23)

where FB and FG are the CDFs of the non-Gaussian and Gaussian random field respectively. For

further details about this method please refer to Lopez-Caballero and Modaressi-Farahmand-

Razavi (2010) and to the appendix B of this thesis.

5.3 Model parameters and random variables

The adopted hydration and mechanical model parameters (Table 5.2) correspond to a typical

RCC and are based on the work of Leitão et al. (2007). The respective chemical affinity and

the compressive strength evolution for an isothermal test at 20◦C are displayed in Figure 5.2.

The mechanical coupling model parameters (i.e. Af , Bf , ξset and nT ) were obtained by

using an optimization procedure in order to minimize the difference between the measured and

computed values (Figure 5.2b). The measured values were taken from Leitão et al. (2007). De-

tails on the optimization procedure may be found in previous works (Pimentel-Torres-Gaspar,

2010; Lopez-Caballero et al., 2011).
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Figure 5.2: a) Chemical affinity ; b) Compressive strength evolution during isothermal test.

As recalled before, the RBD-FAST technique is used in this work to perform a sensitivity

analysis with the objective of studying the influence of each chosen parameter on the thermal

behaviour of the dam.

During a dam construction, one may say that the material composition will not be exactly

the same all along the construction phase. The material heterogeneity may be due to the ma-

terial’s components themselves or due to human errors on the mixing of those components,

which will affect some material properties, such as enhanced by Schrader (2008). Also, the

meteorological conditions will vary and influence the material thermo-chemo-mechanical be-

haviour. Therefore, in a first approach, the following material characteristics were considered

as being random variables: the water-to-cement ratio (w/c[.]), the cement content (c[kg/m3]),

the thermal conductivity (k[W/(m·K)]) and the wind speed (vwind[km/h]).

While the thermal conductivity is a parameter that influences directly the thermal equa-

Table 5.2: Model parameters

Hydration Ea

R
[K]

kξ
ηξ0

[s−1]
Aξ0

kξ
η ξ∞

model 5000 2500 0.005 8.1 0.779

Mechanical Af Bf nT ξset −
coupling 4.2 -1.05 0.12 0.25 −

General ρ[ kg
m3 ] c[ J

kg·K
] qc[

kJ
kg
] − −

parameters 2400 921 500 − −
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tion, the same does not happen to the water-to-cement ratio, cement content and wind speed.

However, there are other parameters which depend on these, such as the final hydration degree

ξ∞[.] (equation 5.24 by Pantazopoulo and Mills (1995)), the hydration heat generated by cubic

meter of material lξ[kJ/m
3] (equation 5.25, where qc[kJ/kg] is the hydration heat generated by

kg of cement, here assumed 500 kJ/kg) and the convection coefficient hc[W/(m2·K)] (equation

5.3).

ξ∞ =
1.031 · w/c

0.194 + w/c
(5.24)

lξ = c · qc (5.25)

Concerning the hydration model, the only random variable that will input some variability

on the chemical affinity curve is the final hydration degree ξ∞, while all the other parameters

described in Table 5.2 remain constant. The resulting variability about the chemical affinity

curve is plotted in Figure 5.3.
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Figure 5.3: Chemical affinity curve variability, 250 RBD-FAST set#1

In a first approach, and because of the lack of statistical information, all four random

variables w/c, c, k and vwind are supposed to be independent and uniformly distributed. Four

sets of 250 RBD-FAST computations were performed, each one using different combination of

r.v., such as described in Table 5.3.

The statistics of the input random variables for the RBD-FAST set #1 are plotted on Figure

5.4. It may be noticed the relationships between w/c and ξ∞, and c and lξ that were previously

described by equations 5.24 and 5.25.
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Table 5.3: Random variables for RBD-FAST

w/c[.] c[kg/m3] k[W/(m◦C)] vwind[km/h]
#0 0.6 220 2.96 17

#1
µ = 0.6 µ = 220 µ = 2.96 cte. h = 27 W/(m2 ◦C)
CV = 0.1 CV = 0.15 CV = 0.25 −

#2
µ = 0.6 µ = 220 µ = 2.96 cte. h = 10 W/(m2 ◦C)
CV = 0.1 CV = 0.15 CV = 0.25 −

#3
µ = 0.6 µ = 220 µ = 2.96 µ = 17 (µh = 27)
CV = 0.1 CV = 0.15 CV = 0.25 CV = 0.2

#4
µ = 0.6 µ = 220 cte. k = 2.96 µ = 17 (µh = 27)
CV = 0.1 CV = 0.15 − CV = 0.2
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Figure 5.4: Statistics of the input random variables of the 250 RBD-FAST set#1

In order to assess the effect of the RCC properties’ heterogeneity on the model response, two

sets of random fields calculations were performed. The random variables’ characteristics are

described in Table 5.4. The correlation lengths used for each set of random fields are not based

on any field measure. Within the framework of this study it was decided to consider two sets of

random fields adopting correlation lengths that will lead to significantly different random fields.

The choice of θy is simply based on the height of each RCC layer, being for set #5 equal to half

the height of each layer (this means that the correlation between two consecutive layers will be

negligible), and for set #6 equal to the height of two layers (which can be seen as equivalent

to the construction rate of 0.6m per day used in this work).

In Figures 5.5a and 5.5b are plotted one sample of the random field realizations for sets #5
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and #6 respectively.

Table 5.4: Random variables for random fields

w/c[.] c[kg/m3] k[W/(m◦C)] h[W/(m2 ◦C)]

#5
µ = 0.6 µ = 220 µ = 2.96 cte. h = 27
CV = 0.1 CV = 0.15 CV = 0.25 −
θx = 0.5m θx = 0.5m θx = 0.5m −
θy = 0.15m θy = 0.15m θy = 0.15m −

#6
µ = 0.6 µ = 220 µ = 2.96 cte. h = 27
CV = 0.1 CV = 0.15 CV = 0.25 −
θx = 5m θx = 5m θx = 5m −
θy = 0.6m θy = 0.6m θy = 0.6m −
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Figure 5.5: One realization of the random fields: a)set #5; b)set #6.

5.4 Results and discussion - RBD-FAST

First of all, a deterministic calculation, that will serve as reference result, is performed using

the mean values for each parameter described in Table 5.3. The temperature, hydration degree

and compressive strength evolutions will be analyzed on the two points within the dam body,

introduced in section 5.1.

It shall be reminded that the RBD-FAST technique is here applied both to propagate

uncertainties within the model (MC-type technique) and to analyse the outputs by performing

a sensitivity analysis.
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5.4.1 Reference results

For the RBD-FAST computation sets, only some relevant results will be presented here. For the

computation set #1, the temperature, hydration degree and compressive strength evolutions on

“point i”are plotted in Figure 5.6 so that the reader can have an idea of the shape of those results

and comparison with the reference (deterministic) one (i.e. computation set #0). As expected,

the temperature evolution on“point i” (i.e. at the center of the dam body) is characteristic of an

adiabatic behaviour. If the analysis would have continued during the exploitation years of the

dam, that temperature would eventually decrease in time. It may be concluded by analyzing

Figure 5.6b that the hydration degree at the end of the dam construction has not yet reached

its final value ξ∞ = 0.78. Therefore, the compressive strength (Figure 5.6c) has not reached

the final value either. Still regarding compressive strength evolution, it should be noticed the

effect of ξset on defining the end of the setting phase and beginning of RCC’s solidification.

Finally, the deterministic result is in good agreement with the mean curves of the RBD-FAST

computations, which was expected since the mean values of the parameters are the same for

the two cases.

Figure 5.7 displays the temperature evolution on “point d” (Figure 5.7a) as well as the

convergence of the mean, standard deviation (Figure 5.7b) and coefficient of variation (Figure

5.7c) estimators at the end of the dam construction (for an age of 18 days on “point d”).

Regarding the temperature evolution on “point d” (near the downstream face of the dam) the

influence of the external thermal load is obvious, leading to serious temperature oscillations

during the first days after placing. The statistical convergence of the results plotted in Figures

5.7b and 5.7c is assumed to be sufficient for the application considered in this work. In these

figures are also represented by dashed lines the confidence intervals at 5% and 95% obtained via

the t-student and χ2 statistical model at 5% of confidence for the mean and standard deviation

respectively.

Still concerning the RBD-FAST set #1, are also plotted, in Figure 5.8, the temperature

contours at several construction stages. It shall be enhanced here that the results of Figure 5.8

concern only one computation and may therefore be seen as deterministic ones.

5.4.2 Sensitivity analysis

The global sensitivity analysis performed over the results of the RBD-FAST computation sets

leads to the obtention of the first-order sensitivity indices (Si). Here, for the sake of brevity,
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Figure 5.6: Deterministic set #0 vs. RBD-FAST set #1, “point i”: a) Temperature; b)
Hydration degree; c) Compressive strength.

only some relevant results will be presented.

The sensitivity indices traduce the contribution of each random parameter on the response

of the model (in this case, on the temperature, hydration degree and ageing degree evolutions).

As stated before, for this study the analysis was performed over the results obtained at two

different points within the dam: one in the center of the dam body (“point i”) and another

near the downstream face of the dam (“point d”). In Figure 5.9 are plotted the Si obtained

for RBD-FAST computation set #1 concerning both points i and d for temperature T (Figures

5.9a and 5.9c) and hydration degree ξ (Figures 5.9b and 5.9d) as functions of the age. It was

observed that the Si values obtained for the ageing degree κ evolution are very similar to the

ones obtained for the hydration degree ξ. Therefore, for the sake of brevity, Si for κ results will
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Figure 5.7: RBD-FAST set #1, “point d”: a) Temperature; b) Convergence of the temperature
µ̂ and σ̂ estimators; c) Convergence of the temperature CV estimator.

not be presented here. Also, from here on, emphasis will be given to the results concerning the

point located near the downstream face of the dam (“point d”).

From the sensitivity analysis performed over the RBD-FAST computation set #1 several

conclusions may already be made. First of all, it may be concluded that the considered r.v.

affect the results in different ways. Also, according to the emplacement of the analyzed point,

the sensitivity analysis can lead to very different results. For example, by comparing Figures

5.9a and 5.9c, can be noticed the great different responses of Si for the thermal conductivity. In

the point near the downstream face of the dam (“point d”, Figure 5.9c) the thermal conductivity

presents an increasing influence on the temperature results, with a Si that grows up to ≈

0.3, while in the point at the center of the dam body (“point i”, Figure 5.9a) its influence is
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Figure 5.8: Temperature contours, RBD-FAST set #1: a) t = 12 days; b) t = 24 days; c)
t = 36 days; d) t = 48 days

barely noticed. Another important conclusion is that the cement content will dominate the

temperature responses both in the center and near the downstream face of the dam, even if

for the latter its influence will decrease in time due to the increasing influence of the thermal

conductivity. Regarding the water-to-cement ratio, it presents insignificant Si for temperature

results. However, in what concerns hydration degree results, it is the water-to-cement ratio

that dominates the response (Figures 5.9b and 5.9d). This means that the uncertainty induced

in the chemical affinity curve (Figure 5.3) via ξ∞ (which depends on w/c) does not significantly

affects temperature within the dam body but it affects the hydration degree and therefore the

mechanical properties, presenting a sensitivity index that varies between 0.6 and 0.7 during the

dam construction.

The sensitivity index can also be evaluated within the entire dam model at each construction

step, giving Si contours as the ones plotted in Figure 5.10. It shall be noticed that these results
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Figure 5.9: RBD-FAST set #1: a) Si over temperature at “point i”; b) Si over the hydration
degree at “point i”; c) Si over temperature at “point d”; d) Si over the hydration degree at
“point d”.

concern the sensitivity index at a given time of construction. Even if these kind of analysis is

more numerically expensive than the one of Figure 5.9, it gives a spatially distribution of Si,

allowing the identification of the most sensible zones. For example, the Si spatial variations

within the model concerning the cement content and the thermal conductivity, that had already

been analyzed from the results of Figure 5.9, may now be confirmed: in Figure 5.10a the

cement content is clearly more influent in the center of the model; in Figure 5.10b the thermal

conductivity is clearly more influent near the boundaries of the model and presents Si ≈ 0 in

the center of the model.

In Figures 5.11 and 5.12 are displayed the sensitivity indices obtained for the four sets

of RBD-FAST computations, on the point near the downstream face of the dam. A general
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Figure 5.10: RBD-FAST set #1, surfaces of Si: a) Si of c over temperature; b) Si of k over
temperature.

conclusion that may be drawn from these results is that the contribution of each studied variable

does not change much from one computation set to another. However, it is interesting to

observe the differences on the thermal conductivity’s Si evolution in computations #1, #2

and #3. Between sets #1 and #2 the only difference on the computations relies on the hc

(deterministic) value (Table 5.3). While using the lowest value for hc, the thermal conductivity

affects the temperature results, slightly but yet differently: first of all, at the very beginning

of the computation (that is, right after the placing of the RCC layer), it may be observed that

the Si is of ≈ 0.12, greater than the Si for water-to-cement ratio; second of all, the evolution

rate of Si is slower than the one observed in set #1, reaching a final value of almost the half of

the one reached for set #1.

According to these conclusions it seemed important to perform an RBD-FAST sensitivity

test by giving the hc parameter a random character, which is the case of sets #3 and #4. As

stated in section 5.3, the convection coefficient hc is given a random character via the wind

speed vwind. It may be observed in Figures 5.11c and 5.11d that the influence of the wind

speed on temperature is insignificant, exception made for the instant right after placing where

Si ≈ 0.12.

This behaviour indicates that probably there exists a relationship between the thermal

conductivity and the convection coefficient (and/or the wind speed), specially right after placing



148 5.5. Results and discussion - 2D random fields

2 4 6 8 10 12 14 16 18
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Age [d]

S
i
−
T
[◦
C
]

 

 

Point d w/c[.]

c[kg/m3]

k[W/m ºC]

(a)

2 4 6 8 10 12 14 16 18
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Age [d]

S
i −

 T
[º

C
]

 

 

Point d w/c[.]

c[kg/m3]

k [W/m2ºC]

(b)

2 4 6 8 10 12 14 16 18
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Age [d]

S
i −

 T
[º

C
]

 

 

Point d w/c[.]

c[kg/m3]

k [W/m2ºC]
v

wind
[km/h]

(c)

2 4 6 8 10 12 14 16 18
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Age [d]

S
i −

 T
[º

C
]

 

 

Point d

w/c[.]

c[kg/m3]
v

wind
[km/h]

(d)

Figure 5.11: Si over temperature, “point d”: a) RBD-FAST set #1; b) RBD-FAST set #2;
c) RBD-FAST set #3; d) RBD-FAST set #4.

and near the dam surfaces. The same behaviour may be observed for the hydration degree in

Figure 5.12.

5.5 Results and discussion - 2D random fields

In the RBD-FAST computations described previously, the random variables are homogeneous

within the dam model. This means that for each computation, only one set of (constant)

parameters was used, which is equivalent to a random field with correlation lengths θx = +∞

and θy = +∞. In practice, this ideal situation never occurs. For example, while placing

RCC there may be changes in the mixture or even in the compaction schedule all along the

dam construction, which may lead to heterogeneity in some properties. This heterogeneity (or
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Figure 5.12: Si over the hydration degree, “point d”: a) RBD-FAST set #1; b) RBD-FAST
set #2; c) RBD-FAST set #3; d) RBD-FAST set #4.

spatial variability) may be numerically expressed by considering those properties not only as

random variables, but also as bi-dimensional random fields.

In this way, 2D random fields for the cement content, water-to-cement ratio and thermal

conductivity were generated via the method described in section 5.2. It shall be enhanced here

that the correlation lengths θx and θy are not based on any field measures and may be said to be

too extreme, specially for set #6. Still, in future works, this methodology could be applied to

a real case, depending on the availability of field data that would allow an accurate evaluation

of the actual properties’ spatial variation.

The input spatial variability on some model parameters will certainly lead to heterogeneity

on the model output. This may be confirmed by the final surfaces of temperature, hydration
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degree and compressive strength plotted in Figures 5.13 and 5.14. Please notice that these plots

result from one sample of the random fields computation for set #5.

(a)

(b) (c)

H
[m

]

H
[m

]

H
[m

]

Figure 5.13: One result sample of the random fields computation set #5: a) Temperature; b)
Hydration degree; c) Compressive strength.

Finally, in Figure 5.15a are compared the temperature evolution on“point d” for RBD-FAST

computation set #1 and 2D random fields computations sets #5 and #6. It is interesting to

observe the variance reduction on the results of the random fields computation when compared

to the RBD-FAST computations. This behaviour is observed not only on temperature results

but also on hydration and ageing degrees, on both points “i” and “d” (Figures 5.15b and 5.15c).

In Figure 5.15a may also be observed the difference between sets #5 and #6. Random fields

for set #6 are characterized by greater correlation lengths than set #5 (Table 5.4), which leads

to a bigger range of output temperatures (greater variance).

Even if these results concern extreme cases (specially set #5), they illustrate well the im-

portance of an accurate evaluation of the random variables/fields’ statistical characteristics as
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Figure 5.14: One result sample of the random fields computation set #6: a) Temperature; b)
Hydration degree; c) Compressive strength.

well as their impact on the variance reduction of the model output.

5.6 Conclusions

A probabilistic numerical model was used to investigate the effect of some RCC properties’

variability on the thermo-chemical behaviour of a dam. As far as the author is aware, this

is the first application of uncertainty and sensitivity analysis, using RBD-FAST method and

random fields to input material heterogeneity, in the analysis of an RCC dam behaviour during

its construction phase.

The global sensitivity analysis, performed via RBD-FAST sensitivity test, revealed to be a

very useful tool, giving precious information about the influence of each random variable on the

model output. It also allowed to understand the different hierarchies existing for the studied

uncertainties as function of the thermal loading and boundary conditions of the problem, that is,
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Figure 5.15: Results of computations #1, #5 and #6: a) Temperature; b) CV(t) “Point d” for
temperature; c) CV(t) “Point d” for hydration degree.

different sensitivity indices are obtained whether the analyzed point is place on the center of the

dam (adiabatic conditions) or near the downstream face of the dam (non-adiabatic conditions).

Within the four studied random variables, the convection coefficient presented negligible

sensitivity indices, and was therefore given a deterministic value for the 2D random fields

computations. However, a relation seems to exist between the thermal conductivity and the

convection coefficient, which reveals to be an important fact to pay attention to in such a study.

The 2D random fields computations allowed the input of some spatial heterogeneity in the

model, leading to a variance reduction on the model output.

Some hypotheses were adopted for this study, which will need to be revisited in further stud-

ies, such as: the random variables are independent and uniformly distributed; the construction

scheme used for the simulation of the dam construction corresponds to a non-stop construction
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with a rate of 0.6m/day, which is not realistic; the correlation lengths used to define the 2D

random fields are not based on field measures.

It is important to stress out the following: each case study is unique and therefore the

adopted parameters and random variables’ statistical distributions in this chapter may be seen

and interpreted as an example within the proposed methodology. Within each case study,

parameters shall carefully be evaluated and decisions about their variation, either statistically

(mean and CV values) or spatially (correlation lengths for the random fields), may rely not

only on engineering expertise but also on available laboratory and field data. Of course, if such

a study is to be performed during the design phase of a dam project, decisions about those

statistical distributions will mostly be supported by the experts’ experience and most likely

be much conservative. However, a continuous monitoring during the dam’s construction shall

also greatly contribute to the learning process about how to account for uncertainties in such

a project.
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Chapter 6

Probabilistic thermo-chemo-mechanical

analysis of an RCC gravity dam

construction

In this chapter is achieved the main goal of the present thesis: to assess a probability of “failure”

in an RCC dam during construction. The concept “failure”, object of numerous meanings, is

here considered as representing RCC cracking within each casted layer, ruled simply by the

moment when the developed stresses are greater than the tensile strength attained so far.

The probabilistic model adopted here was previously presented in chapter 5, on which the

proposed methodology was tested over the thermo-chemical model of the dam. Therefore, a

Monte Carlo (MC) type method is used here both to propagate uncertainties through the model

and to perform a sensitivity analysis over its output.

The probability of “failure” is here assessed using different approaches. First, an application

using the reliability index β is made. Also, the FOSM method, a level II reliability method,

is applied and the results compared with the ones obtained using a level III method (i.e. MC

type simulations, in this case, the RBD-FAST method). Moreover, the cracking density is

evaluated on some chosen layers and the probability of exceeding a given cracking density limit

is assessed. Finally, a sensitivity analysis is carried out by means of the RBD-FAST test,

over the temperature, hydration and ageing degrees, and stresses’ results. Moreover, a naive

Bayesian approach is applied as a kind of sensitivity analysis over the results of cracking density.

Such as in chapter 4, the full thermo-chemo-mechanical model is considered, allowing the

computation of the stress level during the dam construction. The adopted procedure to evaluate
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cracking index and density was previously applied in a deterministic context in chapter 4. Since

this chapter concerns the application of that methodology to the thermo-chemo-mechanical

model, uncertainties related to the mechanical behaviour are added those which were concluded

to me more influent in chapter 5. Furthermore, the sensitivity analysis’ results are compared

with the ones presented in chapter 5. Finally, it shall be enhanced here that, as it was previously

discussed in chapter 4, the adopted model is not able to account for the material self-healing

at early ages, and therefore, once stress is greater than strength, it is considered to be cracked.

Because the model does not accounts for damage either, cracking does not interfere with the

evolution of mechanical properties such as the Young’s modulus, since the model traduces a

non-linear viscoelastic behaviour.

6.1 Application

The dam model used in the present chapter is the same as the one adopted in previous chapters

4 and 5. For the sake of brevity, only some general information is presented here. The model

consists of an RCC gravity dam body of 28.2m high, 30m wide at its base level and with a

downstream slope of 0.8, such as schematically represented in Figure 6.1.

Foundation

RCC

28
.2

m

4.8m

1.0 V

0.8 H

Q̇

insulated

Text

b i

b lu

30m

Figure 6.1: Dam model scheme

The construction schedule is performed by using a “multi-model” concept which consists of

solving a sequence of models. To each of those models a 0.6m thick layer is added, the initial

conditions of each one being the solution of the previous solved one. More details about the

“multi-model” concept may be found in chapter 3. The adopted construction schedule for the
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present chapter consists on casting one 0.6m thick layer per day and stopping for a 3-day period

at the end of each set of 5 layers. This construction schedule corresponds to “cc fast” used in

chapter 4, and is here depicter in Figure 6.2a.

The thermo-chemo-mechanical model used in this work accounts for the heat of hydration

within the dam, given by Q̇[J/m3] (equation 6.1, where lξ[J/m
3] is the heat generated per cubic

meter of RCC and ξ[.] is the hydration degree). The evolution of the mechanical properties

is dependent on both temperature and hydration degree by means of the ageing degree κ[.]

(equation 6.2). The hydration threshold given by ξset defines the beginning of the material’s

stiffening, above which the mechanical properties begin to evolve. Equations 6.5, 6.6 and 6.7

give the mechanical properties’ evolution.

Q̇ = lξ · ξ̇ (6.1)

κ̇ = λT (T ) · λfc(ξ) · ξ̇ ≥ 0 (6.2)

λT (T ) =

(

TT − T

TT − Tref

)nT

(6.3)

λfc(ξ) = Af · ξ +Bf , for ξ ≥ ξset (6.4)

fc(κ) = κ · fc,∞ (6.5)

ft(κ) = κ2/3 · ft,∞ (6.6)

E(κ) = κ1/2 · E∞ (6.7)

All of the dam faces, as well as the top foundation boundaries, interact with the environment

through heat flux exchange, given by equation 6.8, where h[W/(m2·◦C)] is the heat transfer

coefficient, Text[
◦C] is the ambient temperature, k[W/(m·◦C)] is the thermal conductivity and

n is the normal vector to the surface. In the present chapter, two cases are considered for the

ambient temperature evolution: winter and summer, depicted in Figure 6.2b. Equation 6.9

traduces the evolution of the ambient temperature. The adopted parameters are the same as

those used in chapter 4 for cases “W1” and “S1”, here described in Table 6.1.

∂T

∂n
=







h
k
· (Text − T )

0 if insulated surface
(6.8)

Text(t) = Tm +∆Ty · sin (2π · fy · t + φy) + ∆Td · sin (2π · fd · t+ φd) (6.9)
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Figure 6.2: a) Construction scheme; b) Ambient temperature.

Table 6.1: Parameters for ambient temperature evolution

Tm[
◦C] ∆Ty[

◦C] ∆Td[
◦C] fy[year

−1] fd[d
−1] φy[rad] φd[rad]

W1-S1 15 15 12 1 1 0 0.5

Such as in chapter 4, the results analyzed here concern the model response on both points

“lu” and “i” (Figure 6.1), as well as layers on which those points are located. Moreover, other

critical layers are also analyzed. These points intend to represent the model response in a point

which is more mechanically and thermally loaded (“point lu” located at 2.1m from both the

foundation and dam face) and a point where the thermal behaviour is expected to be adiabatic

(“point i”).

6.2 Model parameters and random variables

As recalled before, the hydration and mechanical model parameters adopted in this chapter are

the same as in chapter 4, here described in Table 6.2. This set of model parameters corresponds

to a typical RCC and are inspired from the work of Leitão et al. (2007) (hydration model) and

the work of Cervera et al. (2000b) (mechanical model).

In order to account for some uncertainties related to the material behaviour, a random

character is given to some model parameters. The choice of the thermal model parameters

that have a random character (w/c, c and k) is here supported by the conclusions of chapter 5.

Then, the hydration threshold ξset and the final compressive strength fc,∞ have also a random
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character in order to account for uncertainty directly related to the mechanical model. Finally,

a parameter that is related not only to the thermal model, but also to the environmental

conditions that occur at the dam construction site, the casting temperature T0 = Text + ∆T0,

is also accounted for as a random variable (through uncertainties related to ∆T0, which is the

added temperature due to RCC mixing and transportation).

Therefore, in this work, uncertainties related to the following 6 parameters are accounted

for by means of random variables, described in Table 6.3: water-to-cement ratio w/c[.], cement

content c[kg/m3], hydration threshold ξset[.], thermal conductivity k[W/(m·◦C)], added casting

temperature ∆T0[
◦C] and final compressive strength fc,∞[MPa].

The statistics of all of the six independent and uniformly distributed random variables are

plotted in Figure 6.3. Such as in chapter 5, not all of these random variables will directly

influence the model parameters. The model parameters which are affected by the randomness

injected on those variables are the final hydration degree ξ∞[.] (equation 6.10), the hydration

heat per unit volume lξ[J/m
3] (equation 6.11, where qc = 283.6 kJ/m3), the final tensile strength

ft,∞[MPa] (equation 6.12, where A+ = 0.342) and the final Young’s modulus E∞[GPa] (equation

6.13, where Ae = 3.95). The correspondent histograms of the input distributions for these

parameters are plotted in Figure 6.4.

ξ∞ =
1.031 · w/c

0.194 + w/c
(6.10)

lξ = c · qc (6.11)

ft,∞ = A+ · f 2/3
c,∞ (6.12)

E∞ = Ae · f
1/2
c,∞ (6.13)

Table 6.2: Model parameters

Hydration Ea

R
[K]

kξ
ηξ0

[s−1]
Aξ0

kξ
η ξ∞ −

model 5000 2500 0.005 8.1 0.779 −

Viscoelastic E1 : E2 τ2[h] ν E∞[GPa] fc,∞[MPa] ft,∞[MPa]
model 3:1 1 0.2 25 40 4

Mechanical Af Bf nT ξset − −
coupling 3.0 0.1 0.12 0.3 − −

General ρ[ kg
m3 ] c[ J

kg·K
] qc[

kJ
kg
] k[ W

m·◦C
] h[ W

m2·◦C
] αT [

1
◦C

]

parameters 2400 921 284 2.3 27 0.6 · 10−5
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Table 6.3: Random variables

w/c[.] c[kg/m3] ξset[.] k[W/(m·◦C)] ∆T0[
◦C] fc,∞[MPa]

µ 0.6 220 0.3 2.3 2 40
CV 0.1 0.15 0.2 0.25 0.5 0.25
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Figure 6.3: Statistics of the input random variables

All of the random variables are considered to be uniformly distributed. This choice relies

on the fact that, even if the existent database for RCC dams is large, each dam project and

RCC mixture is unique. To rely on an ensemble of data from different dam projects in order

to define probability distributions of the desired parameters could be done but seemed risky

in the present framework, and it was therefore decided to perform the study by adopting

uniform distributions for all of the random parameters. This does not invalidates, however, the

applicability of the presented methodology by adopting normal or lognormal distributions to

account for uncertainties related to model parameters. Still, the adopted mean and coefficient of

variation values were carefully chosen relying on available data from literature (ACI Committee

207, 1999; Conrad, 2006; Leitão et al., 2007). For example, the choice of the final compressive

strength’s fc,∞ mean and coefficient of variation is justified by the data from literature which

relates this parameter to the amount of cement (in this case, cement and fly ash, C+F). This

relationship was reported by Conrad (2006) and may be found in chapter 2 of this thesis, in
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Figure 6.4: Statistics of model parameters affected by random variables: a) Water-to-cement
ratio and final hydration degree; b) Cement content and heat of hydration; c) Final compressive
and tensile strengths and Young’s modulus.

Figure 2.18. In this Figure 2.18, the compressive strength at 365 days of age, for c + f ≃

220kg/m3 is of approximately 40MPa, if the USACE curve is considered. Then, in the case of

Mujib dam also reported by Conrad (2006), the Young’s modulus at 365 days of age (Figure

2.19) presents a coefficient of variation CV = 0.26. Based on these records, a mean value of

40MPa and a CV of 0.25 was adopted for fc,∞, which, given equation 6.13 will lead to a similar

CV for E∞.

6.3 Evaluation of the probability of cracking

At the image of the work presented in chapter 4, which concerns deterministic evaluations of the

cracking density in a given layer, the same analysis is performed in this chapter in a probabilistic

manner, leading to the obtention of a complementary cumulative distribution function (CCDF)

which traduces the probability of exceeding the cracking density in each layer at a given age.
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The adopted procedure to compute the cracking density is fully addressed in chapter 3.

In the present study, two sets of 250 computations are performed. For each set, the random

variables are the same, the ambient temperature evolution differing. As previously exposed, two

different scenarios are considered for Text, as described in Figure 6.2b: one for a construction

during winter/cold season, and another for a construction during summer/hot season.

In the following, firstly the output of the model (temperature, hydration and ageing degrees

and first principal stresses) are evaluated in the two analyzed points “lu” and “i”. Then, the

probability of cracking (i.e. P [(ft − σ1) ≤ 0]) is assessed on those two points by means of the

commonly used reliability index (β of Cornell (1967)). Also, the FOSM method is applied and

the results compared. Afterwards, the cracking density is evaluated on some chosen layers.

Then, probability curves are assessed on those layers and at different ages of the material.

6.3.1 Temperature, hydration and ageing degrees, and first principal

stress results

In Figure 6.5 is plotted the obtained temperature evolution on “point lu” corresponding to the

250 computations, as well as the mean, median and standard deviation for both case scenarios,

winter and summer. It is also depicted the result of a deterministic computation performed with

the mean values of all of the considered random variables. The ambient temperature influence

on the output of the model is well evidenced in Figure 6.5 both by the casting temperature

(around 6◦C for winter and 20◦C for summer) and by the temperature evolution itself: the

temperature output is decreasing during winter after the temperature peak due to hydration

and continuously increasing during summer until the end of construction due to an increasing

mean ambient temperature (conf. Figure 6.2b).

The statistical convergence of the results was evaluated and assumed to be sufficient for

the purpose of the present study. In Figure 6.6 are plotted the convergence of the mean,

standard deviation and CV estimators for temperature evaluated on “point lu” at the end of

dam’s construction simulation, for the winter case scenario. In Figure 6.6 are also plotted, by

dashed lines, the confidence intervals obtained via the t-student and χ2 statistical models at

5% of confidence for the mean and standard deviation estimators, respectively.

These results concern the temperature obtained on a point located near the foundation and

upstream face of the dam (“point lu”). As it was previously observed in chapter 5, for the point

located near the dam faces (here “point lu”, in chapter 5 “point d”), the temperature evolution
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Figure 6.5: Temperature evolution on “point lu”: a) Construction during winter; b) Construc-
tion during summer.
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Figure 6.6: Convergence of temperature results on “point lu” at the end of construction: a)
Mean and standard deviation estimators; b) CV estimator.

right after casting (in the first days of age) is very much influenced by the daily oscillations

characteristic of the ambient temperature. Analyzing Figure 6.7 it may be seen that the same

happens for the point at the interior of the dam (“point i”), right after casting. This is because,

for the adopted construction scheme, there is a 3-day pause in construction after casting layer

#20. “Point i”, located in layer #19 is therefore at 0.9m from the surface of layer #20 and

suffers from the ambient temperature oscillations (please recall that “point lu” is located at

2.1m from the dam surface). However, after the stopping period of 3 days, the temperature

at “point i” continues to increase either during winter and summer, representing the expected
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adiabatic behaviour in the dam core.
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Figure 6.7: Temperature evolution on“point i”: a) Construction during winter; b) Construction
during summer.

The hydration and ageing degree evolutions are very similar on both points “lu” and “i” for

the two case scenarios. Therefore, for the sake of brevity, in Figure 6.8 are only plotted the

results in “point lu”. The randomness introduced in ξset is well evidenced in Figure 6.8b by a

wide range of ages for κ = 0 that covers the beginning of the ageing degree evolution for all of

the 250 computations.
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Figure 6.8: Hydration and ageing degrees evolution on “point lu”: a) Construction during
winter; b) Construction during summer.

In Figures 6.9 and 6.10 are plotted the first principal stresses and tensile strengths evolutions
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obtained on points “lu” and “i”, respectively.

For both case scenarios winter and summer, “point lu” is mostly under compression until

approximately 30 days of age, when the inflection changes, stresses begin to increase and ten-

sile stresses arise. When the tensile stress is greater than the tensile strength (grey area), then

cracking occurs. However, there may be some computations on which the set of random values

is such that it leads to stresses that will never overlap the developed strength during the con-

struction period. It shall be enhanced here that in the present model the stresses’ redistribution

that occurs once cracking takes place is not accounted for in the present approach, which is

why high tensile stress values are obtained when compared with the reality. If a comparison is

done between the mean results of Figure 6.9a and the results of the default case of Figure 4.6e

(in chapter 4), the differences are due to the construction scheme, which was continuous in the

deterministic default case of chapter 4 and is, on the other hand, discontinuous in the present

chapter, by accounting for stops of 3 days after each 5-day construction period.

(a) (b)

Figure 6.9: First principal stress and tensile strength evolution on “point lu”: a) Construction
during winter; b) Construction during summer.

On“point i”, in Figure 6.10, it is concluded that during summer greater compressive stresses

occur during the construction period. By comparing the developed stresses and strengths, it

may be concluded that “point i” is more prone to cracking at early ages right after casting,

specially for a construction during summer. However, the stress mean response never overlaps

the strength mean response, for both case scenarios winter and summer.

It shall be reminded here that on the present model, once failure has occurred (i.e. once

σ1 ≥ ft), the material is considered to be cracked for the rest of the analysis. This means that,
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even if later in time the stress state has changed from tension to compression, if during tension

the tensile strength was not sufficient to sustain it, then cracking occurs. This is well evidenced

in Figure 6.10, where tensile stresses occur at early ages and may be greater than the tensile

strength, passing later to the compression side.

6.3.2 Reliability index and FOSM

Now, the analysis of the obtained results could proceed in a more “traditional”manner by cal-

culating the Cornell’s reliability index β. Even if this approach is not adopted in the present

work to achieve its main goal, an example is performed here in order to support its comprehen-

sion. The reliability index, previously presented in chapter 1, may be obtained here such as in

equation 6.14, where µft and µσ1
are the mean values of the tensile strength (“capacity”) and

first principal stress (“demand”), respectively, σft and σσ1
being their standard deviations. This

method assumes that both ft and σ1 may be represented by normal distributions and only uses

the mean and standard deviation information resulting from the 250 computations to compute

the probability of failure, which is obtained by the CDF of the standard normal distribution,

Φ, such as in equation 6.15.

β =
µft − µσ1
√

σ2
ft
+ σ2

σ1

(6.14)

(a) (b)

Figure 6.10: First principal stress and tensile strength evolution on “point i”: a) Construction
during winter; b) Construction during summer.
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pf = Φ(−β) (6.15)

In Figure 6.11 are plotted the evolutions of the reliability index β as well as the probability

of failure pf = P [(ft − σ1) ≤ 0] on “point lu” for both case scenarios. It may be concluded

that for a construction during summer, the probability of failure between ages of 40 and 60

days is slightly higher, and that for both case scenarios the obtained reliability indexes and

probabilities of failure are similar after the age of 60 days.
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Figure 6.11: Reliability index β and probability of failure P [(ft − σ1) ≤ 0] on “point lu”: a)
Construction during winter; b) Construction during summer.

Now, a comparison of the obtained probability of failure by using all of the data resulting

from the 250 computations, with an analysis using the FOSM method (First Order Second

Moment, a level II reliability method). The results are plotted in Figure 6.12 for the summer

case scenario.

For the 250 MC-type computations, the probability of failure estimator p̂f and its coefficient

of variation CV [p̂f ] are here computed by means of equations 6.16 to 6.20, where g(X) is

the so-called performance function, previously defined in chapter 1. For FOSM results (from

2 · n + 1 = 13 computations, n being the number of uncertain parameters), the probability

of failure is obtained through the reliability index β (equation 6.14). It is concluded that the

probabilities of failure obtained with the two approaches diverge for lower probabilities (at lower

ages) and converge to the same values for greater probabilities.

pf =

∫

g(X)≤0

f(X) · dX (6.16)
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Figure 6.12: Probability of failure, FOSM vs. MC-type computations, evaluated in “point lu”,
summer case scenario

Ig =







1 g(X) ≤ 0

0 g(X) > 0
(6.17)

pf =

∫

X

Ig(X) · f(X) · dX (6.18)

p̂f =
1

N

N
∑

i=1

Ig(Xi) (6.19)

CV [p̂f ] =

√

1− p̂f
(N − 1)p̂f

(6.20)

It is enhanced here that the probabilities of failure obtained for the MC-type computations

are an estimate that will converge for an exact value by increasing the number of computations

(here of 250). It may also be observed that the CV obtained for the 250 computations decreases

for greater values of p̂f , which is expected, meaning that the uncertainty on the results is

bigger for lower probabilities. Moreover, the fact that the results diverge for lower probabilities

when comparing the FOSM and the MC-type computations enhances the importance of fully

probabilistic methods on the reliability analysis of this kind of problems.

The probabilities of failure obtained here concern the response of the model in a single point

within the dam body. Since the main goal of this work is to assess the cracking density within

each casted layer, in the following the cracking density is evaluated in two different layers and

furthermore the probability of failure within those layers is assessed.
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6.3.3 Cracking density results

The cracking density may firstly be evaluated on all of the layers at the same time, i.e. for a

given instant of construction, such as depicted in Figure 6.13 on which ρf is plotted as a function

of the casted layer number at the end of the dam construction. The differences between winter

and summer are evident. First of all, it may be observed that the cracking densities of the first

12 layers are similar for both case scenarios, with a slightly wider range of values for summer

and a bigger peak value on the first layer. Apart from the first 12 layers, the differences on the

obtained ranges of cracking densities are obvious, evidencing the construction scheme influence

and its interaction with the ambient temperature.

During winter, some computations have reached a complete cracking (ρf = 1.0) on several

subsequent layers. However, it is also observed that the mean result does not exceeds ρf = 0.4,

which means that those curves attaining ρf = 1.0 consist on extreme cases. Moreover, the fact

that the mean and deterministic curves do not coincide traduces the complex behaviour of the

present analysis and, since the deterministic computation consists on using the mean values

of the random variables, this may be an indicator that there may be an interaction between

the adopted random variables, which should be further explored in future developments. This

aspect will be further discussed for the sensitivity analysis in section 6.4.1.
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Figure 6.13: Cracking density in all layers at the end of construction: a) Construction during
winter; b) Construction during summer.

Now, the following layers are chosen here in order to assess the cracking density evolution

during construction in more detail: layers #4, #9 and #19. Layers #4 and #19 are those on
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which points “lu” and “i” are located, respectively.

As depicted in Figures 6.14 and 6.15, a wider range of cracking density values is found for

layers #4 and #9 at the end of construction, while constructing during summer. On both

layers and for both scenarios, the maximum cracking density is around 0.2, the mean curve

being characterized by lower values for the summer case scenario.

This analysis may be accompanied by Figure 6.13, from which these conclusions can also

be drawn if the intention is to assess the cracking density at the time instant of the end of

construction. It shall be enhanced here that those layers on which peak values of ρf are found

in Figure 6.13b (layers #15, #20, #25, #30, #35, #40 and #45) are actually layers on which

construction has stopped for a 3-day period (Figure 6.2a). As previously discussed in chapter

4, those are critical layers on which cold joints’ treatment should take place, and may therefore

be object of attention. This point will be further addressed in this chapter. Therefore, with

Figure 6.13 it may also be concluded, if the peak values obtained for the summer case scenario

are ignored, by comparing the mean (red) curves, that during winter greater cracking density

values are obtained.

On the other hand, on layer #19, a wider range of values for cracking density is obtained

for a construction during winter (Figure 6.16). In this layer, even if the mean curve stays below

ρf = 0.3, some extreme cases occur, attaining the maximum ρf = 1.0. However, and if the

peak values during summer are ignored, by comparing the mean curves (red ones) of Figures

6.13a and 6.13b it may be concluded that during winter, greater cracking density values are

obtained.
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Figure 6.14: Cracking density evolution in layer #4: a) Construction during winter; b) Con-
struction during summer.
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Figure 6.15: Cracking density evolution in layer #9: a) Construction during winter; b) Con-
struction during summer.

For layer #19 (Figure 6.16a) it is well evidenced what was previously discussed in Figure

6.13: there are several sets of random variables that lead to complete cracking of the layer

(ρf = 1.0) right after casting, which happens during winter (Figure 6.16a), and not during

summer (Figure 6.16b), under the same construction schedule. This enhances the fact that it

is not sufficient to rely on the mean and standard deviation results in this case, since the risk of

neglecting extreme cases is higher. Moreover, those extreme cases may correspond to random

variables’ combinations which are less realistic. This can be further understood by applying a

naive Bayesian approach, which is further presented in section 6.4.4.
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Figure 6.16: Cracking density evolution in layer #19: a) Construction during winter; b) Con-
struction during summer.
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6.3.4 Probability function for cracking density

In order to assess the probability of exceeding a certain cracking density within each layer, the

complementary cumulative distribution function (CCDF) may be evaluated over the results

of ρf , at each construction step (i.e. for a given material age). Here, an example is firstly

performed over layer #9. In Figure 6.17 are plotted the cracking density results for the two

considered scenarios, winter (Figure 6.17a) and summer (Figure 6.17b), as well as the probability

distribution functions (pdf), evaluated at three different moments of construction: ages 15, 29

and 43 days, which correspond, in the construction schedule, to the instants of casting of layers

#19, #29 and #39 respectively (Figure 6.2a). By comparing the pdf obtained at 43 days of

age, the bigger output variability obtained for a construction during summer is clear, such as

previously discussed in Figure 6.13 and verified in Figure 6.15b.

(a) (b)

Figure 6.17: Cracking density evolution in layer #9 and pdf at 15, 29 and 43 days of age:
Construction during winter; b) Construction during summer.

It was found that the data adjusts well with the Weibull probability distribution function,

given by equation 6.21, where α andm are the scale and shape factors, respectively. The Weibull

CDF, given by equation 6.22, traduces the probability of the cracking density being lower than

a certain limit ρf,lim. In this work, the aim is to assess the probability of exceeding ρf,lim

and therefore the complementary CDF (equation 6.23), here denominated CCDF, is evaluated

instead (Helton et al., 2006).

f(ρf) =
m

α

(ρf
α

)m−1

exp
[

−
(ρf
α

)m]

(6.21)

P [ρf ≤ ρf,lim] = 1− exp
[

−
(ρf
α

)m]

(6.22)
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P [ρf ≥ ρf,lim] = exp
[

−
(ρf
α

)m]

(6.23)

In Figure 6.18 are plotted the obtained CCDF distributions corresponding to the pdf plotted

in Figure 6.17 at 15, 29 and 43 days of age. The round points correspond to the data obtained

from the 250 computations, being the continuous line the approximation obtained while apply-

ing the Weibull CCDF. A similar form of CCDF was found in the work of the Japan Concrete

Institute (JCI, 2012) concerning cracking in concrete at early ages. The CCDF curve that

resulted from JCI’s work is based on numerical and experimental data performed over different

concrete structures such as multi-layered members and columns on which cracking has occurred

or not. In JCI (2012) it is concluded that the probability curve obtained is not independent

of the type of structure under analysis and that much more data would be needed in order to

increase the reliability of the obtained result, namely concerning structures without cracking.
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Figure 6.18: CCDF curves, P [ρf ≥ ρf,lim] in layer #9 at 15, 29 and 43 days of age: a)
Construction during winter; b) Construction during summer.

From the results of Figure 6.18, it is concluded that the CCDF form will evolve with the

layer’s age, presenting changes on both scale and shape factors, α and m which are increasing

with age. By comparing winter and summer results it is observed that, at the same age, α is

very similar, while m presents bigger differences, namely at ages of 15 and 43 days: m more

than doubles for 15 days of age during summer when comparing with winter; on the other

hand, at 43 days of age, the opposite occurs and m is more than the double during winter

than during summer. It may also be concluded that for the same level of cracking density limit

ρf,lim, the probability P [ρf ≥ ρf,lim] is greater while constructing during winter, exception made
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for the lower cracking densities at 15 days of age, on which P [ρf ≥ ρf,lim] is greater for the

summer case scenario. Actually, it is the only case on which the shape factor m of the Weibull

function is bigger for summer than for winter. This indicates that this particular layer would

be more prone to develop cracking at early ages if the construction takes place during summer.

However, this is only observed for very low values of the cracking density, since for higher values,

the probability of exceeding them will be higher during winter than during summer (i.e. for

ρf,lim = 0.05, P [ρf ≥ ρf,lim] = 0.15 during winter and of P [ρf ≥ ρf,lim] = 0.0 during summer,

for layer #9 at 15 days of age). Therefore, these conclusions can not be generalized for all

layers.

Now, this analysis may be performed over different layers, at the same material age, such as

in Figure 6.19. It may be observed that, even if the age is the same on all of the three layers,

the CCDFs present different shape and scale factors. This evidences the fact that this analysis

not only accounts for the influence of the material age on the probability of exceeding a certain

cracking density limit, but also for the position of the layer, its boundary conditions, ambient

temperature and construction schedule scenarios. Once more, this enhances the fact that no

conclusions about P [ρf ≥ ρf,lim] can be generalized from one layer to another.
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Figure 6.19: CCDF curves, P [ρf ≥ ρf,lim] in layers #4, #9 and #19 at 29 days of age: a)
Construction during winter; b) Construction during summer.

It is interesting to analyze here those layers on which construction has stopped for a 3-day

period and whose surfaces are considered to be cold joints. Let’s consider layers #5, #10, #15

and #20, on which construction has stopped for a period of 3 days after their casting (Figure



Chapter 6. Probabilistic thermo-chemo-mechanical analysis of an RCC gravity dam construction 175

6.2a). The CCDFs curves are evaluated at the end of the dam’s construction and the results

are plotted in Figure 6.20. What can be concluded here is that the Weibull distribution appears

to fit well layers #5 and #10, which are located lower in the dam body. Not much difference

is obtained for these two layers for both case scenarios. On the other hand, for layers #15 and

#20, which are located higher in the dam body, the Weibull distribution seems not to fit as well

to the computed 250 data. It is also observed that during summer, P [ρf ≥ ρf,lim] is higher for

the summer case scenario. This has actually been reported before in Figure 6.13b, where it was

clear that those layers on which construction has stopped show higher mean values for cracking

density. These results enhances the conclusion that special attention shall be paid to layers on

which the construction has stopped for several days and whose surfaces are considered to be

cold joints, which had already been discussed in the deterministic approach presented in chapter

4. The results presented here lead also to the conclusion that even if this is a useful method, it

concerns one layer at a time and a singular CCDF curve will not traduce the behaviour of the

entire dam. This can be further enhanced by analyzing the obtained probabilities on all the

entire dam body, such as demonstrated hereafter.
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Figure 6.20: CCDF curves, P [ρf ≥ ρf,lim] in layers #5, #10, #15 and #20 at the end of dam’s
construction: a) Construction during winter; b) Construction during summer.

An example is performed by fixing ρf,lim = 0.2. In Figure 6.21 P [ρf ≥ ρf,lim] is plotted,

assessed on each casted layer at the end of the dam’s construction, for both case scenarios

winter (Figure 6.21a) and summer (Figure 6.21b). The layers whose surfaces are considered to

be cold joints (#5, #10, #15, #20, #25, #30, #35, #40 and #45) are indicated between black
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bold lines. The higher probabilities obtained for the layers on which construction has stopped

for 3 days are evident for a construction during summer, while during winter the probabilities

surfaces evolve more smoother with the height of the dam. It is also concluded that, apart

from the first two casted layers, there is a zone between heights of 2 and 7m on which the

probabilities are very low for both case scenarios. As it was previously observed in Figure 6.13,

the cracking densities obtained for the first 12 layers stay generally below the value of ρf = 0.2,

which is why in this analysis P [ρf ≥ 0.2] is that low. Moreover, the reason why on those first

12 layers the output variability is lower is due to the compressive stresses which are acting on

that lower part of the dam (such as demonstrated in chapter 4 with the deterministic results).

(a) (b)

H
[m

]

H
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]

Figure 6.21: Probability surfaces at the end of the dam’s construction a) Construction during
winter; b) Construction during summer.

6.4 Sensitivity analysis

In this section is performed a global sensitivity analysis by means of the RBD-FAST test over

the fully thermo-chemo-mechanical model. The same analysis was previously performed over

the thermo-chemical model, and the results are exposed and discussed in chapter 5.

In this chapter is also introduced a naive Bayesian approach in order to overcome the

impossibility of applying the sensitivity test RBD-FAST to the cracking density results.
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6.4.1 RBD-FAST method

The RBD-FAST is a sensitivity test based on the Fourier Amplitude Sensitivity Test (FAST),

and that uses the variance decomposition method in order to assess the first-order sensitivity

indexes given by equation 6.24, where Y is the model output, Xi is a generic input variable,

V (E[Y |Xi]) is the variance over the mean of the output given Xi, and V (Y ) is the variance

of the model output. More details about the RBD-FAST are given in chapter 5 and in the

appendix B.1 of this thesis.

Si =
Vi

V
=

V (E[Y |Xi])

V (Y )
(6.24)

The first-order sensitivity indexes are analyzed on both chosen points “lu”and“i”and intend

to give information about the influence of each random variable on the output of the model,

namely on temperature, hydration and ageing degrees, first principal stress and cracking index.

6.4.2 Temperature, hydration and ageing degrees, and first principal

stress

The first-order sensitivity indexes plotted in Figure 6.22 traduce the influence of each random

variable on the temperature output on “point lu”. It is clear that the uncertain parameter that

most influences the temperature output is the cement content c[kg/m3], for both case scenarios,

winter and summer. However, a clear difference is observed between the two scenarios: the

Si for thermal conductivity k[W/(m◦C)] increases with age for a construction during winter,

attaining Si = 0.4 at the end of the analysis; the increasing of Si for the thermal conductivity

k[W/(m◦C)] is accompanied by a decrease of Si for the cement content c[kg/m3]; on the other

hand, during summer it presents values that do not exceed 0.15 at 20 days of age and that are

almost zero at the end of construction.

From the results of the sensitivity analysis previously performed over the thermo-chemical

model (chapter 5), the behaviour traduced in Figure 6.22a was expected. It was concluded on

chapter 5 that, on a point near the dam face, the thermal conductivity plays an important role on

the temperature evolution. However, the results obtained for a construction during summer for

the thermo-chemo-mechanical model (Figure 6.22), on which the thermal conductivity appears

to have little influence, prove that the complexity of the problem shall not be reduced to

one only case scenario concerning the ambient temperature evolution. Moreover, the remain
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Figure 6.22: Si over temperature at “point lu”: a) Construction during winter; b) Construction
during summer.

uncertainties considered through parameters w/c, ξset and fc,∞ present sensitivity indexes that

do not exceed 0.1. An exception is made for ∆T0, which greatly influences the temperature right

after the construction (by means of the casting temperature T0 = Text(t = t0) + ∆T0), on the

first days after casting, presenting values of 0.6 and 0.95 for winter and summer, respectively.

In Figure 6.23 are plotted the sensitivity indexes over temperature at“point i”. As previously

concluded in chapter 5 and verified in Figure 6.23, the cement content is the most important

considered uncertainty. The results obtained for winter and summer are similar.
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Figure 6.23: Si over temperature at “point i”: a) Construction during winter; b) Construction
during summer.

The sensitivity indexes may also be evaluated within the entire dam model at each con-
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struction step, which leads to Si surfaces such as the ones depicted in Figures 6.24, 6.25 and

6.26. Such as previously discussed in chapter 5, even if they require a greater numerical effort,

these kind of results allows the identification of the most sensible zones by giving a spatial

distribution of the sensitivity index.
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]
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]

Figure 6.24: Si surfaces of c over temperature: a) Construction during winter; b) Construction
during summer.
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]

Figure 6.25: Si surfaces of k over temperature: a) Construction during winter; b) Construction
during summer.
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For example, Figure 6.24 supports the conclusions achieved with Figures 6.22 and 6.23

by enhancing lower Si for cement content over the temperature output found close to the

foundation and near the dam faces (where “point lu” is located) for the winter case scenario,

and also on the top (younger) layers, on which higher Si are found during summer (Si = 0.65

right after casting in Figure 6.23). This last remark is also supported by the Si surfaces of

Figure 6.26, on which higher Si values for ∆T0 over temperature are obtained on the upper

(younger) layers for the winter case scenario, in agreement with the first Si value depicted in

Figure 6.23a. The conclusions made over Figure 6.22 about the thermal conductivity influence

may also be supported by the Si surfaces plotted in Figure 6.25, on which higher values are

obtained near the dam faces for the winter case scenario.

(a) (b)

H
[m

]

H
[m

]

Figure 6.26: Si surfaces of ∆T0 over temperature: a) Construction during winter; b) Construc-
tion during summer.

Passing now to the hydration and ageing degree results (Figure 6.27), the obtained sensitivity

indexes on“point lu”are similar for both case scenarios. Also, on“point i”the sensitivity indexes

found for the ageing degree evolution are very similar. Therefore, in Figure 6.27 it was decided

only to plot the winter case scenario. For the hydration degree (Figure 6.27a), the results are

similar to the ones obtained for the thermo-chemical model (chapter 5), with the water-to-

cement ratio being the most influencing parameter. Still, right after construction, ∆T0 presents

a non-negligible Si of around 0.45.

For the ageing degree, the most influencing considered uncertainty is, undoubtedly, the
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hydration threshold ξset which dictates the beginning of the ageing degree evolution and, con-

sequently, of the mechanical properties. This study reveals that the uncertainty related to

the ξset parameter shall not be ignored since it plays an important role on the model output.

This uncertainty was not previously considered on the sensitivity analysis performed over the

thermo-chemical model in chapter 5 since the objective was not centered on the mechanical

behaviour, and therefore the sensitivity indexes presented in chapter 5 for the ageing degree

were very similar to the ones found for the hydration degree.

The sensitivity indexes found for the hydration degree on “point i” suffer some differences

between the two case scenarios. Such as depicted in Figure 6.28, the overall evolution of the

sensitivity indexes resembles between both scenarios but the final values for w/c and c present

an overall difference of 0.1.

Concerning the sensitivity indexes obtained over the first principal stress results, there are

significant differences between the two case scenarios on both analyzed points. For “point lu”

the evolution of the sensitivity indexes presents several oscillations and peak values until the

age of 30 days. While during winter, those peaks values concern ξset and the cement content,

during summer they also concern the thermal conductivity and present more oscillations. Also

it is noticed that for a construction during winter, around 10 and 30 days of age, all of the

sensitivity indexes are lower than 0.2. This behaviour could be due to two causes: whether

this indicates that there mat be are second-order effects that the present analysis is not able to

account for; or this is due to the nil first principal stresses that occur during this period, such
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Figure 6.27: Si over hydration and ageing degrees at “point lu” for construction during winter:
a) Hydration degree; b) Ageing degree.
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Figure 6.28: Si over hydration degree at “point i”: a) Construction during winter; b) Construc-
tion during summer.

as previously depicted in Figure 6.9a. In Figure 6.9a it can also be observed that the instant of

30 days of age corresponds to the age on which the mean values of σ1 passed from compression

to tension. Even if the results do not lead to clear conclusions until 30 days of age for both

case scenarios, it may still be concluded that at the end of construction it is the cement content

which will rule the first principal stress evolution, presenting Si of 0.45 in winter and 0.65 in

summer.
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Figure 6.29: Si over the first principal stress at “point lu”: a) Construction during winter; b)
Construction during summer.

In Figure 6.30 are plotted the sensitivity indexes over the first principal stress on “point i”.

From these results it is clear that the two considered uncertainties that have most impact on
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the first principal stresses are related to the hydration threshold ξset and the cement content.

Higher Si values were found for ξset between ages of 10 and 20 days during winter and between

10 and 30 days during summer, approximately. It is also noticed that around 30 and 10 days of

age for winter and summer case scenarios, respectively, the final compressive strength presents

a peak value. Going back to Figure 6.10, it may be concluded that these values correspond to

ages during which the range of obtained stresses is narrower and tends towards compression.

At the end of construction, at 50 days of age, it may be concluded that the most influencing

uncertainty is related to the cement content, presenting Si values of 0.55 during winter and 0.5

during summer. The hydration threshold ξset attains Si values of 0.2 during winter and 0.3

during summer.
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Figure 6.30: Si over the first principal stress at “point i”: a) Construction during winter; b)
Construction during summer

The results discussed here about the sensitivity analysis performed over the first principal

stresses output appear to lead to the conclusion that it is the thermal behaviour which is most

influencing the stress state at the end of construction, by giving higher sensitivity indexes to the

cement content which directly influences the heat generated per cubic meter of RCC lξ[J/m
3].

The cement content was previously concluded to highly influence the temperature evolution.

Moreover, this sensitivity analysis also shows that at earlier ages the hydration threshold ξset,

which rules the beginning of the evolution of the mechanical properties, presents non-negligible

sensitivity indexes. This is a parameter of difficult estimation in practice and therefore object

of uncertainties, which are here proven that shall not be neglected.
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6.4.3 Cracking index

A sensitivity analysis may also be performed over the cracking index If = ft/σ1 via the RBD-

FAST test. Here are plotted some of the results of Si surfaces obtained over the cracking index

output of the model. Once more, it is clear that the behaviour changes significantly with the

case scenarios winter and summer.
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Figure 6.31: Si surfaces of c over the cracking index: a) Construction during winter; b) Con-
struction during summer.

It is here once more depicted the importance of the cement content c[kg/m3] on the model

output. In Figure 6.31 are evidenced the different sensitivity index contours obtained for both

cases scenarios, as well as their spatial variation inside the dam body. It is particularly enhanced

the higher sensitivity indexes on the dam faces as well as on the upper (and younger) layers.

The sensitivity index contours for the hydration threshold ξset and the thermal conductivity

k[W/(m◦C)] show the difference on the results obtained for the two case scenarios. It appears

that for a construction during summer, ξset has more influence on the cracking index in the

upper (and younger) layers, while the same behaviour is not verified during winter. For the

thermal conductivity, the sensitivity indexes are obtained on the same areas within the dam,

presenting higher values for a construction during summer.
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Figure 6.32: Si surfaces of ξset over the cracking index: a) Construction during winter; b)
Construction during summer.

(a) (b)

H
[m

]

H
[m

]

Figure 6.33: Si surfaces of k over the cracking index: a) Construction during winter; b) Con-
struction during summer.

6.4.4 Naive Bayesian approach

Performing a sensitivity analysis via the RBD-FAST test over the cracking density results

makes no sense in the present work. This is because the cracking density assessment results

from a post-treatment of the model output on which a hypothesis is made: the evolution of the
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cracking index evaluated on each point of a secondary mesh is considered to be monotonically

increasing during all of the analysis (more details may be found in chapter 3). This means that

if the tensile stress is greater than the tensile strength developed so far at each time instant,

cracking occurs and is irreversible. Therefore, even if the stress state changes to compression

and the value of cracking index turns to “safe” values, this is not accounted for in the cracking

density concept.

In order to overcome this limitation, it is proposed here to perform a sensitivity analysis

based on the naive Bayesian approach, described hereafter. This approach is generally applied

in order to compute conditional probabilities by means of the Bayes’ rule and/or to perform

the so-called Bayesian updating. In the present work, however, none of these applications is

done, the target consisting on simply performing a kind of sensitivity analysis by evaluating

the random variables’ combinations which will lead to extreme values of cracking density.

In the naive Bayesian framework applied here, the obtained cracking density curves could

be seen as a database resulting from a training data set on which variability of some input

parameters is accounted for. Examples of this approach may be found in literature on the

seismic field, such as in Lancieri and Zollo (2008), among others. In this sense, the probability

of exceeding a certain cracking density limit, on a given layer, could be estimated for a specific

combination of input variables such as the cement content and final compressive strength. At

the same time, the results could be updated given new input variables’ combinations. However,

and as already stated, in the framework of this thesis, these features are not exploited.

Suppose that A is a variable that depends on some other variables B = {B1, . . . , Bp}.

The so-called Bayes’ rule (Bayes and Price, 1763) may be described by equation 6.25, where

P (A|B1, . . . , Bp) is the conditional probability of A given B and is commonly called poste-

rior, P (B1, . . . , Bp|A) is the conditional probability of B given A, commonly called likelihood,

P (A), the prior, is the probability of occurrence of A, and P (B1, . . . , Bp) is the probability of

occurrence of B, that is, the evidence.

P (A|B1, . . . , Bp) =
P (B1, . . . , Bp|A) · P (A)

P (B1, . . . , Bp)
(6.25)

In the present context, the prior would be the output of the model, that is, all of the 250

cracking density curves evaluated for a given layer. The evidence, on the other hand, would be

the input of the model, in this case the statistical distributions of the input random variables.

As it was previously presented in section 6.3.4 of this chapter, the objective is to assess the
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probability of exceeding a predefined limit value for the cracking density ρf,lim. Given this,

the posterior P (A|B1, . . . , Bp) would be the cracking density curves on which, for a chosen

instant of time or age, the cracking density exceeds the adopted limit. Therefore, the likelihood

would be the input random variables’ combinations that lead to those extreme cases of cracking

density.

In order to better illustrate this naive Bayesian approach, the cracking density limit and the

random variables’ combinations are identified on layers #4 and #19. Figure 6.34 represents the

analysis over layer #4 for a construction during winter, while Figure 6.35 concerns the same

analysis for a construction during summer. For layer #4, a cracking density limit ρf,lim at the

end of construction of 0.18 was established.

A correspondence between equation 6.25 and the results plotted in Figures 6.34 and 6.35

may be done. To improve the results’ reading, equation 6.25 is written using different col-

ors. Therefore, the posterior P (A|B1, . . . , Bp) are the red curves of Figure 6.34a, the likeli-

hood P (B1, . . . , Bp|A) are the plain blue distributions of random variables of Figure 6.34b, the

prior P (A) are the 250 grey cracking density curves of Figure 6.34a and finally, the evidence

P (B1, . . . , Bp) are the input random variables’ green distributions of Figure 6.34b.
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Figure 6.34: Naive Bayesian approach to evaluate sets of r.v. that lead to ρf > ρf,lim on layer
#4 for a construction during winter.

Now, given this analysis, some conclusions can be drawn. From the results plotted in

Figures 6.34 and 6.35 it is clear that higher values of the cement content c[kg/m3] are leading

to the higher cracking densities in layer #4. Moreover, it may also be concluded that for

a construction during winter, higher values of the thermal conductivity k[W/(m◦C)] are also

leading to greater cracking densities (Figure 6.34b). All of the other input random variables
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Figure 6.35: Naive Bayesian approach to evaluate sets of r.v. that lead to ρf > ρf,lim on layer
#4 for a construction during summer.

that lead to ρf ≥ ρf,lim are covering the entire range of values of the input distribution.

These results corroborate the conclusions drawn from the sensitivity analysis, indicating

that higher cement contents lead to a higher cracking density. The higher cement content

actually means higher hydration heat generated per cubic meter of RCC, meaning that the

cracking density distribution is being highly influenced by the thermal behaviour of the dam.

Moreover, it is also concluded that for a construction during winter, it higher values of the

thermal conductivity also influence those higher cracking densities. These conclusions may

therefore be confirmed and supported by the global sensitivity analysis performed over the

temperature output of the model via the RBD-FAST test. Once more, it is proven here that

the thermal behaviour of the dam is highly contributing to the cracking extent inside each

casted layer.

Now, the same naive Bayesian approach can be applied to a previously identified critical

layer: layer #19 for a construction during winter (Figure 6.16a). This time, the considered

cracking density limits are of 0.4 and 0.8. It is observed in Figure 6.36 that, once more, higher

cement contents lead to higher cracking density. However, for layer #19, not much can be

said about the thermal conductivity k[W/(m◦C)], since its distribution covers all of the values’

input range.

The application presented here and the conclusions drawn from it could be useful in practice

if the aim is to limit the cracking density. For example, in the particular case dealt with within

this thesis, it could be concluded that if the cracking density is to be limited at 0.4 in layer
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Figure 6.36: Naive Bayesian approach to evaluate sets of r.v. that lead to ρf > ρf,lim on layer
#19 for a construction during winter

#19 for a construction during winter, then cement contents higher than 220kg/m3 should be

avoided, as depicted in Figures 6.36a and 6.36b.

It is believed that the naive Bayesian approach applied here is of very much interest in this

kind of analysis by giving useful information about how the input random variables will affect

the cracking density output, allowing in this sense a kind of sensitivity analysis. As previously

stated, a great advantage of this kind of procedure is that it can be completed with more

information coming from other computations, even if they use different distributions for the

input random variables. Moreover, the conclusions drawn from this analysis are supported by

the global sensitivity analysis previously performed in section 6.4.1.
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6.5 Conclusions

In this chapter, the thermo-chemo-mechanical modelling of an RCC dam construction was

assessed within a probabilistic context. Uncertainties related to some model parameters and

material properties were accounted for in the framework of a sensitivity test performed through

RBD-FAST analysis. Those uncertainties are related to parameters that concern both the ther-

mal and mechanical behaviour: water-to-cement ratio w/c, cement content c[kg/m3], hydration

threshold ξset that dictates the beginning of mechanical properties’ evolution, thermal con-

ductivity k[W/(m◦C)], the added casting temperature ∆T0[
◦C] and final compressive strength

fc[MPa]. These uncertainties will interfere with other parameters such as the final hydration

degree ξ∞ (via w/c), the heat generated per cubic meter of RCC lξ[J/m
3] (via the cement

content), the final tensile strength ft,∞[MPa] and Young’s modulus E∞[GPa] (via fc,∞).

An example by using the reliability index, commonly used in practice, to compute the

probability of failure was performed. This analysis was carried out over the output of the

model in a single point, which is either located near the foundation and upstream face of the

dam (point “lu”), either in the core of the dam (point “i”). It was concluded that the probability

of failure increases with age and is higher during summer between ages of 40 and 60 days, being

similar afterwards. However, β only uses the mean and standard deviation information of the

output and higher-order reliability methods should be applied. Moreover, the FOSM method,

a level II reliability method, is performed and the reliability index obtained. The probability of

failure assessed via the FOSMmethod and an MC-type method (a level III reliability method, in

this case, RBD-FAST sampling) are compared and it is concluded that those results diverge for

lower probabilities, enhancing the importance of reliability analysis of higher levels to estimate

lower probabilities.

Two case scenarios were applied concerning the ambient temperature: winter and summer.

For the MC-type method results, wider ranges of the cracking density ρf were observed for a

construction during summer, characterized by lower mean values of ρf when compared with

the winter case scenario. However, in some layers (i.e., layer #19), extreme values of ρf are

observed for the winter case scenario.

The probability of failure related to the cracking density on each casted layer was further

assessed. The complementary cumulative distribution function (CCDF), which gives the prob-

ability of exceeding a given cracking density limit ρf,lim (P [ρf ≥ ρf,lim]), is obtained on three

analyzed layers at different ages. It is concluded that the obtained CCDFs adjust well to



Chapter 6. Probabilistic thermo-chemo-mechanical analysis of an RCC gravity dam construction 191

the Weibull distribution function, which was reported by the Japanese Concrete Institute in a

study about early-age cracking of concrete structures (JCI, 2012). For the present study and

the considered uncertainties, it is concluded that P [ρf ≥ ρf,lim] depends on the position of each

layer, on the age of the correspondent material and on the ambient temperature case scenario.

Therefore, P [ρf ≥ ρf,lim] shall not be described by one single curve representative of the entire

dam since it changes significantly from one layer to another.

Moreover, by analyzing those layers on which construction has stopped for longer peri-

ods, the most critical layers are characterized by higher probabilities of failure. Decisions on

changing the mixture of those layers, adjusting the construction schedule or performing cold

joints treatment could be supported with this analysis. In the present case, lower probabilities

P [ρf ≥ ρf,lim] are found for the summer case scenario, exception on the layers considered to be

cold joints. Then, it it appears that the adopted construction scheme is better adapted to the

summer case scenario, provided that cold joints’ treatment takes place in order to reduce the

higher P [ρf ≥ ρf,lim] found in those layers.

The results of the RBD-FAST analysis not only allow the evaluation of the variability on the

model output, but also to perform a global sensitivity analysis which gives useful information

about the influence of each random variable on the output of the model. The same analysis

was previously performed over the thermo-chemical part of the model only (in chapter 5). The

results found within this chapter are compared and revealed to be in agreement with the results

of chapter 5. Such as in 5, it was concluded that the cement content, which affects the amount

of heat generated per cubic meter of material (lξ[J/m
3]), is the most influencing parameter on

the temperature evolution.

However, two exceptions were found with the sensitivity analysis in this chapter. First of

all, the sensitivity index obtained for thermal conductivity over temperature results for both

case scenarios is different, attaining values of 0.4 during winter and remaining insignificant

during summer, which enhances the importance of the ambient temperature evolution on the

model behaviour. This behaviour is observed due to the higher temperature gradients that

occur for the winter case scenario between the dam faces and the environment. Second of all,

concerning the ageing degree it is observed that the random variable that most influences is

the hydration threshold ξset, which was not accounted for in chapter 5, and proves here to have

high importance on the model behaviour, in particular in the mechanical properties’ evolution

(which are dependent on the ageing degree).

Concerning the sensitivity analysis over the mechanical behaviour, namely the first principal



192 6.5. Conclusions

stress results, it is concluded that the oscillations obtained for the sensitivity indexes may be

due to: interaction between the random variables that can not be captured and assessed by the

present approach; or to nil stresses that occur on the analyzed points until a certain age. The

obtained results appear to lead to the conclusion that it is the thermal behaviour which is most

influencing the stress state at the end of construction, by giving higher sensitivity indexes to the

cement content which directly influences the heat generated per cubic meter of RCC lξ[J/m
3].

It shall however be enhanced that at earlier ages the hydration threshold ξset, which rules

the beginning of the evolution of the mechanical properties, presents non-negligible sensitivity

indexes. It is concluded with the obtained results that ξset presents significant sensitivity indexes

concerning the stress state, namely at very early ages. However, it is also observed that those

Si evolve with age, being higher at early ages on points located near the dam faces, and later in

time on points located in the core of the dam. Since the hydration threshold is a parameter of

difficult estimation in practice (values that ranges from 0.1 to 0.6 in the available literature De

Schutter and Taerwe, 1996) and therefore object of uncertainties, these results enhance, once

more, its importance and prove that it shall not be neglected.

Moreover, a naive Bayesian approach was applied in order to illustrate how to easier assess

the set of random variables that lead to extreme values of the cracking density in a given layer

and perform a sort of sensitivity analysis. It was concluded that higher cement contents lead

to a higher cracking density and also that, for a construction during winter, higher values of

thermal conductivity also influence those extreme cracking densities.

Concluding, it is interesting to mention that in the naive Bayesian approach presented in

section 6.4.4, the conclusions drawn before with the RBD-FAST sensitivity test were also found

in this approach by analyzing the random variables combinations that lead to extreme values

of the cracking density in a given layer. It is therefore here believed that this naive Bayesian

approach is a useful tool which supports the sensitivity analysis. Moreover, a database of

input random variables could be enlarged from this first one by feeding it with other input

distributions and consequent cracking densities outputs of the model, provided that the same

RCC dam case scenario is applied.
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Chapter 7

Conclusions and recommendations for

future research

After the description of this thesis’ framework in chapters 1 2, 3, the conclusions drawn from

this work are presented and discussed partially at the end of the applied chapters 4, 5 and 6.

As frequently as possible, references between chapters and comparisons about their conclusions

were made. In this last chapter, the main conclusions are reviewed in order to give the general

framework of the thesis’ contribution and future applications.

7.1 Main conclusions

The main conclusions of the present thesis are here gathered and organized within the fol-

lowing structure: deterministic approach and probabilistic approach over the thermo-chemical

behaviour and over the thermo-chemo-mechanical behaviour.

Deterministic approach:

� It was concluded that the model behaviour not only depends on whether the construction

has begun during winter or summer, but also on the daily and yearly ambient temperature

evolution.

� The changes adopted for the construction scheme show that increasing the duration of

stops between the casting of two layers will increase the cracking extent within each layer.

� The account for cold joints’ treatment by changing the convection coefficient of the top

surface of each layer, as well as thermal and mechanical restrains imposed by formwork
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are two aspects which are not commonly accounted for in this kind of analysis. They were

here demonstrated as leading to non-negligible reduction of the cracking density extent.

Probabilistic approach, thermo-chemical behaviour:

� The convection coefficient revealed not to be very influent in the model output by pre-

senting low sensitivity indexes Si and was therefore considered as deterministic in the

further applications.

� By applying the random fields theory, the spatial variability of some parameters was

accounted for (i.e., water-to-cement ratio, cement content and thermal conductivity),

which lead to a reduction of the output variance when compared with the results using

random variables only.

Probabilistic approach, thermo-chemo-mechanical behaviour:

� By applying FOSM (a level II reliability method) and an MC-type method (a level III

reliability method) it is observed that for lower probabilities the results diverge when

comparing the two methods. For the MC-type method, the uncertainty on the results is

bigger for lower probabilities, which actually correspond to ages of the material around

40 days. This analysis enhances the importance of the input uncertainties related to the

model parameters that traduce the material behaviour during hardening, when the aim

is to estimate lower probabilities.

� The Weibull distribution is concluded to be well adapted to the CCDFs for the cracking

density ρf . Attention shall however be paid to layers which are considered to be cold

joints (layers on which construction has stopped for 3 days, in the present case study).

� The CCDFs allow the estimation of the probability of exceeding a certain pre-defined

cracking density limit. It is concluded that those probabilities increase with the mate-

rial’s age and one single curve is not representative of the entire dam because it changes

according to the layers’ position.

� It is concluded that, for the case dealt with in this thesis, and given the considered un-

certainties, lower probabilities of exceeding ρf,lim are found for the summer case scenario,

excepting when analyzing cold joints. Therefore, the adopted construction scheme is bet-

ter adapted for a construction during summer, provided that cold joints’ treatment takes

place.
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� The thermal conductivity is characterized by higher values of Si on those cases on which

higher thermal gradients occur between the dam faces and the environment.

� The percolation threshold ξset reveals to have high influence on the ageing degree and

consequently on the mechanical properties’ evolution. Also, it presents significant Si for

the stress state evolution, namely at very early ages, right after casting for points located

closer to the dam faces, and later in time for points located in the core of the dam.

� The casting temperature reveals to be influent at very early ages on the temperature

evolution, presenting very low Si later in time. It can then be concluded that this param-

eter could be considered as deterministic in future applications. This conclusion was also

verified with the deterministic study performed in chapter 4.

� By applying the naive Bayesian approach to cold joints’ layers, decisions on limiting the

cement content or the water-to-cement ratio on those critical layers could be supported.

By placing this work in the bigger framework of dam risk analysis, it is believed that

the proposed methodology could be seen as a contribution to help engineers understand how

uncertainties will affect the dam behaviour during construction and rely on it in the future to

improve and support the design phase of the dam project.

7.2 Recommendations for future research

Some recommendations for future research are suggested here. An idea for future work would

be to account for spatial variability within the full thermo-chemo-mechanical analysis, such

as it was done for the thermo-chemical analysis in chapter 5. Also, a 3D modelling could be

performed in order to study the transverse joints’ location that would minimize the cracking

damage extent.

Concerning the non-linear viscoelastic behaviour model, some improvements could also take

place by including plastic deformations and the early-age crack healing due to the ongoing

hydration process. Furthermore, accounting for the crack opening and growth could also be

foreseen.

Moreover, some hypothesis were made within this work that should be object of further

studies and improvements. One example are the random variables, which were always consid-

ered as being independent and described by uniform distributions. This hypothesis was taken
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under the basis that the available information on RCC dams properties is too vast and may

vary considerably from one project to another. It is enhanced several times along the text

that the random variables’ definition much be object of a very careful assessment, adapted to

each dam project and rely on experimental and in situ data as frequently as possible, which is

why it was decided in this thesis to describe them as uniform independent random variables.

This does not mean, although, that the presented methodology must be confined to this kind

of distributions, and other distributions could and should be applied in further studies. For

example, it is known that the mechanical properties are generally characterized by lognormal

distributions, which could be included in the present methodology. Also, other model parame-

ters which are related to the cementitious matrix and aggregates could be further explored by

accounting more explicitly for other additives and other type of aggregates.

Another hypothesis concern the adopted correlation lengths used to describe the random

fields in chapter 5, which were not based in any field measure. This point should be further

explored by trying to assess with as much accuracy as possible correlations lengths on field.

Still about the probabilistic model, it is concluded that the Weibull distribution does not

adjusts as well for on some critical layers. Those results, as well as the convergence of the

probabilities of failure, should be improved by increasing the number of MC-type computations.

About the naive Bayesian approach presented at the end of chapter 6, it could be further

explored in order to feed the model with more data and assess the probability of failure. This

approach could also be further applied in order to estimate probabilities of failure, which is not

addressed in the present thesis.

Finally, other Level III reliability methods could be applied in this thesis’ framework. An

example could be by performing importance sampling (IS). The IS would center the search

space around lower probabilities of failure. A quick application of IS was actually made at the

end of this thesis’ work but did not reveal to lead to improvements of the reliability analysis.

It was believed that this was due the fact that all of the random variables’ distributions are

uniform. A future application would be to use IS and other random variables’ distributions.
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Appendix A

Studied approaches to model the dam

layered construction

In this appendix are presented three approaches that were studied to model the layered con-

struction of the dam. The adopted approach used in this thesis is described in chapter 3.

A.1 High conductivity coefficient

In this first approach, the non-activated/unconstructed layers are modeled and given material

properties that are not the ones of the RCC material (Figure A.1).

Because the heat flow is applied on the upper boundary of the column, the idea of this

approach is to assure that all this heat flow arrives at the upper activated layer. Therefore, the

non-activated layers properties are chosen in order to allow the heat to be directly transmitted

to the activated layers. This means that the “pre-constructed” material is a very conductive

one. Hence, the thermal conductivity coefficient k[W/(m·◦C)] is very high. For the specific heat

c[J/(kg·◦C)] and density ρ[kg/m3], the adopted values correspond to air at 20◦C. In order to

simulate the layered construction, each of the materials properties follows a construction curve.

This curve is based on the construction schedule of the column: the first layer (foundation) is

already activated since the beginning of the computation; the second layer is activated at 24h;

each one of the upper layers is activated 12h after the activation of the precedent layer. The

model parameters are described in Table A.1.

Firstly, the heat flow applied on the surface needs to be accurately transmitted to the non-

activated layers. Therefore, a first computation was performed, considering both a 5 and 10

layered column. The models are described in Figure A.1 by a simplified scheme. In the 5 layered
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column, all of the layers are “activated” (i.e. their properties are the RCC properties). In the

10 layered column, the first 5 layers are “activated” and the 5 upper ones are “non-activated”.

On both columns, the heat flow is applied on the upper boundary. The initial temperature of

all layers is of 20◦C and the ambient temperature is of 30◦C. The lower boundary is maintained

at 20◦C during all the simulation.

As it can be concluded by analyzing Figure A.2, the temperature evaluated on the same

points for the two simulations is slightly lower for the 10 layered column case. Still, those

differences do not exceed 0.5◦C, which is considered here not to be too significative. This means

that the assumption of giving the non-activated columns a very high conductivity coefficient is

valid.

q

b 12

b 13

b 14

b 15

b 16

b 17

b 21

q

b 7

b 8

b 9

b 10

b 11

0.5m

0.1m

1m

Foundation

RCC activated layers

Non-activated layers

Figure A.1: Model scheme for 5 and 10 layered column

Table A.1: Material properties

Material Foundation Non-activated layers RCC
Density ρ[kg/m3] 2710 1.2 2400

Specific heat c[J/(kg·◦C)] 921 1000 921
Heat conduction coefficient k[W/(m·◦C)] 1.5 3000 2.33
Heat transfer coefficient h[W/(m2·◦C)] 10 1000 10
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After validating this hypothesis, a computation was performed this time considering the

layered construction. The numerical time step for this computation was of 360s (0.1h).

In Figure A.3a are plotted the densities evolutions of each layer during the computation.

As it was mentioned earlier, the foundation layer is already activated since the beginning of the

computation. That is why the blue line in Figure A.3a is constant at 2710kg/m3.

Analyzing Figure A.3b the instants of activation of each layer can easily be distinguished. It
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Figure A.2: Heat flow on surface, two approaches for the birth and death of elements technique:
a) 5 layered column; b) 10 layered column.
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Figure A.3: Layers’ construction simulation and temperature evolution in time, first approach:
a) Layered construction simulation; b) Temperature evolution in time.
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is also evidenced in this figure that each layer, after being activated, heats up until the following

layer is activated. This was expected because the exterior temperature (30◦C) is greater than

the temperatures developed so far inside each layer. However, this procedure is not able to

impose the casting temperature of each layer at their respective activation times. Another

point to be remarked here is that each layer begins to cool down right after the activation of

the following layer. This point is not correct because it would be expected that each layer

continues to heat due to the higher temperatures verified on the upper layers.

A.2 Moving mesh

In this subsection is described the second approach that was studied in order to simulate the

birth and death of elements technique.

“Moving mesh” is a functionality of COMSOL Multiphysics® that allows the simulation of

a moving boundary according to a given construction curve.

As in the first approach, the foundation layer is already activated since the beginning of the

computation. The time step is of 60s and the total time of the simulation is of 100h.

The foundation and RCC properties are described in Table A.1. However, the material

properties of the “non-activated” layers are not the same as the ones described in Table A.1.

Because in this approach is the upper boundary that moves, the properties’ values of each layer

before being constructed/activated will be almost zero.

Figure A.4a shows the evolution of the material density in time according to the construction

schedule. This validates the layered construction. Compared to the first approach, the same

result is obtained.

Analyzing Figure A.4b one may easily detect the instant of construction of each layer,

here represented by the round points. This instant of construction corresponds, in this second

approach, to the instant when the upper boundary is moved to this new constructed layer.

As is can be seen, the temperature of each layer at its correspondent construction instant is

approaching the casting temperature of 20◦C. However, namely for the last layer, we haven’t

already attained the desired casting temperature at each construction instant.

In order to improve the model response, a simulation was performed this time using a time-

step of 2 seconds and a total time of 48 hours. The result is plotted in Figure A.5a. In this

figure, the round points correspond to the instants of construction of each layer. As it can be

concluded, and as it was expected, by diminishing the time-step, the results are improved and
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the temperature of each layer at its correspondent instant of construction/activation decreases

when compared with the previous simulation, with exception of the upper layer, whom’s tem-

perature is higher for a lower time step. It needs to be taken into account that a time-step of

2 seconds leads to a numerical cost increase.

With the objective of studying the error that occurs between the desired casting temperature
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Figure A.4: Layers’ construction simulation and temperature evolution in time, second ap-
proach: a) Layered construction simulation; b) Temperature evolution in time.
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Figure A.5: Temperature evolution in time, second approach, different time steps: a) Temper-
ature evolution in time for a time-step of 2 seconds; b) Continuous line: ∆t = 60s; Dashed line:
∆t = 2s.
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for each layer and the numerical obtained at each construction instant, it was decided to perform

a calculation, this time imposing an ambient temperature of 21◦C. Then, the “error” obtained

for the two cases (Text = 30◦C and Text = 21◦C), for each posed layer, is calculated by means

of equation A.1, where T c
i is the computed temperature at each studied point, T th

init,i is the

desired/theorectical casting temperature at the same point and Text is the ambient temperature.

The results are plotted in Figure A.6. These calculations were performed considering a time

step of ∆t = 0.5h.

Err =

∣
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Figure A.6: Error for two different ambient temperatures

Considering the results presented in Figure A.6 it seems that the error is independent of the

ambient temperature. It was also concluded that, as excepted, the maximum error occurs at

the top layer. Therefore, it was decided to re-mesh the upper layer, which is now composed of

2092 triangular elements, instead of 536. A computation was performed, with a total simulation

time of 50h and a time-step of 60s. The result is plotted in Figure A.7a. As it can be seen

analyzing Figure A.7b, the model’s response improvement is not significant.

A.3 Thin layer in a column

Is here described the third studied approach to simulate the layered construction of the dam,

consisting on introducing a thin layer to replace the moving boundary of the second approach.

Then, this thin layer will be moved upwards in order to simulate the convection boundary while



Appendix A. Studied approaches to model the dam layered construction 203

0 10 20 30 40 50
20

21

22

23

24

25

26

27

28

29

Time [h]

T
em

pe
ra

tu
re

 [º
C

]

 

 

Point 12
Point 13
Point 14
Point 15
Point 16

(a)

0 10 20 30 40 50
20

21

22

23

24

25

26

27

28

29

Time [h]

T
em

pe
ra

tu
re

 [º
C

]

 

 

Point 12
Point 13
Point 14
Point 15
Point 16

(b)

Figure A.7: Temperature evolution in time, with and without finer upper layer: a) Temperature
evolution in time for a time-step of 60 seconds and a finer upper layer; b) Continuous line: finer
upper layer; Dashed line: “normal” upper layer

constructing. Within this thin layer there will be a heat source, which is intended to simulate

the heat convection flux on the top boundary, described by equation A.2, where e[m] is the

layer thickness, here taken as 0.01m. The material properties of the thin layer are described in

Table A.2. Following the same reasoning as for other tests, it was decided to validate the “thin

layer methodology” with a simple model of a column.

Q̇ = h · (Text − T ) ·
1

e
(A.2)

Table A.2: Material properties for the thin layer

Material Thin layer
Density ρ[kg/m3] 1.2

Specific heat c[J/(kg·◦C)] 1000
Heat conduction coefficient k[W/(m·◦C)] 3000
Heat convection coefficient h[W/(m2◦C)] 10

A first computation was made, not considering the layered construction simulation. A thin

layer was applied at the upper surface of the column.

The results are compared with the ones obtained with a simple heat flow condition as

presented in section A.1, Figure A.2a. The time step was of 1800s and the total time of the
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simulation was of 100h. Analyzing Figure A.8a, one may conclude that the results are identical.
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Figure A.8: Temperature evolution in time for the thin layer model: a) Temperature distribution
comparison between thin layer and heat flow; b) Temperature distribution comparison between
thin layer and heat flow with construction simulation.

Then, the layered construction was added to this model. This approach consists on applying

a prescribed deformation to a thin layer using the “Moving Mesh” functionality of COMSOL

Multiphysics®.

A first simulation was done with a time-step of 1800s and a total time of simulation of 100h.

The results of temperature evolution in time for each layer are plotted in Figure A.8b, with

both the thin layer and the simple heat flow condition on surface. When compared with the

results obtained using the heat flow boundary condition, one can conclude that their evolution is

similar but, when using the thin layer approach, the temperature at the instant of construction

is lower, which is favorable.

However, the casting temperature of each layer, which is supposed to be of 20◦C is not

achieved with this approach either.



205

Appendix B

Probabilistic tools to propagate

uncertainties

In this appendix are given some details on the theory behind sensitivity analysis, with emphasis

given to the sensitivity test applied in the present thesis: the RBD-FAST, Random Balanced

Design Fourier Amplitude Sensitivity Test. Also some details about the Random Field Theory

are discussed.

B.1 Sensitivity analysis methods

The main objective of a sensitivity analysis is to provide information about how randomness in

the input variables of a model will affect its output variability.

In the present thesis, the effect of uncertainties related to some material properties, such

as the water-to-cement ratio or the cement content, on the variability of the model output

is assessed by means of a sensitivity analysis (chapter 5 for thermo-chemical behaviour and

chapter 6 for thermo-chemo-mechanical behaviour).

Generally, the sensitivity analysis’ methods are divided into 3 groups: screening, local and

global sensitivity analysis (Jacques, 2005). While screening methods are purely qualitative,

local and global sensitivity analysis are quantitative, leading to the obtention of the so-called

sensitivity indexes Si. Anyway, all of the three groups of methods seek the same objective of

establishing a hierarchy on the input variables based on the influence they have on the output

variability (Jacques, 2005). This feature is recalled and demonstrated in chapter 5 of this thesis.

The main difference between a local and a global sensitivity analysis is that the former

focuses on the output value (by changing each input parameter at each time giving the re-
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maining their mean values), while the latter seeks its variability (by accounting for random

input variables). Actually, an example of local sensitivity analysis are the parametric studies

presented and discussed in chapter 4, on which several parameters are changed individually and

the output of the model is analyzed given those changes. On the other hand, in chapters 5 and

6 the sensitivity indexes are evaluated by means of a global sensitivity analysis which focuses

on the variability of the model output.

The results of a sensitivity analysis give then precious information about the influence of the

input variables on the model output, being a useful tool either to evaluate the adequacy and

efficiency of the model (by assessing that a given variable is too much important, while this fact

is not proven physically, which may be due to the inability of the model to reproduce the desired

phenomena (Jacques, 2005)), or to discard uncertainty that was a priori given to a variable

(if the sensitivity analysis reveal that a certain random input variable does not contributes

much to the output variability, then that variables could be considered as deterministic in

future studies). Also in chapter 6, this time over the thermo-mechanical behaviour, some input

uncertainties appear not to influence significantly the output of the model, being characterized

by very low sensitivity indexes.

Saltelli et al. (2000) distinguish the following groups of global sensitivity methods: reliability

methods of level I, like FORM or SORM, Bayesian methods, graphic methods and variance-

based methods. In the present thesis global sensitivity analysis are performed by means of

variance-based methods. In the present case, RBD-FAST analysis are used. The RBD-FAST is

a sensitivity tests based on the Fourier amplitude sensitivity test (FAST), which will be briefly

described in the following, before introducing its variant RBD-FAST. Firstly, an introduction

to the sensitivity indexes and Sobol method is done.

B.1.1 Sensitivity index - Sobol method

Let’s take a certain model output Y which can be described by a polynomial form of equation

B.1 (Mara, 2006), consisting on a particular form of the so-called High Dimensional Model

Representation (HDMR), where xi are standardized factors, Y0 is the base simulation output,

βi is the first-order regression coefficient, βij the second-order one, and forward.
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Y (x) = Y0 +

p
∑

i=1

βixi +

p
∑

i=1

p
∑

j=1

βijxixj +

p
∑

i=1

p
∑

j=1

. . .

p
∑

n=1

βij...nxixj . . . xn + . . . (B.1)

If no hypothesis are made over the model and if the input variables are considered to be

independent, the sensitivity index Si is given by equation B.2, which traduces the sensitivity

of the model output Y to the variability of the input Xi. In equation B.2, V (Y ) is the total

variance, given in equation B.3, where E[Y |Xi] is the mean of the model output, given Xi.

E[Y |Xi] will be lower if the model output Y is not sensitive to the variations of Xi (Jacques,

2005). On the other hand, its variance, V (E[Y |Xi]) will traduce the sensitivity of the model,

presenting greater values for the most important random input variables Xi.

Si =
V (E[Y |Xi])

V (Y )
, Y = f(X1, . . . , Xp) (B.2)

V (Y ) = V (E[Y |Xi]) + E[V (Y |Xi)] (B.3)

Sobol (1993) defines Si as the first-order sensitivity index by decomposing f(X1, . . . , Xi)

in a sum of increasing order functions, commonly called the Sobol decomposition, given by

equation B.4, where f0 = E[Y ] (E being the mean), f0 + fi(Xi) = E[Y |Xi] (E[.|.] being the

conditioned mean), f0 + fi(Xi) + fj(Xj) + fij(Xi, Xj) = E[Y |Xi, Xj], and so on. . .

In the Sobol method, not only the model output Y = f(X1, . . . , Xp) is decomposed, but

also its variance (equation B.5). This method allows the evaluation of the first-order sensitivity

index via equation B.2, as well as higher-order sensitivity indexes, Sij (equation B.6). Therefore,

not only the influence of each input random variable is assessed, but also the influence of their

interactions is assessed as well.

Y (X) = f0 +

p
∑

i=1

fi(Xi) +

p
∑

j>i

fij(Xi, Xj) + . . .+ f12...p(X1, X2, . . . , Xp) (B.4)

V (Y ) =

p
∑

i=1

Vi +

p
∑

j>i

Vij + . . .+ V12...p (B.5)

1 =

p
∑

i=1

Si +

p
∑

i=1

p
∑

j>i

Sij + . . .+ S12...p (B.6)

The problem with the Sobol method is the exponentially increasing number of computations

with the number of input random variables needed to perform the analysis, which becomes
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rapidly numerically non-affordable.

B.1.2 FAST

The FAST method was initially proposed by Cukier et al. (1973) and relies on the Fourier

transform to decompose the variance of a model output Y , such as achieved with the Sobol

decomposition method.

Let’s take the model defined by equation B.7

f(x) = f(x1 . . . , xp) x ∈ [0, 1]p (B.7)

In FAST, each independent random variable (r.v.) is generated from a periodic search

function. In the present thesis, equation B.8 from Saltelli et al. (1999) was adopted, on which

each r.v. is assigned a characteristic integer frequency wi (Xu and Gertner, 2008). Those

frequencies shall be chosen in such a way that they avoid interferences between the outputs on

those frequencies and their higher-order harmonics {wi, 2wi, . . . ,Mwmax} (Tarantola, 2006). In

equation B.8, xi is one realization of the r.v. and F−1 is the inverse cumulative distribution

function over xi. S is the sample defined by S = [s1, . . . , sj, sN ], where sj is given by B.9, being

N the sample size.

xi = F−1
i

(

1

2
+

1

π
arcsin(sin(wis))

)

, −π ≤ s ≤ π (B.8)

sj = −π +
π

N
+

2π(j − 1)

N
, ∀j = 1, 2, . . . , N (B.9)

Such as pointed out in Xu and Gertner (2008), the search function B.8 will allow the

sampling of each random variable according to an expected probability density function. Each

random variable will oscillate periodically at its corresponding frequency wi and therefore, the

model output will be a periodic function and a Fourier analysis can then be performed over it.

Expanding the model output with a Fourier series (equation B.10), the Fourier coefficients

Aj and Bj may then be determined (equations B.12 and B.13, where f is the model output)

and used to compute the total (V ) and partial (Vi) variances of the model output. The first

order sensitivity indices are finally obtained by equation B.15.

Y = f(x1, . . . , xp) = f(s) = A0 +
+∞
∑

j=1

{Aj · cos(js) +Bj · sin(js)} (B.10)
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V ≈ 2
+∞
∑

j=1

(

A2
j +B2

j

)

(B.11)

Aj =
1

2π

∫ π

−π

f(x(s)) · cos(js)ds (B.12)

Bj =
1

2π

∫ π

−π

f(x(s)) · sin(js)ds (B.13)

Vi = 2
+∞
∑

p=1

(

A2
pwi

+B2
pwi

)

(B.14)

Si =
Vi

V
(B.15)

The number of simulations N needed in FAST may be found by means of equation B.16

(Saltelli et al., 1999; Xu and Gertner, 2008; Mara, 2009), let M = 4 and wmax = 35 in this

work.

N = (2 ·M · wmax + 1) · 2 (B.16)

Such as reported in the work of Jacques (2005), one of the advantages of the FAST method

when compared to the Sobol one is that the sensitivity indexes corresponding to each input

random variable may be calculated from one single sample set, while for Sobol would need

two sample sets. However, in FAST the obtained Si will be deterministic and functions of

the chosen frequency series, while with Sobol a confidence interval is also obtained for the

sensitivity indexes (Jacques, 2005). Anyway, and as previously pointed out, the Sobol method

is numerically expensive, and for the case under study, on which a coupled thermo-chemo-

mechanical analysis of an RCC dam during construction is performed, and for the number

of adopted random variables, the Sobol method would lead to enormous computation time.

Another limitation of the FAST method and that shall not be ignored is the fact that it can

only account for independent random variables, not allowing, at least in its original version,

the account for correlation between input random variables.

B.1.3 RBD-FAST

To overcome some limitations of FAST method, the RBD-FAST was proposed by Tarantola

(2006) by using a sampling technique based on Satterthwaite’s random balance designs (Sat-

terthwaite, 1959; Tissot and Prieur, 2012). In their work, Xu and Gertner (2008) propose to ally

random balance design and reordering to overcome the two most evident limitations of FAST:
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the aliasing effect between the input variables due to the use of integer frequencies (which leads

to the need of a bigger sample size) and the limitation of independency of the random variables,

not allowing the account for correlation between them. In the present thesis, all of the random

variables are considered to be independent. Therefore, only the first part of those achievements

are applied in the present thesis and explained hereafter.

The advantage of RBD-FAST is that each random variable may be sampled from a periodic

search function considering a single frequency wi for all random variables, which will lead to a

reduction on the number of simulations N . This is possible thanks to a randomization procedure

used in RBD-FAST method (Tarantola et al., 2006; Xu and Gertner, 2008; Mara, 2009). The

randomization procedure consists of randomly permuting the set of samples for each random

variable, run the model using those permuted sets of random variables, and finally reorder the

model output according to the input permutation for each random variable. Then, for each

reordered set of output the single frequency wi is restored and the sensitivity indices may be

evaluated using the same procedure as in FAST. The disadvantage of RBD-FAST is that it

does not allow the computation of the total sensitivity indexes.

B.1.4 Example, FAST vs. RBD-FAST

As an example, is here firstly performed a FAST analysis over the problem described by equation

B.17 from Mara (2009). Then, RBD-FAST is performed over the same model and the solutions

are compared. In equation B.17, X1 and X2 are independent variables, characterized by a

uniform distribution [−1, 1], as depicted in Figure B.1.

Y = X1 +X2 + 2 ·X1X2 (B.17)

The Fourier spectrum is calculated over the model output Y , as well as the power spectrum,

here plotted in Figure B.2. In Figure B.2 are identified the adopted frequencies for the variables

X1 and X2, which are of 11 and 35 respectively, as well as their interactions at frequencies 24

and 46.

In order to better understand and illustrate the randomization procedure applied in RBD-

FAST, the same example is taken, but only randomizing each variable at a time. In Figure

B.3a the frequency 35 is correctly identified for the periodical variable X2, while the noise is

due to the random variable X1 and its interactions. On the other hand, while randomizing X2,



Appendix B. Probabilistic tools to propagate uncertainties 211

−1 −0.5 0 0.5 1
X

2

−1 −0.5 0 0.5 1

−1

−0.5

0

0.5

1

X
2

X
1

−1

−0.5

0

0.5

1

X
1
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Figure B.2: Power spectrum of Y for FAST

the frequency of 11 of the periodical variable X1 is identified in Figure B.3b. For more details

please refer to Mara (2009), from which this example was extracted.

The first-order sensitivity indexes found using both procedures are described in Table B.1.

The indexes found with both procedures are very similar.

Table B.1: Fist-order sensitivity indexes

Si,X1
Si,X2

FAST 0.31 0.29
RBD-FAST 0.31 0.32
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Figure B.3: Power spectrum of Y applying randomization procedure: a) Randomization over
X1; b) Randomization over X2.

B.2 Random fields approach

Here is described with more detail the random field approach used in the present thesis. Random

field theory has been applied in several research domains, such as in structural engineering (e.g.

Liu et al., 2001) and in geotechnical engineering (e.g. Vanmarcke (1977) and more recently

Griffiths and Fenton (2004), Popescu et al. (2005), Lopez-Caballero and Modaressi-Farahmand-

Razavi (2010), Caro et al. (2011), among others).

A random field is defined by a joint probability distribution such as in equation B.18 (Baecher

and Christian, 2003). It may therefore be characterized by its mean (equation B.19), variance

(equation B.20) and covariance (equation B.21).

Fx1,...,xn
(z1, . . . , zn) = P{z(x1) ≤ z1, . . . , z(xn) ≤ zn} (B.18)

E[z(x)] = µ(x) (B.19)

V ar[z(x)] = σ2(x) (B.20)

Cov[z(xi), z(xj)] = E[(z(xi)− µ(xi)) · (z(xj)− µ(xj))] (B.21)

A random field is generally characterized by its stationarity (or non-stationarity). A random

field is considered stationary if the joint probability functions are independent of the absolute

location, if the mean value is of E[z(x)] = µ , ∀x and if the covariance only depends on the

relative location between each couple of points discretized over the domain: Cov[z(xi,xj)] =
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Cz(xi − xj), where Cz is the autocovariance function (Baecher and Christian, 2003). In the

present thesis the applied random fields are stationary (or homogeneous).

B.2.1 Gaussian random fields

In this thesis, the applied random fields are Gaussian, described by the probability density

function of equation B.22, where µ is the mean vector and Σ is the covariance matrix (Baecher

and Christian, 2003).

fz(z) = (2π)−n/2|Σ|−1/2 exp {−
1

2
(z− µ)′Σ−1(z− µ)} (B.22)

Σij = {Cov[zi(x), zj(x)]} (B.23)

Adler (1981) have described the following properties of Gaussian random fields: they are

fully characterized by the mean and autocovariance function; any subset of variables is also

Gaussian; the conditional probability distributions of any two variables is Gaussian; if two

variables are bi-variate Gaussian and their covariance is zero, then they are independent.

B.2.2 Autocorrelation functions

The autocorrelation function defines the correlation between the values of adjacent cells of the

model and may be represented by equation B.24, being Gi and Gj two locations of the random

field.

R(Gi, Gj) =
Cov[Z(Gi), G(Gj)]

√

V ar[Z(Gi)] · V ar[Z(Gj)]
(B.24)

In a homogenous/stationary random field, the autocorrelation function only depends on the

distance between the two locations Gi and Gj and it can be fully defined by its mean, variance

and autocorrelation function (Huyse and Walters, 2001). There are several widely applied

models to describe the autocorrelation function, such as: exponential (equation B.25), squared

exponential (equation B.26), triangular (equation B.27) and damped sinusoidal (equation B.28)

(Huyse and Walters, 2001). In these equations, ρ̂ is the autocorrelation function, Gi and Gj

are two locations and lc is the correlation length. By definition, a larger correlation length will

lead to a slower varying random field, and therefore the variation between two locations will

increase by decreasing lc.
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ρ̂Gi,Gj
= exp

(

−
|Gi −Gj|

lc

)

(B.25)

ρ̂Gi,Gj
= exp

[

−

(

Gi −Gj

lc

)2
]

(B.26)

ρ̂Gi,Gj
=







1−
|Gi−Gj |

lc
if |Gi −Gj| ≤ lc

0 if |Gi −Gj | > lc
(B.27)

ρ̂Gi,Gj
=

sin(π|Gi −Gj |/lc)

π|Gi −Gj |/lc
(B.28)

Because of the lack of field data about the parameters’ spatial variation, a squared exponen-

tial autocorrelation function of the form of equation B.29 was assumed to be well adapted in

this thesis. The applied random field is bidimensional (2D) and two autocorrelation functions

are given, one in each direction, characterized by two different correlation lengths: θx and θy.

ρ̂Gi,Gj
= exp

[

−π

[

(

dx
θx

)2

+

(

dy
θy

)2
]]

(B.29)

In equation B.29, ρ̂ is the correlation coefficient between points Gi and Gj , dx and dy being

the horizontal and vertical distances between those two points.

B.2.3 Random fields generation

There exist several methods available to discretize a random field, such as the midpoint method

(used in this work), the spatial average method, the shape function method and series expansion-

based methods such as Karhunen-Loève or Newman (Huyse and Walters, 2001; Phoon, 2008).

In the midpoint method, the model is sub-divided into several cells, each one being assigned a

random value of the parameter of interest, constant within that cell.

Then, the generation of those random fields may be done by several processes. In the case

of midpoint random fields such as the ones applied in this thesis, their generation may be done

by: auto-regressive processes, covariance decomposition and spectral representation. For more

details about these methods please refer to Huyse and Walters (2001).

In the present thesis, the stationary Gaussian random fields are discretized by the mid-

point method and have been generated via Monte Carlo sampling method, based on the co-

variance matrix decomposition technique (Lopez-Caballero and Modaressi-Farahmand-Razavi,

2010; Davis, 1987), used in the work of Caro et al. (2011) and proposed by El-Kadi and Williams
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(2000).

Based on principal components analysis, the correlated random field P is obtained by equa-

tion B.30, where B is the matrix of the eigenvectors of the correlation matrix R (obtained via

equation B.29 for each pair of points), Λ is the diagonal matrix of the square root of the eigen-

values of R and C is the matrix of the Gaussian uncorrelated random variables. The variables

of the random field P are Gaussian N [0, 1] and correlated following the R matrix.

[P ] = [B] ∗ [Λ] ∗ [C] (B.30)

Afterwards, the Gaussian correlated field P is transformed into a non-Gaussian random field

by using the inverse CDF (cumulative distribution function) method:

fB(x) = F−1
B [FG[fP (x)]] (B.31)

where FB and FG are the CDFs of the non-Gaussian and Gaussian random field respectively. For

further details about this method please refer to Lopez-Caballero and Modaressi-Farahmand-

Razavi (2010).
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